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Introduction to “Advances
in Longitudinal HCI Research”

Evangelos Karapanos, Jens Gerken, Jesper Kjeldskov, and Mikael B. Skov

Abstract Aimed as an educational resource for graduate students and researchers
in HCI, this book brings together a collection of chapters, addressing theoretical
and methodological considerations, and presenting case studies of longitudinal HCI
research. In this short introduction to the book, we reflect on the need for longitudinal
studies in human–computer interaction research, we define what is and what is not
longitudinal research and outline the selected contributions.

Keywords Longitudinal research · Empirical studies

1 Why Do We Need Longitudinal Research?

One could argue that most of our knowledge in HCI research is about the short term.
A recent survey of empirical studies of nudging in HCI [1] found only 35% of the
reviewed studies to have a duration longer than a day, and 19% of them to have
a duration longer than a month. This echoes Hornbæk’s [2] finding back in 2006
that out of 180 studies of usability being reviewed, only 13 (7%) had a duration
longer than five hours. What does this mean for our knowledge on the usability and
effectiveness of interactive technology? In an early longitudinal study of usability,
Mendoza and Novick [3] logged users’ reports of frustration over a period of eight
weeks. They found that the types and causes of errors changed over time, along with
users’ responses to frustration episodes, and suggested that “we may know more
about the problems of novice users than we know of the problems of experienced
users.” In the same way, one could think that our knowledge about the effectiveness
of the nudging mechanisms reviewed in Caraban et al.’s survey [1] is mostly limited
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2 E. Karapanos et al.

to their initial effects. As the authors suggest, nudges can backfire or lead to weaker
than anticipated effects, for a number of reasons such as habituation, reactance, or
lack of educational gains [1].

Recent technological, policy, and market trends further highlight the importance
of studying prolonged use. Already fifteen years ago, den Ouden and Brombacher
[4] noted a change in the consumer electronics industry. The time and coverage of
product warranty had increased due to legislation and competition. This resulted
in an increasing number of user complaints that covered aspects beyond the out-
of-the-box experience. Today, products are increasingly becoming service-centered,
and their revenue models and the emphasis of the tech industry are shifting from
initial adoption to sustained engagement. Think of the wearable health market as
an example. While the initial hype was generated by a technology push paradigm,
leveraging users’ fascinationwith tracking their behaviors, a successful product today
needs to prove effective behavior change and users are increasingly willing to engage
in paid behavior change programs. Similarly, Facebook, Uber, and Spotify (and the
list goes on), all depend on sustaining user engagement. Moreover, as Odom explains
in Chap. “Tensions and Techniques in Investigating Longitudinal Experiences with
SlowTechnologyResearch Products” of this book, these digital services and products
collect vast amounts of data from us, such as photos, music listening behaviors, and
other forms of behavioral data. How do we know their long-term side effects on our
privacy, safety, and well-being? Our knowledge on the long-term impact of these
technologies, and how to design for lasting positive effects, is often limited.

2 Defining Longitudinal Research

One could wonder: Should all research about the short versus long-term effects
of interactive technology be longitudinal? For a research study to be characterized
as longitudinal, it needs to take at least two measurements of the same variable
at different points in time [5]. This allows us to look at changes within the same
individual. Did their perception of the usability of the product change over time? Did
the relative importance of different product qualities, such as usability, usefulness
or novelty, change over time? The appropriate duration between measurements and
the number of measurements mostly depends on the phenomena and their dynamics
one aims to capture in such research. For example, the learning effects of a new
input device might be studied over the course of 20 sessions, scheduled across 20–
25 days [6]. The impact of a new electronic patient recording system and studying
how novice users become experts over time might require much longer time frames,
such as 15 months as in Kjeldskov et al. [7].

However, a longitudinal design also entails a number of challenges, such as
participant dropouts (panel attrition) or constructs becoming invalid over time as
participants’ perceptions of them change (panel conditioning and construct validity),
but also the high costs longitudinal studies imply (c.f. [5, 9]). Some of the alter-
native approaches to studying change over time have been previously discussed
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in HCI research [8, 9]. At the top level, one may distinguish between repeated
cross-sectional, longitudinal, and retrospective designs.

Repeated cross-sectional designs differ from longitudinal, in that they recruit
different participants in each data-gathering wave. For large surveys in social
sciences, this is a typical procedure, for example when assessing the changes in
opinion polls in politics over time. However, this approach can also be adapted to
compare user groups, based on the assumption that the differences between groups
resemble differences over time. For instance, one could measure user performance
with users of different levels of expertise (e.g., novice versus expert users), or different
lengths of ownership of a product. Given that one cannot study intra-individual
change, such designs imply a risk of failing to control for external variation, and
falsely attributing variation across the different user groups to the manipulated vari-
able. Prümper et al. [10] for instance highlighted this problem, by showing that
different definitions of novice and expert users lead to varying results.

Longitudinal designs can be further classified into within subjects repeated
sampling designs, prospective panel designs, and revolving panel designs. The first
two differ only in terms of the number of data-gathering waves. Repeated sampling
designs entail only two waves of data gathering. As an example, Kjeldskov et al. [7]
studied the same seven nurses, using a healthcare system, right after the system was
introduced in a hospital and 15 months later, while Karapanos et al. [11] studied how
ten individuals formedoverall evaluative judgments of a novel pointing device, during
the first week of use as well as after four weeks of using the product. Prospective
panel designs, on the other hand, incorporate at least three data-gathering waves, thus
enabling an inquiry into the exact form and process of change. However, with more
data-gathering waves being added, the challenges of longitudinal research are attenu-
ated, as participants may drop out of the study or become accustomed to themeasure-
ment, thus raising issues of construct validity. Revolving panel designs attempt to
address these problems by adding a smaller number of new participants at each
data-gathering wave.

Finally, in retrospective designs, data are gathered only at a single point in time
and participants are asked to retrospect on two or more periods in the past. While
retrospective designs provide a lightweight approach to studying change over time
and remove the risk of panel attrition as there is only one data-gathering wave,
they suffer from retrospection bias, as participants are asked to report on events that
took place weeks, months, or years in the past [5]. A number of methods that aim at
reducing retrospection bias have been presented in HCI research over the past decade
(e.g., [12, 13]).

3 What This Book Covers

This book brings together a collection of chapters, addressing theoretical andmethod-
ological considerations and presenting case studies of longitudinal HCI research.We
outline below the contributions from the ten selected chapters.
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Theoretical Perspectives

The first two chapters discuss theoretical concepts around the design and execution
of longitudinal studies.

In Chap. “Longitudinal Studies in HCI Research: A Review of CHI Publications
from 1982–2019” Kjærup, Skov, Kjeldskov, Gerken, and Reiterer explore existing
longitudinal studies in HCI research through a review of CHI publications from
1982 to 2019. A key goal of the chapter is to understand how previous HCI research
described through CHI papers have conducted longitudinal studies in order to inform
and inspire future studies. Building on the literature review and analysis, this chapter
offers a classification of studies and recommendations for future longitudinal HCI
research.

In Chap. “Longitudinal Studies in Information Systems,” Nielsen provides an
account of how longitudinal research in the field of information systems has evolved
and what HCI can learn from this. After mapping the past 20 years of longitudinal
research in the field of information systems, the author presents five exemplar longi-
tudinal studies, uses them to illustrate the difference between variance and process
studies, and elaborates on the implications this distinction has on decisions regarding
the design and execution of longitudinal studies in HCI.

Methodological Considerations in Longitudinal HCI Research

The next four chapters in the book discuss methodological issues related to
longitudinal studies.

In Chap. “Recommendations for Conducting Longitudinal Experience Sampling
Studies,” van Berkel and Kostakos discuss a number of concerns that surface
when employing the experience sampling method (ESM) in longitudinal studies,
given the high degree of participant engagement that the method necessitates, and
propose practical recommendations that can assist researchers in mitigating those
concerns. Among others, they discuss issues of participant motivation, study adher-
ence, response reliability, and response bias introduced by the longitudinal nature of
such studies.

InChap. “Longitudinal First-PersonHCIResearchMethods,” Lucero,Desjardins,
and Neustaedter reflect on the use of first-person research methods, such as auto-
ethnography and autobiographical design, which by their very own nature, typically
span extended periods of time, such as several months, or even (many) years. Staying
true to the values of first-person research methods, the authors present three case
studies through personal, reflective accounts of what went on during the studies,
the strengths of their approach, and the challenges they faced, providing fruitful
insights for researchers wishing to engage with first-person methods. Drawing on
the differences and the commonalities across their three experiences, the authors
discuss a number of critical factors of the study design and execution, such as the
degree of engagement of the researcher, issues relating to data collection fatigue and
data safety, the role of reflection as the primary mode of inquiry, and the question of
how to decide when to conclude the study.
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In Chap. “Imagining the Future of Longitudinal HCI Studies: Sensor-Embedded
Everyday Objects as Subjective Data Collection Tools,” Karahanoğlu and Ludden,
drawing inspiration from quantified self and the ubiquity of mobile and wearable
sensors, explore the potential of sensor-embedded everyday objects as tools, or
probes, for subjective data collection in longitudinal studies. To explore their design
space, their opportunities, and barriers, they conduct three online focus groups with
HCI experts. The authors present a number of concepts that came out of this process
and propose on issues that we should pay attention to when creating such tools,
such as reducing participant effort, collecting one type of data at a time, and finding
friendly ways to embed these objects in daily life.

Lastly, in Chap. “Experiments, longitudinal studies, and sequential experimenta-
tion: how using “intermediate” results can help design experiments,” Kaptein intro-
duces us to an underused, yet highly valuable experimental design for HCI, that of
sequential experimentation, where “intermediate results are used to make changes
to the experimental design as the experiment is still running.” This, Kaptein argues,
provides a number of benefits to traditional experiments, such as randomized clin-
ical trials (RCTs), where all decisions, such as the number of participants, are made
beforehand. To name one, sequential experiments enable researchers to stop a study
early, when sufficient evidence has been collected, thus saving resources in tedious
and costly longitudinal studies. Kaptein discusses a model for sequential experimen-
tation, the multi-armed bandit problem, and introduces software that enables HCI
researchers to conduct sequential experiments.

Reviews of, and Case Studies on Longitudinal HCI Research

The remaining four chapters present different examples of longitudinal research
across different strands of HCI research.

In Chap. “Tensions and Techniques in Investigating Longitudinal Experiences
with Slow Technology Research Products,” Odom argues that the ease with which
we can accumulate personal digital data, from photo albums, to music, and other
types of digital data, raise new questions about how we should interact with those
digital platforms over the long term, and how to study those through a longer time
frame. The author presents and reflects on two case studies of long-term deployment
of “slow” technology: One that aims to “motivate users to interact in reflective,
contemplative and curious ways […] and to operate slowly, in the background of
everyday life.” Odom provides a very interesting account of the type of inquiry
needed and the tensions that exist in the long-term study of slow technology, such
as “providing a space for ongoing discussions with participants while being mindful
not to draw too much attention to the design artifact itself.”

In Chap. “Opportunities and Challenges for Long-Term Tracking,” Epstein,
Eslambolchilar, Kay,Meyer, andMunson review the challenges involved in the long-
term tracking of one’s own behaviors. They present two case studies of long-term
tracking and reflect on ways to mitigate the challenges, such how to design personal
informatics tools that maintain adherence, and how to treat lapses in tracking as
opportunities for self-reflection. They conclude with a number of recommendations
for conducting studies that involve long-term tracking of personal data, such as how
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to treat missing data, how to leverage secondary sources of data, and regarding the
ethical, legal, and social implications of long-term tracking.

In Chap. “Augmenting Gestural Interactions with Mid-air Haptic Feedback: A
Case Study of Mixed-method Longitudinal UX-testing in the Lab,” van den Bogaert,
Rutten, and Geerts present a longitudinal study of a novel output technology, ultra-
soundmid-air haptic feedback. The authors tackle a common problemwhenworking
with novel technologies—they often cannot be deployed in the field. The authors
present here a longitudinal study conducted in a laboratory environment, where
participants go through eight repeated exposures to the mid-air haptic feedback
mechanism over five weeks. The authors present a number of interesting insights
around the dynamics of users’ experience with the technology over the course of
the eight repeated exposures and reflect on the methodological takeaways from this
study, including questions around the optimal duration of each laboratory session,
recruitment, and the role of the fun factor and remuneration in ensuring participant’s
adherence.

Finally, in Chap. “A Six-Month, Multi-Platform Investigation of Creative Crowd-
sourcing,” Khan, Lykourentzou, and Metaxas present a longitudinal study of seven
crowdsourcing communities focusing on macro-tasks: complex, longer tasks, which
are difficult to break down and usually involve creativity, as opposed to micro-tasks,
ones that are simple, short, and involve unskilled work. The authors present the
analysis of publicly available data that they collected over the course of six months,
involving more than thirteen thousand tasks, and provide a number of interesting
recommendations for the design of crowdsourcing communities.
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Longitudinal Studies in HCI Research:
A Review of CHI Publications From
1982–2019

Maria Kjærup, Mikael B. Skov, Peter Axel Nielsen, Jesper Kjeldskov,
Jens Gerken, and Harald Reiterer

Abstract Longitudinal studies in HCI research have the potential to increase our
understanding of how human–technology interactions evolve over time. Potentially,
longitudinal studies eliminate learning or novelty effects by considering change
through repeated measurements of interaction and use. However, there seems to
exist no agreement of how longitudinal HCI study designs are characterized. We
conducted an analysis of 106 HCI papers published at the CHI conference from 1982
to 2019where longitudinal studieswere explicitly reported.We analysed these papers
using classical longitudinal study metrics, e.g. duration, metrics, methods, change
or stability. We illustrate that longitudinal studies in HCI research are highly diverse
in terms of duration lasting from few days to several years and different metrics are
applied. It appears that the paper contribution type highly influences study design,
while only a little more than half of the papers discuss or illustrate change/stability
during their studies. We further underline considerations of durations versus satu-
ration, identifying points of measurements and matching contribution types with
research questions. Finally, we urge researchers to extend implications presented
on perceiving duration as a singular attribute, as well as longitudinal systematic
approaches to ‘in situ’ studies and ethnography in HCI.
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Keywords Longitudinal · Literature review · Study design · Duration · Change

1 Introduction

Longitudinal studies in human–computer interaction (HCI) research have been
applied and discussed for several years, and the potential of conducting studies that
are longitudinal by nature is almost quite evident, e.g. the opportunity to measure or
observe changes over time [6].

Longitudinal studies or longitudinal research are commonly applied and used in
other research disciplines. For example, in social science, it has been used to focus
on studying phenomena over an extended period of time and to study changes within
these phenomena. Pettigrew [16] defines longitudinal research in social science as
lengthwise and thereby as research studies that span a period of time. For this chapter,
we adopt a definition on longitudinal data in HCI research from Gerken [6], who
states ‘longitudinal data present information aboutwhat happened to a set of research
units [in our case, the participants of a study] during a series of time points’. Thus,
duration of time and change is highly important for longitudinal studies. But various
challenges and obstacles have been identified for longitudinal studies, e.g. that they
can be very cumbersome or labour-intensive (high demand on resources) and also
risks of panel attrition.

Several conference events have been organized at the annual premier interna-
tional HCI conference The ACM CHI Conference on Human Factors in Computing
Systems (CHI) over the past years, e.g. workshops [4], with these subgoals ‘in-depth
discussion of key issues both appropriate methodology and research questions that
lend themselves to longitudinal study’ and ‘generation and dissemination of best
practices for longitudinal research to the CHI community’, resonating a need for
consensus on longitudinal HCI. Also, previous user experience (UX) research has
started to shift their focus from initial UX to more prolonged sustained use, thereby
requiring longitudinal studies [10].

In this chapter, we will give an overview of how previous CHI contributions
have conducted longitudinal studies, for inspiration. Additionally, we will present
recommendations for future longitudinal HCI research.

It is important to note that longitudinal research should be seen as a specific tool
and not the silver bullet to empirical research in any field. So, while it is important to
promote the application of longitudinal research, it is also necessary to understand
the pitfalls and difficulties that come with it. By providing this analysis, we aim to
shed some light on these aspects as well.
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2 The Challenge of Identifying Longitudinal HCI

There is already much HCI research that is longitudinal, but it is also fair to state
that much less research is explicitly longitudinal. Various forums at the CHI confer-
ence have addressed a need for stronger focus on longitudinal research within HCI,
e.g. workshops [3, 4, 8], panels [23], SIGs [7, 22] and courses [2]. However, we
still have little empirical evidence about how we as an HCI community understand
what longitudinal research is for HCI studies, how we should think about it, which
methods apply, and how it should be evaluated. Only two small sections are dedi-
cated to this broad topic in a newly updated version of one of the common textbooks
on HCI research methods [12]. Ethnographic studies are often longitudinal—at least
implicitly—but not always. Case studies often provide a snapshot and hence not
longitudinal, but not always. The timespan of experiments is traditionally short, but
several are longitudinal. There seem to exist a genuine lack of clarity as to what
longitudinal is and should be in HCI research. In our reading of the 106 CHI papers,
we found that only one paper referenced a source text for longitudinal data analysis
(appendix reference [41]). Instead, others would reference other HCI publications on
HCI longitudinal studies, while most of them included no references on longitudinal
studies or research at all. There seem to be no common, unified definition for longi-
tudinal research in HCI, only emerging definitions formed in panels and discussions
in the context of CHI, and not even these are referenced that often.

3 Studying Change

In the social sciences, longitudinal research has been more common, with periodic
censuses which aim to understand societal developments being one of the popular
and oldest examples [13]. So as a starting point we can state that longitudinal research
has been used to focus on studying phenomena over an extended period of time and to
study changeswithin the phenomena.But howso?Fromamore technical perspective,
we can followTaris who contrasts longitudinal researchwith cross-sectional research
[21]. In cross-sectional research, there is only one single measurement for each
individual or case in the study—ideally at the same point in time. Typically, such
research is applied in HCI, e.g. when running a survey or to compare different
interaction techniques in a controlled experiment. Longitudinal studies however are
‘running lengthwise’ as Pettigrew puts it [16]. This means that there need to be at
least two measurements for each case and for the same variable at different points in
time. This then allows for comparison of data among the time variable and thereby
the study of changes.

Change is the primary variable of most interest in longitudinal research, and the
appropriate conceptualization of change is central [18]. The emphasis is also here on
change and from the point of measurement of variance they claim that longitudinal
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research must contain three or more repeated measurements. In Pettigrew’s longitu-
dinal process research, the empirical analysis is directed at understanding the process
of change (over time), the contents of the change, and the context in which it happens.
Guidelines have been established to inform how to develop and evaluate longitudinal
research on change. The necessary conceptualizing of change, they state, requires an
explication of a theory of change, duration of change as well as predictors of change.
Different aspects should be clarified including the level of change of interest, group
average change, intraunit change, or interunit differences in intraunit change. It is
often the relationship between variables that is the most interesting and this can be
examined only by a longitudinal study.

Elements of comparison are vital for longitudinal studies, and quantitative
approaches are implemented for comparison and significant relationships between
set variables. Ployhart andVandenberg [18] address statistical analysis in their guide-
lines and urge to be aware of potential violations in statistical assumptions inherent
in longitudinal designs (e.g. correlated residuals, non-independence). The potential
errors have to do with the nature of longitudinal research where variables change;
they become more or less heterogeneous, over time. Being precise about which vari-
ables are expected to change, why they are changing and (when relevant) the nature of
dynamic relationships over time. Time is not the only valid variable, as they empha-
size; most constructs do not change, evolve or develop because of time, rather they
do so over time. An example is that time does not make children grow into adults;
genetics and environment are the causes. Pettigrew [16, 17] argues that pragmatically
judgements in longitudinal research will be made based on the themes and research
questions being pursued, the empirical setting of the research, researcher–subject
relationships and funding and other resource constraints. What researchers can say
something about will be dependent on the variables, which are measured.

4 Method

The primary goal of our study is to explore previous CHI papers where longitudinal
studies have been applied and reported. Particularly, we are interested in analysing
how CHI papers have studied change or stability over time, what time or duration is
in CHI studies, and finally what kind of research methods that longitudinal studies
apply. For this analysis, we ground our work in the definition stating ‘longitudinal
data present information about what happened to a set of research units [in our case,
the participants of a study] during a series of time points’ [6].

In our paper selection, we were inspired by the four phase analysis on empirical
studies illustrated in Bargas-Avila andHornbæk [1], but since our analysis focuses on
only one outlet (CHI proceeding series),most of the exclusion steps are not applicable
for our study. Thus, we conducted three phases when selecting publications for our
study namely identification, retrieval, and analysis. For readability, when referencing
appendix references outside of findings, we will clearly mark it.
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4.1 Phase 1: Identification of Publications

We used the exact query or search term ‘longitudinal’ in the ACM Digital Library
(DL) database and further limited our search to only include publications from the
proceeding series Human Factors in Computing Systems conference (CHI). We
searched for the query in all ACM DL fields including title, abstract, keywords and
full text. The CHI conference has been held annually since 1982 and the ACM DL
include all conference proceedings from 1982 (the first CHI) until 2019 (the latest
CHI). We found that the query term ‘longitudinal’ is significantly unique to capture
the type of publications that we would like to include.

We have only included published CHI papers in this analysis. We certainly
acknowledge that longitudinal studies are also published at other HCI venues. We
address this in discussion, referencing a previous analysis that adds interesting and
complementary perspective on longitudinal studies in HCI research.

4.2 Phase 2: Retrieval of Selected Publications

We retrieved 137 publication entries out of the 138 entries from phase 1. One entry
in the ACM DL included no PDF and referred to a CHI 2008 workshop call on
information visualization. This entry was excluded from our set. The 137 publica-
tion entries (PDFs) were archived, and we then printed and numbered all entries in
alphabetical order after first author’s last name. For our study, this phase involved
only the above exclusion of publications as we only had one data source (the ACM
DL) and therefore, no duplicates were included in our set of publications. We have
included the entire list with all 137 CHI publications in the reference appendix in
this chapter.

4.3 Phase 3: Publications for Analysis

During this third phase, we wanted to exclude papers that did not, e.g. report from an
empirical study as our goal was to analyse how CHI research conduct longitudinal
studies and not only how they talk about these studies. A total of 31 publications was
excluded from the analysis, all listed here as appendix references. First, we removed
twelve entries where the publication did not report from an empirical study [5, 6,
7, 17, 21, 25, 26, 61, 65, 66, 86, 123]. Secondly, we excluded eleven publications
where the term longitudinal referred to something different than the study or research
method [35, 50, 52, 56, 67, 69, 76, 102, 129, 130, 137]. Thirdly, we excluded seven
publications where the study had not yet been done, but where the authors suggest
a longitudinal study should be done [22, 23, 31, 101, 103, 108, 135]. Finally, we
removed one publication where the paper did not have sufficient details on how or
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whether an empirical longitudinal study actually hadbeen conducted [91].A resulting
list of 106 CHI papers was used for our analysis and can be found in the reference
appendix of this chapter (they are marked with an ‘*’).

We initially described the 106 publications using themes and characteristics of
longitudinal research from related disciplines (as introduced in the background).
Here, we used the definition from Gerken [7] on longitudinal data on what happens
to a set of research units (participants) over a series of time points. Based on this, we
constructed a framework for analysis that consisted of entries for duration, variables
and metrics, data types, research methods, study context, how the term longitudinal
is used and applied and finally a short summary of the paper. Additionally, the 106
CHI papers were re-read with a focus on argumentation for or against longitudinal
aspects, how it was implemented in methods and how findings were impacted by the
longitudinal aspects of the study. Following, paperswere sorted and analysed through
emergent themes, reflected in the findings. We also analysed and categorized all 106
papers, regarding their specific type of contribution they present, taking inspiration
from the CHI contribution types as illustrated in the CHI 2017 website where it is
stated that ‘… a single paper may often fall between contribution types, or offer its
own unique contribution…’While we certainly acknowledge that CHI papers often
make several contributions, we have attempted to determine a primary contribution
of each paper for us to discuss different kinds of studies in relation to contribution
type.

5 Overview of Longitudinal HCI Research

In the following overview, we present key characteristics for the 106 CHI contribu-
tions, namely duration, metrics and change. We would like to stress that when we
reference papers in this section, the number refers to the numbers in the Appendix
References.

First, our analysis showed that two contribution types amounted for almost 70%of
the papers namely ‘understanding users’with 43 papers (40.5%),while ‘development
and refinement of interface artefacts or techniques’ has 29 papers (27%). This is
perhaps not surprising as CHI papers deal with developing or creating new user
interfaces and interaction techniques, but also studying user interactionwith systems.
Looking at the other contribution categories we see that ‘systems, tools, architecture,
and infrastructure’ have 15 papers, while ‘methodology’ and ‘theory’ have 11 and,
respectively, five papers. Finally, we were unable to categorize three papers towards
primary contribution [1, 121, 133]. In the following, we will for practical reasons
refer to the contribution types as interfaces, understanding, systems, methodology
or theory.
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5.1 Study Duration: Plateauing and Evolution

Our findings illustrate that the duration reported in the included CHI papers varies
greatly for longitudinal studies. This is shown in Table 1. Also, we identified two
different but related tendencies in our analysis related to study duration that we refer
to as plateauing and evolution. In the following, we will illustrate duration, and we
will illustrate plateauing and evolution.

Our analysis showed that duration ranges from only a few days, e.g. [115], up
to several years, e.g. [112], and it can be argued that CHI longitudinal studies are
measured over days, weeks, months or years. We identified 22 studies where the
duration is not reported or unclear—these are listed as ‘Not specified’ in the first
column of Table 1. Instead, these papers focus on describing, e.g. the number of
sessions carried out, the duration of the individual sessions, interval between sessions

Table 1 Categorization of the 106 included CHI papers from the period 1982–2019

Duration (Longitudinal study)

Not
specified
(N = 22)

14 days or
shorter (N
= 16)

2 to
4 weeks
(N = 12)

1 to
11 months
(N = 31)

1 year or
longer
(N = 25)

Paper
primary
contribution

Interface
artefacts or
techniques (N
= 29)

20, 40, 47,
73, 79, 80,
93, 134

46, 51, 72,
82, 87,
104, 113,
114, 115,
126, 131,
132

44, 48, 59,
94, 106,
116

15, 18, 94

Understanding
users (N = 43)

24, 30, 38,
49, 90

58, 122 36, 53, 64,
128

12, 13, 19,
27, 28, 29,
45, 77, 81,
83, 84, 95,
98, 99, 100

3, 4, 10,
16, 32,
55, 78,
92, 96,
107, 109,
110, 111,
112, 120,
127, 136

Systems, tools,
architecture
and
infrastructure
(N = 15)

60, 62 70, 85 34, 37 8, 9, 68, 89,
117, 119,
125

33, 71

Methodology
(N = 11)

11, 118 41, 42, 43,
54, 57, 63,

75, 88,
105

Theory (N = 5) 2, 14, 74 39, 124

Uncertain (N =
3)

1, 133 121

The x-axis illustrates the duration of the study described in each paper (four types+ non-specified),
whereas the y-axis describes primary contribution type. Numbers in the table refer to the appendix
reference list
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or tasks within this session [20, 47, 49, 72, 73, 79, 80, 93, 134]. In the following, we
primarily consider and discuss the papers with a reported duration (N = 84), and in
the following we will unfold observations regarding CHI paper study durations.

Interestingly, it appears that the contribution type affects the study duration. Inter-
face papers employ relatively short studies (less than a month), whereas papers on
understanding have rather long studies (often a year or longer). For the 21 interface
papers that do report the study duration, 18 of them (85%) integrate longitudinal
studies with duration less than a month. Whereas for understanding papers, 30 of the
43 papers (71%) report from longitudinal studies that are at least onemonth long; and
17 of the 42 papers (41%) conduct studies that are one year or longer. As the most
‘extreme’ example, Sillence et al. [112] conducted a study over five years. However,
a few understanding papers employ short study durations (less than two weeks), e.g.
Jain [58].

While interaction papersmostly have short study durations, we found it interesting
to observe that systems papers have rather long study periods where 9 papers out
of 15 (60%) have study duration of at least one month, for example the study in
[71] with a two-year study. But systems papers also employ short study periods like
[34] with three weeks of study. Furthermore, we only found one study, [34], among
the systems papers conducted in a laboratory. Here, the participants played a game
for approximately one hour in an attempt to learn mandarin as a second language.
Language education and self-study took place outside the scope of the study.

Some of the CHI papers report from retrospective studies, where the duration
refers to the time the collected data covers. The data collection is done electronically
and is already produced, stamped or tagged, and available on servers. For example, [4,
110, 127, 136]) are all understanding papers where the data cover over one year. As
an illustrative example, Yuruten [136] conducts statistical analysis on a well-known
public data set, previously collected for another purpose and used in other studies.
More of these studies explore data from anonymous users of social networks (Twitter,
discussion forums, collaborative music making site). This has some disadvantages
according to Wang and Kraut [127] who argue that due to the snapshot quality of
their included measurements, they are not able to make strong causal claims. But
Settles and Dow [110] use this kind of data collection as a supplement to their own
surveys.

5.1.1 Plateauing in Performance

We identified a focus in several studies on what we refer to as plateauing in perfor-
mance (i.e. plateauing defines reaching a state of little or no change after a period of
activity or progress). While only six of the included papers directly use the term [3,
46, 79, 81, 114, 115], we found that 20 papers discussed issues related to plateauing,
and it played a significant role in defining longitudinal characteristics of the studies.

Plateauing in performance was particularly in focus for more papers on interface
artefacts and techniques,whichwere typically carried out in laboratory environments,
e.g. with a relatively modest duration of few days [115] and up to 6 weeks [15].
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While [3, 81] are both understanding papers, with a duration of months to years,
the plateauing described refers to behaviour and habits, not performance. For some
duration was not even specified, rather there was a focus on number of sessions.
For example, the number of sessions wherein learning a new mapping would still
be feasible [47], where the amount of time elapsed for performance with a new
input method would settle compared to a familiar one [73] and where the difference
becomes negligible [79], sessions required to mathematically project when users
would reach expert levels [80]. It is however worth noting that the description of
what constitutes a session, at what interval sessions should be carried out and the
number of sessions varies wildly. A session might be timeboxed (e.g. [59, 82, 87,
114]) or might consist of a certain task e.g. typing an amount of phrases [44, 46, 72,
94, 113, 131]. Sessions can be carried outwithin an interval—as an example [59] held
laboratory sessions at an interval of at least 12 h and not more than two days, whereas
[115] stated the importance of carrying out sessions at the same time on consecutive
days. Conducting laboratory sessions, theremight be practical constraints that dictate
session duration, interval and number of sessions, although it is not explicitly argued.

In relation to plateauing, a number of interface artefacts and techniques papers
argue that stability in performance can often be reached within days or weeks (e.g.
[15, 44, 46, 48, 59, 72, 82, 94, 115]). Of course, different aims necessitate different
duration, for [115] the aimwas to explore a new input modality in a target acquisition
task as well as participants initial attitude towards this modality, thus they planned
for five daily sessions, whereas for [15] the aim was to determine the fastest and
most consistently stable input of one new and one known condition, after partic-
ipants passed the label of novice user, thus they planned for 20 sessions. Castel-
lucci and Mackenzie [15] found that while two interaction techniques (graffiti and
unistroke) had equally high error correction rates, the new technique was consid-
erably more consistent than the other ‘Investing the same time learning unistroke
can result in significantly faster stroke time and higher text entry speed’, whereas
Sporka et al. [115] argued the need for a longer study duration for stronger evidence
on performance plateauing.

A key plateauing concern is to understandwhen do usersmove from being novices
to being experts during the conduction of an experiment? Thus, several experiments
here involve prospective users where they use a new interface or a new interaction
technique over a period of time. As an exemplary study of accounting for longitu-
dinal aspects in plateauing in performance, MacKenzie and Zhang [80] (although
not specifying a duration) applied a 2 × 20 within-subject factorial design to see
the development from novice to expert with a new developed text-entry technique.
They found that expert levels (theoretical upper-bound) were not reached within
20 sessions, but mathematically projected it would take around 30 sessions. They
relate to the longitudinal aspects arguing learning time is a usability issue, there-
fore longitudinal empirical evaluation is important; ‘We want to establish not only a
layout’s potential for experts, but also the learning time for typical users to meet and
exceed entry rates with a QWERTY layout’. MacKenzie and Shawn further describe
a so-called crossover point, where performance with a new technique would exceed
current practice. However, they point out that this ‘elusive crossover point’ may not
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always be reached if the new technique is simply not good enough or needs refine-
ment. For example, Son et al. argue that in their case for two-thumb typing in VR that
although one condition implemented showed improvements, further work is needed
to reach an adequate performance level in comparison to non-VR typing [113]. Addi-
tionally, MacKenzie and Zhang argue that the number of users for these evaluations
are typically lower than usual, however the vital part is that they are evaluated over
a prolonged period of time [80].

Majaranta et al. [82] challenged previous evidence that gaze typing is slow by
changing the gaze time from constant to adjustable and evaluated on this in a series
of ten laboratory sessions. They concluded that after four 15-min sessions, equal
to one hour of practice, learning decelerated prominently. They reached a plateau
in learning. However, Jain [59] argues that a concern is to actually pinpoint the
exact moment when subjects cross a threshold from novice to expert and through a
longitudinal study, they were able to demonstrate that after an hour of practise, their
users were able to transition to expert users within their particular system. Reporting
on the point where performance plateaued was found in other studies expressed as
either minutes/hours of practice or the specific day/session [15, 46, 48, 82].

5.1.2 Evolution

Our analysis showed that 12 studies explicitly concern evolution—something
evolving over time. These studies are concerned with how, e.g., personal informa-
tion management behaviour evolves over time [10] or how evolutionary patterns of
communication strategies emerge over a project life cycle and how these might affect
delivery performance and quality of new product development [16]. The studies had
common traits: They were carried out in the field, in low-control situations, or ‘in
the wild’ [98], as well as they had a duration equal to or above one month and
up to several years. As an example, Chattopadhyay et al. [18] explicitly emphasize
the choice of longitudinal methods to explore how use cases of their collaborative
presentation plug-in would evolve naturally. In a one-month long deployment, data
was collected through observation, interviews, one focus group, supported by system
interaction logs and video recordings. This enabled authors to observe and report on
‘emerging practices and shifting dynamics’ for evolving presenter and attendee prac-
tices. However, the authors qualify this as initial insights and argue for larger-scale
studies to validate, elaborate and qualify these findings. Likewise, a study from last
year by Niemantsverdriet et al. [95] is concerned with social interaction, exemplified
by a longitudinal study of shared use of a lighting control system and how social
dynamics evolved around coordination.

Many of the evolution studies are concerned with understanding users. A recent
exemplary study is Erete and Burrell [32], who explore citizen participation in local
government. The study ran for three years and it reports on how online tools were
organically adapted by citizens in order to engage in local governance in three
communities. One result showed, that they were able to capture change in uses:
‘During this study, we observed residents in Community 2 use an open discussion
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board initially and change to a private email list’. Through a triangulated approach
involving observation, interviews and qualitative content analysis, authors gathered
extensive empirical data on a regular basis and subjected these to inductive analysis.
Whereas Erete and Burrell’s study is mostly descriptive, Parkes et al. [98] address
evolution and clear temporal aspects for introducing technological interventions in
their research question on howchildren’s use and interpretation of the tangible system
Topobo will evolve over time. Here, several case studies of monthly use without an
explicit study protocol or researcher involvement allow teachers to unfold the possi-
bilities and constraints for Topobo together with children of various ages and in
various contexts.

5.2 Use of Metrics, Variables and Methods

A considerable amount of the 106 CHI papers report from studies that apply mixed
methods in their research design.We found that 62% of the papers employ both quan-
titative and qualitative research methods, while 31% employ quantitative research
methods and just 7% employ qualitative research methods.

5.2.1 Metrics and Variables

Several quantitative papers dealwith interface artefacts or techniques (48%), and they
often apply metrics or variables that make results easily comparable to previously
reported results, e.g. [44, 73, 113], or to previous models, e.g. [20]. Several of these
papers deal with text entry via text input interfaces, and they are often concerned
with measuring typed-in words per minute—a common quantitative metric in the
quantitative-only papers (e.g. [44, 46, 59, 79, 80, 93, 113, 131, 134]), but also in
the mixed-method papers (e.g. [20, 72, 82, 114]). Other metrics or variables used
in these papers are number of errors/corrections, error/correction rates, time elapsed
between one action/keystroke to the next, stroke duration, etc. varying on the study
technology and focus.

Interestingly, twelve out of 33 quantitative research papers (36%) are under-
standing papers. Here, we found a focus on stringent variables and a vocabulary
to match, as illustrated in these papers [4, 12, 13, 111, 127, 128]. Although varying
in duration (weeks to years), all have an emphasis on variables for statistical analysis
on a large data set from a large sample size. For [4, 13, 111, 127] they outline one to
two dependent and several independent variables. White and Richardson [128] set
up two primary parameters on which to measure: community size and contact rate.
Some studies, e.g. [4, 111, 127] relied exclusively on data retrieved from servers,
while other studies, e.g. [12, 13], supplement such data with survey data. Some of the
understanding papers are concerned with more abstract constructs; motivation, bias
and user experience (e.g. [36, 64, 100]). For example, Fiore et al. [36] compared four
conditions which differed in elements of intrinsic or extrinsic motivation. Karapanos
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[64] uses the AttrakDiff 2 questionnaire to evaluate deployment of a new tech-
nology as the author argues: ‘For evaluative, high level summary judgments single
item measurements are appropriate and commonly used (e.g., to measure subjective
wellbeing)’.

Few CHI papers report from a qualitative-only study (7%). As an example,
Pasquetto et al. [99] conduct two qualitative case studies, primarily relying on firstly
a literature review and secondly ethnographic long-term observations, with a focus
on open data policy and practice in major scientific collaborations. Their research
questions regard rationales, definitions and infrastructure of open data, as well as
their relationship. Categorizing this as an understanding paper, they conclude on
how definitions change and how the relationships are more complex than before
assumed and how this affects policy and practices.

Some important limitations of longitudinal data analysis are explicitly emphasized
in [12, 55], e.g. Burke and Kraut [12] state that it is impossible to rule out every
possible ‘third factor’ that might account for a portion of an association between an
independent variable and its effect on the dependent variable. Hutto et al. [55] argue
that longitudinal study research inherently has great power as correlational research
due to the fact that time-dependent, repeated observations are considered as they
state: ‘When input A is consistently and reliably observed preceding outcome B for
the exact same group of individual’s time after time, we have greater confidence in
suggesting a causal relationship between A and B’. Burke and Kraut [12] nuance
this for their particular study saying that ‘like many large-scale observational social
science studies, we cannot draw definitive causal conclusions, even with longitudinal
data’ as unmeasured variables unavoidably existed that they were not aware of in
their study design. They further speculate that even though they found only few
quantitative differences, if qualitative differences had been taken into account, they
might have reached a different conclusion.

5.2.2 Research Methods and Study Design

The level of control of studies varies, depending on the context it was carried out
in, as well as the objective of the study. Studies in the context of the laboratory had
inherently relatively high control. In a relatively high control field experiment of text
input techniques, Ghosh and Joshi [44] presented participants with a guideline for
how many sessions that could be carried out when, how often, and what constituted
a session. However, some more low control field settings introduced new interface
techniques and instructed participants to use it freely over a specified duration while
logging their interactions, e.g. [51, 104, 132]. The study design of Garzonis et al.
[40] is somewhat different. They divided their study into four stages with one week
of field study with daily prompted but randomly scheduled interactions, followed by
laboratory studies and web-based surveys, thus triangulating research methods.With
five hypotheses, they aimed both at investigating the intuitiveness of two conditions
(auditory icons and earcons) as well as hypothesized on the order of laboratory and
field-based activities. In line with this, Jain and Boyce [57] in a case study introduced
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a four-staged model of longitudinal data elicitation, as well as assessed the model
with empirical evidence from a case of comparing two mobile applications. Firstly,
a usability study was carried out, following three weeks of interacting and diary
keeping, thirdly a retrospective reconstruction interview, completed with a follow-
up survey after four months of use.With this study design, theywere able to conclude
on how user preferences for the two applications shifted and stabilized, providing a
completely different picture than the one from the start of the study.

Mchlachlan et al. [89] reference a concept, as inspiration for their study design,
Multi-dimensional In-depth Long-term Case studies (MILCs). They employ this
study design for evaluating adoption of a large data set visualization system. In line
with this, Gerken et al. [42, 43] employed concept maps, in their case used to evaluate
the usability of Application Programming Interfaces. Concept maps, they argue, are
particularly good at addressing concerns of qualitative data gathering in longitudinal
studies, as they visualize data and make it easier to identify changes over time.

Four studies concern social media and being social online [3, 110, 111, 127],
e.g. Wang and Kraut [127] studied the link between social media participation and
work performance. They analysed logged activity on social media and compared
these with internal performance ratings. They collected data once every year from
the same participants to study baseline performance and year-to-year variability
and concluded that employers should encourage adoption of social media among
their employees. Armchambault and Grudin [3] investigated the usefulness of social
media for organizational communication over a study period of three years. Here,
they annually invited 1000 randomly selected employees to answer a survey, upon
answering they were subsequently excluded from participating again. By having
representable samples, authors reported on growth in use and acceptance over the
years, as well as changes in behaviour and concerns. Additionally, recently, Saha
et al. [105] propose in a case study to view social media as passive sensing for
longitudinal studies of behaviour and well-being, as one aspect of sensing in a larger
project named Tesserae project. Passive sensing as an unobtrusive data collection
method, specifically through radio reflections, is proposed by Hsu et al. in response
to ‘Studies (that) rely on diaries and questionnaires, which are subjective, erroneous
and hard to sustain in longitudinal studies’ [54].

5.3 Measuring or Discussing Change

As introduced in the background section, measuring change (or stability) is a primary
concern for longitudinal studies. Our analysis revealed that 66% of the CHI papers
explicitly report on change (or stability). We have included papers that illustrate,
analyse or discuss aspects of change in their paper. We assessed the studies’ points
of measurement (PoM) and distinguish between studies with less than three PoMs
and studies with three or more PoMs.

For measuring change or stability, 20 papers directly address that issues exist with
what they refer to as ‘snapshot’ and cross-sectional studies [3, 10, 12, 34, 41, 48,
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53, 55, 58, 81, 85, 89, 97, 100, 109, 117, 122, 125, 127, 134]. However, they do not
dismiss these studies, rather they see longitudinal as supplementary for exploring
different, temporal aims. As an example, Fan et al. [34] supplemented previous
laboratory studies focusing on short-term recall, with a longitudinal study to focus
on measurable improvement in learning outcomes. As well, Gerken et al. argue ‘In a
purely cross-sectional design, one might come to the conclusion that a much higher
difference between mouse and laser-pointer does exist compared to a more realistic
test setting including practice’ [41]. For Oviatt et al. [97] the extended study duration
over three sessions revealed a stability over time, which they claimed as valuable to
inform future design guidelines on ‘adaptive temporal thresholds’ on multimodal
integration patterns.

A little more than half of the included papers (54%) report from studies with three
or more PoMs, while they also focus on measuring change or stability. Karapanos
et al. [64], for example, argue that longitudinal studies should integrate three or more
POMs to enable greater insight into the exact form of change.

Mott et al. [93] found that mastery comes with repetition and they based their
study on several POMs of varying length and interval to regularly measure progress.
They stress that the longitudinal nature of their study over eight POMs allowed
them to observe user performance with changes over time of two techniques where
they expected the learning curves of the two techniques to be different. However,
sometimes the change is not captured within the original duration, in which case
some studies turn to prediction models in favour of extending the duration, e.g. [80].

The changes and stability of use of technologies are also in focus in studies
through observations intended to predict which factors influence sustained use e.g.
[68, 81]. Also, change is not always easy to pinpoint, but can happen over long
periods of time (e.g. [10, 16, 19]). Several studies point out that conceptual change or
stability is inherently time dependent, e.g. motivation, relationships, integration and
habituation [27, 28, 36, 81, 100]. For example, Fiore et al. [36] studied motivation to
initiate participation in longitudinal studies through four conditions of incentives, and
although they saw effects on recruitment for some conditions, these did not extend
to continued participation. This seems to be a particular problem for longitudinal
studies, particularly visible in [128] and also addressed in [88, 105]. Longitudinal
studies like [81, 100] focus on motivation for exercise, and Macvean and Robertson
[81] stress that new products inherently have the problem of novelty wearing off.
They found that their prototype iFitQuest successfully facilitated light exercise over
a seven-week period. It initially encouraged moderate to vigorous intensity exercise
in many participants, but this tended to level out in the last few weeks of the study.
Although the novelty of the product or service in itself can wear off, it might inform
long-term changes in behaviour (e.g. [68, 84, 119]) or the longitudinal study might
reveal unintentional consequences of design [77]. Kim andMankoff [68] and Teevan
et al. [119] both found that making the invisible visible, in the form of, respectively,
indoor air quality and changes in web content, saw users reflecting on and changing
their behaviour. For Lee et al. [77] their field work on employing a social robot in a
workplace resulted in a so-called ripple effect where non-participants would become
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part of the social interaction as observers or directly involved in the interaction. The
extend of the ripple effect was perceived to be unanticipated.

We found that 26 papers report from studies with 1–2 POMs (26%), and 12 of
these papers address change or stability. Interestingly, a large number of studies
(34%) did not describe, report or discussed change or stability explicitly [1, 4, 8, 9,
11, 18, 29, 30, 37, 38, 39, 40, 45, 53, 57, 58, 62, 63, 70, 71, 75, 83, 84, 98, 104,
106, 110, 116, 117, 120, 126, 128, 132, 136]. These papers typically focus on, e.g.
describing, testing or recommending without mentioning, illustrating or reporting
on change over time.

Some studies have pre- and post-measurements [8, 9, 19, 64, 119], Karapanos
et al. [64] stress the limitation of having only two PoMs, arguing they are only
measuring current states and not the changes that happened in between. Two studies
[112, 120] have a particularly long duration, where the duration in these cases could
be expressed more appropriately as an interval between two points of measurements.
For [112] Sillence et al. studied changes in online health from surveys spaced five
years apart and Tullis [21] re-attempted a study, where participants were asked to
point out the pictures they chose six years ago to represent a pictorial password. In
the cases where studies primarily rely on automated data logs or highly frequent
sensor data, it is not easy to determine PoMs. As an example, Voida et al. [125]
used a continuous data log of user interactions, as well as a post-study interview.
Although the authors argue they provide initial evidence of shifts in activities with
the introduction of their intervention, they also argue for future work to focus on
the whole life cycle of these shifts, which would require more PoMs. Additionally,
when data collection is carried out retrospectively, it is not easy to determine PoMs,
this was seen for [4, 30, 110, 127, 136].

6 Considerations for Longitudinal HCI Study Design

While the three themes under findings constitute a primary contribution of this
chapter, we will in the following unfold some of the interesting characteristics of
longitudinal HCI research. This discussion unfolds themes from our findings and
relates them to longitudinal research (questions).

6.1 Duration Against Saturation

Rogers [19] argued in a feature for interactions magazine that the burning ques-
tion in HCI research used to be ‘How many participants do I need?’ but that the
hotly debated question now was ‘How long should my study run for?’ This certainly
also characterizes longitudinal studies in HCI research, and our findings show that
the publications in our study had very different durations. Rogers and Marshall
has echoed the importance of running long-term studies ‘in the wild’ [20]. Stacked
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up against running such long duration studies, however, is the cost and tenure of
researchers involved as ‘papers must be written, and research budgets are tight’.

Our findings suggest that the paper contribution seemed to play a role in deter-
mining the duration of a study and it seemed somewhat evident that you need to
study over extended periods of time if your aim is to understand how people adapt
or use technology in real life contexts, often referred to as in situ or field studies. But
on the other hand, new interaction techniques were often tested in terms of learning,
as techniques were compared against baselines. We argue that plateauing in perfor-
mance for new interfaces and interaction techniques, often with a short duration, has
a stronger focus on data saturation rather than duration, where sessions and interval
between sessions are more important, rather than the length of the study. Another
trend we found was evolution studies focusing on patterns of change or stability, ulti-
mately with the aim of predicting natural and evolving interactions with technologies
or in order to infer design decisions, usually manifest over a longer duration. A goal
for longitudinal studies is to run for as long as it takes for changes or stability to
emerge [18]. When novelty bias wears off, the integration into routines and habits
begin and will reveal stability. How long this takes depends on the cycles inherent
in the object and context of the study.

6.2 Point of Measurement: An HCI Perspective

Points of measurements receive much attention in related disciplines stating multiple
points ofmeasurements as a commondefinition. InHCI research,Kjeldskov et al. [11]
conducted a longitudinal study involving two usability tests on an electronic patient
record system with an interval of one year between measurements. This enabled
them to conclude that many usability problems endure, despite interacting with the
system regularly in between measurements. They concluded that poor design did not
disappear over time even with learning and increased familiarity. We saw such study
design in five of our included papers, but Karapanos et al. (appendix reference [64]),
emphasize a limitation to this design ‘… onemay not readily infer time effects as these
might be random contextual variation, given that we have only two measurements’.

According to Karapanos et al. [9], longitudinal studies with more than two
measurements points are ‘the gold standard’ for measuring change. They do argue
that it is increasingly laborious when generalizing over large populations of users
and products. However, we argue that this ‘gold standard’ of more than two points
of measurements is something to pay attention to in longitudinal study design as
underlining certainty of change and stability. Karapanos et al. [9] present retrospec-
tive evaluation as an alternative to longitudinal studies. The retrospective evaluation
relies on the elicitation of user’s experience from memory, but our study suggests
that study design employs data logging to aid recall or to altogether replace recalling
of events. In the event of relying on or supplementing with data logs, continuous
measurementswere often used.While retrospective or continuous data loggingmight
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obscure the distinct points of measurements, here lies possibilities for future research
for a negotiation on how this will adapt.

6.3 Contribution Type and Research Questions

Besides this comprehensive analysis of CHI papers, we are only aware of one other
similar analysis, although less extensive, that has been presented by [6] as part of
a proposed taxonomy for research questions in longitudinal research in HCI. In the
following, we will show how the main findings of our study relate to this taxonomy.
The taxonomy encompasses two main branches: the research interest in average or
cumulative data over time and the research interest in changes over time.

Average or cumulative over time is not considered ‘true’ longitudinal research
in several other disciplines. But Gerken argues that it is common practice in HCI
research to call these longitudinal as they share the characteristic of having multiple
points of measurements [6]. This does not mean that this type of contribution is not
valuable or appropriate; however, in terms of analysis, it is comparable to a cross-
sectional problem. Without proper framing of research questions and data gathering,
you will not get the full benefit of the longitudinal design and cannot conclude
on change over time. Examples of these studies can be seen in some studies not
concerned with change (appendix reference [70, 104, 106, 126, 132]).

Interest in change (over time) is additionally branched into two different contri-
butions namely effect of change and process of change. The effect of change is
concerned with the outcome of change or pre- and post-measurements, whereas
process of change is concerned with the shape of a change process, what events
occur and answering in-depth how andwhy questions. Interest in the effect of change
can be seen in research questions regarding the outcome of change and for pre-post
measurements. As an example of the first, Gerken et al. (Appendix reference [41])
were concerned with the performance of novel pointing techniques. They compared
a laser pointer to mouse pointing and were interested to see how long it takes partic-
ipants to learn to use the laser pointer. So while they applied multiple PoM they
were actually focusing on the outcome of a learning process. In line with this are
several of the studies concerned with plateauing in performance, where they are
interested in learning, comparison or the ‘crossover point’. For examples in pre-post
measurements see (Appendix reference [8, 9, 19, 64, 119, 128]).

For interest in the process of change, we also recognize plateauing in perfor-
mance papers as addressing the shape of change. One example is input device exper-
iments which try to fit learning data to the power law of practice, which in itself
is a description of the shape of change. Also, what we termed evolution papers are
often concerned with the shape of change. An example can be seen in (Appendix
reference [16]) as authors were interested in hierarchical communication patterns
and strategies of these and how these strategic patterns change during a project life
cycle. According to Gerken’s taxonomy, the interest in process of change can also be
expressed as interest in occurrences of events or more specifically whether or when
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events occur. An example of a research question is: ‘Whether and when do people
adopt a specific new technology in their daily routine?’ [6]. Although not explicitly
formulated as a research question, rather formed from inductive analysis, (Appendix
reference [32]) saw how one community changed from using one technology to
another during the study. However, they do not argue why this happened.

Meanwhile, we also recognize that studies not included in this review concern
the shape of change over time (e.g. for field deployments of design artefacts). For
example, Odom et al. designing intentionally for slowness (stating regular points of
measurements) [14, 15] and Gaver et al. who present empirical understandings on
how to overcome the often short-lived effects of most environmental HCI interven-
tions [5]. Often these studies, while not explicitly longitudinal, concern introducing
change in the form of new (to the user) technologies and reporting in what ways
attitudes, behaviour and practice changes.

7 Implications for Longitudinal HCI Research

Summarizing our overview of common characteristics and three points of considera-
tion above, we will now outline three implications for longitudinal HCI studies, that
we perceive as important to consider. These relate to studies that involve measuring
longitudinal data on what happens to a set of participants during a series of time
points as articulated and pointed out by Gerken [7].

Firstly, time duration should not be considered a singular attribute in longitudinal
studies. Our analysis found that it is important for HCI researchers to consider dura-
tion not as a singular attribute, but in relation to points of measurements or even
expected change rate. Therefore, just conducting a long-term study does not make
the study longitudinal, and in fact, sometimes it is not even necessary to run for a
long period of time, if the observed variable changes quickly and can be measured
with multiple points of measurements in a short duration.

Secondly, longitudinal data measures should be considered when conducting
studies in thewild, or sometimes known as field or in situ studies. Our analysis further
showed that field studies sometimes already have the necessary duration to actually
conduct longitudinalmeasures usingmultiple and systematic points ofmeasurements
to measure changes (or stability) over time. But our study also showed, that despite
having the duration for longitudinal collection, many of them lack a systematic study
design to express change over time for mainly qualitative approaches.

Thirdly, subject progression is important when conducting laboratory studies.
While our analysis found that laboratory studies involving longitudinal aspects have
rather different characteristics, e.g. duration or session lengths, we observed that for
several of these studies, it was important to track subject progression throughout the
study, for examplewhen subjects go frombeing novices to experts (e.g.when learning
a new interaction technique or a new type of interface or prototype). This relates
closely to plateauing and evolution in longitudinal studies and involves selecting
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and defining meaningful measure metrics and variables. Thus, researchers should be
careful when designing such studies and decide how progression can be determined.

8 Conclusion

We have conducted an analysis of 106 publications at the CHI conferences published
in the period 1982–2019 in which longitudinal studies are reported. Our motivation
for this study was the lack of empirical understanding on how previous HCI studies
have conducted longitudinal studies andwehope that such anunderstanding canbring
forward discussions of longitudinal HCI, with the ultimate aim to reach common
consensus and a shared definition. Our findings illustrated that HCI longitudinal
studies are highly diverse in terms of duration lasting from studies conducted over
a few days to studies conducted over several years. In our findings, we explained
two longitudinal trends, namely plateauing in performance and evolution studies.
These do not cover the entire pool of included papers, but they do describe important
characteristics of several longitudinal HCI studies.

Studies considered in our analysis integrate different metrics, and we found that
the paper contribution type highly influences the longitudinal study design. We
further found that more than half of the papers discuss or illustrate change or stability
during their studies. We analysed previous longitudinal research published on CHI
for researchers wishing to conduct longitudinal studies to take inspiration and advice,
as well as learn from past challenges and successes.
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Longitudinal Studies in Information
Systems

Peter Axel Nielsen

Abstract Within the information systems research, there is a long tradition for
longitudinal research, and it plays a significant role in the research literature. In this
chapter, we will overview the reasons provided by researchers for when a longitu-
dinal study is appropriate. Longitudinal studies have a particular focus on time and
change. Time and change address a concern for understanding the details of human
actors’ behaviour and perceptions both as individuals and in social arrangements.
This addresses ‘how’ to conduct a longitudinal study and why a deeper level of
understanding is beneficial. In this chapter, we will map longitudinal research in
information systems from the last two decades. This mapping shows critical distinc-
tions that can be used in designing longitudinal research. The most important differ-
ence in longitudinal studies is between variance studies and process studies. Variance
studies set the research design before the data collection, treat the change over time
as a black box, favour a positivist stance and ask what-questions to see how the input
causes the output over time. Process studies have a research design that emerges
gradually as the data collection and analysis moves forward, favours an interpretive
stance and asks what happens within the process.

Keywords Longitudinal research · Longitudinal case study · Information systems
research · Literature review · Variance study · Process study

1 Introduction

Longitudinal research into information systems and research into human–computer
interaction is related through what is studied yet less through the theories applied.
Within the discipline of information systems, there is a long tradition for longitu-
dinal studies. Information systems research is concerned with phenomena of devel-
opment and use of information technologies aiming to support individuals, organisa-
tions, businesses and other social arrangements to benefit from the information being
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collected, stored, computed and distributed. Theories of what information systems
are and how their socio-technical nature should be understood exist in abundance [1].
It suffices here to state that it is both an academic research area and a professional
practice area. It is a field that is multidisciplinary in seeking to bridge between engi-
neering and the social sciences. We shall in this chapter see examples of information
systems research.

The purpose of this chapter is to show what longitudinal research in information
systems has evolved to and how we may learn from this. Longitudinal research is not
at all new, but it has gained more momentum over the last two decades. Examples
of longitudinal research will be presented and discussed. We shall, in particular, see
how longitudinal studies contribute to depth in understanding and to understand the
importance of change.

This chapter is a literature review and follows the research method explained by
Paré et al. [2]. Theydistinguish between several types of literature review, and the type
most appropriate here is a descriptive review as it reviews the extent of longitudinal
studies within information systems research and seeks to elicit interpretable patterns
in the underlying research methodologies.

The following sections start by outlining the landscape of longitudinal studies
before showing exemplars of longitudinal research. By the end of the chapter, I shall
summarise the principal elements and point at research design decisions to be made
in any longitudinal study. This is relevant for longitudinal research in information
systems and human–computer interaction alike.

2 The Landscape of Longitudinal Studies

The number of published articles within longitudinal information systems research is
significant. A simple overview can be had from a literature search in Scopus. Scopus
is a relevant search service as the highest-ranking research in information systems is
published in journals of which Scopus catalogues a majority. In information systems
journals, there are since 1999 published 378 articles where ‘longitudinal’ appears in
the title, abstract or keywords. To reduce this to a more manageable level, we are
here only looking at the eight journals that rank at the highest level among journals.
These journals are referred to as the ‘Basket-of-8’ and are generally agreed to be
outstanding. Of the 378 articles, there are 206 published in Basket-of-8 journals, that
is 5.2% of the 3933 published articles in these journals.

The two old journals, Management Information Systems Quarterly and Informa-
tion SystemsResearch,MISQ and ISR, commenced publishing in the late 1970s have
published twice as many articles on longitudinal research as the others, see Table
1. These two journals are also reportedly oriented mostly towards a quantitative,
positivist stance.

The distribution over the last two decades shows a steady increase in the number
of articles on longitudinal research, see Fig. 1. The trendline suggests that five more
articles are published per year for every six years passing.
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Table 1 Frequency of
longitudinal studies in 8 top
journals

Journal 1999–2020

MISQ 54

ISR 47

EJIS 28

ISJ 23

JMIS 21

JAIS 19

JSIS 17

JIT 0

Fig. 1 Trends in longitudinal studies published in top journals in information systems. Source
Scopus

The research impact is also increasing, see Fig. 2. The cumulative longitudinal
research of 206 articles generates by now more than 2300 citations per year with an
increase of almost 150 per year. 76 of 206 articles have by nowmore than 50 citations.
It is reasonable to claim that the interest in conducting and publishing longitudinal
research is increasing; and that the interest in reading and citing longitudinal research
is increasing as well.

An analysis of frequencies of keywords, shown in Fig. 3 as the size of the node,
and the edges link keywords that occur in the same article. The closer the keywords

Fig. 2 Citations in all outlets to longitudinal studies published in top journals in information
systems. Source Scopus
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Fig. 3 Cluster analysis produced with VOSviewer based on data from Scopus

are in the graph, the more often they co-occur. The colouring of the graph shows six
clusters. One cluster (red) is business-oriented with keywords like investment, sales,
managers, information technology. Another cluster (purple) concerns social media
with keywords like online communities and social networking. A cluster (blue) is
directed at core information systems issues like information systems development,
outsourcing and management information systems. An analysis on the same graph
indicates that the older an article is, the more its keywords belong in the centre of the
graph, and it thus suggests that the peripheral articles are more recently published
longitudinal studies, e.g. social media studies and enterprise systems studies.

It is worth noticing that longitudinality appears in different forms. In the social
media cluster, it gets referred to as ‘longitudinal data’. In the business cluster, it is
just ‘longitudinal’. In contrast ‘longitudinal study’ is the preferred term in the cluster
on economics and mathematical models, in another cluster it is ‘longitudinal case
study’. In the cluster with enterprise resource planning systems, it is ‘longitudinal
research’ and ‘longitudinal field study’.

The cluster analysis in Fig. 3 and the overview it provides also suggest that a
broad range of research methods has been used. In trying to distinguish between
qualitative or quantitative research, it is clear that no single search term describes
this, see Table 2. The searching of terms used in the text body of the 206 articles
is not entirely accurate, but it does provide an overview. As in most other fields of
research, there is a tendency to be explicit in claiming a qualitative stance towards
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Table 2 Search terms
covering the text body of the
206 articles counting how
many articles in which the
search term occurred

Search term 1999–2020

Process 175

Change 148

Time OR temporal 144

Time 139

Qualitative 87

Quantitative 33

Measure OR variable OR hypothesis OR testing 113

Measure 73

Variable 68

Hypothesis 41

Test 95

empirical enquiry while a quantitative stance is often implicit and gets claimed less
often than actually used.

It is reasonable to suggest that about half of the studies are quantitative, relying
on measuring variables and testing the data against each other or sometimes against
a hypothesis.

Table 2 also shows a common focus of many articles (85%) on ‘process’ and
‘change’ which we can take as part of the choice to do a longitudinal study. Almost
at the same level, we see ‘time’ in a majority of articles.

3 Exemplars of Longitudinal Research

Of the 206 articles published during 1999–2020, five show some of the variety of
longitudinal research and critical decisions of research design. The essential choices
in particular concern the reasons for finding longitudinal study appropriate, how data
were collected and analysed, as well as the type of research contribution.

3.1 Crowd Working and Community Participation

In the longitudinal study by Ma et al. [3], they have investigated crowd working
turnovers in Amazon Mechanical Turk. Amazon Mechanical Turk, or MTurk for
short, is a crowdsourcing marketplace widely used for surveys and other online
tasks requiring many workers in a short time span. The turnover in crowd working is
relatively high. Ma et al. wanted to study the potential positive influence of the online
communities in which Turkers independently self-organise and discuss issues they
have in common. They hypothesise effects of what they call the dual-context roles,
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i.e. active participation in MTurk and simultaneous active participation in an online
community for Turkers. In particular, they are interested in whether the dual-context
roles affect the Turkers desire to quit; if that is the case that has practical implications
for crowd working organisations.

The study is longitudinal and quantitative, with two data collection points both
performed through surveys among Turkers. At the first data collection point, 342
Turkers responded, and later 326 of these responded again at the second data collec-
tion point. The investigated model contains several hypotheses requiring two data
collection points. For example, the sequential-update mechanism states that a factor
measure at time T1 influences the same factor at time T2. The model’s hypotheses
also cover:

• Embeddedness (e.g. active community participation at T1 negatively influences
turnover intention at T1).

• Cross-influence (e.g. affective community commitment at T1 positively influences
continuance in the community at T2).

• Moderated heuristics (e.g. active community participation affects the relationship
between affective commitment at T1 and T2).

A high response rate, pilot testing of the measurement instrument, and elaborate
steps to ensure the identity of Turkers in the repeated survey all add to the validity
of the study.

The analysis first compared two alternative models with the proposed model.
One alternative model explained the data from a traditional perspective without the
time dimension. Another alternative model then also included the sequential-update
mechanism. In comparison, the proposed model had a better fit than the simpler
alternative models. The analysis of the proposed hypotheses then showed that active
community participation has a negative effect on turnover, i.e. the more community
participation the better retention of Turkers. The supported hypotheses are shown in
Fig. 4.

The longitudinality in the model and its integrated measures allow the researchers
to conclude that their model has a better fit than previous models. The decision to
utilise a longitudinal survey study with two data collection points is inherent in
the proposed research model. Time plays a role in the research model, yet it is not
mentioned what may happen between T1 and T2, what the process leading from T1

to T2 may be, or what could create a change.

3.2 Habituation of Security Warnings

The longitudinal study by Vance et al. [4] is quantitatively measured but in two
different and supplementary ways. The study is reporting at the intersection of infor-
mation systems research and human–computer interaction research about how habit-
uation influences the perception of security warnings. Previous research suggests that
habituation decreases the response to repeated stimulation, and the study investigates
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Affective
commitment 1

Continuance
commitment 1

Active 
participation 1

Affective
commitment 2

Continuance
commitment 2

Active 
participation 2

Turnover 
participation 2

Fairness of 
reward 2

Crowdworking 
satisfaction 2

Turnover
participation 1

Fairness of 
reward 1

Crowdworking
satisfaction 1

Fig. 4 Supported hypotheses in the longitudinal study by Ma et al. [3]

its influence on the effectiveness of security warnings. To this are added two modi-
fying factors: (1) when habituation occurs, the repeated warnings are halted for a
period; and (2) when habituation occurs, polymorphic signals are used.

In the first part of the study, data are collected from functional magnetic reso-
nance imaging (fMRI) scanning and from eye tracking to measure habituation. The
habituation measures were repeated over five days. With the fMRI scanning, they
measured habituation by providing test subjects visual stimuli and observing repe-
tition suppression in the brain. With the concurrent eye tracking, they measured
eye-movement memory effect as a robust indicator of habituation.

The results from the five-day experiment are that subjects’ attention to warnings
declines over time, but also that the attention recovers partly between days. It further
shows that changing the outlook of warning signals, i.e. polymorphic design, reduces
the habituation.

The second part of the study is a three-week field experiment in which subjects
are observed, and data are collected on actual responses to security warnings when
installing apps. The results from the three-week field experiment are similar as habit-
uation occurs over time. A difference is, however, that with polymorphic warning
design, the attention remains high.

It is key to studying habituation that it must be considered over time. Along
similar lines, it is necessary to study the attention to security warning outside of the
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laboratory as security warning is infrequent, and it is unrealistic to expose subjects
to a high number of warnings in a short session. That is, time and realism are crucial
and are also explicitly addressed in the research design.

3.3 ICT Implementation in an Indian Bank

Venkatesh et al. [5] have conducted a longitudinal study of how an Indian bank imple-
mented ICT. The study ran for several years, covering more than 1000 employees
and more than 1000 customers. The data collection and analyses were based on a
mixed method utilising both quantitative and qualitative data.

The appropriateness of the mixed research method is argued based on the knowl-
edge interest in creating a novel theory supported by two specific interests, namely
(1) whether ICT implementation had a positive influence on the organisation in a
developing country suits a confirmatory and quantitative research approach and (2)
a question of how the implementation unfolded over time suits an exploratory and
qualitative research approach.

The quantitative part was based on a survey yielding 2995 responses from
employees before the implementation started and of these 1375 responded to the
second and third survey after the implementation. For customers, the surveys were
orchestrated as between-subjects with 892 (pre-implementation), 1208 (after one
year) and 975 (after two years) responses. The longitudinal success of the ICT imple-
mentation was discouraging as the ‘operational efficiency did not improve, and job
satisfaction and customer satisfaction declined after the implementation’ [5: 565].

Qualitative data were collected through semi-structured interviews during the
same period. A final in-depth interview with 400 interviewees covered manage-
ment, employees and customers. The purpose of the qualitative analysis was to
seek explanations of why the ICT implementation had been ineffective. From this,
they identified several reasons contributing to the implementation failure, and these
can largely be attributed to the context being in a developing country, e.g. labour
economics, Western isomorphism, parallel manual system and technology adapta-
tion. For example, the parallel manual systems included issues like computer literacy
and infrastructure uncertainty. The quantitative part and the qualitative part, in turn,
led the researchers to propose a process model of ICT implementation in developing
countries, see Fig. 5.

3.4 Organisational Influence Processes

Ngwenyama and Nielsen [6] studied a software company for more than three
years. It is a longitudinal case study of implementation processes and how to over-
come barriers to implementation. Barriers to implementation processes occur often.
Existing research stating top management support and formal power is needed to
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Traditional challenge Emerging catalysts

Emerging catalysts

Institutional factors

ICT implementation

Traditional challenge Emerging catalysts

Emerging catalysts

Institutional factors

ICT adaptation

Organizational outcomes

Preimplementation phase Postimplementation phase

Fig. 5 Proposed process model for ICT implementation in developing countries showing how the
relevant factors change over time, after Venkatesh et al. [5]

overcome these barriers. The study addresses how other tactics in organisational
influence processes can complement top management’s formal power.

The study is based on qualitative data collected by a participant-observer in 11 full-
day meetings in the group responsible for the implementation process. The sessions
were audio-recorded, and meeting minutes were written and approved by the partic-
ipants. The group produced additional documentation in terms of plans, budgets
and evaluations. The data analysis was abductive, and the driving question was
how the implementation became successful in the absence of top management’s
formal power? To answer this, they analysed the qualitative data for evidence of
tactics of organisational influence processes. These pieces of evidence were mapped
to a framework of tactics encompassing rational persuasion, consultation, ingrati-
ation, personal appeal, exchange/reciprocity, alliances/coalition, coercion/pressure
and rewards/recognition.

The findings show that a major thrust is lateral influencing between peers
primarily through reward and recognition. There are also elements of upward influ-
encing to involve higher-level managers as mediators as well as downward influ-
encing through mediators. The contribution to research comes in the form of propo-
sitions offered as an explanation of effective implementation processes and also as
guides for practitioners. In particular, it explains how an implementation group that
does not have formal authority can influence peers and their subordinates. Figure 6
shows this as a process model of organisational influence strategies.

It is argued why a longitudinal approach is necessary as influences processes are
enacted over time. The understanding of dynamics requires an extended time span
[7, 8]. The empirical data are qualitative stemming from participant observation
as to gain insight into the experiences, behaviours and underlying reasons of the
participants in the implementation process.
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Fig. 6 Implementation process as organisational influence strategies, [6]

3.5 Value of Online Communities

Barrett et al. [9] have studied online communities and how they create value over
time. The studied online community was within health care. The study ran for four
years with data collected in an exploratory manner with an initial focus and later
modified when important issues emerged as the community evolved over time. The
online platformwas owned by a start-up company to allow patients and their relatives
to share knowledge and interests. The purpose of the study was to get to an under-
standing of how an online community can be valuable for the community members
and the start-up. The study addressed this from a standpoint where values are multi-
faceted and encompass value systems such as financial, service, ethical, epistemic,
reputational and platform values.

The empirical data were qualitative and collected through 38 semi-structured
interviews, from strategy documents, from health authority policies, and through
online observation in the community. The data analysis utilised a narrative strategy
and temporal bracketing strategy [10]. The narrative told the story of how the online
community evolved and the temporal analysis led to dividing the chronology into
distinct phases to identify where strategies had changed, and events led to new stages.

They identify four value propositions: rating, connecting, tracking and profiling
and the longitudinally study allows for explaining how the online community evolved
from rating to profiling. For each value proposition, they can explain how it relates
to the value systems (financial, service, …) and how it involves community strategy,
digital platform and stakeholder engagement. For example, the ‘connecting’ proposi-
tion extends the ‘rating’ proposition and the community strategy is ‘building scale and
enabling peer support’, the digital platform is ‘knowledge sharing’, and stakeholder
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engagement involves ‘charities & patients’ [9: Fig. 2]. In this way, the contribution to
research becomes a process model for creating value in online communities starting
in ‘rating’ and ending in ‘profiling’ and at each stage explain what it entails.

It is indicative of this research that it explains the research design at length. It
argues why a longitudinal approach is necessary for getting to understand how the
use of the online platform evolves over time. It also contends why it needs to be
explorative, and that it is based on qualitative data and an interpretive stance towards
the data and the phenomena being studied.

3.6 Differences Between Longitudinal Studies

While all the above studies are longitudinal, they are also very different in how they
are designed and conducted. They obviously vary in the topics being studied though
both Ma et al. [3] and Barrett et al. [9] study online communities, and the studies
of Venkatesh et al. [5] and Ngwenyama and Nielsen [6] concerns implementation
processes. The most important differences are however found in the stance towards
enquiry and how longitudinality has been addressed in the studies. Some studies are
quantitative and based on a positivist stance, see Table 3. Others are clearly adhering
to an interpretivist stance and based on interpreting qualitative data, and some even
alludes to a stance more in line with a critical stance, e.g. [6] and [5].

Table 3 Differences between the exemplary studies

Exemplar Topic Type

Ma et al. [3] Influence of online community
on crowd working

Quantitative data, two data
collection points, positivist
stance

Vance et al. [4] Habituation decreases the
effectiveness of security
warnings

Quantitative data, two series:
(1) five days, (2) three weeks,
positivist stance

Venkatesh et al. [5] Socio-technical implementation
processes in developing
countries

Mixed quantitative and
qualitative, positivist stance

Ngwenyama and Nielsen [6] Organisational politics of
implementation processes

Qualitative, interpretive
stance, abductive analysis

Barrett et al. [9] Values of online communities Qualitative, interpretive
stance, iteration between data
and theory
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4 Key Research Design Issues

It will be more evident how we can see the different issues of research design by
basing it on a more general research methodology. Van de Ven’s [11] methodology
for engaged scholarship in the social sciences is appropriate for this. Van de Ven
distinguishes between variance studies and process studies. He is not alone inmaking
this distinction, and it is fundamental. Their incommensurability leads to a fork-
decision for designing, conducting and evaluating social research.

A variance study starts with a what-questions. A variance study seeks to explain
some input (independent) variables and statistically explain the output (dependent)
variables. The explanation focusses on the output and whether the input causes the
output. A variance study can be seen as a black box, of which only the inputs and
outputs are visible. Many variance studies are not longitudinal though there is always
an element of temporality as the input happens before the output. When they are
longitudinal, it involves measuring the same variables two or several times where
the time span depends on the causality being studied.

In the above exemplars:

• Exemplar 1 (Retention of crowd workers [3], cf. Sect. 3.1): Time is inherent in
the research model, and the input–output variables are measured twice through
surveys. Causality between the measurement at time T1 and at time T2 is key to
the findings. It is key to the measuring of temporal order that respondents at T1

are responding again at T2.
• Exemplar 2 (Habituation of warnings [4], cf. Sect. 3.2): The research is divided

in two supplementary parts. Part 1 is an experiment in a laboratory setting, with
five repeated measures over five days. Input is time, and repeated exposure to
warnings and output is habituation measured in the brain and in eye movements
as less attention to warnings. Part 2 is a quasi-experiment in the field with the
same variables measured in situ. The research design in part 2 adds realism to the
experiment. The output variables were measured over a period of 15 weekdays by
measuring participants’ reactions to security warnings. In both parts, the causality
is argued through statistical analysis.

• Exemplar 3, mixed-method part 1 (ICT implementation in a developing country
[5], cf. Sect. 3.3): the input variable is the use of ICT, and the output variables
measure job satisfaction, among others. This result came from repeatedmeasuring
(before, after one year, after two years) and showed a decline over time.

In all three variance studies, time plays a crucial role. It is easy to see that the
input–output relationships are subjected to repeated measuring over time. For these
studies, we may just as well think of time as being another input variable as time is
part of what causes the output; that is, the output depends on time having passed.

A process study takes a starting point in how-questions. Process studies focus on
the temporal order of events, dynamics and how social entities change and evolve
over time. A process study seeks to explain ‘how a sequence of events leads to some
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outcome’ [11: 148]. The study can be seen as a study that opens the process to explain
what is inside—to explain how the interior operates. In the above exemplars:

• Exemplar 3, mixed-method part 2 (ICT implementation in a developing country
[5], cf. Sect. 3.3): From the variance study in part 1 it is already clear that the
implementation process was unsuccessful. The continuation study, part 2, opens
the black box to look inside the process. The variance study could not answer
why the implementation process was not successful, but the process study can.
The qualitative interviews reveal several important reasons behind the failure,
e.g. Western isomorphism and parallel manual system. Time was important in
explaining how and why the role of such institutional factors changed over time
from the early chartering phase to the late shakedown phase—or why they did not
change. In this way, the variance study and the process study complement each
other well.

• Exemplar 4 (Organisational influence processes [6], cf. Sect. 3.4): The implemen-
tation process was studied through identifying events and how influence processes
were designed and enacted. The study showed how organisational actors used
different tactics to create results (events) and that in turn, led them to further
actions and uses of tactics. There was a whole network of actors, events, uses of
tactics, which led to the outcome. The events and actions played out over time,
and most actions were enacted over a period of time before an effect could be
seen.

• Exemplar 5 (Values of online communities [9], cf. Sect. 3.5): The study shows
how values of online communities got created through strategies that shift over
time. The strategies that were applied in the beginning were later not abandoned
but focus moved to new strategies as the process progressed. We get to see all the
moving parts within the process and time is part of progressing from one set of
strategies to the next.

Again, the temporal aspects play a crucial role in these process studies. The
temporal aspects come about in a different way than in the variance studies. In the
process studies, time is part of actions, of dynamics, of sequences of events and time
becomes part of not only explaining how events happen, but also part of why events
happen.

It is also clear from Van de Ven that we should evaluate variance studies on their
own merits, and we should assess process studies on their own merits. It is common
in variance studies that all parts of the research design are complete before the data
collection starts. The opposite is usually the case in process studies where there is
often willingness to let the data influence the choice of theories and models, which in
turn are part of how the data get interpreted. Table 4 summarises the above exemplars
in terms of critical features of variance studies and process studies.
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Table 4 Variance and process studies compared

Variance study Process study

General features [11] Fixed entities
Attributes have single meaning
over time
Causality as explanation
Generality by statistics

Entities, attributes and events
change over time
Generality depends on the
versatility
Time ordering of events is critical

Longitudinal exemplars Exemplar 1: Same measure at T1
and T2
Exemplar 2: Habituation
measured consistently over time
(first 5 days, then 15 days)
Exemplar 3.1: Same measure
repeated three time with one year
in between

Exemplar 3.2: Attributes
(institutional factors) emerges
over time
Exemplar 4: Events and actions
(influence tactics) change over
time, and their time ordering was
key to the analysis
Exemplar 5: Four distinct phases
of strategising are explained by
attributes and event changing over
time

5 Implications

Based on longitudinal studies in the discipline of information systems, a few
implications may be in place:

1. There is a fork-decision between longitudinal variance studies and longitudinal
process studies dependingonwhether the researchquestion is aWhat? or aHow?
The decision has implications for the research design, conduct and evaluation.

2. The reasons for conducting a longitudinal study and not a static study should be
clear from the research. If a variance study has multiple data collection points
that should be reflected in the applied theory, research model and hypotheses.
Why is it not a static experiment? What is it that can change over time? If a
process study extends over time, there should be a process- or change-oriented
theory related to the explaining of phenomena. Why is it not a case study, a
snapshot of a contemporary phenomenon?What are the underlying assumptions
about change, process, events, actors, agency, etc.?

3. Data collection and analysis is the key to reflect the longitudinal structure of the
research. Time should be considered in the data collection, and time is itself part
of the data. The data analysis includes a time perspective and can be performed
using concepts of time, events, changing attributes, etc.

4. The contribution to research is a model or theory (enhanced or novel) where
time and change (of variables or events) are intrinsically relating the parts. That
is, if time and change are removed from the model or theory, it falls apart.

These implications are to a large degree transferable to human–computer inter-
action research. The same distinction exists between variance and process studies
though they are often packaged in different ways, and usually not called variance
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studies. Variance studies are often designed as laboratory experiments, field experi-
ments or a surveys, cf., e.g. [12]. Process studies are often designed as case studies,
ethnographic studies, cf. [12] and design and research in the wild [13].

Longitudinal research into human–computer interaction comes in many shades
and forms [14], and not always with full explanations of how and why the research is
longitudinal. From information systems research,wemay learn as suggested here that
we may benefit from explicating the reasons for why a study is deemed longitudinal
rather than static, and the longitudinal nature of a study should be reflected in the
applied theories. The suggestion is that there should be a primary concern for what
is it that changes as time goes by. This extends well into how data will be collected
and analysed, and how the research contribution gets explained.

6 Conclusion

In this chapter, we have seen an overview of longitudinal studies in information
systems research. We have opened five exemplary articles to learn from these and
to observe some of the significant differences. This led to more detailed explanation
of the differences of how longitudinal research gets design as variance studies an as
process studies. In turn, four implications were elicited, and it is suggested that these
are relevant for human–computer interaction research.

There are differences between information systems research andhuman–computer
interaction research, yetmuch can be learned and transferred in terms of how research
gets designed and conducted. The differences are by large due to differences in
applied theories.
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Recommendations for Conducting
Longitudinal Experience Sampling
Studies

Niels van Berkel and Vassilis Kostakos

Abstract The Experience Sampling Method is used to collect participant self-
reports over extended observation periods. These self-reports offer a rich insight
into the individual lives of study participants by intermittently asking participants
a set of questions. However, the longitudinal and repetitive nature of this sampling
approach introduces a variety of concerns regarding the data contributed by partici-
pants. A decrease in participant interest and motivation may negatively affect study
adherence, as well as potentially affecting the reliability of participant data. In this
chapter, we reflect on a number of studies that aim to understand better participant
performance with Experience Sampling. We discuss the main issues relating to par-
ticipant data for longitudinal studies and provide hands-on recommendations for
researchers to remedy these concerns in their own studies.

Keywords Experience sampling method · Ecological momentary assessment ·
ESM · EMA · Self-report · Data quality · Reliability

1 Introduction

Responding to an increased interest in studying human life more systematically
than traditional surveys—and in a more realistic and longitudinal setting than pos-
sible through observations—Larson and Csikszentmihalyi introduced the Experi-
ence Sampling Method in 1983 [1]. Researchers using the Experience Sampling
Method (ESM) ask their participants to intermittently complete a short question-
naire assessing their current state, context, or experience over an extended period of
time (typically a couple of weeks). Questionnaires are typically designed to ensure
that participants focus on their current experience rather than to reflect over a longer
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period of time, thus minimising the effects of participants’ (in)ability to accurately
recollect past events [2].

Early ESM studies focused on capturing the daily activities and corresponding
experiences of study participants [3]. In those studies, participants were asked to
answer what they were currently doing repeatedly. Collecting self-reports at random
slots throughout the day, as opposed to a one-off survey or interview, ensured that
responses are collected during the participant’s “interaction with the material and
social environment” [3]. In other words, the idea to collect self-report data in situ
and thereby increase the ecological validity of a study was motivated by a desire to
increase the reliability of participant responses.

A recent survey indicated an increased adoption of the Experience Sampling
Method, with a focus on (personal) mobile devices [4]. The use of mobile devices as
opposed to paper-based questionnaires provides a number of advances in terms of
control over participant entries (e.g. prevent ‘parking lot compliance’ [5]), interactive
design opportunities [6, 7], and contextual sensing possibilities [8–10]. We discuss
how these opportunities provided by mobile devices can be utilised in the assess-
ment, improvement, and analysis of the reliability of participant data in longitudinal
experience sampling studies.

1.1 Longitudinal Experience Sampling

The timescale of ESM studies varies significantly, with a recent literature review
(analysing 461 papers) reporting studies ranging between 1 and 365days [4]. The
median duration of an ESM study was found to be 14days, while a majority of
70.9% of studies reported a duration of less than one month [4]. The one-day studies
in the sample are mostly trials to investigate the (technological) feasibility of a
given study configuration (e.g. Westerink et al. [11]). The longest study, totalling a
year, investigated long term patterns in location sharing among a large sample of
Foursquare users [12]. The typical range of ESM studies is in the duration of weeks
rather than months as researchers aim to find a “balance between study duration and
intervention frequency” [13].

Longitudinal experience sampling is relatively short-term when compared to
cross-sectional repeated surveys (also called periodic surveys or simply a survey
using a longitudinal design), typically covering months or years [14]. These survey-
type designs are often used to investigate changes in attitudes or behaviours over
extended periods of time [14], for example in consumer research [15] or within pro-
fessional organisations [16]. In addition to their usual shorter duration, there are a
number of other key differences between repeated surveys and longitudinal experi-
ence sampling: the frequency of the questionnaires, the reflective nature of surveys vs.
the in-the-moment perspective of ESM questionnaires, and the fact that ESM ques-
tionnaires are collected ‘in the wild’ aiming to cover a variety of contexts. The ESM
shares many of the same challenges encountered in other methodologies employing
human sensing [10, 17], such as citizen science or situated crowdsourcing.
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1.2 Challenges

The sustained effort required of participants over an extended period of time intro-
duces a number of challenges. First, themotivation of participants is likely to decrease
over time as initial interest drops. Techniques to maintain a base level of motivation,
whether through intrinsic or extrinsic motivation, are therefore key in enabling suc-
cessful longitudinal use of the ESM. Participant motivation, or lack thereof, plays
a key role in relation to data quality and quantity, the two remaining challenges.
Second, adherence to study protocol—typically quantified as the number of ques-
tionnaires that have been answered—has been shown to decline over timedue to study
fatigue [18]. Another concern is the variance in the number of responses between
participants, which could skew the analysis of ESM results—a critical type of bias
introduced by such variance is ‘selective non-responses’, in which the responses of
specific groups of the study’s sample are over- or under-represented [19]. An anal-
ysis of four recent ESM studies reveals significant differences across participants
in terms of their response rate [20]. Third, ensuring a sufficient level of response
reliability is key in collecting participant responses, and critical in generating sound
study inferences. Novel sampling techniques and filtering mechanisms can support
the increase in reliability of participant responses.

Here, we discuss these three challenges in detail and provide concrete recom-
mendations for researchers to address these challenges in their own studies (Sects. 2,
3, and 4). Following this, we discuss analysis techniques specific to the analysis of
longitudinal response data (Sect. 5) as well a number of concrete guidelines for the
design and subsequent reporting of ESM studies through a ‘checklist for researchers’
(Sect. 6). Finally, we present a number of future trends in the area of longitudinal
experience sampling studies (Sect. 7) and conclude this chapter (Sect. 8).

2 Participant Motivation

Larson and Csikszentmihalyi classify the “dependence on respondents’ self-reports”
as the major limitation of the ESM, while simultaneously highlighting examples that
show how these self-reports are “a very useful source of data” [2]. Regardless of
whether we consider the quantity or quality of participant responses, participant
motivation is key in ensuring a successful study outcome. Given the longitudinal
and oftentimes burdensome nature of ESM studies, a number of research streams
have explored how to increase and maintain participant motivation over time and its
subsequent effects on participant responses. Here, we distinguish between intrinsic
and extrinsic means of motivation.
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2.1 Intrinsic Motivation

Intrinsic motivation has simply been defined as “doing something for its own
sake” [21] rather than expecting a direct or indirect compensation. It is, however,
incorrect to state that researchers can therefore not (positively) influence a partic-
ipant’s intrinsic motivation. As already stated by Larson and Csikszentmihalyi in
their original publication on the Experience Sampling Method: “Most participants
find that the procedure is rewarding in some way, and most are willing to share their
experience. However, cooperation depends on their trust and on their belief that
the research is worthwhile” [1]. Here, Larson and Csikszentmihalyi refer to what
they later classify as ‘establishing a research alliance’. This research alliance aims to
establish a vested interest of the participant in the study and the research outcome.

However, identifyinghow to give concrete form to such a research alliance remains
under-explored in the current ESM literature. Related methodologies such as citi-
zen science face similar challenges and have investigated how to build and sustain
engagement among participants. These results show that interest and curiosity, per-
ceived self-competence, and enjoyment in the task all contribute to an individual’s
intrinsicmotivation [22, 23]. Furthermore,Measham andBarnett found that fulfilling
a participant’s initial motivation for participation increases the duration of a partic-
ipant’s engagement [24]. Although direct empirical evaluations of these factors are
scarce for the ESM, given the methodological overlap we can hypothesise that these
factors have a similar positive effect on participation motivation in ESM studies. We
note that the potential side effects of increasing participants’ motivation have not yet
been sufficiently explored, and could potentially influence study results.

Recommendation 1 Provide rich feedback regarding the study goals and the partic-
ipants’ contribution to those goals. Provide information throughout the study period.

Recommendation 2 Target participant recruitment to communities with a vested
interest in the study outcomes.

2.2 Extrinsic Motivation

Extrinsic motivation, which Reiss defines as “the pursuit of an instrumental goal”
[21], consists of various methods of motivation, including (financial) rewards or a
competition between participants. Although earlier work in Psychology stated that
extrinsic motivators would undermine an individual’s intrinsic motivation (cf. the
self-determination theory [25]), recent work largely refutes this claim [21].

A (financial) compensation of participants is common for ESM studies, with
a fixed compensation at the end of the study period being the most widely used
(45.7%) [4]. The effect of different financial compensation structures on participant
motivation has not been extensively explored, in part due to incomplete reporting of
study details [4]. These initial reports do highlight, however, that the use of micro-
compensations (a small payment for each completed response)motivates participants
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in responding to ESM questionnaires. Although already applied by Consolvo and
Walker in 2003 [26], this compensation structure has not been widely adopted in the
HCI literature [4]. Mushtag et al. compare three different micro-compensation struc-
tures but do not contrast their results with, e.g. a fixed compensation [27]. Although
the use of micro-compensation warrants further investigation, we note that this com-
pensation structure may not be applicable to all studies due to potential negative
effects on the study’s ecological validity. As highlighted by Mushtag et al., partici-
pant reactivity to micro-compensation may confound self-reports in studies focusing
on participant affect. Stone et al. warn of using excessive financial incentives, which
could attract participants solely interested in the monetary reward rather than partic-
ipating in the study [28].

Recommendation 3 Avoid excessive financial compensation and consider the use
of micro-compensation when applicable.

The literature on the ESM has also explored a number of extrinsic motivation
techniques besides financial compensation, with promising results. Hsieh et al. show
that providing participants with visual information on their provided self-reports
increased participant adherence by 23% over a 25day period (study with desk-
top users) [6]. The visual feedback provided by Hsieh et al. allowed participants
to explore their prior answers on questions related to interruption or mood. The
authors state that such visualisations “makes the information personally relevant
and increases the value of the study to participants” [6]. Van Berkel et al. studied
the effect of gamification (e.g. points, leaderboard) on participant responses in a
between-subject study. Their results show that participants in the gamified condi-
tion significantly increased both their response quality (quantified through crowd-
evaluation) and their number of provided responses as compared to the participants
in the non-gamified condition [7].

Recommendation 4 Include interactive feedbackmechanisms in the study protocol
to keep participants engaged and motivated.

3 Study Adherence

Participant adherence to protocol, i.e. the degree to which the questionnaire notifi-
cations are opened and answered, is critical in ensuring an informative study out-
come. In Experience Sampling, study adherence is typically quantified as ‘response
rate’ or ‘compliance rate’, defined as the “number of fully completed questionnaires
divided by the number of presented questionnaires” [4]. Unsurprisingly, studies typ-
ically report a decrease in study adherence over time, see for example [29–31]. As
researchers can expect a decrease in participant adherence over time, it is key to
consider the trade-offs when designing a longitudinal study. Balancing the number
of daily questionnaires, number of questionnaire items, questionnaire scheduling,
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and duration of the study, as well as other factors such as participant compensa-
tion and availability, in accordance with the research question is key. A number of
studies have aimed to systematically study the effect of these variables, see, e.g., a
recent study by Eisele et al. on the effect of notification frequency and questionnaire
length on participant responses [32], or Van Berkel et al.’s investigation on the effect
of notification schedules [31]. We argue that any researcher should consider these
study parameters in relation to their research question and population sample. As
such, there is not one study configuration that would be applicable to every study.
Below, we outline some of the decisions that can motivate the balancing of these
variables.

3.1 Questionnaire Scheduling

The literature describes three global techniques for questionnaire scheduling: signal
contingent, interval contingent, and event contingent [33]. In a signal contingent
schedule configuration, notification arrival is randomised over the course of a given
timespan. In an interval contingent configuration, notification schedules follow a
predefined interval, for example every other hour between 08:00 and 17:00. For
event contingent configurations a predefined event is determined which triggers the
notification (typically as recognised by the questionnaire system, but can also refer
to a ‘detection’ by the participant) [4, 33–35]. The use of an event-based notification
system enables more advanced study designs, and allows researchers to optimise the
moment of data collection to contexts which are most relevant.

In a direct comparison between the three aforementioned scheduling techniques,
results indicate that an interval-informed event contingent schedule, in which ques-
tionnaire notifications are presented upon smartphone unlock with a maximum num-
ber per given timespan, result in fewer total notifications sent but a higher over-
all number of completed responses as compared to a signal or interval contingent
schedule [31]. Kapoor & Horvitz use contextual information to predict participant
availability and find that using such a predictive model outperforms randomised
scheduling in terms of identifying the availability of participants [36]. Church et
al. recommend researchers to adjust the questionnaire schedule to match the par-
ticipant’s schedule [26]. Rather than imposing an identical start and end time on
all participants, this approach would allow for custom start and end times, e.g. in
the case of nightshift workers. Other work has explored more active-based schedul-
ing techniques, where the presentation questionnaires are determined based on the
participant’s current contextual information. For example, Rosenthal et al. calcu-
late individualised participant interruptibility costs [37], Mehrotra et al. expand on
this through the notion of interruptibility prediction models [38], and Van Berkel et
al. show that contextual information such as phone usage can be used to schedule
questionnaires at opportune moments [39].

Regardless of the chosen scheduling approach, the timing of questionnaires can
have a significant impact on participants’ ability to respond to a questionnaire and
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therefore the respective data being collected. The aforementioned scheduling tech-
niques all have their own strengths and weaknesses. Signal contingent scheduling
(i.e. randomised) can be used to capture participants spontaneous (psychological)
states but can be skewed towards commonly occurring events. An interval contingent
configuration is useful to capture events which are expected to occur regularly and
provides a consistent sampling strategy which allows for the modelling of time as a
factor in relation to the answers provided by the participant. Due to the regular sched-
ule with which notifications are presented, it increases the risk of (over)sampling the
same event (e.g. start of a lecture). Finally, event contingent configurations are use-
ful for capturing isolated or infrequently occurring events that can be detected either
through sensor data or manually by the participant. Event-based schedules can result
in an incomplete view of the participant’s life if the event of interest only occurs in
a limit variety of contexts [40].

Recommendation 5 Carefully consider the effect of the chosen questionnaire
scheduling approach on the selection of participant responses.

3.2 Study Duration

The literature on ESM study design has recommended roughly similar maximum
durations for ESM studies, e.g. a minimum duration of one week [1], twoweeks [39],
and two–four weeks [28]. Determining an appropriate study duration is a careful
consideration that involves a variety of factors such as the frequency with which the
phenomenon of interest occurs, the required effort to complete the questionnaire,
and expected levels of motivation among the participant sample.

Researchers interested in longitudinal studies of extensive duration, e.g. months
or years, will find that participants are likely unable or unwilling to repeatedly answer
a set of questionnaires for the duration of the study. Given the extensive participant
burden in ESM studies, we advise against the collection of self-reports across the
entire duration of studies of this duration. Instead, researchers should consider the
collection of manual responses for a (number of) period(s) within the duration of the
entire longitudinal study—embedding the ESMwithin a larger study design.As such,
researchers can combine the insights obtained through frequent ESM questionnaires
with the information gained from repeated data collection over an extensive period of
time. This approach,which has been called as ‘wave-based’ experience sampling, has
been successfully employed in emotion research in a decade-long study consisting
of three one-week sampling periods investigating the effect of age on emotion [41].
Similarly, already in 1983 Savin-Williams & Demo ran a one-week ESM study with
a cohort of participants enrolled in a six-year longitudinal study [42].

The use ofmodernmobile devices allows researchers to passively collect an exten-
sive amount of sensor data from study participants [9]. This data is collected unob-
trusively and without additional burden to the participant, and can provide additional
insights to the researcher. The unobtrusive nature of this data collection stands in stark
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contrast to the continuous effort required from participants in human contributions
and can provide a continuous long-term data stream simply not feasible with manual
data collection. As such, we recommend that researchers interested in extensive lon-
gitudinal studies combine both continuous passive sensing with intermittent periods
of extensive questionnaire collection. Recent development work shows the possi-
bility of changing ESM questionnaire schedules throughout the study period [43],
enabling the possibility of intermittent periods of questionnaires.

From a participant perspective, being enrolled in a longitudinal study makes it
easy to forget that sensor data is being collected. We stress that, given the poten-
tial sensitive nature of the unobtrusively (naturally following participant’s informed
consent) collected sensor data, researchers should aim to remind participants of any
ongoing data collection. A practical approach for this in the context of smartphone-
based studies is the continuous display of an icon in the smartphone’s notification
bar, reminding participants of their enrolment in the study and the active data col-
lection [18]. Researchers have also allowed participants to temporarily halt data
collection, see, e.g., Lathia et al. in which participants can (indefinitely) press a
button to pause data collection for 30min [40].

Recommendation 6 Combine longitudinal passive sensing with focused periods of
ESM questionnaires to obtain both long-term and in-depth insights.

4 Response Reliability

A core idea behind the introduction of the ESMwas to increase the reliability of self-
report data by reducing the time between an event of interest and the moment when
a participant provides data on this event, thus reducing reliance on a participant’s
ability to recall past events [1]. Although this approach has been widely embraced in
a number of disciplines, recent work points out that the quality of participant data in
ESM studies cannot be expected to be consistently of high reliability [18]. This is an
important concern for longitudinal studies, as response quality reliability typically
degrades over time. As such, recent work in the HCI community has explored tech-
niques to infer and improve the reliability of participant responses. Here, we discuss
the use of the crowd, quality-informed scheduling techniques, and the application of
additional validation questions to infer response quality.

4.1 Use of the Crowd

Although the ESM traditionally collects data on observations or experiences as cap-
tured by participants individually, recent work has drawn out creative ways of com-
bining the contributions of multiple individuals to increase the reliability of the
collected data.
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One strain of work has explored the use of ‘peers’ to obtain multiple datapoints
on one individual. Using this approach, which has been labelled as ‘Peer-MA’ [44],
a selected number of the participant’s peers report what they believe to be the partic-
ipant’s current state with regard to the concept of interest. As described by Berrocal
& Wac, this approach “has the potential to enrich the self-assessment datasets with
peers as pervasive data providers, whose observations could help researchers iden-
tify and manage data accuracy issues in human studies” [44]. Chang et al. show how
the use of peer-based data collection can also increase the quantity of the data col-
lected [45]. By recruiting a sufficiently large (and motivated) network of participant
peers, researchers may be able to distribute the burden of questionnaire notifications
and thereby sustain data input for a more extensive period of time—increasing the
prospective of longitudinal ESM studies. A critical open question with regard to this
novel approach is the assessment and interpretation of the contributions of peers
and the potential biases introduced through, e.g., different peer-relationships and the
(absence of) peer physical presence.

In contrast to the aforementioned perspective in which the crowd contributions
are focused on individuals, others have applied the crowd to increase the reliability
of observations. For example, the aforementioned work by Van Berkel et al. not
only asked participants to contribute a label regarding a given place, but also asked
participants to judge the relevance of the contributions of others [7]. Based on these
relevance labels, the quality of participant contributions can be quantified. Another
example is the work by Solymosi et al., in which participants generated a map indi-
cating a crowd’s ‘fear of crime’ through repeated and localised experience sampling
data collection [46]. A main advantage of this approach, in which the quality assess-
ment is done by participants, is that the quality of contributions can be assessed
without the need for a priori ground truth on the presented data. From a longitudinal
study perspective, integrating crowd assessment into the study design may enable
the study population to rotate, i.e. for participants to drop out and new participants
to join, as study fatigue emerges.

Recommendation 7 Consider whether participant data can be validated or augment
through the use of the crowd.

4.2 Quality-Informed Scheduling

Literature on questionnaire scheduling has primarily focused on participant avail-
ability following from a motivation to increase participant compliance. However, as
pointed out by Mehrotra et al., an ill-timed questionnaire might lead participants to
respond to a questionnaire without paying much attention, reducing the overall reli-
ability of respondents’ data [38]. In addition to increasing the quantity of responses,
researchers have therefore also explored how the scheduling of questionnaires can
affect the quality of participant responses. In the study by Van Berkel et al., par-
ticipants completed a range of questions (working memory, recall, and arithmetic)
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while contextual data was being passively collected [39]. Their results show that
participants were more accurate when they were not using their phone the moment
a questionnaire arrived. Optimising the quality of responses by not collecting data
when participants are actively using their phone may, however, negatively effect
the quantity of answered questionnaires. Previous work shows participants are more
likely to respond to questionnaires (i.e. focused on response quantity)when question-
naires are presented upon phone unlock (as compared to randomised or interval-based
schedules) [31].

Recommendation 8 Introduce intelligent scheduling techniques to avoid interrupt-
ing participants when they do not have time to respond.

4.3 Validation Questions

Here, we discern two types of validation questions: explicitly verifiable questions
(also known as ground truth questions) and reflective questions.

In order to assess the reliability and effort of online study participants, work
on crowdsourcing has recommended the use of ‘explicitly verifiable questions’, also
knownas ‘goldenquestions’ [47]. These explicitly verifiable questions are often—but
not always—quantitative in nature, relatively easy to answer, and the responses can
be automatically assessed to be correct or incorrect. For example, Oleson et al. asked
crowdworkers to verify whether a given URL matched with a given local business
listing [48]. Kittur et al. describe two main benefits of using these questions. First,
explicitly verifiable questions allow researchers to easily identify and subsequently
exclude from data analysis those participants who do not provide serious input.
Second, by including these questions participants are aware of the fact that their
answers will be scrutinised, which Kittur et al. hypothesise may “play a role in both
reducing invalid responses and increasing time-on-task” [47].

Although widely used in crowdsourcing, the uptake of explicitly verifiable ques-
tions in ESM studies is thus far limited. A challenging aspect for the uptake of
explicitly verifiable questions in longitudinal ESM studies is the need to provide
participants with varying question content. This would require the creation of a
question database, use of an existing and labelled dataset, or automated genera-
tion of verifiable questions (see, e.g., Oleson et al. [48]). An earlier ESM study
with 25 participants included a simple, and randomly generated, arithmetic task as
means of verification [39]. In this task, participants were asked to add two numbers
together, both numbers were randomly generated between 10 and 99 for each self-
report questionnaire. Results showed a remarkably high accuracy of 96.6%, which
could be indicative of differences in motivation and effort between online crowd-
sourcing markets and the participant population often encountered in ESM studies.
However, whether the motivation of the respective study population indeed differs
between online crowdsourcing and ESM studies requires further investigation across
multiple studies as well as evaluation across a wider variety of explicitly verifiable
questions.
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Another approach which has seen recent uptake is the creation of verifiable ques-
tions based on participant sensor data [39]. This includes, for example, passive data
collection on the participants’ smartphone usage and subsequently asking partici-
pants to answer questions on, e.g., the duration of their phone use. The answer to this
question is verifiable, is variable (changes throughout the day), and often challenging
to answer correctly. Assessing the correctness of participant answers does, however,
also raise questions. In particular, answer correctness should not be quantified as a
binary state as it is unlikely that answers are completely correct.

Recent work has also explored the use of ‘reflective questions’ in increasing
the reliability of participant contributions. In this approach, participants reflect on
earlier events while supported by earlier data points—either collected actively by
the participant or passively through, e.g., smartphone sensors. Rabbi et al. introduce
‘ReVibe’, introducing assisted recall by showing participants an overview of their
location, activity, and ambience during the past day [49]. Their results show a 5.6%
increase in the participants’ recall accuracy. Intille et al. propose an image-based
approach, in which participants take a photo or short video and use this material to
reflect on past experiences [50]. This concept was further explored by Yue et al., who
note that the images taken by participants can also provide additional information
and insights to researchers [51].

Recommendation 9 Consider including additional questions (verifiable, ground
truth, or reflective) to increase the reliability of participant answers.

5 Analysing Longitudinal ESM Data

Longitudinal research faces a unique set of challenges in the analysis of participant
data not typically encountered in short-term or lab-based studies. The longitudi-
nal nature of a study can alter a participant’s perception or understanding of the
variables of interest, and may result in an increasing inequality of the number of
responses between participants and different contexts. Here, we discuss these three
challenges—respectively known as response shift, compliance bias, and contextual
bias—as faced in the analysis of longitudinal ESM studies.

5.1 Response Shift

Response shift can either refer to an individual’s change in meaning of a given con-
struct due to re-calibration (a change in internal standards), re-prioritisation (change
in values or priorities), or re-conceptualisation (change in the definition) [52, 53].
As studies often focus on the same construct(s) for the entire study period, partic-
ipants may experience a shift in their assessment of this construct. As an example
by Ring et al. illustrates: “a patient rates her pre-treatment level of pain as 7 on a
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10-point pain scale. She subsequently rates her post-treatment level of pain as 3.
This is taken to indicate that the treatment has caused an improvement of 4 points.
However, if she retrospectively rates her pre-treatment pain as having been a 5, the
actual treatment effect is 2. Likewise, if she retrospectively rates her pre-treatment
pain as having been 10, the actual treatment effect is 7.” [54]. Similar to a change in
a participant’s internal standards of a given construct, a participant may also evaluate
various constructs as carrying higher or lower importance as compared to the onset
of the study. By asking participants to rate the relative importance of individual con-
structs prior and following the study, the degree of re-prioritisation can be assessed.
Finally, re-conceptualisation can occur when participants re-evaluate the meaning
of a concept in relation to their personal circumstances. For example, a patient may
re-conceptualise their quality of life, either following their recovery or by adjusting
their perspective when confronted with a chronic disease.

A commonly used technique to identify the occurrence of response shift among
participants is the ‘thentest’, also known as the ‘retrospective pretest-posttest design’.
At the end of the study, participants complete a posttest questionnaire immediately
followed-up with a retrospective questionnaire asking participants to think back to
their perception of a construct at the start of the study. By collecting these data points
at almost the same time, participants share the same internal standards during ques-
tionnaire completion. Therefore, the mean change between these two questionnaires
gives insight into the effect of time or treatment. For more details on the thentest, we
refer to Schwartz & Sprangers’s guidelines [55].

Recommendation 10 Include a thentest in the design of your studywhenparticipant
perception of a given construct may change over the duration of the study.

5.2 Compliance Bias

Inevitable differences between participants’ availability and motivation will result
in a difference in the number of collected responses between participants. As such,
the experience of response participants can skew the overall study results, a phe-
nomenon known as compliance bias [20]. Participants with a higher than average
response rate may have a more vested interest in responding to notifications, for
example as they are personally affected by the phenomenon being investigated. Sim-
ilarly, participants with a high or low response rate may have different psychological
characteristics or simply different smartphone usage behaviours. It is not unlikely
that these factors are a confounding factor in relation to the phenomenon being
studied—capturing responses primarily from a subset of the study population may
therefore decrease the reliability of the results. Although not widely reported, recent
work that re-analysed four independent ESM studies finds substantial differences
between study participants in the number of responses collected [20]. Researchers
can reduce compliance bias by balancing data quantity between participants during
the study through intelligent scheduling techniques—i.e. increasing the likelihood
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that questionnaires will be answered by targeting notifications to arrive at a time and
context suitable to the participant. Although this requires considerable infrastructure
implementation and researcher ought to be careful not to introduce other biases,
reducing compliance bias can increase the usefulness and reliability of a collected
dataset.

Recommendation 11 Use intelligence scheduling techniques to improve response
rates among low-respondents to balance response quantity between participants.

Recommendation 12 Analyse and report the differences between the number of
participant responses post-data collection.

5.3 Contextual Bias

The schedule throughwhich questionnaires are presented to participants, i.e. the cho-
sen sampling technique, can significantly bias the responses of participants towards
a limited number of contexts over time. As stated by Lathia et al., “[...] time-based
triggers will skew data collection towards those contexts that occur more frequently,
while sensor-based triggers [...] generate a different view of behaviour than more a
complete sampling would provide” [40]. These concerns are amplified for longitu-
dinal studies, in which researchers typically aim to cover a wide variety of contexts
and identify longitudinal trends. If participants, however, only provide self-reports
at contexts most convenient to them (e.g. by dismissing questionnaires arriving in
the early morning or while at work), resulting data can be heavily skewed towards
a limited number of contexts and therefore diminish the value of longitudinal data
collection. The risk of contextual bias can be reduced by taking into account the con-
text of completed self-reports in the scheduling of questionnaires. By considering
to context in which individual participants have already answered questionnaires,
researchers can diversity the context of collected responses.

Recommendation 13 Diversify the context of collected responses by scheduling
questionnaires in contexts underrepresented in the existing responses of a participant.

6 Researcher Checklist

In order to increase a study’s replicability and allow for a correct interpretation of
presented results, it is critical that researchers report both themethodological choices
and the outcomes of a presented study in detail. Current practice does not align with
these standards, with prior work indicating that the majority of studies do not report
on, e.g., the compensation of participants [4]. As compensation can affect participant
motivation and compliance [28], it is important to report such metrics.
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Building on previous work [4, 26, 56], we present a list of study design and result
decisions which should be considered by researchers. We hope that this ‘checklist’
proves a useful starting point for researchers designing their ESM studies, as well as
an overview of the variables we consider key in the reporting of the results of ESM
studies.

Study design

1. Consider the target participant population and their potential interest in partici-
pation.

2. Determine the duration of the study, taking into account the study fatigue of
prospective participants. Extensive longitudinal studies can combine longitudi-
nal passive sensing with focused periods of self-report data collection.

3. Determine the most suitable questionnaire schedule in light of the respective
trade-offs and benefits of scheduling techniques [31, 40].

4. Determine the length and frequency of questionnaire items, aiming for a short
completion time of the questionnaire [18, 26].

5. Determine the timeout time for individual questionnaires, especially when sam-
pling participant responses following a predetermined event as to reduce partic-
ipant recall time.

6. Consider whether it is valuable to assess response shift in participant responses
and consider including a thentest in the study design.

7. Consider the use of verifiable, ground truth, or reflective questionnaires to assess
the quality of participant responses.

8. Consider whether it is important to achieve a balanced number of responses
between participants. If desired, implement intelligent scheduling techniques to
increase response rates among low-respondents.

9. Assess how participants can be best motivated to enrol and maintain compliance
throughout the study period.

10. Assess the possibility of using the crowd to either assess or compare the contri-
butions of participants.

Study results

1. Report both the number of participants who completed and dropped out of the
study.

2. Report the (average) duration of participant enrolment.
3. Report the number of completed, dismissed, and timed-out responses.
4. Report the overall response rate.
5. Analyse and report the difference in response rate between participants [20].
6. Analyse and report any significant differences in the context of completed

responses (e.g. time or location of completion) [40].
7. If relevant, analyse and report on the (differences in the) accuracy of participants

on ground truth questions.
8. If relevant, analyse and report on any changes in the participants’ perception of

the study’s construct, e.g. with the help of the thentest [55].
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6.1 Overview of Recommendations

Finally, we present an overview of the recommendations introduced in this chapter
in Table1. The included references offer additional information on the motivation,
methods, and guidelines with regard to the respective recommendation.

Table 1 Overview of recommendations with references for further reading

No. Recommendation References

1 Provide rich feedback regarding the study goals and the participants’
contribution to those goals. Provide information throughout the
study period

[1, 24]

2 Target participant recruitment to communities with a vested interest
in the study outcomes

[21, 23]

3 Avoid excessive financial compensation and consider the use of
micro-compensation when applicable

[27, 28]

4 Include interactive feedback mechanisms in the study protocol to
keep participants engaged and motivated

[6]

5 Carefully consider the effect of the chosen questionnaire scheduling
approach on the selection of participant responses

[31, 39, 40]

6 Combine longitudinal passive sensing with focused periods of ESM
questionnaires to obtain both long-term and in-depth insights

[41, 42]

7 Consider whether participant data can be validated or augment
through the use of the crowd

[7, 44, 45]

8 Introduce intelligent scheduling techniques to avoid interrupting
participants when they do not have time to respond

[36–39]

9 Consider including additional questions (verifiable, ground truth, or
reflective) to increase the reliability of participant answers

[49–51]

10 Include a thentest in the design of your study when participant
perception of a given construct may change over the duration of the
study

[55]

11 Use intelligence scheduling techniques to improve response rates
among low-respondents to balance response quantity between
participants

[20]

12 Analyse and report the differences between the number of
participant responses post-data collection

[20]

13 Diversify the context of collected responses by scheduling
questionnaires in contexts underrepresented in the existing responses
of a participant

[40]
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7 Future Trends

Since the introduction of the Experience Sampling Method in the late 1970s [1],
its main use has been in the application of intensive but relatively short-term data
collection (i.e. weeks rather than months). In this foundational work, Larson & Csik-
szentmihalyi describe a typicalESMstudy to have a duration of oneweek.Technolog-
ical and methodological developments have had, and continue to have, a significant
impact on how the ESM is used by researchers throughout their projects. For exam-
ple, the introduction andwidespread usage of smartphones has enabled researchers to
collect rich contextual information [8, 9]. Similarly, researchers have come up with
novel scheduling techniques to increase the sampling possibilities offered through
the ESM. Following the impact of these developments on how the ESM is applied,
we expect future innovations to increase the ability for researchers to apply the ESM
in a longitudinal setting.

From a technological perspective, recent work has pointed to the further integra-
tion of self-report devices in the participants’ daily life. This includes (stationary)
devices physically located in a participant’s home or work location [57], integration
of questionnaires in mobile applications already frequently used by participants (e.g.
messaging applications [58]), or through the use of (tangible) wearables [59, 60].
Although the effect of these alternative questionnaire delivery techniques on (sus-
tained) response rate and input accuracy still needs to be explored inmore detail, these
alternative input methods can reduce participant strain as compared to a smartphone-
based approach (retrieving phone, unlocking, opening a specific application, locking
away the phone). Future studies can also consider the collection of questionnaires
across multiple platforms, such as the use of a stationary device at home and work,
combined with a mobile device or application for on-the-go.

Methodologically, a number of under-explored avenues may prove useful in
enabling longitudinal ESM studies. In Sect. 3.2, we refer to ‘wave-based’ experience
sampling, in which participants actively contribute only for a number of (discon-
tinuous) periods within a larger duration consisting of passive sensing. Although
already explored in the early days of the ESM [42], this approach has thus far not
been extensively applied. Furthermore, although prior work shows the positive effect
of including extrinsic motivators [6, 7], the studies were limited to weeks. Further
works is required to study the impact of these incentives in longitudinal settings.
Finally, we note that an extensive amount of work has explored ways to infer partic-
ipant availability and willingness to answer a questionnaire, both within the scope
of ESM research [38, 61] as well as the broader research on attention and availabil-
ity [36, 62–64]. Translating these findings into practical and shareable implemen-
tations which can be readily used by other researchers remains a formidable chal-
lenge. Addressing this, e.g., by releasing the source code of these implementations,
allows for experimentation with advanced scheduling techniques while simultane-
ously enabling research groups to validate, compare, and extend these scheduling
algorithms.
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Numerous open questions regarding the use of the ESMbeyond a couple of weeks
(e.g. covering months of active data collection) remain. In this chapter, we outlined
both practical suggestions which are applicable to researchers today when designing
their studies, aswell as offer a number of potential areas for futurework in the domain
of longitudinal self-report studies.

8 Conclusion

The Experience Sampling Method has enabled researchers to collect frequent and
rich responses from study participants. Enabled by thewide uptake ofmobile devices,
researchers can deliver a highly interactive and increasingly intelligent research tool
straight into the hands of participants. Our overview shows that the introduction of
smaller and more connected mobile hardware alone is not sufficient in enabling a
push towards truly longitudinal studies. In order to extend the viable duration of ESM
studies, further development of methodological practices is required. Investigating
the effect of novel hardware solutions and study design configurations, both in the
lab and in situ, will require a focused effort from the research community.
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Longitudinal First-Person HCI Research
Methods

Andrés Lucero, Audrey Desjardins, and Carman Neustaedter

Abstract In this chapter, we focus on longitudinal first-person research methods
in HCI. First-person research involves data collection and experiences from the
researcher themselves, as opposed to external users (or participants). We present
three projects where longitudinal ‘auto-approaches’ to research and design in HCI
were applied, namely one auto-ethnography and two autobiographical designs. These
projects help illustrate the benefits and challenges of using these first-person research
methods in longitudinalHCI and interactiondesign research.Weconclude the chapter
by reflecting on themes and lessons that resonate across the three projects (i.e., range
of participation, data collection, time to reflect, concluding).

Keywords Auto-ethnography · Autobiographical design · Design research

1 Introduction

Within the fields of human–computer interaction (HCI) and interaction design, there
has been a growing desire to more deeply understand the use of technology within
real, everyday settings. The goal is to gain a deep and experiential understanding of
the effect of technology on people, society, and everyday life. As a result, this goal
has brought about methodological interrogations in the field over how one ought to
study the increasing ubiquity of technology and the complex world in which it is used
over long periods of time. As an addition to the array of HCI methodological tools,
longitudinal first-person research methods offer a chance for researchers to not only
investigate themundane, ongoing, and ubiquitous presence of technology in everyday
life, but also to acknowledge their own positionality in research and design, and to
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rely on first-hand experience as a mode of knowing. This shift in epistemological
commitments has the potential of yielding rich, honest, and authentic reflections and
insights about our ongoing lives with technology.

In this chapter, we refer to first-person research as research that involves data
collection and experiences from the researcher themselves, as opposed to external
users (or participants). While already informally part of long-standing design prac-
tices of making and testing technology, first-person design efforts and inquiries
have recently become more visible through approaches such as the application of
auto-ethnography [1–6] and autobiographical design [7–13].

In this chapter, we present three projects where longitudinal ‘auto-approaches’ to
research and design inHCIwere applied, namely one auto-ethnography and two auto-
biographical designs. These projects will help illustrate the benefits of using these
first-person research methods in longitudinal HCI and interaction design research
for the rich data and fruitful insights they can bring around topics that are often diffi-
cult to access, such as long-term use of personal technology (e.g., mobile phones),
use of technology in the private sphere (e.g., the home), and over distance (e.g.,
long-distance relationships). The projects will also illustrate the challenges that one
may need to overcome if using similar approaches, along with some possible solu-
tions. First, we present reflections on an auto-ethnography of living without a mobile
phone. Second, we explore the autobiographical design of a system for capturing
and replaying family moments over time. Third, we describe the autobiographical
design process of converting a cargo van into a livable space. Each of these projects
is written from the first-person perspective of the project’s main contributor. This
reflects the very personal nature of first-person research and an individual’s account
of the project. We conclude the chapter by reflecting on themes and lessons that
resonate across the three projects.

2 Three ‘Auto-approaches’ to Research and Design in HCI

2.1 Auto-ethnography: Living Without a Mobile Phone

Auto-ethnography [14, 15] is a qualitative research form, an approach to research and
writing that aims to describe and systematically analyze (graphō in Ancient Greek,
‘writing’) personal experience (autós in Ancient Greek, ‘self’) to understand broader
cultural meanings (éthnos in Ancient Greek, ‘nation’ or ‘culture’) of technology.
Building on traditions in anthropology, this method relies on researchers observing,
noting, and reporting on personal encounters, or engagement with technology. In
HCI, researchers have often aimed at adapting this approach for an HCI audience,
either by adopting a fully ‘scientific’ prose that avoids the use of evocative first-
person narratives, and/or by concluding the auto-ethnography with specific design
guidelines, or a concrete set of opportunities for design. There are a few notable
exceptions to this, for example Sengers’s [16] reflections on IT and pace of life,
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[17] use of personal fitness and self-tracking technologies to lose weight, and [5]
experiences living without a mobile phone for nine years, which we discuss as a first
case.

2.1.1 Before Auto-ethnography

Onbrink of burnout in late 2002, I (AndrésLucero) decided itwas time to get rid of the
very tool that for the previous three years had allowedme to juggle four simultaneous
jobs as a web designer, a university lecturer, a professional soccer referee (Fig. 1),
and a freelance designer: my mobile phone. The idea of living without a mobile
phone addressed a personal need of improving my life by exploring ways to reduce
stress. Getting rid of my phone was neither intended as a research project [17],
nor motivated by ‘getting research points for it’ [13]. What started as a personal
experiment, resulted in two periods of time where I voluntarily stopped using a
mobile phone (i.e., 2002–2008 and 2014–2017). Conducting this auto-ethnography
was the means to assess if the lack of having a phone had had any real impact in my
life.

It was only in 2014, after conversations with colleagues and inspired by the likes
of PSY during his honest, unassuming, and frank closing plenary at the CHI 2015

Fig. 1 Professional soccer referee, one of four simultaneous jobs I was juggling with
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conference1 that I began considering the idea of writing an auto-ethnography of
my experiences living without a mobile phone. Therefore, my first step was to
develop a retrospective account [18] of my life without a mobile phone during the
first period (i.e., 2002–2008). These retrospective accounts (or headnotes) consisted
of events, experiences, and interpretations in relation to me not having a phone that
were constructed from memory [19], using projects, notebooks, photographs, and
emails to aid recall [15]. I was familiar with retrospective accounts from my time
assessing first- and third-year Bachelor students’ self-reflections in the Netherlands.
In an at-the-time novel competency-based education system, students took the role
of ‘junior employees’ and as such were responsible for their own competency devel-
opment, choosing their own learning path. My role back then was to help them plan,
read, and give feedback on their competency development. Switching roles to write
my own retrospective accounts allowed me to identify important themes in my daily
life that helped refine this study’s focus, guide the ongoing literature review, and
develop a language of description for my reflections.

2.1.2 During Auto-ethnography

Once I decided to write an auto-ethnography of my experiences living without a
mobile phone, I had to more systematically collect data. During the second period
(i.e., 2014–2017), I collected reflections in action [18] consisting of biweekly hand-
written and digital notes taken on a notebook or iPad, respectively. These reflections
in action were complemented by emails, photographs, and tweets. In addition, when-
ever traveling I recorded field notes [20], which I tried to write on the spot, or as
soon as possible after the event.

As I was half way through the second period of the auto-ethnography, I began
an ongoing and parallel process analyzing data. After a formative analysis based on
retrospective accounts, reflections-in-action, and field notes, a summative analysis
[18] was conducted where an overarching process of categorization and theming
[20] took place. Recurring problems, changes in attitudes, and significant concerns
emerged after deeper andmore detailed reflections, which developed intomeaningful
units [18]. These units or themes form the foundation of this auto-ethnographic
narrative.

In addition, I experimented with themes by drawing tables [20] and different
types of visualizations to help clarify my thinking and keep an overview, similar to
the one shown in Fig. 2. I also shared my experiences, my initial interpretations,
and drafts at different stages of this auto-ethnography with colleagues and extended
family members [15, 20]. Doing so allowed me to gather new perspectives and offer
alternative interpretations. Finally, I compared and contrasted my experience against
existing research [15].

As for the main insights of this study, these were connected to four meaningful
main units or themes: social relationships, everyday work, research career, and

1 https://twitter.com/emax/status/591149505170382848.

https://twitter.com/emax/status/591149505170382848
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location and security. In social relationships, I discuss the wide range of people’s
reactions when they first hear about my lack of phone, the assumption that some
people make in terms of being able to reach and be reached by others anytime,
and the factors that allow me to make the choice of not having a mobile phone.
Regarding everyday work, I reflect on life as an academic in a Nordic country where
most of my social interactions with colleagues and students happen in a collocated
fashion, andwhere people expect and respect delays inmy responses tourgent emails,
something that would be less acceptable in cultures where it is important to be busy.
Research career deals with occasional feelings of peer pressure to own a mobile
phone, a tendency to assume that having a mobile phone is a requirement to doing
research in (mobile) HCI, and the potential benefits that being an outsider to a given
field of research can bring in terms of allowing one to apply frames of reference
from other domains. Finally, in location and security, I describe some of the extra
planning needed when traveling to conferences due to a lack of Internet connection
abroad, plus the increasing trend to require a mobile phone number as a security
measure. Between the start and end of this study (i.e., 2002 and 2017), many things
changed in my life. Together with my partner, we moved to different countries (i.e.,
the Netherlands, Finland, Denmark), became parents to two children, I went from
being a post-Master and PhD student to researcher and faculty member, among other
things. The longitudinal perspective of this work over such extended periods of time
has also made me aware of what it means to be a privileged member of a hyper-
connected and technology-saturated society, and of the importance of developing
empathies into the lives of people unlike me, especially when considering difficult
times such as those of the ongoing COVID-19 pandemic.

I was also trying to find ways to judge my auto-ethnography, but I could only find
a series of key legitimacy and representation issues of auto-ethnographic accounts as
delineated by [15, 18] and [20]. Based on these issues, I have identified seven main
criteria for a successful auto-ethnography [5]:

1. Study boundaries [18]: requires auto-ethnographers to describe the limits of
their study using the four facets of time, location, project type, and point of
view.

2. Authenticity [20]: refers to establishing a study protocol that would allow
someone else to follow the researcher’s procedures [18]. [15] express authen-
ticity as reliability, which refers to the narrator’s credibility. In addition, authen-
ticity is manifested as (construct) validity when the work evokes in readers a
feeling that what has been represented could be true [15], and when correct
operational measures for the concepts studied have been established [18].

3. Plausibility [20]: relates to structuring the narrative according to the academic
article genre and finding gaps in the research literature. Plausibility is also
expressed as scholarship by [18] when the work moves beyond emotional
expression to deeper levels of reflection, highlighting connections to broader
themes.



Longitudinal First-Person HCI Research Methods 85

4. Criticality [20]: entails guiding readers through imagining ways of thinking
and acting differently. Criticality is also referred to as instrumental utility by
[18] when the work helps readers anticipate future possibilities and scenarios.

5. Self-revealing writing [20]: consists of revealing unflattering details about the
auto-ethnographer.

6. Interlacing actual ethnographic material and confessional content [20]:
suggests that personal material be limited to relevant information in relation to
the research subject.

7. Generalizability [15]: focuses on the readers who determine if the story speaks
to them about their life or that of others they know. Generalizability is also
communicated as external validity by [18] when, thanks to the study’s strength
of themes and theories, its findings might apply to others.

2.1.3 After Auto-ethnography

Since the 2018 paper was published, I again voluntarily stopped using my phone
during all of 2019, thus completing a decade living without a mobile phone. In addi-
tion, two students of mine, one PhD and one MA, have since started and completed
their own research projects where they used auto-ethnography [21].While I currently
have no concrete plans to write about that tenth year living without a phone, here are
some reflections if you are considering engaging in auto-ethnography.

Auto-ethnography will not make your research (life) easier. If you are considering
engaging in auto-ethnography as a shortcut to avoid doing extensive user research,
you might end up having to spend as much if not more work when conducting,
analyzing, presenting, and publishing your work. While auto-ethnography may in
most cases mean you do not need to recruit or engage with participants, you will end
up spending significant time and effort systematically documenting, analyzing, and
reflecting on your own experiences. It takes dedication, experience, and a degree of
resilience to do auto-ethnography.

Then there is the issue of getting your research accepted and published at HCI
venues. Most HCI researchers have neither been trained to write rich and evocative
auto-ethnographies, nor to review them. I spent two years trying to get my auto-
ethnography published. I was in part unlucky with some reviewers who wrote very
personal and a couple of times even hurtful reviews—remember what I said about
resilience? But I also had a hard time reaching the level of depth inmy reflections that
would grant acceptance—and here comes experience. But do not despair. There are
ways to avoid the most obvious criticism aimed at auto-ethnography. For instance,
you can apply a long-term perspective to your auto-ethnography by collecting data
over weeks, months, years or even a decade as I did with my experiences living
without a mobile phone. Alternatively, you can have several researchers concurrently
workingon the sameproject and applying auto-ethnography to the same topic [22].As
another example of this, you can complement the one-person small data perspective
by taking a big data approach running for instance a pre- or post-auto-ethnography
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crowdsourced survey [21]. The big scale in data collection (i.e., in time or additional
participant numbers) can help the one-person scale of the sample.

But above all, remember that the power and richness of auto-ethnography lie in
that it shares voices that might not have been heard [23] and insights that might have
been too subtle to elicit ([15, 18]).

2.2 Autobiographical Design: Capturing Memories of Family
Life

Autobiographical design focuses on design research that draws on extensive, genuine
usage by those creating or building a system. This enables designers/researchers to
rapidly respond to real-life needs and frictions encountered when using the system,
e.g., Desjardins’ Living in a Prototype [8] and Neustaedter’sMoments [11]. Through
11 interviews with established HCI researchers, [13] found that autobiographical
design was a common practice in HCI; however, until recent times, it was rarely
reported on. This is due to a perceived contradiction between the pervasiveness
and usefulness of autobiographical design as a design practice and its incompat-
ibility with widespread research practices. Further, [7] have discussed tensions
that arise when conducting autobiographical design, such as the delicate balance
between various roles including designer, researcher, observer, parent, and partner.
This section describes how autobiographical design was used to explore the creation
and use of a system for recording family moments.

2.2.1 Creating Moments

In 2014, as the father in a family of five with three young children (aged 1, 6,
and 8 at the time), I (Carman Neustaedter) was interested in exploring ways that
I might better capture my children’s lives and our family as it grew together and
experienced life. This could include special moments such as a child’s first steps or
family celebrations, as well as themoremundane stuff and the everydaymoments we
might share together. I could already use a camera to capture images or videos, but
at times it was easy to miss important moments because I did not always know when
they would occur before they happened. I also wanted to explore ways of capturing
my family’s life without having to be staring at a smartphone or camera screen to
make sure I captured the moments ‘just right.’ I wanted to be part of the moments
too and not just the photographer. I wanted something more automated.

For these reasons, I worked with an undergraduate student, Brendan DeBrincat,
to create a system called Moments [24]. Moments was an always-on video recording
system for families. It included a camera that was placed overlooking a space within
my home alongwith a display to view and interact with the system. Figure 3 shows an
iPad sitting on the kitchen counter. Atop the cupboard above it, a Kinect camera was
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Fig. 3 A Moments display on the counter in the corner of kitchen and camera above

placed to capture video footage. The goal of Moments was to help families collect
and reflect on past moments and experiences that took place in certain areas of the
home. In the simplest description, the camera recorded and saved video all the time,
and the iPad display allowed users to replay it (Figs. 4 and 5).

Fig. 4 Close-up of the Moments display
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Fig. 5 Calendar selection interface

2.2.2 More Than just One with Autobiographical Design

Autobiographical design focuses on the study and design of technologies created
for oneself and used by oneself [13]. It is this tight coupling of design and use that
makes it a valuable method for exploring a design space. Yet often it is the case
that more than just a single person is involved in a given research project. As a
university professor, my role is to conduct research; however, in conjunction I also
train and mentor students as researchers themselves. As mentioned, DeBrincat was
an undergraduate researcher who worked very deeply on the Moments project by
exploring the design space and iteratively implementing the system. This meant that
our growing understanding of the design space had to be shared. Initially, I told
DeBrincat about my vision for creating a system to record my family’s everyday
activities in the home. DeBrincat and I had several brainstorming sessions as part of
weekly meetings where I would explain the needs I had for a system like Moments
and what family life was like for me. DeBrincat used his own experiences growing
up to understand the context for which he would be designing and my explanations
of the needs for my family. As DeBrincat created the system, he had to make me
aware of what was technologically feasible, what features were being created, and
which were ready for my family to try it. As I used the system with my family, I had
to share knowledge with DeBrincat about how the design was working and where it
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needed tweaks and additional work. Once the design solidified, DeBrincat completed
his portion of the project.

My family and I continued to use the design for the remainder of two years. This
allowed us to gain a very deep understanding of how the technology impacted family
life, what worked well about it, and where challenges lay. Such long-term usage and
deep experiential understanding are very difficult to achieve through other types of
deployments that might include external families. It was for these reasons that I chose
to use autobiographical design: I had a genuine need for the system and wanted to
obtain a detail and nuanced understanding of the technology and its impact. Twenty
months into our usage of Moments, I had my PhD Student, Yasamin Heshmat, join
the project to help assess the overall experience that my family was having. As
family members we all had a detailed understanding of how we used Moments and
how it affected family life, but I wanted to have someone work with us to be able to
articulate those experiences and ‘tease them out of us’, so to speak. Heshmat planned
an interview-based study that involved talking with each family member about their
experiences. I worked with her to plan out what questions would be most relevant to
ask based on my background as an HCI researcher and my knowledge of the system.
Heshmat augmented this with things that she thought would be interesting to learn
more about.

Having other researchers work on the Moments project was extremely valuable
as it brought additional help and varied perspectives into creating the technology
and understanding the design space. But it did mean that autobiographical design
was more challenging to use as a design research approach. In other autobiograph-
ical design projects that I have undertaken [25, 26], I have taken on multiple roles,
including the designer, developer, and researcher of the system. That is, I have figured
out what to build, I have built it, and I have studied its usage. Maintaining multiple
roles meant that I gained a tremendous amount of deep understanding as to what
was needed in the systems and why it was needed. In many moments, this knowl-
edge was hard to articulate. And, given that I was the only person doing the work, I
often did not need to. I could simply iterate the design based on how I was using it.
However, with Moments it was different. I had to pay particular attention to convey
my understanding of the design space to the two students I was working with, at
different points in time. We had to create boundary objects that helped us share our
understanding. For DeBrincat’s design and development work, it included sketches
and write-ups of features and experiences. It also included one-on-one conversations
(undocumented) of what both DeBrincat and I thought of the design and its features.
For Heshmat’s study work, boundary objects included study protocols, interview
questions, and subsequent analysis documents with transcripts, labels, and codes
depicting results. The lesson we learned throughout the experience with Moments
was that autobiographical design can be used with multiple people where not all have
a genuine need for the design and not all use it. However, the takeaway message is
that all team members must be invested in the design process and be able to find ways
to share knowledge and understanding across multiple roles in the project.
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2.2.3 Connecting Across Time Periods

With Moments, we were able to use the design over what one might consider in the
field of HCI to be a very long time, two years. Many field studies are conducted
over a period of weeks, in comparison. Because I was designing for myself and
my family, it was easy to have a long-term investment in the work. Moreover, the
genuine need we had for the system meant that it was worth any additional efforts
that might be needed to keep the system going and maintained over a long time
period. Because Moments tried to tie family moments together across time, it was
the long-term usage of Moments that raised additional curiosity and insights. We
found that the most interesting point in time for Moments was once we had used
the design for a full year. At that point, rather than allow users to pick a certain day
to view, we could set it to automatically show our family’s activities from exactly
one year ago, by default. On holidays like Christmas, New Year’s and birthdays, my
family members and I would look to see how we were celebrating the holiday last
year, e.g., who was at our house, what we were eating, and what the birthday cake
looked like. Because the system itself tied its usage to time, we were able to more
deeply learn about how our family changed over time. Of course, long-term usage
can be extremely challenging to achieve. The system needs to stay running, and, in
our case, it needed to have enough storage space to keep recording video. As a family,
we needed to ensure the benefit of the system continued to outweigh possible privacy
concerns. Team members may also easily come and go in an academic environment
as students graduate. Thus, the lesson is that long-term usage can be very valuable
to see behavior changes, yet many real-world pragmatic constraints could make it
difficult to achieve long-term usage.

2.2.4 Ending the Autobiographical Design Study

In academia, every project comes to an end at somepoint. Studentsmoveon.Research
grants finish up. Professors decide to move on to new interests. After two years, I
decided that it was the right time to complete the project. The hardware that we were
using was becoming obsolete and we were running out of storage space for video.
The camera was not capturing video at a fidelity that seemed sufficient for continued
use. We could have conceivably purchased new equipment, yet it would have been
hard to properly integrate it within the system, especially considering that DeBrincat
was no longer a student. Updateswould have been costly in personnel and equipment.
I also asked myself as a researcher, even though I valued the system for my family
and our ability to capture a record of our lives, had I learned as much as we could
about the design space that it was time to move on? This was a difficult question to
answer, but ultimately, I decided that I had an obligation to the research funding to
end the work and move on. A challenge with autobiographical design in academia
is that one’s genuine need for a system becomes intermixed with research funding,
graduate student training and completion, and the pragmatics of research. This is
somewhat of an ethical dilemma as one is often publicly funded as an academic, and
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there are needs to properly use resources as part of research. I was fortunate in that
this project did not require much funding to conduct. Equipment was reused from
prior projects, and much of the student efforts were a part of course work. In other
autobiographical design works, I have done, I have similarly had to weigh options
around resources and time, and whether it is worth continuing on a project [25, 26].

2.3 Autobiographical Design: Living in a Prototype

The last case we present is an autobiographical design project called ‘Living in a
Prototype’ [8]. Since 2013, I (Audrey Desjardins) have been engaged in the long
and slow process of converting a cargo van into a livable space: a camper van. In
October 2013, my partner and I bought a new Mercedes Sprinter van (Fig. 6 left)
which offered an empty space of 10 feet long, 6 feet wide and 6 feet tall behind the
seats. In 2016, I wrote about the van to show an alternative to top-down visions of
one-size-fits-all smart homes, a topic often discussed in the HCI community. While
the van itself and our builds are not using emerging technologies such as Internet of
Things devices or wearables, the way in which we ‘made home’ allowed me to think
and write about the home as an invariably unfinished space—a space that relies on
the ongoing development of trust, care, intimacy, and sense of ownership between
the home, things in the home, and home dwellers.

Living in a Prototype followed an autobiographical design approach. This means
that as a researcher, I was also playing the roles of designer, maker, observer, writer,
user, and partner. The study was conducted by analyzing the design decisions we

Fig. 6 Cargo van on day 1 (left) and interior of the van in 2016, after wall insulation and paneling,
and storage and bed construction
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made about how to build the van, the process of fabrication, as well as our ongoing
use of the space. In terms of autobiographical design, I built off of Neustaedter and
Senger’s definition: ‘design research drawing on extensive, genuine usage by those
creating or building the system’ [13]. The documentation I collected to build my
analysis included:

• Tutorials on the Instructables web platform for each important fabrication stage.
• Photos of each step in the making, including tools and materials. Those photos

also show the finished product at each step.
• Seventeen time-lapse videos of each day of building. Photos were taken every

30 s and then assembled to make short videos.
• The Instructables tutorials also hold a record of readers’ comments and questions,

and my answers.
• Short diary logs that record the dates, places, and important events of the trips

made in the van.
• Photos of the van’s interior while on trips, focusing on different activities like

cooking, eating, playing games, sleeping, and getting ready for outdoor activities.

Since the 2016 paper was published, my partner and I have continued to make
additions to the van, for instance, adding a sink andwater pump, buildingmore storage
above the seats, adding solar panels and alternative batteries, installing ceiling lights,
and adding a heater. We are also continuing to use the van, mostly for weekend trips
(almost every weekend), and longer vacation trips a couple times a year.

Below, I share three main reflections with regard to its longitudinal first-person
methodological approach.

2.3.1 Moving in and Out of ‘Research’ Mode

Using the van project as a site of inquiry gave me the opportunity to investigate how
the ‘making of home’ might evolve over time. The goal was to look at that practice
over time, but the nature of autobiographical design meant that research was not
always centered: my research life and personal life blurred and rhythms emerged
over time.

While this project started as a personal project, it alignedwithmydoctoral research
interests: I was studying ways in which people live with technology in their homes
and how they transformed artifacts through DIY approaches and everyday design
[27]. Once I saw the connection, it was a fluid, slow, and slightly ambiguous move to
transition from a personal project to a research project. With the help of my advisor
Ron Wakkary, I was able to conduct a rigorous retrospective analysis of the design
and making process, based on the materials I had already been gathering about the
van (i.e., photos, tutorials, time-lapse videos, etc.).

When I finished writing about the project for the CHI 2016 conference and for
my dissertation, I felt like I slowly started to think of the van less as research and
more as personal (the fact that we lived in it for 2 months on a road trip after my
PhD helped with that!). And yet, now and again, reflections about the process, the
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method, and the living in the van came in waves and led me to continue to write
about the van project as a research project. The first was a collaboration on a book
chapter about sustainability and longer-term implications of the ‘unfinishedness’ of
the van, thoughts that continued to bubble up for me as we continue to build the van
[28]. The second was a collaboration with a master student at my new university.
Aubree Ball, for her master thesis, decided to engage in an autobiographical design
project as well. Together, we wrote about the experiences of doing autobiographical
design as a meta-reflection around the method [7]. With this paper, it became clear
that the long-term nature of autobiographical design allowed me to continue to do
research work not only with the making of the van, but also through the writing and
the reflecting.

A year or two passed, and I realizedmy partner and I were in buildingmode again,
adding electricity, a water pump, a heater, and a ladder. As making and designing
ramped up, I fell back into my earlier habits of photographing tools, materials, and
steps in themaking, and I took screen shots of discussionswe had over textmessaging
and chats. I was not sure what I would use this data collection for, but I knew that they
might become useful. I continue to have a haunting sense that I will write ‘Living in
a Prototype II’. Stay tuned.

The lesson here is that longitudinal first-person research projects have fuzzy
boundaries in time and scope. While Neustaedter talked about choosing to conclude
the Moments project, I chose to continue to live in this ambiguous and ongoing state
of potential research.

2.3.2 Time Allows for New Modes of Making to Emerge

Whenwe started the van fabrication in 2013, #vanlife was just starting, and there was
not much information online about how to convert a van into a camper van. Since
then, many tutorials have been created, many YouTube channels have emerged, and
#vanlife definitely has a presence on social media. Between 2013 and 2015, we chose
to document extensively our process formaking the van becausewe thoughtwe could
contribute to this emerging community online.

However, as time went by, in addition to amateurs sharing their processes online,
small companies started to emerge to support people in their making process. For
instance, Adventure Wagon,2 a company based in Portland, Oregon, started to create
parts and frames that can easily be added to Sprinter Van conversions. This opened up
new options for us. Instead of having to build everything from scratch, their battery
tray kit allowed us to install alternative batteries and bring electricity in the van, an
area we did not have much expertise in (Fig. 7).

In addition to new kits and instructions, I also gained easier access to new tools:
we bought a small (and cheap) 3D printer for the home. With it, we were then able
to print small parts to fix a few problems in the van. For example, when the heater
was installed, the vent did not fit properly. I measured the vent and the angles of the

2 https://adventurewagon.com/.

https://adventurewagon.com/
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Fig. 7 Adventure Wagon Battery Tray kit and instructions now available online

surface it was resting on, designed a new custom-made buffer, printed it at home,
and installed it. The proximity and ease to print at home made this process very easy.

Of course, in 7 years, personal changes also happened which also supported new
modes of making. I moved from being a PhD student to an assistant professor,
gaining more financial means and better stability. For a while we had been dreaming
of an integrated diesel heater to replace our portable propane heater (which was less
convenient andmore dangerous). In 2019, we decided that it was the right time to buy
the heater and have an expert install it for us (we did not feel comfortable working
directly with the van’s diesel tank). The cost of the heater (around US$1000) and the
cost of installation (around US$500) would have been difficult to rationalize when
I was a student, but not anymore. These changes in personal life meant that new
materials and expertise became available.

In my case of longitudinal first-person research, the slowness of the process and
the fact that we still see the van as a prototype allowed for communities to grow and
knowledge infrastructures and tools to emerge around us. This is interesting when
trying to study how practices of making evolve over time: it means that we cannot
study practices in isolation, but that we need to consider how the circumstances of
designing and making also change.
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2.3.3 Opportunity for Changes in Theoretical Framings

The research project of Living in a Prototype started from the theoretical under-
pinnings of everyday design [27], where everyday people are seen as designers of
their own artifacts once they leave the manufacturer’s and professional designers’
hands. In 2016, I framed the project through the perspective of smart homes [8]. In
the collaborative chapter from 2018, we used sustainability as a lens to look at place
making in the van [28]. Over time, I have foundmyself revisiting this project through
various theoretical framings, producing new insights and new understandings that
are relevant to the field.

In the last year, again, I have looked at the van in a new light through new readings
and theories I have encountered. In the 2016 paper, I wrote about ‘reciprocal shaping’
[8] to describe the ways in which we gave form to the van, physically, but in return,
its materiality reshaped our ideas of what a van ought to be (does it need electricity
right away? Does it need a polished kitchen?). Four years later, thinking alongside
new materialism, in particular the book Vibrant Matter [29], I can articulate more
precisely how artifacts may have as much of an impact on systems or events as
humans. In her book, Bennett talks about the notion of ‘thing-power’ or the liveliness
of matter. She writes about the active participation of non-human forces and entities,
and she describes how agency is distributed between humans and nonhumans. With
this new theoretical lens, I can write about cedar paneling, electricity, skis, tea, my
partner, cups, infrastructure, the road, and wilderness landscapes as all the elements
that shaped the van. The matter of the van has a vitality of its own that plays an
important role in how it comes to be—perhaps as important as our human actions.

Similarly, in thinking alongside feminist theorists (e.g., [30–35], I am able to
deepen discussions around authorial perspective and voice in the Living in a Proto-
type project. From a methodological perspective, autobiographical design renders
explicit who the researcher is and forces us to recognize that the knowledge gener-
ated from a project is entangled with this person. Feminist theorists have long argued
that human knowledge is situated and partial—that knowledge is not abstracted or
decontextualized, but instead that it is learned, applied, and understood in situ. In fact,
Donna Haraway cautions against knowledge that is disembodied, or, in her words:
‘from everywhere and so nowhere’ [36]. Understanding the importance of using ‘I’
when writing about the van project is something I had a hard time articulating at first.
However, through a feminist theoretical perspective, I am able to express why it is
important to respect (and celebrate) who these insights are coming from, clarifying
whose lived experience has formed these new findings. Yet, when I wrote about the
van project in 2016, I wrote with the pronoun ‘we’ to recognize the participation
of my partner in the making and living with the van and to also acknowledge the
analytical work my advisor contributed to while I was writing. Finding the right tone
and voice to respect whose perspective is being shared in longitudinal first-person
research is a difficult work, but with a new theoretical framing, I am now able to
refine the position I take.

Similar to my previous point, not only did the making circumstances change
over time, but theoretical lenses can also change with time. When working with an
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autobiographical project, so much of the felt experience of living with a prototype
needs to be unpacked and finding different theories is often welcome to help sharpen
the contribution of a project.

3 Discussion and Conclusions

Across the three projects, we see several main themes emerging in terms of how one
should think about and consider first-person methods such as auto-ethnography and
autobiographical design in the context of longitudinal research methods.

First, the projects illustrate that there can be a range of participation by individuals
when it comes to longitudinal first-person approaches, despite that they focus heavily
on an individual’s perspective. For example, in Living Without a Mobile Phone, as an
auto-ethnography, there is a strong emphasis on just one person’s perspective. With
Living in a Prototype, there was a single researcher; however, this role was coupled
with the researcher being part of a domestic relation. As a result, Desjardins adjusted
her writing practice to include the pronoun ‘we’ to acknowledge her partner’s partici-
pation. In Capturing Memories of Family Life, Neustaedter was part of a design team
with students. Across the projects, there was no one ‘right solution’ and the nature of
who was involved depended on the real-world situation being explored. Participation
was also greatly affected by the longitudinal nature of the studies. For Neustaedter,
participation changed based on students and graduations over time. For Desjardins,
her participation included her partner and her Ph.D. advisor more strongly at some
points. And, for Lucero, his non-use of a mobile phone came about from having
different situations, students, and activities before him. This was not direct participa-
tion per se, but the people around him did, to some extent, influence decisions to not
use a phone or suggest that others do the same (e.g., his students). Together, these
points illustrate the flexibility of using longitudinal first-person research methods
over extended periods of time.

Second, longitudinal first-person research can amount to data collection that is
tedious in nature yet highly important. Projects go on for months and years at a
time, rendering evident that relying solely on memory is not enough to offer rigorous
data. Living Without a Mobile Phone included multiple forms of data, including
retrospective accounts, reflections-in action, and field notes. Living in a Prototype
involved media of the design process and ever-changing van, web tutorials, and
diary entries. Capturing Memories of Family Life utilized design boundary objects
due to challenges with working among a small team of researchers that included
students in addition to Neustaedter. In all cases, data collection was important for
reflections and writing about the projects. Data collection was sometimes for the sole
purposes of research. Other times, it was data that was collected for other reasons
(e.g., communicating with friends and family, sharing information with an online
community). Clearly, data collection is vital for longitudinal first-person research if
it is to be understood as being credible, just the same as for other research methods.
Yet unlike studies that are of a shorter duration in time, researchers using longitudinal
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first-person researchmethodsmay need to collect data over very long periods of time,
as was the case for the projects reported on in this chapter. Long-term data collection
comes with the potential for data collection fatigue, losing data, and challenges by
analyzing data across time.

Third, it can be highly valuable to reflect on one’s experiences as a part of longi-
tudinal first-person research. Sometimes, it can take time to understand what is
happening and why when using longitudinal first-person methods. This might be
akin to how a researcher must often ‘step back’ and think critically about what they
are seeing while they analyze their study data. Similar approaches are needed when it
comes to longitudinal first-person research. For Living Without a Mobile Phone, this
came from Lucero’s retrospective accounts of his life across the years when he was
not using a mobile phone. For Capturing Memories of Family Life, reflection came,
in particular, once Neustaedter and his family had used Moments for an entire year.
This allowed them to look back at their life one year ago and what they were doing
withMoments. For Living in a Prototype, Desjardins was able to reflect as shemoved
between her roles of researcher and domestic partner. In all three cases, reflections
were made stronger because the researchers participated in the research over a long
period of time, building up their understanding as time progressed. This brings added
complexity and commitment, yet additional value and experiential understanding. It
also means that it can be challenging to write about and tell ‘the story’ from such a
deep, interpersonal level.

Lastly, the three projects reveal opportunities and tensions around when to
continue longitudinal first-person research and when to see it to a conclusion. Ulti-
mately, decisions about concluding a research project will depend on the researcher
and the particular context being studied. Our chapter reveals several ways to think
about it and different perspectives to consider. Living Without a Mobile Phone
concluded based on personal circumstances and needs to re-engage with a mobile
phone. Capturing Memories of Family Life concluded based on student training
needs and grant funding. And, it would be fair to say that Living in a Prototype
has temporarily finished, yet there are possibilities for the work to continue moving
forward with the use of various theoretical lenses, new additions to the van, and
life changes for the couple. We suggest that researchers consider a mixture of their
research needs coupled with their own personal needs when it comes to such longitu-
dinal first-person research projects. Researchers should also consider the pragmatics
of conducting first-person research, given that first-person research methods tend to
naturally involve studies lasting a long time period. This can make it more difficult
to fund a project and stay committed to it.

Overall, our three cases have illustrated several lessons and reflections when it
comes to conducting longitudinal first-person research. Through these long periods of
time,we are able to inquire about howour liveswith technologies change. In addition,
with this longitudinal first-person position, we can also observe and remark on what
else around us changes with time: our families, our jobs, our communities, theories
we engage with, and the tools we may use. This is a unique place to be: It opens up
the possibility of looking at transformations in the mundane and the everyday within
the broader context of fully lived lives, as complex and tangled as they are.
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Imagining the Future of Longitudinal
HCI Studies: Sensor-Embedded
Everyday Objects as Subjective Data
Collection Tools

Armağan Karahanoğlu and Geke Ludden

Abstract Automated data collection has a significant role in collecting reliable
longitudinal data in human–computer interaction (HCI) studies that involve human
participants.While objective data collection can be obtained by andmediated through
personal informatics, subjective data is mostly collected through labour-intensive
tools. The potential of sensor-embedded everyday objects as subjective data collec-
tion tools is underexplored.Hence, in this chapter,we investigate the use of such prod-
ucts for subjective data collection purposes in longitudinal studies. First, we demon-
strate current practices on subjective data collection tools and examine the afore-
mentioned research gap. Following that, we discuss the results of three discussion
sessions in which we collected insights from six expert researchers on the enablers
and barriers of using sensor-embedded everyday objects as subjective data collection
tools. We present our insights with use-case scenarios to communicate what possible
roles sensor-embedded everyday objects could have in collecting subjective data in
future longitudinal HCI studies and discuss how they could be further developed
within the field.

Keywords Subjective data collection · User research · Everyday objects ·
Sensor-embedded objects · Longitudinal data

1 Introduction

The HCI community has studied the impact of interactive systems on people’s daily
lives for decades [1, 2]. While a focus on user experience after first time use has
been dominant for a long time, since the earliest call for more experience-focused
longitudinal studies [3], long-term user experience of interactive systems has been
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examined by various scholars [4–7]. In one of the earlier studies, Kujala et al. [4]
propose “UX Curve” that aims to support people in recalling the details of their
experience and draw a free-hand curve to describe it. In another example, Karapanos
et. al. [7] propose “iScale”, an online survey tool with a similar purpose, in which
participants are asked to recall and sketch their most impactful experiences with
a product. Both studies address the necessity of developing tools to explore and
evaluate long-term user experience.

Scholars agree that to reliably study experience over time, as well as processes
and effects of change, we need longitudinal studies that investigate user experience
beyond the first time use [8]. An observable characteristic of longitudinal studies is
that a minimum of three repeated observations on a construct of interest is carried out
[9] that provides data in a series of time points [10]. In order to arrive at actionable data
sets, most studies involving human participants, rely on two types measurements:
objective (i.e. number of steps taken) and subjective (i.e. the perceived effort or
confidence of the user).

Advances in personal informatics tools offer sensor-based, almost effortless objec-
tive data collection practices. These tools equip both the users of such tools, as well as
researchers interested in their data, with an immense number of possibilities. Today,
personal informatics help people to automatically track the number of steps they
take, or the quality of their sleep [11]. It also supports people to arrive at meaningful
information about their health status [12]; and supports decision-making on actions
to take to improve their health [13]. For researchers, the same sensors bring new
possibilities to collect and study objective data about the behaviour of large popula-
tions. One of the most well-known examples of this approach is probably the use of
physical activity trackers to unobtrusively collect physical activity behaviours [14,
15]. Because tracking physical activity is now a practice that is available to almost
every individual, the data gathered could even be used to study how the lockdowns
due to the COVID-19 pandemic in 2020 affected physical activity of populations
at country and city level [16]. While regular personal informatics tools are usually
embedded in smartphones and smart watches, researchers have recently also started
using different types of everyday objects as data collection tools. For instance, Bogers
et al. used a sensor-embedded baby bottle to collect the baby-feeding behaviour of
mothers [17].

These developments manifest effort-free, reliable objective data collection possi-
bilities. The challenge here is no longer to collect data, but to make sense of the
collected data. Although personal informatics provide researchers with easy to use
tools to collect objective data, this does not always mean that the data collected
gives them all the answers they are looking for. There are things that these sensors
cannot capture automatically, such as the subjective experience of participants. For
example, how did a person’s mood or emotion affect their physical activity? Did the
low quality of sleep affect feeding behaviour? How did that person experience their
recent walk or run? These are all questions where sensors cannot provide a full and
decisive answer and that require subjective measurement tools.

For subjective longitudinal data collection (SLDC) purposes, HCI studies
involving human participants borrow various methods from different disciplines
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in the social sciences. Most commonly, studies use paper artefacts (such as ques-
tionnaires or diaries) or digital data collection tools (such as ecological momentary
assessment applications). For instance, ecological momentary assessment (EMA) is
usually implemented as an electronic diary on a smartphone or on a separate device.
The goal of EMA is to obtain subjective, ecologically valid, real-life data [18]. Next
to these tools that were specifically developed for research purposes, people have
started to devise and use self-tracking tools for mood and emotion. For instance,
Ayobi et al. [19] found that people are willing to use bullet-journaling to track their
habits and mood. In another study, Sarzotti [20] found that people are interested in
tracking their emotions especially when the way of tracking is combined with wear-
able trackers, such as a bracelet, a necklace or a smart watch. These are interesting
findings which show that people are also interested in collecting data about their own
subjective experiences. However, there still is no automatic way of collecting this
type of data.

Collecting data in-the-wild requires participants’ active and conscious involve-
ment to collect reliable subjective data about their experience [21].While researchers
may applaud involvement of participants in their studies, it also places a burden on
participation that may cause boredom or frustration with the participants, which
eventually may limit the quality of the data collection. Therefore, in this chapter,
we will explore how sensor-embedded everyday products can play a role in smarter
subjective data collection and overcome the challenges that current subjective data
collection tools face.

We propose that sensor-embedded everyday objects can be employed for
collecting reliable subjective data purposes. To support this proposal, in the following
section, we first analyse available tools and put forward the challenges of collecting
subjective data in longitudinal HCI studies. Following that, we provide the results
of three discussion sessions that we conducted with six design researchers. In
these sessions, we aimed to discover the broader potential of sensor-embedded
everyday objects as alternative means of collecting subjective data in longitudinal
HCI studies. Accompanied with visualizations made by five industrial design engi-
neering students, we refine and present the emerging subjective data collection
possibilities for different contextual data collection case. We discuss how the ideas
presented can contribute to the future of data collection in the HCI community.

2 Subjective Data Collection Tools in Longitudinal Studies

Commonly used retrospective and real-time data collectionmethods and tools in HCI
have their origins in social science domains such as psychology and anthropology.
The use of self-reports is widespread both for collecting subjective data about one
time use and for collecting longitudinal data. Schwarz [22] suggests that a combi-
nation of open-ended questions (such as asking the participant “what did you do
today?”), closed formats (such as a list of activities from which the participant can
pick) and rating scales (such as questionnaires) can help the participants to better
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Table 1 Overview of retrospective subjective data collection tools

Tools Forms of data
collection

Advantages Challenges

Diary studies Participants’ own
insights and narratives

Powerful in
collecting real-life
insights

Depends on
participants’ memory
Decreased response
rate
Individual biases

Experience sampling
method (ESM)

Combines objective
data with ecologically
valid assessments

More ecologically
valid data than diary
studies

Ambulatory
assessments (AA)

Combines self-reports
with observational,
physiological and
behavioural methods

Reduce retrospective
biases

Fatigue in responding

Ecological momentary
assessment (EMA)

Mostly used in
collecting behavioural
assessment which the
researcher may not
reach easily

Mobile and less
labour intensive

Require strong
infrastructure

clarify on their experiences. Often, self-reports have been criticized to be less reli-
able, because the method highly relies on the memory of the subjects in reporting
their recalled experience [23]: the participants might self-select what to report [24].
On the other hand, research shows that when planned carefully, self-reports can turn
into powerful self-tracking tools for HCI researchers [19]. To come to a good under-
standing of the current practices in subjective data collection, we provide an overview
of and discuss commonly used tools for retrospective data collection (see Table 1).

Diaries are the most frequently used tools for self-report studies [e.g. 25], that
provide researchers with participants’ own insights and narratives [26]. The diaries
can be both paper-and-pencil and digital formats. Green et al. [27] compared the
compliance of participants in these two designs by employing them in the same
study. They found that regardless of the format, the compliance of the participants
changed when a very narrow time window was applied. Therefore, the time window
must be carefully defined depending on the research question.

A more structured and less time-consuming version of self-reports is experience
sampling method (ESM), which originally focuses more on sampling of experience
at random times [28]. It usually combines objective indices and contents [29] and
grants “ecologically valid” assessments of human behaviour [30]. With an aim of
minimizing the retrospective biases, ambulatory assessments (AA) compound self-
reports with observational, physiological and behavioural methods and study people
in their natural environment [31]. The common trait of these tools is that all can
easily be applied both in physical and digital forms.

Recently, technological advancements have enabled researchers to develop easy
to use and more advanced digital tools for self-report [32, 33]. For instance, ecolog-
ical momentary assessment (EMA) [34] is an effective tool used to collect people’s
experiences, behaviours and moods in real-time and in real-world settings [35]. The
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emphasis in EMA is in collecting people’s current state, that aims to avoid the biases
of other subjective data collection tools [34]. Asking closed questions, this form
of assessment corroborates to reliably collect momentary behavioural data of (i.e.)
physical activity [36], dietary intake [37] or smoking cessation [38] very well. Never-
theless, especially the longer EMA studies require participant compliance [39] and
strong infrastructure when it comes to collection of data flow and monitoring of the
assessment completion [35].

Although self-reports can reveal insights about participant’s experience over time,
there are several drawbacks of self-reports. The report rate of the participants can
decrease considerably over time, in correlation with the formulation (i.e. having too
many questions asking for text input) [40] and length of the questions in self-reports
(i.e. having too long questions) [41], resulting in fatigue effect (such as getting
tired of answering the same questions over time) [42] and individual biases. Still,
data collection in-the-wild can result in unexpected technical issues [21], such as
interruptions in sensor recording [43] and variations in sensor placement in mobile
devices [44].

One of the issues that emerge from these findings is that the forms of longitu-
dinal subjective data collection can be perceived as labour-intensive by both the
participants and the researchers. Most of the tools still rely on text-based input. We
see that development of these tools has stayed very close to the original practices
in the social sciences. However, there are other ways to express our experiences
than using text that technology is able to capture. In addressing especially the report
rate, which creates reliability problems for most commonly used methods, we find it
promising to investigate alternative ways of subjective data collection. Considering
the above-mentioned challenges, we propose that sensor-embedded everyday objects
that participants wish to interact with can be utilized as a tool for SLDC purposes.
The potential use of these objects as subjective data collection tool in longitudinal
studies is still open to exploration, as advances in technology do not yet provide
a definitive solution for capturing subjective experiences. In the next section, we
discuss how our ideas can have broad implications in designing and developing the
future of subjective data collection tools.

3 Imagining the Future of SLDC Tools

Considering the capabilities of HCI researchers, we argue that HCI research has
the competencies to overcome the presented challenges (see: Table 1) of SLDC
methods. To imagine the future of SLDC tools, we studied the enablers and barriers
of using everyday objects to collect subjective data in longitudinal studies. For
this purpose, we conducted three video conference sessions with duos of experi-
enced researchers. In the following parts, we explain the details of these discussion
sessions. The outcomes of the discussion sessions were input for imagined scenarios
presenting alternative means for subjective data collection that can help overcome
current challenges in this field.
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Participants

To select the participants, we set the following criteria: the researcher must have
been involved in at least one longitudinal study that involved human participants in
HCI or adjacent fields as a hands-on researcher. One of our goals was to reach out to
researchers with diverse research interests in terms of both research methodologies
and application fields. With these criteria we scanned our network and preselected
13 researchers. We reached out to these researchers, informed them about the goals
of our research and invited them to participate in an online discussion session. Six
researchers responded positively. The other invitees, despite their interest in the topic,
were not able to participate due to time limitations.

Of the participants, two were pursuing a Ph.D. degree, while four were working
as post-doctoral faculty members in three different universities. The background and
research interest of each researcher is presented in Table 2. The researchers had
3–7 years of experience in research involving human participants. The methods the
researchers are familiar with are also listed in the below table. In the end, we were

Table 2 Participants of the discussion sessions

Session #
Researcher

Researcher
background

Academic
position

Research interest Experience in
research
methods

1 R1 Computer
science

Assistant
professor

Physical activity
behaviour change

Automatic
(sensor) data
collection and
reflective
interviews

R2 Psychology Ph.D.
researcher

Well-being
technologies in
forensic mental
health care

Questionnaires

2 R3 Design
engineer

Assistant
professor

Research
methodologies in
the process of
design

Paper-based
self-reports

R4 Interaction
design

Ph.D.
researcher

The effect of
nature on mental
well-being of
hospital patients

Paper-based
self-reports,
observations

3 R5 Industrial
design

Post-doctoral
researcher

User experience
of emerging and
future
technologies

Self-reports,
diary studies and
reflective
interviews

R6 Industrial
design

Assistant
professor

Integration of
user experience
research methods
in design process

Paper-based and
online diary
studies
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able to include researchers with different backgrounds who are all working in diverse
application fields and active in HCI research.

Flow of the Discussion Sessions

Weprepared a 15 slides’ PowerPoint presentation to facilitate the discussion sessions.
The slide stack consisted of three parts. The first part was for welcoming the partic-
ipants, introductions and explaining the aim of the session. The second part was for
presenting an overview of existing subjective data collection tools and challenges of
employing those in longitudinal HCI studies. The third part was explicitly for illus-
trative and discussion facilitation purposes. This part is built up on two slightly chal-
lenging subjective data collection scenarios. Those scenarios highlighted possible
needs of future researchers to effortlessly and reliably apply subjective data collec-
tion tools in longitudinal HCI studies. The first scenario was urging the need of
collecting participants’ perceived effort in an exertion activity. For this scenario, we
illustrated a runner from whom future researchers would collect perceived increase
in effort data during a high-intensity workout. The challenge of the scenario is that
due to the intensity of the workout, the runner is not able to speak, nor stop to provide
feedback. In the second scenario, we illustrated an elderly person, from whom future
researcherswould collect satisfaction data in a home context.We raised the challenge
of this scenario as the incapability of the elderly person in using emergent technolo-
gies. While preparing these scenarios, we put forward several aspects of connected
everyday objects as enablers of subjective data collection. These were exemplified as
“having physical affordances, material properties and spatio-temporal relationships”
as suggested by [45].

The online sessions started with presenting the first part of the presentation and
getting acquaintedwith each other. For this part, first author shared her screenwith the
researchers. After the first three slides, screen sharing was disabled, and each partic-
ipant was invited to tell more about their prior experience in participant research,
and the connection they see between their research and the subject of the current
research. Afterwards, the first author reshared her screen and presented second and
third parts of the presentation.

Researchers were informed that after the presentation, the discussions were envi-
sioned to evolve around the two illustrated scenarios. We also invited the partici-
pants to feel free to ask any questions that came up during the presentation. Where
necessary, to clarify what we mean by sensor-embedded everyday objects, we gave
existing examples such as smart watches or the previously mentioned Phillips Baby
Bottle [17]. In the end of the third part, the screen share was disabled again and the
discussion started. The discussions were formed around our two goals: (1) collecting
inspiring ideas for using everyday objects as data collection tools in the scenarios
proposed and (2) discovering potentials of using everyday objects as subjective data
collection tools for researchers’ own research projects.
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4 Results

After each discussion session, we transcribed the voice recordings into Word docu-
ments. We analysed researchers’ experiences of current subjective data collection
separately. The rest of the data was thematically analysed. These themes were
then discussed among the authors who ultimately arrived at four themes, that were
covering the separate discussions completely and exclusively.

We recognized two directions in the results: (1) capturing subjective experiences
through objective measures; (2) discussions around new directions for subjective
data collection. We also found promising suggestions made by the researchers. To
better conceptualize the results, we asked five second year industrial design students
to visualize the results. We present our findings next to these visualizations in the
following parts.

4.1 Capturing Subjective Experiences Through Objective
Measures

During the sessions, researchers discussed important differences, benefits and draw-
backs of collecting both objective and subjective data. Moreover, they discussed how
they could be combined. We briefly present this discussion here before moving on
to new SLDC tools.

It was suggested that automatically captured data could transform into a powerful
subjective data collection tool. Over the three discussion sessions, we observed
consensus among the researchers on this. Researchers described three stages in
this type of data collection. First, objective data on research-significant moments
would be captured by sensors. Collecting research-significant data was indicated
to be important in order to eliminate the burden of analysing non-tagged research
data. Second, this data would be shared with the people. Finally, the people would
be asked to reflect on what the collected data means for them. This way, subjective
data collection could be less repetitive and less boring for participants because they
are only asked to reflect on relevant use-episodes. As an example, R1 explained a
previous study of measuring perceived fatigue over multiple running trainings. In
that specific study, the researchers wanted to reliably capture “perceived effort” by
using repeated measures of several sensors. Following, the researchers asked the
participants to reflect on their own data and report their perceived effort during and
in between several workouts. While this provides a way to combine objective with
subjective data, this type of research setting might lead participants to overinterpret
the data because they feel pressured to make sense of it.

R6 suggested that using a method similar to the one explained above, fluctuations
in heart rate measurements collected by smart sensors could be shown to runners to
gather their subjective reflections after a running workout. Combining objective data
with self-reflections collection is not completely new. For instance, in an explorative
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study, Gouveia andKarapanos [24] investigated the effectiveness of camera-captured
memory cues during diary studies. They found that visual cues, such as pictures
from the context of experience, is the most effective memory trigger in recalling
activity tracking experiences. However, this way of capturing data does not eliminate
the retrospective challenges of longitudinal HCI studies completely. Retrospective
investigation still has the pitfall that the reports of the participants about the moment
they are reflecting on are influenced by their present feelings.

The participants in our study stated that emotions, as a subjective measurement
outcome, are interesting, yet challenging to reliably capture. R2 shared her knowl-
edge in validated studies of emotion capturing by technology. A large body of work
on emotion recognition by technology has been studying how to reliably capture
people’s emotional states through their tone of voice [e.g. 46]. R5 suggested to make
use of the knowledge available in this field by using vocal interaction with smart
objects as a natural way of objective data collection over subjective experiences.
She suggested that in the near future, products like Alexa or Google Home could
be programmed to understand the feelings of participants in home context (Fig. 1,
left image). This was found to be a pleasant way of collecting emotional states,
especially for people who have problems with sight or using hands. However, R1
and R3 criticized these and similar attempts to use technology to capture emotions.
These researchers recommended refraining from automatic capturing of emotions,
not only because it is hard to reliably capture emotions, but also because it may be
more important to understand how a person actually looks back on and memorizes
a certain experience.

Alternatively, R5 recommended that people could be asked to interact with a smart
object (a lamp in this case, Fig. 1, right image) to select a colour that best expresses
their emotional states, at certain moments of the experiment. Achieving this could
lead to a labour-free way of reflecting on participants’ mood or emotional state.
Although this was not specifically mentioned in the discussion with participants, we
believe that the body of work on the relation between colours and emotions [i.e. 47]
could be used to build future studies on.

Fig. 1 Examples for “selecting” and “vocal interaction”
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Researchers also agreed that the HCI domain can benefit from the capabilities of
the field to create “fun” (R2, R4) and “interactive” (R1, R5, R6) ways of subjective
data collection. Designers could also assist HCI researchers in developing more
“user-friendly” (R3), “intuitive” (R5) and “engaging” (R3, R5, R6) subjective data
collection tools. Researchers pointed out the importance of understandable, intuitive
interactions in collecting reliable subjective data collection through everyday objects.
These exemplify simple ways of interacting, such as touching. A domain of HCI that
has recently been developed, affective haptics, deals with the skills of smart surfaces
to identify the characteristics of touch (such as an angry touch or a comforting touch)
[48]. This possibility could be further elaborated on for subjective data collection
purposes as we will also see in the examples proposed in Sect. 2.

We noticed that the importance of SLDC was acknowledged by the researchers.
The topic was found to be “timely” (R3) and “significant” (R1 and R5) for the HCI
domain. These researchers agreed that the existing subjective data collection tools
could be extended with or merged into artefacts that human participants could more
easily use to express their experience. R3 and R6 indicated that sensor-embedded
everyday objects could be “promising” and “effective” next-generation subjective
data collection tools. As an example, R4 expressed her experience of patient-research
in hospital setting. Her biggest challenge was that the participants were not comfort-
able in speaking about their feelings, while it was easier for them to communicate
those when family members came to visit. This researcher stated that, even though
it is fundamentally different from interacting with people, interacting with everyday
objects could well be utilized as subjective data collection tools. She imagined that
the patients could use the sensor-embedded everyday object for story telling purposes
throughout the day. R4 did not provide any further insight about how a patient would
interact with everyday objects or what they should look like but others did offer such
ideas as we shall discuss in the next section.

4.2 Discussions Around New Directions for Subjective Data
Collection

We observed several recurring ideas in the results. We categorized these ideas
under the categories that we asked during the video discussion sessions: “physical
affordances, material properties and spatio-temporal relationships” [45] of everyday
objects.We combine the emergent ideaswith scenarios to come to amore clear image
of potential scenarios for using the sensor-embedded everyday objects as subjective
data collection tools.

Sen and Sener [45] discuss above-mentioned three dimensions as the sources of
sensorial enrichment in product interactions. Gibson explains affordances as all the
possible actions that physical capabilities of products supported [49, 50]. Physical
affordance covers the physical qualities of interactive products such as the physical
alterations in size, weight, colour as well as the position of the interactive controls on
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the products [45].Material properties are as the descriptive properties of thematerials,
such as rigidity, elasticity of the materials, which are inherent to the materials and
can naturally enhance the physical affordances [45]. The difference between physical
affordances and material properties is that physical affordances is all about what
type of interaction products afford, material properties is about how we can interact
with the materials [e.g. 51]. Spatio-temporal relationships of interactive products are
about the change of places, proximity between the controls and speed and repetition
of physical manipulations [45].

Physical Affordances

In two of the video sessions, it was suggested that physical properties of everyday
objects could be a labour-free way of data collection for participants. In all three
discussion sessions, researchers suggested multiple ways of using the physical prop-
erties of objects as awayof collecting subjective data frompeople. Tactile interactions
with objects such as pressing, tapping, touching or stroking could be used, where the
amount of “pressing”, “tapping” “touching” or “stroking” or the mere presence of
one type of interaction over the other would inform the researchers about the subjec-
tive patterns in an experience. For instance, R6 suggested using photo frames as a
subjective data collection tool. A smart photo frame could display a range of images
and, in a research context, “touching” or “hugging” a photo frame could be natural
way to express varying “emotions” towards pictures presented in smart photo frames
where hugging would for example communicate love for the image on display and
mere touching would indicate interest (Fig. 2).

It was suggested that subjective data collection through using physical affordances
of everyday objects could also be implemented into sensor-embedded clothes. For

Fig. 2 Touching smart photo frame as a subjective data collection method
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Fig. 3 Pulling buckle of jacket for subjective data collection

instance, R5 suggested that a “pulling” function could be implemented into a certain
garment of a participant, and the person wearing the garment could be requested to
provide subjective data by interactingwith the embedded sensors. In the same discus-
sion session, R6 suggested that this idea could be applied to different scenarios. R5
and R6 built up a scenario in which this function was implemented. In this scenario,
it was assumed that the goal of the research is to explore how often participants expe-
rience pleasant moments during city walks over time, participants could be asked
to report those moments by interacting an accessory of a sensor-embedded jacked.
Aligned with their suggestion, in the example, we illustrated below, the participant
can pull the buckle of their jacket to the right to report positive experiences while
pulling the buckle to the left can be used for reporting negative experiences (Fig. 3).

This way of data collection can also be an alternative for real-life data collection
tools. Relevant initiatives are coming to market, such as Levi’s commuter trucker
jacket [52], that uses touch-sensitive, copper-core threads, woven directly into the
fabric. This example alone shows that similar types of interaction could soon be
implemented into research contexts as well.

Material Properties

Ideas for using material properties in subjective data collection arose as a possibility
for measuring certain feelings (Fig. 4). For instance, R2 articulated that referring to
the flexibility of certain materials, some type of “stress ball” could be an unobtrusive
way ofmeasuring “stress” experience of people. R2 suggested that participants could
squeeze the ball in case of feeling stressed, and the fluctuations in data could provide
frequency and length of feeling stress. In this type of research setting, data about the
length and the strength of squeezing could be used to compare within person subjec-
tive data. This type of interaction is already accessible in physical and occupational
therapy studies [53] and could be employed for subjective data collection purposes
as well.

Another possibility would be using elasticity of the materials. For instance,
stretching the fabric of clothes would be a way of providing data about feelings
at a certain moment. This idea emerged while R5 was talking about measuring the
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Fig. 4 Using material
qualities for subjective data
collection

tiredness level of runners. Especially in the studies where performance athletes such
as runners or cyclists, are the participants, material properties of clothes could be
used for subjective data collection purposes (Fig. 5). In this use case, athletes could
be asked to provide subjective feedback about the level of exertion they feel during
the workout, by stretching the fabric of the t-shirt they wear. R5 suggested that using
the elasticity of the fabric, the type of data that is challenging to collect during the
activity can be collected by using the material properties of clothes.

While we see the potential of expanding the research with material properties of
objects, we acknowledge, that especially in this example, material properties and the
physical affordances of sensor-embedded everyday objects can be complementary
and intertwined: the elasticity of the material of the object could be combined with
the physical affordances (the degree of elasticity).

Fig. 5 Smart t-shirt as data collection tool
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Spatio-temporal Relationships

Another possibility of using sensor-embedded everyday objects in subjective data
collection is to reappraise the spatio-temporal relations of objects with their use
contexts. R6 stated that moving (Fig. 6) a simple and data-related object from one
place to another could be used for collecting subjective data This idea emerged
during the discussions about collecting subjective data in a home context. R5 and
R6, emphasizing their experience of longitudinal studies, especially in kitchen and
home contexts, suggested that the objects that people use frequently at home could
be transformed into subjective data collection tools. Considering the diversity of
people they interviewed within the longitudinal studies, they argued that especially
in home contexts, people should feel comfortable about using (products) and should
not be forced to use tools they might not be familiar with. For example, in a study on
the experience and effectiveness of a virtual coach for lifestyle change, participants
might be asked to place a sensor-embedded bottle on a kitchen cabinet if they did
not like the particular coaching message they were given and on the kitchen counter
if they did like the message.

In our final example, we discuss a scenario that shows how collecting subjective
data could be implemented into studies that require the input of older adults. During
the session with R5 and R6, it was suggested that garments or accessories that
participants carry could be used to collect subjective data outside the home contexts.
To clarify their proposition, these researchers developed an idea in which subjective
data from older adults was collected through a sensor-embedded everyday object
such as a scarf (Fig. 7). It must be noted that these researchers suggest “scarf” as
an example, rather than a “must-use” product like a coat, allowing the person the
freedom not to use the sensor-embedded garment. The test objects could also be
things like an umbrella or a hat. R5 and R6 emphasized that the data collection
objects must be selected from the range of products that participants are familiar
with. These objects must also make sense in the context of data collection.

In the scenario that was developed in session 3, that we visualize below, wearing
the scarf could be taken as an indication that the elderly person is willing to provide
subjective data. The researchers portrayed a research set-up in which older adults

Fig. 6 Example
“spatio-temporal relations”
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Fig. 7 Scarf as a subjective data collection tool

are encouraged to take more steps while the researchers monitor their fatigue level.
In such a set-up, older adults could be asked to interact with the scarf to provide
subjective data (fatigue during physical activity). The data collection moments could
be emerged by detecting the most research-significant moments such as when the
person sits on a bank in a park to take a rest. In such a scenario, the data collection
tool, a scarf in this case, must be dedicated only for the data collection purposes, in
order to avoid conflicts of use.

5 Discussions and Conclusion

In this chapter, we presented sensor-embedded everyday objects as promising future
subjective data collection tools in longitudinalHCI studies. Since the beginning of the
last decade, understanding user experiences has been interesting for HCI researchers
to be able to design interactive systems that fulfil users’ needs [4, 7]. Recognizing
the necessity of capturing experiences over a period of time, HCI researchers were
challengedwith findingways to explore people’s experiences in-the-wild [21].While
collecting objective data is relatively smoothwith verywell developed personal infor-
matics tools, collecting subjective data is still a considerable challenge in longitudinal
HCI studies.

For subjective data collection purposes, the HCI field adopted various methods
and tools from social science research domains such as psychology and anthro-
pology. As we explained in Sect. 2, these tools include several forms of self-reports,
such as diaries, experience sampling method, ambulatory assessment and ecological
momentary assessment. We portrayed one of the main challenges of these methods
as increasing participants’ fatigue in responding over time, and therefore decreasing
the reliability of the studies. Besides this, for digital data collection tools, technical
problems in sensor recording may result in interruptions of data collection. Over-
coming the infrastructure hurdles is something that can eventually be solved, while
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the other challenges need all the creativity the HCI community has to offer. We argue
that going beyond adopting existing tools in other research domains, HCI researchers
can design their own research tools for subjective data collection purposes.

The findings presented in this paper highlighted several new directions for subjec-
tive data collection in longitudinal studies. Some of the directions we propose have
similarities with exiting studies that use everyday objects as data collection tools such
as the work of Giaccardi et al. [54]. In their work, they suggest using things as data
collection tools and using sensor-embedded objects as data collection. However,
the difference is that we ask for active participation of people for subjective data
collection, but in a more intuitive and automatic way.

We see the opportunity that the directions presented in Sect. 4.2 could alleviate
some of the mental burden that research set-ups put on people. In current practices of
subjective data collectionmethods, the participants are asked tofill in text-basedques-
tionnaires by using smartphones or paper-based data collection tools. Conversely, we
propose that data collection tools can be selected from everyday objects that make
sense in the context of data collection and that the people are familiar with. One
way to employ this method is familiarity with objects (e.g. a scarf), and the other
is meaning attributed to the interaction (e.g. hugging or mere touching). People’s
familiarity with data collection objects (similar to the example of scarf) as well as
the connotations that these tools elicit in use context (such as wearing the scarf while
going for a walk) can help researchers to reduce the mental burden that longitudinal
studies can induce on people. With this approach, using sensor-embedded objects as
a data collection tools may partly overcome lower response rates and biases due to
the formulation of the questions that traditional data collection tools impose [31–33].

We believe that sensor-embedded everyday objects have the potential to be devel-
oped into a new category of data collection tools. We have presented a number
of interactions with subjective collection tools that are the first to think of, when
considering the use of this type of objects in daily life. To come to smart solutions
for interactions, the field may make a link with shape-changing interfaces [55]. This
type of interfaces has so far mostly been used to provide status feedback, but they
could also be interfaces for subjective feedback.

Despite the need and opportunity for sensor-embedded everyday objects in longi-
tudinal HCI studies, we see some weaker points. In order to successfully implement
these objects in research studies, we invite researchers to consider the following
points carefully. These points are especially important in order not to overwhelm
people with the ambitions of the researchers’ goals, but rather engage the people
with the longitudinal studies.

1. Reduce participant effort: The perceived effort of the participant influences the
participants’ responsiveness in repetitive measures studies. In the case of using
everyday objects for subjective data collection purposes, it is essential to make
the participants comfortable about the demanded time and cognitive effort for
participating. This connects to points 2 and 3.

2. Collect one type of data at one time: Researchers should prioritize the importance
of subjective data being collected from participants. After all, with the type of
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interactions that we propose in the scenarios, only one question can be answered
with one object. If there is an interest of collecting multiple data, using multiple
sensor-embedded everyday objects could be considered or perhaps the object
could be designed in away that it allows for response on two variables. However,
researchers should be very cautious not to complicate the use of the objects for
data collection.

3. Find friendly ways of using sensor-embedded everyday objects: Not every
form of everyday object might be suitable for subjective data collection. The
researchers should review the objects that participants use within the context
of experience (such as a t-shirt during a running experience). The researchers
should find the most relevant everyday object that is meaningful for the
experience to embed sensors in.

4. Consider user privacy: Using sensor-embedded objects pose the danger of easily
violating the privacy of individuals. Therefore, the ethics of using these objects
in data collection should be well elaborated. Researchers should think carefully
about the perceptions of participants and other individuals within the context of
data collection, to avoid giving the impression of “big brother is watching us”.

5. Consider frequency of data collectionmoments: It is still probable that the set-up
of the research results in participants dropping outs. In that sense, the research
should be flexible enough so that the frequency of data collection moments
could be adapted. For instance, when it becomes clear that at a certain phase of
the research the participants become idle, a clear reframing of data collection
moment could be planned to reduce the burden on participants. This obviously
demands flexibility of the studies in the way everyday objects are used for
subjective data collection purposes.

One limitation of the present study is that the set-up of our video sessions with
researchers might have affected the outcomes, as we had presented predefined roots
and scenarios. On the other hand, our findings showed that the participants already
had experience and knowledge about the directions we proposed and did not feel
restricted to only those scenarios.

We believe that the directions we proposed in this chapter are promising, yet
still might be difficult to develop. The proposed subjective data collection directions
require extensive work for developing reliable sensors and strong infrastructures.
While reducing the burden on the participants, those tools have the danger to increase
the time investment of researchers on tackling the technical challenges of proposed
subjective data collection tools. In that respect, the ideas might still align with the
challenges of EMA [34]. Future research can explore ways to overcome these chal-
lenges, by collaboration of multiple HCI researchers and sharing their experiences
in a platform that the tools developed for subjective data collection purposes are
showcased.

The ideas presented in this chapter should be considered as envisioned possibilities
for future studies, rather than reliable and valid subjective data collection tools. We
hope that these ideas will inspire the HCI researchers to discover new opportunities
of collecting subjective data in longitudinal HCI studies.
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Experiments, Longitudinal Studies, and
Sequential Experimentation: How Using
“Intermediate” Results Can Help Design
Experiments

Maurits Kaptein

Abstract This chapter formalizes the traditional randomized experiment as a
sequential decision problem in which treatments are allocated to units sequentially to
achieve a specific goal. This problem description is known as the multi-armed bandit
(MAB) problem and we describe it in detail and relate it to the methodological con-
siderations that arise when designing longitudinal studies in HCI. Subsequently, the
chapter reviews multiple treatment allocation policies—attempts to solve the MAB
problem—and analyzes their properties. Next, we discuss utility of a sequential per-
spective on experimentation for various methodological purposes such as early stop-
ping, best arm selection, and powerful testing. We demonstrate how in many cases,
and particularly in longitudinal studies, the “intermediate” results of an experiment
can be used to improve the experimental design. We close off by discussing several
recent software packages that allow readers to implement and analyze sequential
experiments.

Keywords Sequential experimentation · Multi-armed bandits · Thompson
sampling · StreamingBandit · Contextual

1 Introduction

Within HCI experiments are common: in the classic experiment, participants (or
users) are randomly allocated to one of multiple treatments to allow for the esti-
mation of the causal effect of the treatment (see, e.g., [24, 49], for more details on
the rationale behind randomized experiments). A simple example of an experiment
in HCI would be the random allocation of users to different versions of a mobile
exercise application (see, e.g., [30]) to examine which version of the application is
most successful. In this context, the term longitudinal research—which is the sub-
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ject of this book—is frequently used to refer to the practice of measuring the usage
(and the effects thereof) of the different application versions over a longer period of
time. In this chapter, we will discuss an alternative view on longitudinal experiments
which is better captured by the name “sequential experiments”; in this framework of
designing experiments the aim is not necessarily on longitudinal effects (i.e., effects
over a longer period of time), but rather on the ability to, over time, as opposed to in
one single shot, allocate participants to treatments. Thus, when planning sequential
experiments we assume that participants arrive one by one, and that for each partic-
ipant we can choose which treatment to administer, possibly using data collected on
earlier participants to drive our treatment allocation decisions. This chapter aims
to introduce this sequential view on experimentation and distills lessons from the
rich literature on sequential experiments that are useful for planning, designing, and
analyzing HCI studies. Furthermore, we discuss how a sequential view on experi-
mentation might be particularly insightful when designing longitudinal experiments.

To better introduce the conceptual idea behind sequential experiments, let us start
from a very simple—and not necessarily longitudinal—HCI study: a researcher aims
to evaluate the usability of three different versions of a new desktop application by
randomly assigning prospective users of the app to one of the three versions and
having them carry out a simple task in the usability lab. Thus, one by one, users are
allowed into the lab, placed behind the screen, and they carry out the task. After
carrying out the task, users rate the usability using a simple rating scale. Earlier
power calculations by the researcher demonstrated that 35 users per group would be
sufficient for a sufficiently powerful test; thus, the researchers recruit and allocate a
total of n = 105 users and subsequently analyze the resulting data. Now, there are
two ways of thinking about this data-generating process:

1. The traditional experiment view: First, we can think about this experiment as
effectively creating three groups of users g = 1, . . . , g = 3, each providing ng =
35 datapoints. Our final dataset simply consists of n = 105 rows each with a
group indicator (1, 2, or 3) and an outcome measure for each user i , yi . The
main analysis would consist of simply comparing themeans of the three different
groups, i.e., comparing ȳ1 to ȳ2 and ȳ3.

2. The sequential experiment view: Second, we can think of the experiment as a
sequence of treatment decisions followed by measurements. In practice, all the
n = 105 respondents arrived in the usability lab one by one, thus we can think
about our data as consisting of t = 105 timepoints, each generating a data-tuple
consisting of the treatment allocation decision or action a, and the associated
outcome y. Thus,wehave (a, y)t=1, . . . , (a, y)t=105)observed tuples that arrived
in sequence.

Note that the above two views regarding the data-generating process in this sim-
ple HCI experiment both lead to a dataset that allows the researcher to compare
the means of the usability scores in the three different groups. When this is the
sole aim of the experiment, the first, traditional, view on the experiment usefully
abstracts away from the fact that users in actuality arrive one by one and allows
the researcher to focus on the three groups of interest in the analysis. The second
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view on the data generating process however provides an additional richness that
is often overlooked by those thinking about experiments along the lines of the first
view: the second view opens up the possibility that a treatment decision at some
timepoints t ′ is affected by the observed treatment decisions and outcomes up to that
time-point (i.e., (a, y)t=1, . . . , (a, y)t=t ′−1). Since this is not the case in the tradi-
tional experiment—in which treatments are assigned uniformly at random and thus
not related to earlier measurements—the second view is often not even considered.
In this chapter, however, we argue that the second view on experimentation is use-
ful in many cases: it often allows researchers to achieve higher statistical power (or
conversely make decisions based on smaller samples sizes), and it is advantageous
when the experiment comes at a cost (e.g., when an experiment is conducted in situ
and some outcome values are to be prevented as much as possible). The first view
on the problem is merely a special case of the second that we can always resort to if
the additional richness is not sought after.

The second, sequential, view on experiments is not only relevant for simple
between subjects experiments such as the investigation of the two different versions
of a desktop application. On the contrary, a sequential view on experimentation has
already benefittedmany longitudinal HCI studies. For example, while the experiment
presented by Kaptein et al. [30] starts out as a simple randomized experiment, the
longitudinal effects of the different versions of the different persuasive messages are
measured during the experiment and used for subsequent treatment assignment: over
time the most effective messages for each user are “learned”, and subsequently, users
are assigned to new treatment groups (i.e., effectively using a within-subjects design)
that are directly affected by the earlier measurements. Thus, to fix terminology: the
experiment by Kaptein et al. [30] is longitudinal as it tracks the effects of different
interventions over a longer period of time (two weeks in this specific case). It is
however also sequential in the sense that results obtained earlier in time affect the
treatment allocation(s) at later points in time. It is exactly this latter mechanism that
we explore in this chapter: How can “intermediate results”—either over time within
a single subject, or between subjects when the subjects arrive in a sequence—be
used when designing experiments. For simplicity, we focus primarily on the sequen-
tial arrival of subjects, but the main concepts presented in this chapter generalize to
obtaining multiple measurements from individual subjects over time.

In the remainder of this chapter, we first introduce the so-called Multi-Armed
Bandit (MAB) problem which serves as the canonical mathematical representation
for sequential experiments [2, 9, 48]. We provide motivating examples and a formal
description of the problem. Subsequently, we discuss various “solutions” to theMAB
problem: we highlight that the traditional experiment itself is merely one potential
solution to a MAB problem and we demonstrate potentially appealing alternatives.
Next, we discuss utility of a sequential perspective on experimentation for various
methodological purposes such as early stopping, best arm selection, and powerful
testing.We close off by discussing several recent software packages that allow readers
to implement and analyze sequential experiments.
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2 Multi-armed Bandits: A Model for Sequential
Experimentation

The sequential view on experimentation is often studied under the name: “the multi-
armed bandit (MAB)” problem [3, 38, 44]. The MAB provides a description of the
problem setting and is derived from one of its early motivating examples: consider
facing a set of slot machines (also called one-armed bandits), each with a potentially
different payoff. Next, given some fixed amount of money, decide how you will
sequentially—after every play observing the outcome of that specificmachine—play
the machines such that you make as much money as possible [17]. As the payoffs
of the machines potentially differ, the player has to balance learning which machine
has the highest payoff (effectively by exploring all the machines), with frequently
playing themachine that she/he believes has the highest payoff (effectively exploiting
the most promising machine).

Mapping the canonical slot-machine problem back to our HCI example, wewould
formulate the problem as follows: given a fixed amount of users (105 in the simple
study described above), the experimenter should decide sequentially which user
receives which version of the desktop application. Thus, the sequentially arriving
users take the position off the sequential plays of the machine, while the different
experimental conditions map to the different one-armed bandit machines that are
played. Mapping back from the HCI study to the MAB problem, the traditional
experiment effectively dictates to put 1

3 of the money in each slot machine (i.e., play
each machine 35 times in our numerical example) after which the gambler will have
some clue as to which machine is the best since she/he will have explored all the
arms, but the traditional experiment does not include any exploitation.

It is important to note at this point that the original aim of the MAB problem is
not the exact same as the aim of the traditional experiment: while closely related,
the traditional experiment often focusses on “finding the best arm”, i.e., finding the
version of the application that has the highest usability score. The MAB problem,
in its original formulation, conversely focusses on maximizing the outcome over
all interactions (i.e., making sure that the usability score over all n = 105 users is
high as possible). Clearly, these problems are closely related; the outcome over all
interactions is maximized by selecting the best arm at each point in time. However,
these problems are not the exact same: while in the experiment we aim to learn, as
exactly as possible, the average outcome of each treatment, in the canonical MAB
problem the experimenter would be tempted to quickly disregard treatments that
seems suboptimal without caring about “how suboptimal” the treatment is exactly.
We will revisit this distinction later in the chapter, for now we will focus on the
canonical MAB problem in which the aim is to maximize the average outcome over
all interactions.
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2.1 Bandit Problems in Practice

Bandit problems—even in their original form—appear throughout the social and
behavioral sciences [17, 27, 31]. Here we briefly highlight examples in political
science,medicine, and educational psychology. Examples include, but are not limited
to:

• Donation requests to political campaign email list. A political campaign has a
list of email addresses of likely supporters and is trying to raise money for the
campaign. Staffers have written several versions of emails to send to supporters
and there are many different photos of the candidate to use in those emails. The
campaign can randomize which variant of the email is sent to a supporter and
observe howmuch they donate. Thus, the sequentially send out emails correspond
to the sequential plays of the machines, the versions of the emails to the specific
machines, and the donations to the payoffs.

• Chemotherapy following surgery. Following surgery for colon cancer, some guide-
lines recommend adjuvant chemotherapy, but there is substantial uncertainty about
which patients should be given chemotherapy [20, 56]. For example, should older
patients still be given chemotherapy? Continuing to randomize treatment of some
types of patients even as the best treatment for other types is known could help dis-
cover improved treatment guidelines that reduce, e.g., five-yearmortality.Here, the
sequentially arriving patients correspond to the plays of the machines, the specific
treatments to the specific machines, and the health outcome to the payoffs.

• Psychological interventions in online courses. Interventions designed to increase
motivation and planning for overcoming obstacles are sometimes used in educa-
tional settings, including online courses where students begin and complete the
course at their own pace. There are many variations on these interventions and
students may respond differently to these variations. For example, motivational
interventions might work differently for students from collectivist versus indi-
vidualist cultures [35]. The learning software can randomize students to these
interventions while learning which interventions work for (e.g., result in success-
ful course completion) different types of students. In this case, the sequentially
arriving students correspond to the sequential plays of the machines, the differ-
ent interventions to the specific machines, and the student learning constitutes the
payoff.

The omnipresence of theMAB problem throughout the sciences, and also in HCI,
hopefully highlights that while the traditional experimental view on these problems
is valuable, potentially other approaches might exists that are worth exploring.

At this point in the text, it is worth relating our examples back to longitudinal
studies: while the three examples listed above seem like between-subject experiments
with little longitudinal methodology (other than potentially outcomes that manifest
over longer periods of time), this need not at all be the case for a sequential view on
experimentation to be useful and open up new research designs. Consider the last
example of students learning based on different online courses: In this case, we could
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approach the problem longitudinally (i.e., within-subjects) andmap each, e.g., month
of the students learning to the different plays of the machine, the learning program
in place that specific month to the specific machine, and the learning outcome that
month to the payoff: setup this way we have a longitudinal study, running over
multiple months, that is potentially sequential in the sense that the performance of an
individual student in earlier months might affect the choice of intervention in later
months. It is this flexibility—that of using intermediate outcomes when assigning
treatments—that we explore in this chapter.

2.2 A More Formal View Toward the MAB Problem

It is useful to describe the MAB problem a bit more formally. In the multi-armed
bandit problem, a set of actions (themachines, often called arms) are assumed to have
potentially heterogeneous stochastic payoffs and an experimenter aims to maximize
the payoff over a sequence of selected actions. Multi-armed bandit problems can
thus be formalized as follows [17, 38]: At each time (or interaction) t = 1, . . . , T ,
we have a set of possible actions (i.e., arms, machines, treatments, interfaces) A at
our disposal. After choosing an arm at ∈ A we observe reward rt (it is common in
the MAB literature to use r as the “dependent” measure as opposed to y in most of
the traditional experimental methodology literature). The aim of the experimenter is
to select actions so as to maximize the cumulative reward1:

Rc =
T∑

t=1

rt . (1)

Rc, in the gamblers example, simple denotes the sum of all the payoffs the gambler
received. Toward the final purpose of maximizing the cumulative reward, much of
the literature on the MAB problem focusses on developing, and examining the per-
formance off, different treatment allocation policies. A treatment allocation policy
in this setting can formally be defined as a mapping from all historical data Dt−1

(all data until time point t − 1) to a new action at : π(xt ,Dt−1) → at . Informally,
a policy is nothing more than the strategy the gambler uses at each point in time
to determine which machine to play next. Different policies will lead to different
(expected) outcomes: for example, always choosing the same action without regards
for its outcome, while theoretically a valid policy, will, in expectation, lead to select-
ing a suboptimal arm with probability 1

K where K is the total number of possible
actions. Effective policies perform much better than such naive random selection;
we will review a number of policies below.

1 Again note that this is the canonical aim in the MAB literature; it is often not how we think about
designing experiments where the aim is often thought of as finding the action a that has the highest
associated reward r (or even just learning which reward is associated with which arm).
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Note that for the theoretical evaluation of policies, instead of assessing the per-
formance using the cumulative rewardRc, we often evaluate policies based on their
(expected) cumulative regret [2, 10, 18]. The regret is the sum of the differences in
reward between the most optimal policy (i.e., the policy that always plays the arm
with the highest expected reward—this is in practice not known) and the allocation
policy that is being assessed. Regret is defined as:

E[R(t)] = E

[
t∑

i=1

r∗
i − ri

]
(2)

where r∗ is the reward of an optimal policy and is theoretically useful as it has a clear
lower bound: a regret of 0 implies that the policy is acting optimally. Note that while
the notation might look a bit daunting, regret is simply the expected performance of
a gambler executing a specific strategy, compared to the performance of an oracle
who knows which machine has the highest payoff.

2.3 Common Extensions: The cMAB Problem

In many social science applications, the outcome distribution likely depends on
observable variables of the units being allocated. For example, in HCI, it is common
that the computer literacy (e.g., [14]) of a user might affect their performance using
a specific interface. Such differences between participants are not included in the
traditional MAB formulation as each unit is supposed to be independent and iden-
tically distributed [8]. A common extension of the MAB problem, the contextual
MAB problem, releases this assumption. In the contextual bandit problem [7–9, 15,
39], the set of past observations D is composed of triplets (x, a, r)t , where the x
denotes the context (i.e., covariates): additional information that is observed prior to
the decision, rather than assigned by the experimenter.

The cMAB problem provides an extremely rich problem formalization that is
used in many real-world applications. For example, the allocation of online content
to users that have different properties is often approached as a cMAB problem [50].
Also, the allocation of medical treatments to patients, when treatment heterogeneity
is expected, is often approached as a cMAB problem (see [21, 28, 29, 43], for exam-
ples). Below we discuss different policies to address the traditional MAB problem;
note however that for most of these solutions extension to the cMAB problem are
readily available.



128 M. Kaptein

3 Common Policies and Their Performance

In this section, we examine the performance of various bandit policies. Using the
expected regret, as defined above, allows us to investigate the behavior of allocation
policies and derive so-called regret bounds that describe how the regret of an alloca-
tion policy behaves in the long run (i.e., as T grows larger). This long-run behavior is
an object of theoretical study, and for many policies, the asymptotic regret is known
[10, 48, 57]. Also, for various problem descriptions (i.e., with specific reward distri-
butions), to optimal regret any policy could achieve is known [38, 57]. Here however
we do not focus on these theoretical result, but rather on the practical performance
of various often used policies.

3.1 Common Policies

To make our discussion regarding the performance of various policies in practice
more accessible, we ran a small simulation examining the performance of various
bandit policies in a setting in which there are three arms available, each with a unit
reward according to some probability.We choose success probabilities [0.9, 0.1, 0.1]
for the three arms respectively, and thus any reasonable policy should, rather rapidly,
converge toward choosing the first arm.

Figure1 shows the performance of the five policies that we will discuss below; the
lower the regret the better the performance of the policies. We discuss each policy
and its behavior in detail below.

3.1.1 ε-First

As a first example, we discuss ε-first. ε-first can be described as follows: first, for n
interactions, the policy chooses an action randomly with probability 1

K for each arm;
this period is often called the exploration phase. In the remaining T − n interactions,
coined the exploitation phase, the policy chooses whichever arm achieved the highest
reward during this exploration period [12].

Figure1 clearly demonstrates the average behavior of ε-first over multiple simu-
lation runs.2 During the exploration phase, the policy incurs so-called linear regret as
it is just randomly selecting actions and hence it has a 2

3 probability of selecting one
of the two suboptimal arms. Next, in the exploitation phase, the policy will select
the arm that performed best during the (admittedly small in this case) exploration
stage. The policy is most likely to select the optimal arm (the arm with a payoff
probability of .9, but there is a non-zero-chance that a suboptimal arm is selected,

2 In individual runs the policy will either select the correct arm after the exploration phase and thus
incur 0 regret, or it will select one of the two suboptimal arms and incur .9 − .1 = .8 regret each
round.
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Fig. 1 The expected cumulative regret of five different policies on a 3-armed Bernoulli bandit

and hence this happens occasionally. Therefore, the expected regret is not zero after
n rounds but rather the regret grows linearly. This linear growth of the regret of ε-first
is asymptotically suboptimal: one can conceive policies that incur sub-linear regret
and these will, in the long run, always outperform policies that have linear regret.

ε-First is often related to the traditional experiment. Consider the HCI experiment
examining different interface versions as introduced earlier. In this case, the experi-
ment itself constitutes the exploration phase of the ε-first policy: during the experi-
ment we aim to learn which interface version is most usable. After the experiment,
we likely make a choice and deploy the interface version that was most success-
ful: the users that follow after the experiment are, in a way, part of the exploitation
phase. The linear regret in Fig. 1 effectively shows that if our aim is to maximize the
usability score over all users—thus both those included in the experiment as those
downloading the software after we made our choice—ε-first can be outperformed.

3.1.2 ε-Greedy

Instead of having a separate exploration and exploitation phase, it is also possible
to mix exploration and exploitation continuously. The simplest version policy that
implements this idea is called ε-greedy [12, 39]. The ε-greedy policy effectively
explores with probability ε, and with probability 1 − ε the best performing arm—
that that specific iteration t—is selected. Thus, if ε = 0.1 (a common choice), in
expectation, one every 10 plays an arm is selected at random, while the other 9 out
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of ten plays the arm that performed best in previous rounds is selected. Note that
often, to get started, each arm is played once.

Typically, ε is fixed. This implies that there is a fixed, and clearly non-zero,
probability of choosing the wrong arm at each point in time, even after a large
number of interactions. Thus, similar to ε-first, ε-greedy will asymptotically incur
linear regret as can also be seen clearly in Fig. 1. It is possible to decrease ε as a
function of, e.g., the number of iterations to reduce improve upon the linear regret
incurred when fixing ε.

This latter idea provides a nice intuition toward understanding policies that have
sub-linear regret: To achieve sub-linear regret a policy has to steadily decrease its rate
of exploration as the number of interactions—and thus the available information—
grow.However, aswe learned fromdiscussing ε-first, setting the probability of explo-
ration to zero too early also ensures linear (expected) regret, as the policy is bound
to select a wrong arm occasionally. A careful balancing act between exploration and
exploitation is thus necessary to create asymptotically optimal policies.

3.1.3 Upper Confidence Bound Methods

One of the most famous (class of) policies that is asymptotically optimal are the
Upper Confidence Bound (UCB) methods [2]. The intuition for these policies is
simple: after playing every arm once to get some information, the policy estimates
the expected reward of each arm (i.e., simply the mean of the observations), and the
associated confidence interval. Subsequently, the policy chooses the arm that has the
highest upper confidence bound (i.e., the arm for which the top of the confidence
interval is the highest) at that interaction. Note that the exact computation of the
confidence interval depends on the problem at hand (e.g., distributional assumptions
regarding the arms) but often depends on the total number of interactions, the number
of times the respective arm was played, and—again depending on the distributional
assumptions—the observed variance in the rewards. However, the intuition remains
in each case: At each interaction, we pick the arm with the highest upper confidence
bound where the bound includes both the expectation of the reward of the arm
(effectively driving exploitation) and our uncertainty regarding the arm as provided
by the confidence interval (effectively driving exploration).

UCB methods nicely formalize the intuition that arms are of interest when they
have a high observed reward (for exploitation purposes) or when they have high
uncertainty (for exploration purposes). UCB policies are said to be “confident in the
face of uncertainty”; a heuristic that overall seems to be effective in many decision
problems. A large body of work exists determining the exact confidence intervals
necessary for specific instantiations of theMABproblem towalk the thin line between
exploration and exploitation (see, e.g., [2, 3, 18, 38], for examples). Figure1 shows
that UCB has no trouble learning the three armed bandit setting and has a regret that
is close to zero (and endlessly getting closer) after only a few interactions.
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3.1.4 Thompson Sampling

UCB methods are inherently frequentist as the confidence bounds are motivated
from a frequentist perspective. A simple Bayesian approach to the MAB problem is
provided by a policy called Thompson sampling [1, 19, 33]. Thompson sampling is
intuitively appealing: play each arm with a probability that is proportional to your
belief that specific arm is the best performing arm. Thus, when starting and no data
is available, each arm should be played with equal probability. However, as data start
“streaming in” [25], we can model which arm we believe has the highest reward.
From a Bayesian point of view—assuming reasonably uninformative priors that span
the full range—no arm will ever be fully certain to be the best, but, as successes are
observed for one arm and not for the others, our confidence that that specific arm is the
best keeps increasing. And, subsequently, when implementing Thompson sampling,
the probability of selecting that specific arm keeps increasing.

Thompson sampling is a rather old idea [54] and surprisingly easily implemented
as long as we can quantify a posterior distribution for the estimated reward of each
arm (in the Bernoulli bandit case introduced above by simply putting a Beta prior on
each arm and updating our inferences accordingly (see [16], for details), than all we
need to do at each interaction is generate a randomdraw from the respective posteriors
and play the arm for which we obtained the highest draw. This simple scheme will
ensure that indeed, “each arm is played with a probability that is proportional to the
belief that specific arm is the best performing arm”. Figure1 shows that Thompson
sampling performs competitively, and its regret seems sub-linear. It however took
quite some time before proofs started emerging that the indeed Thompson sampling
is asymptotically optimal [33].

3.1.5 Bootstrapped Thompson Sampling

Although Thompson sampling is easy to implement when sampling from the poste-
rior distribution is easy, there are situations in which directly sampling from posterior
distributions is not feasible. In that case, we would have to resort to approximations
using, e.g., Markov chainMonte Carlo (MCMC) sampling methods. The huge draw-
back of usingMCMCsampling in a bandit setting is that these can be computationally
too inefficient to carry out at each interaction. This situation often occurs in online
marketing [31]: In this field, the cMAB problem formalization is often used to think
about selecting advertisements for users as they arrive to a Web site sequentially
over time. In this scenario often thousands of users are observed each hour and it is
infeasible if every next choice of advertisement takes considerable time to compute.
Bootstrapped Thompson sampling (BTS) tries to solve this problem by replacing the
Bayesian posterior distribution by a bootstrap distribution around the point estimates
of the expected rewards [16, 46]. The bootstrapping trickmakes Thompson sampling
computationally appealing, especially in complex contextual bandit problems. How-
ever, this computational advantage comes at a cost: although in Fig. 1 BTS seems to
be the best performing policy, its zero regret is an artifact of the simulation: Theo-
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retically, the (expected) regret of Thompson sampling is bounding by the number of
bootstrap replicates and will be, albeit often with an extremely small constant, linear.

3.2 Policy Evaluation

In this section, we discussed several treatment allocation policies and their perfor-
mance.Wehope to have highlighted that the traditional experiment (or the exploration
phase of ε-first) is—once we allow ourselves to look at experiments in a sequential
fashion—just one of the many options we have available to choose treatments at each
interaction. Depending on the purpose of the data collection effort, the traditional
experiment might not be the best choice: our regret analysis showed that, if the aim is
to maximize the cumulative rewards, ε-first is actually a pretty poor solution. Before
we discuss alternative purposes (such as estimation precision and best-arm selec-
tion), it is worthwhile to briefly discuss how the (expected) performance of different
policies can be compared. There are effectively four methods to do so (each often
with multiple flavors, we highlight the main strands):

1. Theoretical analysis: One way of ranking the performance of different policies
is by carrying out a theoretical analysis of the performance of a policy; this is
the approach that has given us a notion of asymptotical optimality of policies
(see, e.g., [33]). Although the MAB problem is notoriously hard, a large number
of theoretical advance have been made in recent year covering both the MAB
and the cMAB problems. The theoretical analysis approach is appealing as it
gives mathematical certainty regarding the performance of different polices, a
property impossible to attain by any other method. However, this comes at a cost:
First, most theoretical work has focussed on the asymptotic case, ignoring regret
constants (i.e., parts of the expected regret that do not depend on the number
of interactions). While these constant might be uninteresting from a theoretical
viewpoint, they can be essential in applications of different treatment allocation
policies. Second, theoretical analysis is only possible by making strict assump-
tions regarding the true data generating process (e.g., the reward distributions of
the arms); these assumptions are likely not to hold in applied problems.

2. Simulation studies: Figure1 provided an example of how we can use computer
simulations to examine the performance of different bandit policies [12]. We
simply create a data generating process ourselves and we have a policy “play
against” the data generating policy multiple times. This process is often easy
to implement, and modern computers allow for examining very complex data
generatingmechanisms andpolicies. That said, simulations never provide a proof
of the performance of a policy and can be misleading: for example, on relatively
simple bandit problems, ε-first with a sufficiently large exploration phase might
seem to have zero regret during the exploitation phase as in each simulation run
the optimal arm is selected hiding the fact that there is a non-zero (albeit small)
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probability that a wrong arm is selected. Furthermore, one can always debate
whether the data generating mechanism implemented in a simulation is realistic.

3. Empirical (or “online”) evaluation: A third method of examining the perfor-
mance of bandit policies is by simply “deploying them in thewild” and observing
their outcomes empirically. A relatively recent manifestation of bandit problems
is in the selection of content (e.g., advertisements) online: for each Web site vis-
itor (the interactions) we select one out of a set of available advertisements, and
subsequently see the potential click on the advertisement (the binary reward).
In this case, it is now customary to try out various bandit policies “in the wild”,
i.e., by deploying a bandit policy for a period of time on a live Web site and
iteratively trying out various policies.3 Evaluation in the wild is appealing for its
external validity, but it is costly and often technically challenging [31].

4. “Offline” evaluation: Finally, a now popular method is based on the simple idea
that data collected using one policy in the wild (and thus externally valid), can be
used to evaluate other policies [8, 42, 43]. This sounds esoteric, but we actually
do this quite routinely: when setting up a traditional experiment we subsequently
use the data to compute the mean outcome ȳ1 to ȳ2 for each arm which can be
regarded as the estimate of the expected reward under the policy of playing arm
one or arm two respectively. There is a large literature discussing when and how
(using various methods), data collected using one policy in the wild can be used
to provide a valid estimate of the performance of other policies. Essentially this
is possible if two criteria are satisfied; first, the data collection policy needs to
have a random “aspect” to it (i.e., at each interaction the probabilities of selecting
an arm should not be exactly 0 or 1), and second these probabilities should be
known at each interaction. These criteria are clearly satisfied for ε-first, but also
ε-greedy and Thompson sampling satisfy these requirements. Offline evaluation
methods are appealing as they are externally valid (since there are based on
a real-world data generating mechanism) but still allow for the evaluation of
various policies.

We will return to these different evaluation methods in Sect. 5 when we discuss
several available tools for simulation, offline analysis, and empirical analysis of the
performance of bandit policies. Before we do so we however first discuss the broader
use of sequential experimentation: what are the benefits of a sequential view toward
experimentation when the aim of the experimenter is not to maximize the expected
cumulative reward?

3 Please note that interestingly at this point the “iteratively trying out” of various bandit policies
has become a bandit problem on its own, with policies replacing the initial arms.
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4 The Broader Use of Sequential Experimentation:
Methodological Advantages and Challenges

In the previous sections, we have introduced the (c)MAB problem and analyzed
the performance of various treatment allocation policies in terms of their expected
regret. This allowed us to rank the performance of policies when the main goal of the
experimenter is to maximize the overall reward gained when executing a sequence
of treatment allocations. We discussed how the traditional experiment—including
the guideline that follows the experiment—is often suboptimal for this aim: other
policies, such as Thompson sampling will, in the long run, have a higher expected
reward than the traditional experiment.

However, the aim ofmaximizing the reward of a sequence of treatment allocations
is distinct from the aim of most experimenters in HCI: although we do often want to
select “the best arm” eventually (i.e., select the version of our interface that performs
best), our (longitudinal) experiments often focus on precisely estimating the effect of
each arm, as opposed to selecting the arm thatmaximizes the outcome. In this section,
we will briefly review alternative uses of a sequential view on experimentation that
provide useful treatment allocation policies when the aim of the experimenter is not
to maximize rewards.

4.1 Early Stopping

An often encountered problem in medical research is declaring superiority of a novel
treatment over a control (or existing treatment). To do so, researchers often setup a
Randomized Clinical Trial and determine some cut-off to declare superiority based
on the outcomes. Traditionally, the size of these experiments, i.e., the number of
patients who are randomly assigned to either treatment or control, is computed a
priori using power calculations. These a priori calculations are often imprecise as
they rely on estimates of, e.g., the effect size which are unknown prior to starting
the experiment. A sequential view on experimentation in this case can often greatly
improve the experimental design: by actively using the data collected during the
experiment to assess whether the cut-off is met it is often possible to convincingly
declare superiority using a smaller number of patients: thus, the experiment can be
stopped early [5, 6].

This approach can be considered sequential as, effectively, the information col-
lected during the experiment is used to make a more efficient decision. Note that a
large literature exists on how to do this properly: simply re-testing a null hypothesis
using frequentist tests is strongly advised against as the error rates of these tests under
naive repeated administration are very poor. Often, Bayesian methods are used for
early stopping in which, repeatedly throughout the experiment, the evidence in favor
of superiority of the treatment is (re)computed based on the collected data [40].
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Early stopping is potentially interesting for many HCI studies in which there are
either substantial costs associatedwith running the study (as is often true in longitudi-
nal studies), or there are potential negative effects of participating in the study: In both
cases, one would like to stop the study once sufficient evidence has been collected.
The rich early stopping literature provides a sequential view on experimentation that
allows researchers to terminate (longitudinal) experiments once sufficient evidence
has been collected.

4.2 Best Arm Identification

An alternative, but related, problem to the MAB problem is that of “best arm selec-
tion”: given an (often fixed) number of interactions T , and given a set of treatments k
(where k > 2), select the best performing treatment. Here, contrary to the traditional
bandit problem, the aim is not to maximize rewards throughout the sequence, but
rather to maximize the probability that after T interactions the treatment that indeed
has the highest mean reward is selected after the experiment. This slightly changes
the dynamic of the problem. While in the traditional MAB problem it does not pay
off for the experimenter to actively try to decide between two arms that both seem
to have a high expected reward, in the best arm identification the crux is precisely
understanding which of these two promising arms is the best. Thus, contrary to the
traditionalMABproblem, an experimenter in a best-arm identification settingwould,
especially in the latter interactions, choose to collect as much information as possible
regarding the well-performing arms to make sure that the final decision is as accurate
as possible [34].

A recently advanced, and very well-performing treatment allocation strategy for
the best arm identification problem is provided by a slight variation on Thompson
sampling: Instead of choosing the arm with the highest posterior draw, the experi-
menter randomly selects between the two arms that have the highest posterior draws.
This additional randomization ensures that all competitive arms are played often and
thus their expected rewards can be estimated precisely [26].

Best arm identification is easily related to HCI research: often our (longitudinal)
experiments aim to identifywhich interface, app, ormessage ismost effective out of a
set of different messages. It is interesting to see that even in the literature on (sequen-
tial) best arm selection ε-first (or just the traditional experiment) is not considered
effective when more than two alternatives are present. This finding strengthens the
main thesis of this chapter that in longitudinal HCI studies (and beyond) a sequential
view on experimentation (thus one in which intermediate results are used to make
changes to the experimental design as the experiment is still running) is beneficial.



136 M. Kaptein

4.3 Powerful Comparisons

Another slight variation on the aim of running an experiment—which also benefits
from a sequential approach—is that of so-called “optimal design”. In the literature on
the optimal design of experiments, the main aim is often formulated as minimizing
the standard error of the estimates resulting from the experiment given a (often fixed)
number of interactions (i.e., onewants to design an experiment such that the quantities
of interest are estimated as precisely as possible). There is a rich literature on this topic
(see, e.g., [22]), and often the problem is approached in the “traditional” view: an
experiment is planned beforehand while making assumptions regarding the outcome
distributions in such a way that treatments are allocated to minimize the resulting
standard errors. However, also in this case a sequential view on treatment allocation
can help: exploiting the information gained during the experiment to refine one’s
assumptions and improve the treatment allocation is often beneficial. For example,
Kaptein [27] shows that in the simple case of estimating the difference between
two means—in a situation in which the variances of the two groups are unequal—it
pays off to allocated more interactions toward the arm with a higher variance. A
simple variation on Thompsons sampling in which not the posterior distribution of
the mean but rather that of the variance is used to select treatments improves the
precision of the resulting estimates and thus increases the power of the comparison.
This latter work is directly relevant for HCI studies: the work implies that if we are
designing a study that aims to make the most powerful comparison between two
different conditions in any experiment, assigning subjects to treatments inversely
proportional to the variance in the outcome associated with the treatment improves
power.

4.4 Active Learning

A final related problem which benefits from a sequential view is that of active learn-
ing. In a traditional active learning, setting a learning is presented by a set of exam-
ples composed of features and labels. The aim of the learner is to learn a relationship
between the features and labels, however, uncovering the label for a specific exam-
ple comes at a cost. To minimize the costs the learning has to actively select which
examples it wants to learn from (thus, the features are available, but the labels are
not; this problem is common inmanymachine learning situations where, e.g., images
are available but their classification is not and obtaining this classification is labor
intensive and thus costly). The traditional view toward this problem selects a (single)
batch of examples for which the features should be revealed. It is however relatively
easy to show that a sequential view, in which new examples are selected one by
one and the learning from that example is explicitly used to select new examples,
is beneficial. The literature on active learning is too large to properly review in this
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chapter, but it provides an interesting literature in which the benefits of sequential
experimentation are immediately clear [13, 23].

The actively learning literature might seem far from any HCI example, but even
here strong links can be made. For example, consider designing an interface for a
heterogeneous group of users (i.e., users with various backgrounds), and further con-
sider that recruiting users into your evaluation is costly. The active learning literature
can directly help to determine sequentially which types of users you already know
sufficiently about—and hence it is not necessary to recruit more similar users—and
for which types of users you need more information. Here a sequential view on data
collection can greatly improve the efficiency of an experimental design.

4.5 Challenges of Sequential Experimentation

Although a sequential view on experimentation can increase the overall rewards of an
experiment, make the choice for a best arm more informed, more powerful, or based
on a smaller number of subjects as we have explored above, some things are also
complicated by adopting a sequential approach to experimentation. Predominantly,
many traditional statistical (frequentists) test assume on a fixed experimentation
scheme to be able to compute type I and type II errors. By changing the design of
an experiment based on “intermediate” results these assumptions are violated, and
thus, e.g., p-values use their exact meaning.4 Thus, “traditional” statistical methods
need to be used with care when analyzing sequential designs.

Another often encountered challenge with sequential experimentation concerns
the broader acceptation of the “novel”—althoughmany are decades old—methods in
the field. For example, when considering early stopping, the experimenter often finds
her-/himself in the dilemma of having sufficient evidence—quantified, e.g., by the
Bayesian posterior distribution of a treatment difference—to stop the experiment, but
potentially having too little evidence—quantified by, e.g., a p-value—to convince
peers.

5 Sequential Experimentation in Empirical Studies:
Available Software

In this section, we introduce two software packages that allow readers to easily
experiment with different sequential treatment allocation policies. We first introduce
contextual, an [R] package that allows user to easily run simulations of various
bandit policies and to run offline evaluations (i.e., evaluate the performance of a
policy on an existing dataset). Next, we discuss streamingbandit, a python

4 This exact meaning of p-values is often lost in non-sequential designs as well, but due to the
violation of other assumptions.



138 M. Kaptein

package that allows for easy deployment of sequential treatment allocation policies
in empirical studies. The former software package is primarily useful for readers who
would like to learn more about sequential experiments by running simulations. The
latter software package effectively allows for endowing standard survey packages
(such as Qualtrics or SurveyMonkey) with extremely flexible treatment allocation
policies that depend on intermediate results. Admittedly, the descriptions provided
are a bit technical; they aim to inform the reader aspiring to implement distinct bandit
policies and thus assume a quick familiarity with the notation involved.

5.1 Contextual

CMAB policies’ have proven successful in many different areas: from recommenda-
tion engines [37] to advertising [52] and (personalized) medicine [32, 53], healthcare
[47], and portfolio choice [51]—inspiring a multitude of new bandit algorithms or
policies. However, although CMAB algorithms have found more and more applica-
tions, comparisons on both synthetic, and, importantly, real-life, large-scale offline
datasets [43] have relatively lagged behind. To address this problem, the R package
contextual facilitates such offline analysis of various bandit policies [55].

The class structure or of the R package stays close to the formal roots of the
contextual bandit problem: in contextual, a Bandit B is defined as a set of arms
k ∈ {1, . . . , K }where each arm is itself described by some reward function that maps
d dimensional context vector xt,k to some reward rt,k [4, 36, 39] for every time step
t until horizon T . A Policy π seeks to maximize its cumulative reward

∑T
t=1 rt (or

minimize its cumulative regret) by sequentially selecting one of bandit B’s currently
available arms [11], here defined as taking action at in At ⊆ K for t= {1, …, T}.

At each time step t policy π first observes the current state of the world as related
to B, represented by d-dimensional context feature vectors xt,a for at ∈ At . Next,
making use of some arm-selection policy, π (i.e., the treatment allocation policy)
then selects one of the available actions in At . As a result of selecting action at ,
policy π then receives reward rat ,t . With observation (xt,at , at , rt,at ), the policy can
now update its arm-selection strategy. This cycle is then repeated T times. That is,
for each round t= {1, …, T}:

(1) Policy π observes current context feature vectors xt,a for ∀a ∈ At in bandit B
(2) Based on all xt,a and θt−1, policy π now selects an action at ∈ At

(3) Policy π receives a reward rt,at ,xt from bandit B
(4) Policy π updates arm-selection strategy parameters θt with (xt,at , at , rt,at )

Overall, it is Policy π ’s goal to minimize cumulative regret or optimize cumulative
reward RT = ∑T

t=1(rt,at ,xt ). The contextual package is setup such that each of
the four steps defined above can easily be implemented by the user of the package
to implement various data generating mechanisms and evaluate various (c)MAB
policies.
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5.1.1 Class Diagram and Structure

The current section will show that contextual’s structure does indeed closely
mirror the previous section’s formal description of the CMAB problem. In
contextual, theBandit andPolicy superclasses expose respectivelycontextual’s
reward generation and its decision allocation strategy API. For custom of Bandits or
Policies, these are the two classes to subclass and extend:

• Bandit: R6 class Bandit is the parent class of all Bandit subclasses. It
exposes k arms and is responsible for the generation of a chosen arm’s reward,
and, in the case of contextual policy evaluation, current d dimensional or k x d
dimensional context.

• Policy: R6 class Policy is the parent class of all Policy subclasses. For each
t = {1,…, T} it has to choose one of a Bandit’s k arms and update its parameters
theta in response to the resulting reward, and, in the case of contextual policy
evaluation, the current d dimensional or k x d dimensional context (Fig. 2).

The four remaining classes constitute contextual’s parallel evaluation, logging
and visualization routines, and are generally not subclassed or extended:

• Agent: R6 class Agent is responsible for the running of one Bandit/Policy
pair. Multiple Agents can be run in parallel, where each Agent keeps track of t
for its assigned Policy and Bandit pair. To keep agent simulations replicable
and comparable, starting seeds are set equal and deterministically for each agent.

• Simulator: R6 class Simulator is the entry point of any contextual sim-
ulation. It encapsulates one or more Agents, creates a Agent clones (each with
its own deterministic seed) for each to be repeated simulation, runs the Agents
in parallel, and saves the log of all Agent interactions to a History object.

• History: R6 class History keeps a data.table based log of all
Simulator interactions and several performance measures, such as policies’
cumulative reward and regret. Optionally, it also keeps context and theta logs. It
allows several ways to interact with these logs, provides summaries, and can save
and load simulation logs.

• Plot: R6 class Plot generates plots from History logs. It is usually invoked
by calling the generic plot(h) function, where h is an History class instance.

Fig. 2 Diagramof contextual’s basic structure. The context feature vector ormatrix returned by
get_context() is only taken into account by contextual policies, and may be ignored by context-free
policies
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5.1.2 Example Code: Running Context-Free and Contextual Policies

The following code brings all of the classes described in the previous section together
by comparing the performance of a number of different cMAB policies using an
existing dataset. The code clearly highlights how contextual’s comprehensive
class structure enables researchers to construct offline policy comparisons with ease.

1 library(contextual); library(data.table)
2

3 # load data , 0/1 reward , 10 arms , 100 features , arms
always start from 1

4 dt <- fread("http :// d1ie9wlkzugsxr.cloudfront.net/
data_cmab_basic/data.txt")

5

6 # z y x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13
x14 x15 .. x100

7 # 1: 2 0 5 0 0 37 6 0 0 0 0 25 0 0 7
1 0 .. 0

8 # 2: 8 0 1 3 36 0 0 0 0 0 0 0 0 1 0
0 0 .. 10

9 # 3: . . . . . . . . . . . . . . .
. . .. .

10

11 # Set up formula: y ~ z | x1 + x2 + ..
12 # In bandit parlance: reward ~ arms | covariates or

contextual features
13

14 f <- y ~ z | . - z
15

16 # Instantiate Replay Bandit (Li, 2010)
17 bandit <- OfflineReplayEvaluatorBandit$new(formula =

f, data = dt)
18

19 # Bind Policies withs Bandits through Agents , add
Agents to list

20 agents <- list(
21 Agent$new(UCB2Policy$new (0.01), bandit , "

UCB2 alpha = 0.01"),
22 Agent$new(LinUCBDisjointPolicy$new (0.01), bandit , "

LinUCB alpha = 0.01"),
23 Agent$new(LinUCBDisjointPolicy$new (0.1), bandit , "

LinUCB alpha = 0.1"))
24

25 # Instantiate and run a Simulator , plot the resulting
History object

26 history <- Simulator$new(agents , horizon = nrow(dt),
simulations = 5)$run()

27 plot(history , type = "cumulative", regret = FALSE ,
legend_border = FALSE)
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Fig. 3 Cumulative reward for a context-free UCB2 [4] and two contextual LinUCB policies [41]
with differing α-values (determining the width of the Upper Confidence Bound) when evaluated
against a “Replay” Bandit using offline data

5.1.3 Conclusion

Wehave only briefly introduced thecontextual package. TheR package is openly
available at https://github.com/Nth-iteration-labs/contextual where extensive docu-
mentation and multiple examples can be found. Effectively, the package allows users
to implement distinct data generating processes or use existing data (for offline eval-
uation), and to implement various sequential treatment allocation policies. Subse-
quently, simulations of the performance of these policies can be run easily, and their
results can be visualized. Thus, contextual provides an easy tool to rank bandit
policies for various goals (Fig. 3).

5.2 Streaming Bandit

To take the next step and to start experimenting with policies “in the wild”,
StreamingBandit is a useful tool. StreamingBandit is an open-source
RESTful web application for developing and deploying sequential experiments in
field and simulation studies. It allows designers to easily and quickly implement a
policy π() on a webserver. It is designed such that when set up, it alleviates the
technical hurdles for researchers to deploy different policies in the field and thus to
enable sequential experimentation to be used within a broader research community.

Just as in contextual, in StreamingBandit we translate the cMAB prob-
lem into two important steps.To ensure the computational scalability of Streaming-
Banditwe assume that, at the latest interaction t = t ′, all the information necessary
to choose an action can be summarized using a limited set of parameters denoted θt ′ ,
the dimensionality of θt often being (much) smaller than that of the historical data
Dt−1. Given this assumption, we identify the following two steps of a policy:

https://github.com/Nth-iteration-labs/contextual


142 M. Kaptein

1. The decision step: In the decision step, using xt ′ and θt ′ , and often using some
(statistical) model relating the actions, the context, and the reward, which
is parametrized by θt ′ , the next action at ′ is selected. Making a request to
StreamingBandit’s getaction REST endpoint returns a JSON object con-
taining the selected action.

2. The summary step: In each summary step θt ′ is updated using the new information
{xt ′ , at ′ , rt ′ , pt ′ }. Thus, θt ′+1 = g(θt ′, xt ′ , at ′ , rt ′ , pt ′) where g() is some update
function. Effectively, all the prior data, Dt−1 are summarized in θt ′ . This choice
means that the computations are bounded by the dimension of θ and the time
required to update θ insteadof growing as a functionof t .Note that this effectively
forces users to implement an online policy [45] as the complete datasetDt−1 is not
revisited at subsequent interactions.Making a request toStreamingBandit’s
setreward endpoint containing a JSON object including a complete description
of {xt ′ , at ′ , pt ′ }, and the reward rt ′ , allows one to update θt ′+1 and subsequently
to influence the actions selected at t ′ + 1.5

For the basic usage of StreamingBandit the experimenter—or rather an
external server or mobile application—sequentially executes requests to the getac-
tion and setreward endpoints (more details will follow next), and allocates actions
accordingly. Using this setup, StreamingBandit can be used to sequentially
select advertisements on webpages, for example, allocate research subjects to dif-
ferent experimental conditions in an online experiment, or sequentially optimize the
feedback provided to users off a mobile eHealth application. The complete details of
how the software is set up and how it should be installed, configured and prepared
can be found in the original paper and the online documentation.6 In the remainder
of this section, we assume that StreamingBandit is installed.

5.2.1 Basic Example

When StreamingBandit is running, a researcher can use some of the default
implementations of policies that are shipped with the software. As an example, we
run through how ε-first would be deployed within StreamingBandit. We will
show the code for the getaction and setreward endpoints and run through them line
by line. The getaction code for ε-first looks as follows:

5 It is also possible to use the advice_id functionality, but this is not discussed here for simplicity
sake. Full details can be found in the paper.
6 See https://nth-iteration-labs.github.io/streamingbandit for the complete documentation.

https://nth-iteration-labs.github.io/streamingbandit
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1 n = 100
2 mean_list = base.List(
3 self.get_theta(key=" treatment "),
4 base.Mean , [" control", "treatment"]
5 )
6 if mean_list.count() >= n:
7 self.action[" treatment "] = mean_list.max()
8 else:
9 self.action[" treatment "] = mean_list.random()

This code uses a number of libraries implemented in StreamingBandit. First,
the sample size n of the exploration phase of the experiment is set. The next line
of code generates a list of base.Mean objects from the libs.base library. This object
provides the functionality to compute streaming updates of sample averages, and the
list contains one such average for each of the possible treatments specified by name,
using [“control”, “treatment”]. The self.get_theta() call is used to retrieve θt ′ , which
in this case thus contains two base.Mean objects named “control” and “treatment”.
A count, n, and mean reward, r̄ , are contained within each base.Mean object.

The resulting mean_list object thus, in this case, contains two base.Mean objects,
each ofwhich contains amean value and a count that can be updated andmanipulated.
In the next lines the total count of the number of observations over all mean elements
in the list is retrieved. If this is larger than n, the treatment with the highest average
value is returned, and otherwise, a random element of the list is returned.

Then we have the code for the setreward endpoint:

1 n = 100
2 mean_list = base.List(
3 self.get_theta(key=" treatment"),
4 base.Mean , [" control", "treatment "]
5 )
6

7 if mean_list.count() < n:
8 mean = base.Mean(
9 self.get_theta(

10 key=" treatment", value=self.action[" treatment
"])

11 )
12 mean.update(self.reward["value "])
13 self.set_theta(
14 mean , key=" treatment",
15 value=self.action[" treatment "]
16 )

First again amean_list is created.After this, the θt that is associatedwith the played
action is retrieved and the associated mean object is updated using mean.update as
long as the exploration phase is ongoing. The last line stores θt ′+1 such that it can be
retrieved again for future decision-making using the self.set_theta function. In this
implementation, after the experiment when n > t , θ is no longer updated.
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Once the experiment has been created with this code, it receives an <exp_id> and
a key <key>. This enables the REST endpoints

1 http :// HOST/getaction/<exp_id >?key=<key >& context ={}

and

1 http :// HOST/setreward/<exp_id >?key=<key >& context ={}&
reward ={}& action ={}.

Where HOST is the location of the hosted StreamingBandit instance. Within
the {}’s we can supply the information that is needed by StreamingBandit to
select actions and update parameters.

The returnedobjectwhenmaking a call to http://HOST/<exp_id>/getaction?key=
<key> and filling in the correct exp_id and key for the experiment with this ε-first
appears as follows:

1 {" action ":
2 {" treatment": "control"},
3 "context ": {}}

where the value of treatment changes randomly as long as n ≤ t . Then if we
would call the endpoint for the setreward with the action and reward filled in:
http://HOST/<exp_id>/getaction?key=<key>&context=&action="treatment":
"control"&reward="value":1 and this would return the following object:

1 {" action": {" treatment ": "control"},
2 "context ": {},
3 "reward ": {"value": 1},
4 "status": "success "}

And that is the beginning of your first experiment in StreamingBandit! We
have now once requested an action and updated θ and would, in any applied setting,
repeat this process for each treatment assignment.

5.2.2 Conclusions

StreamingBandit provides a platform that allows user to implement bandit poli-
cies “in the wild”.Wemerely provided a simple example here, but, we hope it is clear
that this tool is very flexible. It can be used to, e.g., implement AB tests on the web
or in mobile applications. However, after implementing such an AB test, the treat-
ment allocation mechanism can be altered without altering the surrounding system:
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the random treatment allocation that is common in the AB test can be replaced by
Thompson sampling or UCB methods pretty much instantly. StreamingBandit
is available open-source and is actively developed and used by a growing team of
contributors.

6 Discussion, Recommendations, and Conclusions

In this chapter, we tried to introduce an alternative view on both simple between sub-
ject experiment and longitudinal experiments: we have tried to introduce a sequen-
tial view regarding experiments. While often in experiments—even longitudinal
studies—the treatment assigned are planned and fixed a priori, we have tried to
highlight an alternative: In many situations, it might be possible to use data collected
during the experiment to improve upon the design of the experiment itself.We started
by introducing the canonical Multi-Armed bandit problem; a problem formalization
that nicely captures the trade-off between exploration and exploitation that is present
when an experimenter aims to—in sequence—select actions such that the expected
rewards are maximized. We discussed various treatment assignment policies that the
experimenter could use in this case and we tried to continuously relate our discus-
sion to the traditional experiment. Next, we highlighted that a sequential view on
experimentation can improve numerous design properties of experimental studies:
it can be used for early stopping, actively learning, or improving power. We hope
this overview has at the very least inspired interest for the large literature regarding
sequential experimentation; we have tried to provide meaningful references through-
out.

In the last section of this chapter,we introduced two software packages that readers
can use to evaluate (contextual) and deploy (StreamingBandit) sequential
treatment allocation policies. We hope these software packages lower the practical
hurdles involved in approaching experimentation sequentially. The readily available
simulation examples in contextual should allow the interested reader to develop
a good intuition regarding the behavior of various treatment allocation policies.

6.1 Recommendations

Although admittedly the main body of this chapter is predominantly
methodological—the advantages of sequential experimentation can be reaped in any
field—it is useful to reflect specifically on the opportunities that arise for sequential
experimentation in longitudinal HCI studies:

1. It is often useful to consider that in many longitudinal studies not all users start
the study at the same time, and thus “intermediate” results from participants who
started earliermight be used to inform the design of the experiment in later stages.
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For example, if a specific version of an interface has already shown sufficiently
poor performance compared to other interfaces in the first few months of an
experiment, the experimenter can choose not to confront newly enrolled users
with the poor performing interface.

2. Longitudinal HCI studies often lend themselves well for a sequential approach
as each time-epoch happens in a sequence, and whatever happened to a (single-)
user at earlier points in time potentially could (and perhaps should) affect the
design of the experiment in later points in time. For example, if a user is asked
to complete a task of medium difficulty and fails, it is likely not informative to
ask that same user at a later point in time to perform a highly difficult task.

3. It is often good to consider explicitly the aims of the experiment: is the aim
to have precise estimates of the outcomes of all the “treatments” involved, or
is the aim to select the best treatment (or even maximize the outcome over
various treatment selections)? Especially in longitudinal experiments, we might
be seeking to maximize some outcome for each user as she/he interacts with a
system over time. In such a case all the different version/variants of the system
can be considered arms, and we are seeking for a strategy to interact with the
user over time such that the outcome of interest is maximized. In a sense, the
experiment seeks the most efficient policy.

4. As we move more and more toward “adaptive” systems, i.e., systems that in one
way or another adapt to the behavior of users, we often find that it is beneficial
to think about a strategy for adaption (i.e., how a system responds to historical
interactions) as a (bandit) policy: when designing an interactive system that over
time adapts to the user to reach a certain goal we are often effectively designing
a good bandit policy.

6.2 Conclusions

We are aware that we have only been able to scratch the surface of sequential exper-
imentation in this chapter. However, we hope that by providing a sequential view to
standard experiments and longitudinal studies, one in which “intermediate” results
might influence the design of the experiment, we have provided the reader with
novel inspiration for setting up experiments using more flexible treatment assign-
ment schemes.
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Tensions and Techniques in Investigating
Longitudinal Experiences with Slow
Technology Research Products

William Odom

Abstract Howcan technologies be created that take on a long-term place in people’s
lives and that coevolvewith them over time?What kinds of qualities should designers
consider in crafting such kinds of computational things? And, how should we study
and evaluate such new technologies through a longer temporal frame? In this chapter,
we draw on examples of longitudinal field studies of the Photobox and Olly research
products to explore these questions and to detail tensions and techniques that emerged
across these two cases. Our findings reveal key tensions that researchers ought to
be wary of when conducting longitudinal field studies of slow technology research
products and techniques that can be applied to mitigate them.

Keywords Research products · Slow technology · Research through design

1 Introduction

The convergence of social, cloud, andmobile computing has created aworld inwhich
people generate, access, manipulate, and share personal digital data at larger scales
and faster rates than ever before. Fromdigital photo albums to onlinemusic streaming
services, these new technologies have enabled people to create vast archives of digital
data that capture their life experiences. These shifts raise complex questions for
the HCI community as we critically look to the future and consider their longer-
term implications. As archives continue to grow, what roles can personal data play
in supporting people’s evolving understandings of self as they change over time?
What kinds of qualities should designers consider in crafting a longer-term place for
computational things in everyday life? How should we study and evaluate such new
technologies through a longer temporal frame?

These questions are motivated by the fact that the form of contemporary personal
data generation opens up newopportunities to enable people to re-experience past life
experiences, relationships, tastes, patterns, and idiosyncrasies in new and potentially
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valuable ways. They also point to how little is known about what design strategies
might be effective in designing meaningful experiences with personal data archives
over time, and what concepts could help productively frame design inquiries in
this emerging research territory. More generally, there are growing calls in the HCI
community to develop design approaches that enable people to interact with their
personal data in reflective, contemplative, and curious ways (e.g., [1, 2]). However,
examples illustrating how such rich, open-ended engagements with personal data can
be supported through the creation and longitudinal evaluation of new design artifacts
remains sparse in HCI.

Photobox and Olly are two projects that aim to contribute precisely to this inter-
section. Photobox is a domestic technology embodied in the form of an antique
wooden chest that prints four or five randomly selected photos from the owner’s
Flickr collection at random intervals each month (see [3, 4]). Three Photoboxes were
deployed through longitudinal field studies in three different households simultane-
ously for fourteen months. Olly is a domestic music player that enables people to
re-experience digital music they have listened to previously. Olly works by making
use of its owner’sLast.FM[5] personalmusic listening history archive to occasionally
randomly select a song from its owner’s past and make it available to be played (see
[6, 7]). ThreeOllyswere deployed through longitudinal field studies in three different
households simultaneously for fifteenmonths. In the case of both Photobox and Olly,
study participants had no control over when the artifact would decide to select and
surface personal data from their past or when. The behaviors of both Photobox and
Olly occurred randomly and somewhat seldomly, but continued indefinitely. Taken
together, these design artifacts investigate how new forms of interaction and experi-
ence design might enable personal data archives to be more materially present and
temporally expressive in people’s everyday lives to support ongoing experiences of
reflection and reminiscence. These projects also aim to investigate the application
of slow technology [8] and how this concept could challenge the idea of domestic
technology being always on and accessible and lead to an interaction pace that might
sustain longer-term experiences with personal data.

The design qualities of Photobox and Olly raise key questions for longitudinal
HCI research:How should researchers approach conducting longitudinal field studies
of design artifacts that intentionally aim to operate slowly, in the background of
everyday life? What are effective techniques for opening a space for discussion on a
slow technology with study participants, while also balancing the need to not force
too much attention onto it? How should researchers explore participants’ potentially
changing relations with a slow technology that they may only occasionally interact
with directly?

In this chapter, we draw on examples from the longitudinal field studies of
Photobox and Olly to explore these questions and to detail tensions and techniques
emerged across the two cases. Next, we offer a brief background on the research
product methodology [9] that in part emerged out of the Photobox project and that
subsequently influenced the Olly field study. Then, we describe and reflect on key
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examples from each longitudinal field study. This chapter concludes with a discus-
sion and reflection on lessons learned across these projects and techniques that can
be mobilized in future HCI research.

2 Background and Approach: Research Products

Prototypes have had a long and important history in the HCI community. Prototyping
has, and continues to be, an instrumental practice in supporting HCI researchers
to develop, refine, and test theories, concepts, and interactive systems through an
iterative, human-centered approach. The use of prototyping and prototypes to elicit
feedback from people plays a significant role in pursuing the question of how new
technologies can be created that are intelligible, usable, and enjoyable to interact
with. Yet, prototypes are often of a limited fidelity and robustness which introduces
challenges in using them in longitudinal field studies.

In parallel, the kinds of questions that HCI researchers are pursuing continue to
expand. The focus of a growing portion of recent research in the HCI community
has moved beyond designing for efficient use to investigating complex matters of
human technology relations that often involve messy, intimate, and contested aspects
of everyday life. These kinds of questions include: What roles could—or should—
interactive technology play when we consider it as a long-term, evolving component
of everyday life? How do technologies mediate between humans and their actions
in the world? How do choices that go into the materials, form, and computation of
interactive systems shape human relations to them? And, how do these relational
qualities change over time?

While the fidelity of prototypes can range, they remain references to future prod-
ucts, systems, or services. In this way, prototypes are placeholders for something else;
they are an instantiation of a future outcome [10]. Within HCI research, a prototype
may be the manifestation of a theoretical concept not to be judged for its actuality
or present state, but rather its potential [11]. Prototypes are also often assumed to
be a point on a trajectory toward a fully realized commercial product used to test
specified needs or unmet requirements. In either case, new knowledge and insights
are produced through the use of research prototypes that has clear value. From a high
level, the research product concept helps extend the capacity for developing new
knowledge through the longitudinal study of design artifacts.

The concept of a research product emphasizes the nature of the engagement that
people have with an artifact predicated on what it is as opposed to what it might
become. It is this core distinction that led to the term ‘research product’ in refer-
ence to the final and actual nature of the artifact. This is in contrast to a ‘research
prototype’ that refers to a final concept but the artifact itself may be transitional or
in-progress. The term ‘research product’ emphasizes the actuality of the design arti-
fact helping to overcome the limitations of prototypes when investigating complex
matters of human technology relations over time. Importantly, the term ‘product’ does
not aim to suggest these kinds of artifacts are intended to be commercial products,
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or produced at commercial scale and volume. Research products exhibit key quali-
ties that can help productively support longitudinal field studies of design artifacts
in people’s everyday lives. The conceptualization of the research product concept
emerged through the ongoing design, deployment, and analysis of design artifacts
(see [9] for more details). These qualities include the following:

Inquiry driven: A research product aims to drive a research inquiry through the
experience of a design artifact in a longitudinal study. Research products are designed
to ask particular research questions about potential alterative futures. They embody
theoretical stances on a research issue or set of issues. Photobox and Olly aimed to
inquire into how the conceptual framing of slow technology could open up newways
of supporting rich, ongoing experiences with personal data for each of our respective
field study participants.

Finish: A research product is designed such that the nature of the engagement that
people have with it is predicated on what it is as opposed to what it might become. It
emphasizes the actuality of the design artifact. Photobox and Olly operated largely
on their own, occasionally presenting elements from our respective participants’
personal digital archives (e.g., in the form of a printed photo or a song from their
past). Both of these design artifacts needed to have a high quality of finish such that
participants could encounter these recurrently over a long period of time (more than
one year) and reflect on their evolving relation to the them as well as the personal
data that they slowly, yet continually surfaced.

Fit: The aim of a research product is to be lived with in an everyday environment
over time. Under these conditions, nuanced dimensions of human experience can
emerge and be studied. In the cases of both Photobox and Olly, achieving a quality
of fit was essential to investigating our participants situated experiences with and
their perceptions of living with a slow technology. Fit requires the artifact to balance
the delicate threshold between being neither too familiar nor too strange, such that
cycles of direct engagement and interaction can emerge and while also enabling the
design artifact to fade into the background of everyday life. Photobox was embodied
in the form of an antique wooden chest that required a user to actively decide to open
it up to see if a photo from their past was waiting for them inside. Olly was embodied
in a more teardrop-like form factor that enabled it to operate in any orientation (i.e.,
lying flat on either side or in any orientation standing up). We anticipated this design
feature would enable end users to integrate their Olly into wherever they deemed
most appropriate in their home and to adapt it to new domestic environments and
situations over time. In the case of both design artifacts, design decisions around
their form were carefully guided by the need to achieve a high quality of fit in our
participant’s respective households.

Independent: A research product operates effectively when it is freely deployable
in the field for an extended amount of time. This means that from technical, material,
and design perspectives, a research product can be lived with for a long duration in
everyday conditions. The quality of independence was crucial for studying Photobox
and Olly as they needed to remain robust and independently functioning even though
theymay only enact their computational behavior (e.g., printing a photo, or beginning
to rotate when a song is selected) relatively rarely.
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In summary, Photobox andOlly are research products—artifacts designed to drive
a research inquiry and that have a high quality of finish such that people engage with
them as is, rather than what they might become; and, that operate independently in
everyday settings over time. Low-volume batches of Photobox (3 total) and Olly
(3 total) were produced for longitudinal field studies of each. Next, we describe
each case with a focus on how lessons learnt from the Photobox study productively
influenced how we conducted the longitudinal field study of Olly.

3 Case 1: The Photobox Longitudinal Field Study

The Photobox is a WiFi-connected domestic technology embodied in the form of a
well-worn antique chest that prints four or five randomly selected photos from the
owner’s Flickr [5] photo collection at random intervals each month.

We intended the Photobox form to appear familiar to other non-digital cherished
things, aiming for its material aesthetics to evoke a sense of warmth associated with
older domestic artifacts. We settled on the final design because of its distance from
contemporary ‘technology’ (i.e., oak compared to plastic). The twomain components
of Photobox are an antique oak chest and a Bluetooth-enabled Polaroid Pogo printer
(which makes 2′′ × 3′′ prints). We decided on using a chest that had already gathered
a healthy amount of patina as it seemed to symbolize a well-aged artifact that could
support the idea of revisiting past experiences whose materials could inspire a sense
of perceived durability [12]. To this end, we decided to use a printer to make digital
photos material, contrasting the potential durability of paper prints with digital files.
We augmented the oak chest with an upper panel to hide the technological compo-
nents. The printer was installed behind the upper panel with a laser cut and press
fitted acrylic case securing it to a small opening in the panel (to allow a photo to
drop onto the central platform of the box). This helped integrate all technology used
to print photos into a form that enabled it to be opened up and later put away. This
choice was influenced by prior work articulating the value of designing technologies
to be put away [13] (Fig. 1).

Every month, the Photobox prints four or five photos randomly pulled from its
owner’s Flickr archive. To do this, at the beginning of each month, the participant’s
Flickr archive is indexed. The.NET Photobox service application we developed
then enacts the following set of procedures (which we call layered randomness).
It randomly makes a binary decision to print either four or five photos that month.
Then, it randomly selects four (or five) photos from the index and generates four (or
five) randomly selected ‘future print times tamps,’ which specify the print time and
date for each photo. Each photo is uniquely associated with a time stamp, respec-
tively. When the date and time arrive associated with a time stamp, the matching
photo is printed. This application runs on a laptop that communicates wirelessly
with the Photobox printer via Bluetooth. We lived with the three Photobox proto-
types for a four-month period to debug the system prior to deployment and to develop
a general sense for how many photos should be printed each month.
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Fig. 1 Photobox occasionally randomly selects photos from its owners past and prints them. A
wireless printer is mounted above the black rectangular opening in the upper cabinet; when a photo
prints, it drops onto the bed of the chest. No information is provided to signal when or if a photo
has printed

Photobox’s behavior was intentionally designed to be autonomous, not requiring
input from the user. This choice was partly influenced by prior work describing
how ceding autonomy to a system can enable new ways for people to meaningful
experience their digital content [14] and, more generally, open a space for pause
and contemplation [15]. We could have curated a special selection of photos from a
person’s collection to appear in their Photobox. However, randomness was selected
to introduce a potentially unfamiliar and disruptive machine behavior. We wanted to
explore how people might confront a technology delving into their personal archive
and how their perceptions might change over time.

3.1 Field Study Method

We deployed three nearly identical Photoboxes in three different households for
14 months from early 2012 to mid-2013 (see [3] for more details). Similar to the aim
and ambition of the original technology probes paper [16], and several field studies
since then (e.g., [17–19]), a smaller selection of households was initially selected to
focus on in order to gain a richer descriptive understanding of the space as a whole
to inform what might be salient issues for future research.
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We recruited participants from three different households in the greater Pittsburgh,
Pennsylvania (USA) metropolitan area for our field study. We use the term ‘primary
participant’ to differentiate between the main ‘owner’ of the Flickr account that is
embodied in a Photobox and ‘secondary participant’ as other household members
that also lived with the Photobox during the study. All primary participants were
familiar with technology, owned digital cameras, and at least one member of each
household owned a Flickr account with unlimited storage. Pseudonyms are used to
describe household members.

Household 1 (H1) consisted of Tim (aged 48, bookstore clerk) and Britt (42,
librarian), a married couple who had lived in their current home for ten years. Tim
and Britt shared their Flickr account, contributing photos to it nearly equally; they
had approximately 4,500 photos in their 7-year-old archive at the start of the study.
Household 2 (H2) consisted of five roommates (two female, three male): Heather
(31, massage therapist), Zack (28, grocery store employee), Thomas (30, technician),
Jenn (29, postal service employee), and James (29, barista). They had been living
together for 18 months. Heather was the primary participant in household two and
the sole owner of the Flickr account; several of her roommates are featured in many
photos in it. She had approximately 2500 photos in her 5-year-old archive at the start
of the study. Household 3 (H3) consisted of Samuel (35, insurance salesman) and
Shelly (34, legal clerk), a couple who had been living together in the same apartment
for nearly two years. Samuel was the primary participant and the sole owner of his
6-year-old Flickr account. He had approximately 3000 photos in it at the start of the
study (Fig. 2).

Participants owning theFlickr accounts used in this study all reported similar shifts
in interaction with that service over time. Initially, they had been active members
in the Flickr community, using the service to support social relationships, and as an
outlet for self-expression (these trends in behaviormatch findings from prior research
on Flickr) [20]. However, all account owners had become much less active in the
Flickr community. At the time of this study, participants’ primary use of their Flickr
accounts was as storage for their digital photo collections (approximately between
five to sixty photos were uploaded each month). Consequently, our participant pool
helped support our goal of exploring how people might more meaningfully revisit
their photo archive on a general level.

Fig. 2 From left to right. H1’s Photobox after the laptop was moved under a living room couch
(in month six of the study). H2’s Photobox kept alongside many electronics and entertainment
technologies. H3’s Photobox kept near the kitchen and living room
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We recruited participants with large Flickr photo archives for a few key reasons.
First, these large archives would enable us to provide participants with glimpses into
past experiences that stretched over several years. During preliminary research, we
found many people’s locally stored photo archives were fragmented across various
hard drives and physical media (e.g., DVDs). As a result, we decided against using
locally stored digital photographs, as the effort required to make these archives
cohesive would have complicated our goal to easily introduce a prototype into the
home. Second, at the time we created the Photoboxes, the Flickr API emerged as the
most flexible and robust option for the.NET application we developed.

Through our longitudinal field study, we aimed to collect rich accounts from
participants about the rhythms and activities of the home through semi-structured
interviews that took place bimonthly. This interview schedule included an introduc-
tory interview when installing the Photobox and a final interview at the end of the
deployment. During our initial home visit (which lasted 2–3 h), the research team
aimed to develop an understanding of members’ everyday lives, common domestic
activities, perceptions of their photo collections, and technology usage trends.House-
hold members gave us a home tour and decided where the Photobox should be
installed (all Photoboxes were installed in or near living rooms). We deliberately
gave brief descriptions of the Photobox, noting it will occasionally print a photo
from the owner’s Flickr archive. We wanted participants to develop their own inter-
pretations over time. We did not explicitly encourage participants to interact with
their respective Photobox, and all were aware they could drop out of the study at any
time.

All interview sessions over this fourteen-month period were audio recorded,
producing 40+ hours of content. Relevant segments of recordings were transcribed.
We also took field notes and documentary photographs during each interview. Field
notes were reviewed immediately following each interview, and tentative insights
were noted in reflective field memos [21]. Weekly meetings were held among the
research team to discuss emergent findings. Analysis of the data was an ongoing
process. After each home visit, we conducted preliminary analysis, searching for
emergent (and shifting) patterns across recordings field notes and photos to draw out
underlying themes [22]. We coded raw data documents with these themes. We also
created conceptual models and affinity diagrams to reveal unexpected connections
and differences among households.

3.2 Reflections on the Field Study of Photobox

Our field study of the Photoboxeswas highly influenced byGaver et al.’s [17] concept
of the trajectory of appreciation to analyze how new technology design artifacts
might (or might not) be accepted by people living with them. Through the lens of
this trajectory, a new technology may initially be embraced with excitement because
it is novel. As novelty wears off and if expectations are unmet, people may become
frustrated. Over time, the technology should normalize into a state of understanding
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for people—it is either abandoned or accepted. If accepted, people’s experiences
with it may improve as they develop ways to work around the difficulties they faced,
and the technology can be integrated into everyday life.

While individual trajectories somewhat varied, all three households followed a
similar path in thePhotobox study: a period of initial excitement in thefirst fewweeks,
which were followed by tensions that emerged around a lack of control Photobox as
well as broader confusion (and even disbelief) over the goal of our research project.
Eventually, key moments of acceptance occurred with the Photobox, yet it took a
considerable amount of time (e.g., 4–7 months) for participants to fully understand
the nature of Photobox as a design artifact and integrate it into their lives.

3.3 The First Home Visits: Miscalibration of Photobox’s
Initial Description

Prior to initially visiting households, we asked participants to consider where in
their home they would like to have their Photobox installed. In the first visit to
each household, participants gave us a brief tour of their home to help the research
team develop a sense of their everyday lives and interests. We then configured and
deployed a Photobox in the location participants desired it to be in their respective
homes. During this time, we manually triggered the Photobox to print one randomly
selected photo from its owner’s Flickr archive to ensure it was working properly with
participants’ home network system and to generally demonstrate how it works. Here,
we noted thatwhen a photo prints itwill drop onto the internal bed of the chest and that
the main ‘interaction’ with the Photobox would be opening the chest to see whether
or not a photo from one’s past is there. We also mentioned that the Photobox will
‘occasionally’ print a photo from their past. At the time, we did not want participants
to know that their Photobox prints either four or five photos per month because this
could have changed their impression that Photoboxhas anongoing, slowyet perpetual
behavior. For example, we anticipated that if a participant had already received five
photos in a month, they may lose interest entirely in the device. We also wanted
participants to come to their own impressions and interpretations of their Photobox
over time. Thus, we did not want to overly discuss how it is engineered to operate.
We described that our field study was open-ended and exploratory and noted that
our research goal was to understand participants’ experiences with their Photobox.
We made sure participants were aware that the study would last for approximately
fourteen months and that they could drop out of the study at any time.

In hindsight, during this point of the initial deployment, it would have been advan-
tageous for us to have spent more time communicating and reinforcing the motiva-
tions for our study and its uniqueness. All participants were avid digital photog-
raphers, and it was clear that the ability to re-experience photographs from their
past in an unpredictable and tangible way through Photobox was appealing to them.
Although Photobox seemed like an ‘easy’ design artifact to live with, it was hard
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for participants (and the research team) to imagine how they would react to living
with it over time. When we departed from the initial deployment and interview
sessions, participants seemed content to begin living with their Photobox and did
not have many questions for us. They were aware that the research team would visit
their household again in two months to interview them about their experiences with
Photobox.

3.4 Emergent Tensions and Skepticisms as the Field Study
Progresses

In returning two months later for our first bimonthly interview, the research team
found tensions had emerged in each household. On the surface, these tensions
appeared to stem from participants living with a slow technology that they wanted to
havemore control over. Across participants, there was a desire to increase the ‘speed’
of the system such that they would receive more photos from their past or even have
the ability to receive them on demand (e.g., having a button that, when pressed, would
print a photo from the past). These were exactly the kinds of tensions we expected
might emerge. We wanted to understand how people would react to living with a
system that exhibited an intentionally slowed down pace and if this might ultimately
to valued cycles of an anticipation. A key motivation for conducting our longitudinal
study was to explore if such tensions would eventually fade away and the Photobox
would be accepted, or if they would be too great and Photobox would be viewed in
a negative light and rejected. Thus, it was interesting to find that in month two of
our field study participants described the complex trade-off around wanting to have
more control over the Photobox while equally recognizing that ceding autonomy
to it played a key role in the surprising, anticipatory, and, at times, serendipitous
experiences that were slowly emerging with it. Better understanding the experiential
qualities around these tensions and how they might change over time was core to our
research and conversations with participants on these tensions were highly insightful
across our study.

However, we were surprised to find an emerging skepticism across participants
about the genuineness of our field study. In wrestling with the tensions described
above and prospectively considering the longitudinal duration of the field study,
participants had begun to question if our project had ulterior motives that we had not
initially been forthcoming about. Could academic researchers really be interested in
people’s experiences with such a slow acting system? Or was the study they were
participating in about something entirely different?

These sneaking suspicions had led to participants developing various folk theories
to explain how and why the Photobox operated and, in some cases, to speculate on
what the ‘real’ study was about. The algorithm we designed for selecting which
photo would print, when it would print, and whether four or five photos would print
each month was completely random. However, by the end of month, two participants
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had started to think otherwise. For example, Tim (household 1) was convinced that
his Photobox would only print photos of people if they were wearing a hat. He was
unsure ofwhatwe, the research team,wanted to find out by implementing this into the
algorithm. Two months into the study (and nine printed photos later), coincidentally
only hat-wearing people had emerged in his photographs (only four of the nine
photos had people in them). Tim speculated this must have had some significance in
relation to the seemingly innocuous, but increasingly unusual research study he was
participating in.

More extraordinarily, Heather (household two) speculated that her Photobox may
have knowledge of and perhaps even be predicting her love life after a photo of
her ex-lover was consecutively followed by one of her current boyfriend. Heather
described that this surprising instance prompted her to consider if she had been
secretly surveilled by the Photobox and that the field study actually aimed to focus
on factors influencing her decision making in romantic relationships.

Interestingly, Samuel’s (household 3) account of two months into the study also
revealed anxieties over possible surveillance; he had considered that his Photobox
might actually be designed to track hismovements around the house as he passed by it
daily.Motivated by these emergent concerns and general curiosity, Samuel confessed
to having partially disassembled his Photobox to examine the internal components.
He discovered a wireless printer, acrylic case, and electrical wiring inside. While
this discovery countered his theory that there may be more sophisticated sensing
technology for tracking his everyday movements, he remained skeptical of our field
study’s actual goal.

3.5 Addressing Our Initial Misstep: Re-emphasizing the Goal
and Aim of Our Longitudinal Field Study

Collectively, the skepticisms experienced by our participants were not extreme
enough to motivate them to drop out of the study. All participants reported highly
positive experiences emerging from receiving photos from their past within their
respective Photobox. The tensions participants reported on related to lack of control
and the slow pacing of the printing rate were precisely what our field study aimed
to explore. Yet, it was clear the skepticisms needed to be addressed. When we began
our study, our hope was that through causally explaining what the Photobox is and
what it does, and it would create a space for participants to come to their own inter-
pretations of it. However, the combination of a somewhat ambiguous details on how
the Photobox works, and the unusualness of participating in a longitudinal study
of a largely inactive domestic technology had triggered participants to question the
goal of our study and develop diverse speculations on its focus. During our month
two interview, we re-emphasized the goals of our field study to participants. We also
provided more specific details on precisely how the Photobox works and that the
algorithm driving its behavior is purely random. This gentle reinforcement appeared
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to address our participants’ emergent concerns around the focus, scope, and goal of
our project.

However, these issues had drawn a high amount of attention to the Photobox.
While we hoped participants would engage with the Photobox, we also aimed to
explore the extent to which this slow technology could subtly fade in and out of the
background of domestic life. This motivated us to explore developing a technique
that would allow us to create a space for discussion with participants about their
experiences with Photobox while not forcing it. Initially, we decided to adopt a
bimonthly semi-structured interview approach in our field study because we felt that
including a diary or camera study might overly require participants to engage with
the Photobox (i.e., on our terms, not theirs). Conducting semi-structured interviews
would provide an infrequent, but consistent format to have deep conversations about
participants’ experiences over time. Yet, in practice during our month two interview,
this felt overly formal.

3.6 The Emergence and Application of ‘Maintenance Visits’

Coincidentally, we had also decided on the bimonthly interview schedule because
the Photobox came with a key constraint: The wireless photo printer embedded
inside of the chest could only hold ten pieces of thermal photo paper that the photos
are printed onto. We used this constraint as an opportunity to reframe our bimonthly
interactionswith participants to be ‘maintenancevisits’ insteadof planned interviews.
This shift enabled us to have concrete times planned to visit each household where
the primary goal would be to refill the Photobox’s printer paper. In month 4, we
found this technique was effective at creating a more informal atmosphere in our
visits. Upon visiting each household, we first navigated to the Photobox and began
servicing it (e.g., opening it, unscrewing the acrylic case in the upper cabinet of the
chest, inserting a new module of photo printer paper, etc.). This provided time for
participants to adjust to us being in their home and triggered informal conversation
which often (but not always) segued into participants discussing their experiences
with the Photobox over the past couple of months. If our discussions transitioned
to talking about the Photobox, only then would the research team ask permission
to start recording the discussion. At the conclusion of each visit, the research team
immediately wrote in-depth field notes to capture the experience of the visit and
details (e.g., changes to the spatial arrangement of the Photobox in relation to other
physical artifacts in the home, the emergence of printed photos in the home and
their movement to different locations, etc.). These field notes were paired with data
from field discussions in an ongoing analysis which progressively built up to the
final, in-depth concluding semi-structured interview with each household. These
interviews typically lasted two hours, and we referred to emergent themes in our
findings, specific discussions, and observations captured in field notes across the 14-
month period. This approach was ultimately effective at capturing ongoing changes
in participants’ relations to their Photobox and then confirming and retrospectively
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exploring them in the final interview. We found that early tensions emerging from
lack of control over the Photobox faded over time across households and that it was
accepted as a valued artifact in our participants’ everyday lives.

The ‘maintenance visit’ technique offered several important outcomes for
conducting our longitudinal field study of the Photobox. It shifted expectations
and softened the ‘researcher–participant’ dynamic. Participants could approach the
research team to share their experiences with the Photobox if they desired. But, this
was not a requirement since the ostensible goal of our bimonthly visits was to refill
the photo printer paper. After all, the Photobox was a slowly operating technology; if
participants did not engage with it frequently within a month or two, we did not view
this as a failure. A key example of this was Samuel (household 1) going on holiday to
subsequently to come back to a ‘treasure trove’ of photos capturing memories from
the past that had accumulated over a month he was away. By utilizing a technique
that did not ‘force’ participants to report on their experiences, we were able to more
effectively balance the subtly and nuances of conducting a longitudinal study of a
slow technology without drawing too much attention to it.

The maintenance visit technique also provided opportunities to have more inter-
actions with other household members that lived with a Photobox but did not have
their Flickr account linked to it. For example, several instances emerged in which the
primary owner of a Photobox (that had their account linked to it) was unavailable and
other household members greeted the research team for a maintenance visit. These
interactions were valuable in providing additional perspectives on how the Photobox
became integrated in the broader household over time. For example, during mainte-
nance visits in months six and ten, various roommates of Heather (household two)
shared impromptu reflections on their own experiences of the Photobox during and
after it was serviced by our research team. In other households, similar situations
emerged where the research team had opportunities to have open-ended discussions
with members that lived with Photobox while primary participant was not present.
This helped build rapport with all members in our households and, as a result, all
members in each household opted to join the final, in-depth interview at the conclu-
sion of our study. Importantly, this helped us better understand the experiences and
interactions that the Photobox catalyzed among our primary participants and others
living with it. In this, it provided a space for group reflection on how emergent
tensions faded away, why Photobox was eventually accepted as a novel domestic
technology in each household, and what kinds of social practices it catalyzed and
mediated. Ultimately, the maintenance visit technique enabled us to obtain depth
on various dimensions to understand the process through which the Photobox was
ecologically adopted in and across households over time.
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4 Case 2: The Olly Field Study

The next longitudinal field study in our research program focused on a design artifact
named Olly. Olly is a domestic music player that explores how a framing of slowness
might be applied to a person’s digital music listening history to support reflective
experienceswith this data over time.Ollyworks bymaking use of its owner’s personal
music listening history metadata archive to randomly select a song from its owner’s
past and make it available to be played. The random selection algorithmwe designed
provides an interaction pacing of about nine random selections per week. Olly’s
central feature is its internal wooden disk encircled in aluminum (see Fig. 3). When
a song is surfaced from the past, it is not immediately played. First, the disk begins
rotating to subtly indicate a song has been selected and is available to be played (i.e.,
similar to a ‘pending’ state). The speed of the disk’s rotation is relative to how deep
into the past the song was listened to by Olly’s owner (e.g., the deeper into the past,
the slower the rotational speed). To play the song, the owner must tangibly spin the
rotating disk. If the song is not played within a relatively brief time window (e.g.,
about 10min), Olly will abandon it and stop spinning until another song is eventually
surfaced. This process continues indefinitely (for more details on the design process,
please see [6]).

A crucial part of Olly’s implementation is its connection to its owner’s Last.FM
[23] online database. Last.FM is a commercial application and online service that
runs across a user’s devices (e.g., laptop, iPod, smartphone, etc.) and automatically
creates a detailed, time-stamped log of each instance of when they listen to a song. In
simple terms, Last.FM is a personal metadata repository of the digital music one has
actively played and listened to in the past; it captures and logs when digital music is
listened to locally (e.g., mp3 song files stored on one’s phone or personal computer)
and via streaming services (e.g., Spotify, Tidal, YouTube). In existence since 2002,
Last.FM offers unusually rare access to extensive personal music listening histories,
which Olly uses to surface songs from its owner’s past. Thus, when Olly selects a
song from one’s past to be listened to, it is presenting a precise instance in the past
of when that song was played (see Figs. 4 and 5).

Another important part of Olly’s design is that it causes all instances in a user’s
Last.FM database to slowly age over time because their ‘age’ is relative to today’s
current date. For example, Olly’s absolute fastest rotation could only be triggered

Fig. 3 Left to right. Olly can operate standing up (or lying flat); a pending song is played by gently
spinning the rotating disk (pictured here when lying flat); woodgrains move in and out of alignment
as the disk rotates; three Olly research products deployed with participants
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Fig. 4 (1) Olly’s algorithm has a ‘success’, and it randomly selects a specific listening instance
from its owner’s Last.FM library; in this case, the song Bittersweet Symphony that was listened to
on 18:11 June 7, 2012, is selected. (2) The internal disk begins to rotate indicating that a song is
availability to be played; in this case, the listening instance is quite old which causing the disk’s
rotational speed to be quite slow. (3) The user notices the rotation and manually spins the disk to
trigger the song to play

Fig. 5 From left to right. Jim-H1’s Olly, kept in his home office, was easily visible from the bed and
living room; Suzie-H2’s Olly kept in her living room with cat Terry; an earlier image of Tom-H3’s
Olly soon after he moved it from the living room into his bedroom

if it selected a listening instance that the user had listened to the previous week
(and its slowest possible rotation would be triggered if Olly selected songs at the
very beginning of the Last.FM archive). Thus, since the rotational speed is relative
to today’s date, all of the songs in the Olly database will continue to slowly grow
older irrespective of the actions of its owner. These decisions made it possible to
use Last.FM metadata to encode an added layer of temporal expressiveness into
Olly’s manifestation of songs listened to at precise points in a user’s past. Beyond
the speed of rotation, no other information is offered about the specific listening
instance when it is surfaced and made available to be played. Understanding the
rotational speed relative to each specific music listening instance will likely require
the user to take time to interpret and make sense of. We speculated that, over time,
these subtle differences might become more discernible and personally meaningful.
We were interested in exploring if study participants’ perceptions of Olly might
evolve over time if they developed a sensibility for ‘reading’, interacting, and living
with it. Similar to the Photobox field study, we also did not want to draw too much
attention to these subtle design qualities and wanted participants to come to their
own judgment of Olly’s character over time.
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4.1 Field Study Method

We created three nearly identical Olly research products, and they were deployed
with three different households in a field study over the course of 15 months from
early June 2017 to late August 2018. We recruited three participants from the greater
Vancouver, British Columbia (Canada) metropolitan area, to participate in our study.
All participants were familiar with technology, owned digital devices (e.g., music
players, smartphones, computers), and had Last.FM accounts that were still in use.
We recruited participants that had large existing Last.FM archives; coincidentally
all three participants’ accounts were started in 2006. This enabled us to provide
participants with glimpses into music from their past that stretched over a decade
(see Fig. 5). It is important to acknowledge that due to our participants’ preexisting
interest in using Last.FM, they likely already had some interest in exploring past
music tastes and trends.

Household 1 consisted of Jim (mid-30 s, full-time bike mechanic and freelance
graphic designer). Jim lived with his wife Sally in a two bedroom apartment. Jimwas
the primary participant in this household and had a Last.FM that account contained
82,230 entries (an average of 18 songs per day over 12 years).Household 2 consisted
of Suzie (mid-50 s, massage therapist). Suzie lived alone with her cat Terry in a one
bedroom apartment. Suzie’s Last.FM account contained 136,988 entries (an average
of 30 songs per day over 12 years). Household 3 consisted of Tom (mid-20 s,
restaurant waiter and part-time college student). Tom shared a house with three
roommates. Tom was the primary participant in this household; he had started his
Last.FM account in early high school, and it contained 163,436 entries (35 songs
per day over 12 years). The average amount of music participants listened to daily
remained similar to their respective averages in our study.

We aimed to collect rich accounts from participants about the rhythms and activ-
ities of the home through semi-structured interviews that took place monthly. This
interview schedule included an introductory interview when installing Olly and an
in-depth final interview at the end of the 15-month longitudinal study. During our
initial home visit (which lasted 1–2 h), we aimed to develop an understanding of
participants’ everyday lives, common activities, interests in music, music listening
practices, and technology usage trends. Participants gave us a home tour and decided
whereOlly should be installed andwhere the Raspberry Pi formusic playback should
be connected. We designed Olly to be easily movable once connected to homeWiFi,
simply requiring it to be unplugged, moved, and plugged back in wherever desired.
Using our web dashboard, we then manually triggered Olly to randomly select a
listening instance to test for reliability and demonstrate how Olly works. All were
aware they could drop out of the study at any time.

After the initial home visit, we conducted monthly interviews to probe and record
participants’ unfolding experiences with Olly in a structured, yet informal manner.
We viewed Olly as a somewhat more sophisticated and unusual design artifact in
comparison with Photobox.We desired to carefully capture and explore participants’
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potentially changing experiences with and perceptions of their respective Olly. Addi-
tionally, the Photobox field study had made us well aware of the potential pitfalls
and tensions that can come with studying slow technology research product in situ
over time. Thus, these reasons motivated our decision to conduct monthly interviews
with participants (as opposed to the bimonthly interviews schedule in the Photobox
study). Monthly interview sessions with participants typically lasted 30–60 min. At
the conclusion of the study, we visited each household to conduct in-depth interviews
(these sessions lasted 2–2.5 h). We commonly referred to field notes and recordings
capturing participants’ earlier experiences to explore possible changes in attitudes
toward and experiences with Olly and participants Last.FM archives over time.

All interview sessions over this 15-month period were audio recorded. Rele-
vant segments of recordings were transcribed. Researchers also took field notes and
documentary photographs during each interview. Field notes were reviewed imme-
diately following each interview, and tentative insights were noted in reflective field
memos [21]. Analysis of the data was an ongoing process. After each home visit, we
conducted a preliminary analysis, searching for emergent, stabilizing, and shifting
patterns across recordings, field notes, and photos to draw out underlying themes
[22]. We coded raw documents with these themes. We also created affinity diagrams
to model connections and differences among households.

4.2 Reflections on the Field Study of Olly

Similar to our prior field study,we drew inspiration from the trajectory of appreciation
[17] to map our participants’ perceptions of Olly as they explored if it would be
embraced and accepted into their everyday practices or be rejected and abandoned.
Following lessons from the Photobox field study, we had the foresight to ensure
participants understood how Olly worked and that the goal of our research project
was clearly communicated and its legitimacy was reinforced. We also anticipated it
would be important to create a space for participants to share their experiences and
potentially shifting perceptions of Olly with us, while not forcing these interactions.

We asked participants to consider where they would like Olly to initially be placed
within their home. In addition to requiring an electrical outlet and a wireless Internet
connection, Olly also needed to be in proximity to an audio speaker system in partic-
ipants’ home so that they could easily listen to a song if they decided to trigger it
to play when one was selected. When we arrived at participants’ respective homes,
we took a brief tour and then installed Olly in their desired location. During the
installation period, we took care to do a demonstration of the system for participants.
We manually triggered Olly to randomly select a song from their Last.FM archive,
described to them that the rotational speed of the song that was just selected is relative
to how deep into the past this specific instance had been listened to. We then invited
them to tangibly spin the rotating disk to become familiar with the interaction that
triggers the pending song to play.
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We also made clear to participants that the song selection algorithm we designed
is entirely random and will surface about nine songs per week, although precisely
when this will happen is also random and thus unpredictable. We used the informed
consent research ethics form as an opportunity to reinforce that this project is funded
by a national research council, and our sole objective is to understand participants’
experiences with Olly. Participants were made aware that two other Olly devices
were simultaneously deployed in other households in the greater Vancouver area.
Participants in particular appeared to positively respond to this point, both in terms
recognizing our aim to develop comparative insights based on multiple empirical
field studies conducted simultaneously as well as with curiosity around how others
might experience re-encounters with respective personal music listening history.

In addition to demonstrating how Olly functions during our initial interview, we
also opened up the exterior enclosure of Olly to visibly show participants the internal
mechanics and engineering of the device as it operated in real time (seeFig. 6).Wehad
intentionally designed Olly’s enclosure to be easily openable to support long-term
repair and modifications. We used this opportunity to show participants the internal
timing belt and narrow tolerances that it physically operates within to produce the
actuated rotation of the internal disk. In this, we primed participants with expectation
that the research team will need to conduct bimonthly ‘maintenance visits’ to ensure
that the internal belt is functioning properly or if it is in need of repair. We made
participants aware that we would be conducting these lightweight bimonthly visits
over the course of the field study, which would build up to an in-depth final interview
at the study’s conclusion. We also briefly described the Photobox field study and that
this was a common practice in our prior work.

While these are seemingly lower-level methodological details, in practice we
found they were highly effective at mitigating the unwanted tensions and distrac-
tions that we encountered in the Photobox study. Participants collectively had a clear
vision of the goal and validity of the field study; and, suspicions about potential
ulterior motives did not arise. Over the course of the fifteen-month field study, our
maintenance visits worked reliably as a technique to subtly invite discussion about
Olly without forcing it. We found that participants did experience some tensions trig-
gered by Olly’s slow pacing and their own lack of control over it. Interestingly, these
tensions related to pacing and control faded away faster than in the Photobox study.

Fig. 6 From left to right. The exterior enclosure included a cabinet bracket for easy access to
internal components during maintenance visits; the belt that actuates Olly’s rotational movement
using a stepper motor; Exploded view of various modular components that fit within Olly’s alumni
enclosure when assembled
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Additionally, for both Jim (household 1) and Tom (household 3), the maintenance
visits provided valuable opportunities to engage in discussion with secondary partic-
ipants in the household about their perceptions of Olly. Over the course of our field
study, all secondary participants eventually had direct experiences with Olly through
listening to music it played back from the primary participant’s Last.FM archive and,
in some cases, through triggering it to play music by tangibly manipulating the disk
when a song was pending. Similar to the Photobox study, all secondary participants
across households decided to join the final in-depth interview at the conclusion of
our study (with the except of household two where Suzie lived alone). The situated
accounts of secondary participants proved invaluable to developing a deeper holistic
understanding of how Olly mediated reflective experiences for our primary partici-
pants aswell as triggered social interactions and practices around itwith others. These
group discussions also opened up to broader dialog on that questioned the motives
and values that shape the design of contemporary consumer technologies which was
unexpected but ultimately became an important part of our overall research findings
and the design implications resulting from our study.

5 Discussion

Developing approaches to creating and studying new technologies that mediate
people’s practices of reflecting on their life experiences, sense of self, and desires
for the future raises important opportunities and issues for the HCI community.
With these new possibilities comes complex questions around what kinds of quali-
ties researchers ought to consider when designing technologies that might take on a
long-term place in people’s everyday lives and how we might study these systems
over time. The slow technology design philosophy offers a promising conceptual
lens to frame inquiries into crafting longer-term relationships with computational
things. Key to creating a slow technology that can be successfully taken up and
sustained in people’s practices is generating an interaction pacing that balances the
design artifact’s ability to it to be directly engaged with as well as to fade into the
background of everyday life. Methodological approaches such as technology probes
[16] and research products [9] offer important advances for guiding HCI researchers
in conducting longitudinal field studies of design artifacts in the real and situated
complexities of people’s daily lives. Yet, longitudinal studies of slow technologies
have particular concerns that can shape the potential for successfully conducting a
longitudinal field study. As detailed in this chapter, implementing an approach that
does not attract ‘too much’ attention to a slow technology deployed in a participant’s
everyday environmentwhilemaintaining implicit openings for discussion initiated by
participants on their own terms are important parts of conducting a longitudinal field
study. Next, we reflect further on experiences from our field studies of Photobox and
Olly describe to distill practical considerations for conducting longitudinal studies
of slow technologies in future HCI research.
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5.1 Understanding Where Tensions are Occurring and What
Triggers Them

In the case of the Photobox field study, our aim to create a situation in which
participants can come to their own interpretations of the design artifact caused the
research team to be somewhat ambiguous in the initial deployment installation when
describing how it operated. We felt that such in-depth knowledge of the Photobox
might adversely shape participants’ unique subjective perspective of the design arti-
fact and perceptions on how it might fit (or not fit) into their lives over time. We also
anticipated this might draw too much attention to the Photobox. While well inten-
tioned, this technique began to derail our study. It led to a ‘guessing game’ situation
where participants’ felt that part of the study might involve them determining what
it was really about. This triggered participants to develop various folks theories that
were used to explain how the Photobox ‘actually’ works and how such explanations
tie to alternative conceptualizations of what the ‘true’ goals of the longitudinal study
are. These experiences helped remind us that, from a study participant’s perspec-
tive, receiving and living with a slow technology can be highly unusual because they
operate relatively seldomly and often study participants have little control over them.
After the initial adjustment period of living with the Photobox, its unpredictability
and long periods of inaction paired with the longitudinal trajectory of the field study
raised questions and introduced distractions for our participants. Ultimately, wewere
able to correct the course of field study early on by clarifying and reinforcing the aim
of the Photobox project. We leveraged these insights in planning our protocol for the
Olly project and were mindful to be highly transparent about describing its function-
ality and the specific questions that our study inquired into. As this study progressed,
participants across households raised no skepticisms about the Olly design artifact or
the broader aims of the research project itself. The lesson learned here is that taking
extra care to clearly explain how a slow technology works, why it was designed to
work this way, and reinforcing the legitimacy of the research project is important to
establishing the scaffolding to conduct a successful longitudinal field study.

The lesson described immediately above must be treated with care. Conducting
a successful longitudinal study of a slow technology does not mean or require that
participants always ‘enjoyed’ living with the design artifact or did not encounter
tensions. Slow technologies, like Photobox and Olly, aim to empirically explore
conceptual propositions that are subtle and nuanced: They take time to understand,
slowly move between the foreground and background of everyday life, and manifest
change over time. These qualities can trigger tensions for participants through living
with them. Better understanding what specific elements of a slow technology triggers
such tensions and how they are grappled with over time by participants is often a
key goal of the longitudinal field study. New knowledge in this area will improve
our understanding of how slow technologies could be designed in ways that better
support end user adoption. Thus, when tensions emerge, critical consideration needs
to go into questioning if they are the ‘right’ tensions. The research team must be
prepared to disentangle emergent tensions that may be distractions and complicate
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achieving the goal of the field study versus tensions that need to unfold over time and
be faced by participants to advance new knowledge on their experiences—potentially
changing perceptions—of the design artifact over time.

5.2 Maintenance Visits as a Technique to Open Implicit
Spaces for Dialog Over Time

This presents a complex balance and nuanced methodological issue to contend with.
We found that establishing an occasional, yet consistent routine ofmaintenance visits
to our participants’ households offered a technique for productively navigating these
difficulties. Conducting maintenance visits gave the research team a practical task
to complete as a part of the field study that eased the nature of our engagement with
study participants. They did not have to feel the pressure to be prepared to ‘report’ on
their use or experiences with Photobox or Olly. This helped provide the needed space
and time for participants to develop their own interpretations of the slow technology
that they lived with, while providing a routine opportunity to engage in discussions if
desired. This techniquewas productive in shifting the researcher–participant dynamic
by implicitly communicating to participants that the research team was committed
to the project (e.g., through the planned manual labor of maintaining the design
artifacts), while subtly reinforcing that we wanted participants to engage with the
design artifacts on their own terms.

Themaintenance visits also providedopportunities to engagewith other secondary
participants in households that our slow technologies were deployed in. Discussions
with secondary participants were highly valuable because they helped us further
develop rapport with households over the course of the study, and, importantly,
they provided additional perspectives on how each design artifact became unique
embedded in the social and environmental ecology of the home. Ultimately, all
secondary participants across household in the Photobox andOlly field studies joined
our final in-depth interview sessions. This created an opportunity for exploring simi-
larities and differences among perceptions of primary and secondary participants
and probing how they collectively may have changed over time. These discussions
also often opened up to prospective group reflections on the potential future role and
place that slow technologies could have in their lives in the future. Both primary and
secondary participants often referenced key experiences they had with our design
artifacts and described how they triggered different ways that technology could be
designed differently during these speculative, future-oriented discussions. While we
did not initially anticipate that the final interviews would include group reflections
among primary and secondary participants, they provided valuable insights into
the ecological validity of our longitudinal field studies and, importantly, social and
environmental factors that may affect the adoption of slow technologies in the future.



174 W. Odom

6 Conclusion

Longitudinal field studies of research prototypes or research products deployed in
the real and situated complexity of people’s everyday lives are challenging. In this
chapter, we have described tensions that emerged when conducting longitudinal field
studies of the Photobox and Olly slow technology design artifacts and reflected on
lessons learned to help mitigate emergent tensions. Indeed, field studies of slow tech-
nologies come with added constraints as the research team must critically consider
(and disentangle) tensions that participants experience over time to guide the inves-
tigation to a successful conclusion. This requires providing a space for ongoing
discussion with study participants while being mindful to not force these interac-
tions or draw too much attention to the design artifact itself. We found that taking
care to offer in-depth demonstrations of the design artifacts when they were installed
as well as explanations of the research project’s goal and intent helpedmitigate initial
distractions that can negatively affect a longitudinal field study’s progress. Mainte-
nance visits offered a technique to open implicit spaces for dialog with primary and
secondary participants. This was highly valuable for the research team to understand
the nuances of how our design artifacts were adopted into the social and material
ecologies of participating households. This techniquewas also effective at developing
and sustaining rapportwith households over time and creating a context for individual
and group reflections in our final in-depth interview. Our goal in introducing main-
tenance visits is to offer a technique for better supporting HCI researchers interested
in investigating questions concerning how human technology relations change over
time with design artifacts. Importantly, our aim is not to be prescriptive nor conclu-
sive. Rather, the aim is to offer a foundation to help frame future generative work
and open up the lessons and techniques discussed here for further development.
As the HCI community continues to explore the potential role, pace, and place of
technology in people’s everyday lives, we hope our work can contribute to a comple-
mentary framing for conducting longitudinal research of slow technologies in the
HCI community over time and into the future.
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for Long-Term Tracking
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Abstract As self-tracking has evolved from a niche practice to a mass-market phe-
nomenon, it has become possible to track a broad range of activities and vital param-
eters over years and decades. This creates both new opportunities for long term
research and also illustrates some challenges associated with longitudinal research.
We establish characteristics of very long-term tracking, based on previous work from
diverse areas of Ubicomp, HCI, and health informatics. We identify differences
between long- and short-term tracking, and discuss consequences on the tracking
process. A model for long-term tracking integrates the specific characteristics and
facilitates identifying viewpoints of tracking. Finally, a research agenda suggests
major topics for future work, including respecting gaps in data and incorporating
secondary data sources.
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1 Introduction

New sensors, miniaturization, the ubiquity of smartphones, networking and the Inter-
net of things present designers with a plethora of new applications and systems that
promise to provide peoplewith that data to support and improve their personal health,
well-being, and fitness, and, for researchers, opportunities to understand health and
well-being longitudinally. Many research and commercial systems aim to promote
personal tracking, or monitoring of one’s habits for self-understanding and self-
improvement [32]. Substantial work in HCI has demonstrated benefits of short-term
tracking, where people collect data about their habits and reflect on them for a cou-
ple of weeks or months. Short-term tracking interventions have been designed and
evaluated for improving physical activity [31, 46], eating habits [59], workplace
productivity [27], and other domains. There is also some growing understanding
of the ways people can harness long-term tracking data for self-understanding and
self-improvement.

Personal tracking tools now support collecting more and more detailed data about
ourselves, with varying levels of effort. Wearable devices or smartphones can pas-
sively monitor physical activity as total daily steps, as steps per minute, or heart rate
based as exertion. Ambient and interaction-free “install-once-and-forget” devices
such as Withings Aura or Beddit can monitor sleep as time in bed and time asleep,
but may over-promise in other measures they offer [33]. Nutrition can be monitored
manually using either lightweight diaries, detailed database approaches, or photo-
based tracking, giving insights into general dietary behavior, calorie consumption,
or macro- and micro-nutrient intake. Substantial research continues to explore how
sensing in wearable devices can passively automate collection of data (e.g., [7]).
In spite of these technological advances, we acknowledge that commercial tracking
tools often do not meet standards for clinical accuracy, and the resulting data should
not be used to support inferences or decisions it cannot [38].

Use of tracking technology has moved from a promising novelty to a long-term
phenomenon. For many, tracking happens not just as an exceptional activity for a
limited period of a few weeks or a couple of months. Rather, it is a regular part
of life, covering years or decades, or even life-long. We are only slowly starting to
understand that there are considerable opportunities from such long-term tracking
[35, 36]. For example, the availability of long-term tracked personal data can enable
identifying and reflecting on long term trends in behavior, early detection of health
risks or diseases, monitoring progress against a long term target, giving a lifelong
health support, or enabling repeated N-of-1 experiments.

As tracking technology and the practice of long-term tracking becomemore ubiq-
uitous, opportunities for studying and leveraging long-term tracking in research
increase. Studying how tracking tools align with people’s lived experiences can
lead to recommendations for improving the design of tracking tools, addressing key
barriers or challenges. Analyzing the data people collect about themselves can also
be used to understand people’s practices, such as understanding exercise or nutri-
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tional trends [4], following the progression of illnesses, or longitudinal surveillance
of health conditions [3].

In this chapter, we first introduce case studies from our personal experiences and
prior research which characterize challenges and opportunities for collecting and
analyzing long-term tracking data. We then describe conceptual models and theories
on people’s self-tracking practices.We contrast thesemodelswith amodelwe created
to highlight the important feedback loops in long-term tracking and to describe the
individuals and entities producing and using data. We then discuss how our model
addresses issues identified in the case studies and articulate dimensions that are
helpful in teasing apart the ways in which long-term tracking differs from short-
term tracking. Finally, we discuss potential future directions for long-term tracking
research and considerations when conducting that research.

2 Case Studies in Long-Term Tracking

We present case studies from our prior research and inspired by our personal expe-
riences to characterize challenges in conducting long-term tracking, and therefore
in conducting research leveraging long-term tracking. The stories of Jasmin and Joe
illustrate difficulties maintaining a long-term record of physical activity. Designing
around adherence and the point of lapsing illustrate potential opportunities for designs
to make data from long-term tracking more useful for reflection over behavior.

2.1 Jasmin: A Story of Multiple Trackers

Jasmin is a healthy active woman in her forties. Her goal is maintaining a healthy and
active lifestyle as her daily job is sedentary and involves sitting for long hours in a
confined space. As a result, she invested in an activity tracking watch to monitor her
daily activity patterns in 2014. She chose a tracking watch that allowed her to log her
sitting time, walking/cycling steps/rides and altitude (for climbing) automatically.
Over the course of three months, she collected enough data to build a good picture of
her daily/weekly activities via the watch’s dashboard. For example, she noticed that
some days she was more sedentary than others, and the weather and work deadlines
played an important role in her decisions to not cycle or walk to work and not climb.
In the following three to six months, Jasmin considered alternatives to increasing
activity, e.g., exercising more on weekends and purchased a home trampoline so
when the weather was bad, she could exercise at home. Almost one year after buying
her first activity tracker, Jasmin felt that she has finally got into a routine that worked
for her lifestyle and meant she could maintain her health.

In 2016, while talking to a friend, she learned that it is important to include aerobic
exercises in her weekly activities [43]. Her friend recommended buying a watch with
heart rate sensor and to start her training in a low heart rate zone and then to include
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Fig. 1 Left—Jasmin is following a 5 k running program in 2016. Right—Jasmin is wearing two
watches made by two different activity tracking manufacturers

interval training three times a week. Unfortunately, the recommended watch was
made by a different manufacturer. For Jasmin, this meant wearing two watches at
the same time because she wanted to track with her old tracker while monitoring her
heart rate with another (see Fig. 1). The dashboards for both trackers did not talk to
each other; she could not close her account down with the old tracker, download her
data of 18 months and import it into the new watch’s dashboard; she could not find
a third-party platform to merge her data either.

Keeping and accessing her old data was important to her for several reasons.
Jasmin wanted to track her daily, weekly, monthly and possibly yearly trends and
changes to her overall fitness picture, reflect on past activities, and use that data to
help her adapt to new situations. Therefore, she had no choice but towear twowatches
when she ran. Despite the practical challenges of wearing two watches at the same
time, Jasmin found the heart rate training program linked to the watch manufacturer
helpful. For example, the watch prompted her if she was running too hard or too
slowly or if she had missed a run on a scheduled day. She subsequently participated
in a 5 k race in 2016 and completed a 10 k race in 2017 and a half-marathon in
2018. She could not have achieved these without her long-term training program and
monitoring her progress on the watch/ dashboard.

Jasmin’s old tracker approached the end of its shelf life in 2017, with her battery
no longer lasting a full day. The warranty had expired, and the manufacturer was
not able to replace the battery or the watch with the same model as tracker had
been discontinued. Heartbroken and disappointed with the loss of her first activity
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companion, she replaced her second tracker with a more advanced model from same
manufacturer so she could access her early running training days and benefit from
other sensors on the new watch for other activities, e.g., climbing. Jasmin hopes that
one day she can download her data from her first tracking device server and combine
them with her other data.

For researchers looking to study or design for long-term tracking, Jasmin’s story
highlights some challenges for long-term tracking: (1) persistent data access over a
long period of time on one platform is nearly impossible, (2) frequently changing
goals are not necessarily compatible with one device hence multiple devices may
be needed, (3) emotional bonds with devices [26] can influence device choice and
abandonment, and (4) “old” data can be wished for years later, taking extreme mea-
sures to preserve it and seeking out ways to integrate it with new practices or simply
to reminisce.

2.2 Joe: 9 Years of Self Tracking

Joe is a healthy man whose interest in self-tracking arose through both an interest
in new technologies and curiosity about his personal health. Joe’s general goal is to
maintain a healthy and active lifestyle, though this is secondary to his curiosity about
the technologies. Joe chose a set of consumer-grade, mass-market products to cover a
broad range of activities and vital parameters. As his tracking is primarily incidental,
without a specific goal, he sought out devices which collected data passively and
required as little additional interaction as possible. After trying many options, he
ended up using a stable setup of an activity tracker for daily activity, a sports watch
for workouts, an interaction-less, ambient sleepmonitor, and a networked body scale.
Joe also uses a social network tomanually “check in” to places he is visiting, including
gyms and other sports facilities.

As of this writing, Joe has collected data for a total of 9 years. Joe describes
himself as a “power-user,” tracking consistently every day when possible. Therefore
data about his daily physical activity, workouts, and body composition is mostly
complete. The sleep data is susceptible to errors and gaps due to the need for physical
re-adjustment of the sensor after a couple of months, which Joe occasionally missed
due to the lack of direct feedback about the measurements. On the other hand, the
time of stepping on the scale in the morning proved to be a reasonable indicator for
wake-up times under routine circumstances.

Joe’s tracking behavior influenced the data in several ways. Wearing both the
sports watch and the activity tracker during workouts results in duplicate data; this
duplication needs to be taken into account when processing and aggregating the data.
Joe’s very consistent tracking behavior makes deviations from the routine important
information. For example, Joe was able to treat not stepping on the scale as a strong
indicator of a time that he was not at home. Due to the intentional lack of man-
ual interaction with some devices, technical failures occasionally went unnoticed,
resulting in some incomplete or incorrect data (Fig. 2).
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Fig. 2 Trying to make sense of Joe’s data: The native apps show the data, steps (left) for one year
only, weight (middle) for longer periods. Visualizing both in Excel for the whole period is possible
(right), but difficult to comprehend

Joe’s experience of tracking points to challenges around maintaining a persistent
data record and reflecting on that record amidst so much data from disparate sources.
Even as a self-described “power user”, Joe’s data has gaps, such as not realizing that
passively recording devices have stopped syncing [19]. His duplicate data sources
may helpmitigate this, but require effort to aggregate and analyze. On the other hand,
gaps may also tell a story, such as likely absence from home when not stepping on
the scale in the morning. Data may well have a secondary, not originally intended
use, such as the time of stepping on a scale as a proxy for wake-up time.

For a researcher, Joe’s case shows four relevant insights: (1) The choice of devices
is very personal, and two different people will probably choose two different set-ups.
Even if they chose to use the same devices, their routines for when and how they
use them would likely differ. Researchers therefore have to deal with heterogeneous
data from disparate sources. (2) Gaps in the data are inevitable; they should not just
be considered a normal part of the data, but they may also tell a story on their own.
(3) Data will be imprecise or unreliable, but sometimes data may also have some
unforeseen value. (4) In spite of all the challenges, the data may provide insights into
a person’s life that are worth being uncovered and made use of.

2.3 Interpreting Longitudinal Tracker Data in the Real
World: Missing Data, Multiple Interpretations,
Human-Machine Collaborative Interpretation

This case study is based on IStuckWithIt [55, 56], an interface onto long-term data
from a wearable activity tracker. There are three key principles that underpin its
design. We now describe these, both as they apply for this interface and in terms
of aspects that are relevant to managing longitudinal data of many types in the real
world.

First, long-term data from a wearable activity tracker is typically incomplete
because people do not wear the tracker all day, every day. This is important for
interpreting the data. For example, if a person wore their tracker for 16h in a day,
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that is likely to give a quite accurate measure of their total step count. But if they
only wore the device for 2h, the step count recorded may be a gross under-estimate
of their true activity level. We introduced the term adherence [57] to describe this.
Intuitively, 100% adherence means that the person used the device, wearing it, with
the device operational and with sufficient power, so that it can track all their steps
in the day. We explored several ways to define adherence. Essentially, these are
based on the broad idea of defining a valid day, one with high enough adherence
for the step count to be meaningful. To explore the impact of some of the measures
in the published literature, we analyzed 12 datasets from diverse classes of people,
including those who chose to volunteer their tracker data for analysis, people who
had the trackers as part of medical interventions, and participants in a public health
study of university students. These datasets had a total of 753 users and over 77,000
days with any data, as well as 73,000 interspersed days with no data. The choice of
adherence definition had different effects on step counts for different datasets. The
dataset with the largest difference had a low of 6952 and a high of 9423. This is a
clinically significant difference. The core message is that the interpretation of data
from long-term sensing based on wearable devices requires careful consideration of
adherence.

A second challenge is that the data are not homogeneous over long periods of time,
as Jasmin’s case study points out. Our evaluations of IStuckWithIt were restricted to
data from Fitbit activity trackers. These have been available since 2009, with some
early adopters having over 10 years of data, covering several models of the tracker.

One other challenge that we tackled in the IStuckWithIt project was the need to
support people in making rich and flexible interpretations of their own data. Once the
analysis of long-term data has taken account of the challenges above, it is important
to create mechanisms for human-in-the-loop interpretation. To do this IStuckWithIt
can be seen as an example of an interface that offers some flexibility in the choices
of interpretation available as well as scaffolding to help a person “see” the aspects
that are important and that can draw on that individual’s own knowledge.

Figure3 shows an example IStuckWithIt screenshot for a hypothetical user we
will call Alice. The label (A) indicates that Alice has selected the steps view of her
data that comes from a Fitbit. Other views of the same underlying data can show her
activity in terms of the number of moderately active minutes she had each day, very
active minutes per day and distance.

The area marked (B) shows her activity in the first part of 2014. The cells are
bright blue on days she met her target of 10,000 steps. The light blue cells are for
days she was below the target but was above 5000 steps andwhite indicates days with
at least 1 step recorded but less than 5000. In the months of February and March,
she has quite a lot of blue cells.

A notable feature of the IStuckWithIt interface is the careful handling of days
with no data. Days where there is no data are gray, as can be seen at (C). To help
Alice interpret her data, the visualization also communicates adherence. (D) marks
the display of the average hours she wore the tracker per day. So, for example, in
February, she consistently averagedmore than 10h a day of wear. However, inMarch
she had weeks where she averaged less than 6h a day of wear. This means that the
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Fig. 3 Example screenshot of IStuckWithIt for a user, Alice

counts visible here are likely to be under-estimates of her actual level of activity. A
user can see the precise information for any cell by mousing over it, as shown at (E).

We conducted a study of IStuckWithIt to gain insights about the ways that long-
termFitbit trackers had been using their data andwhether they could gain new insights
from IStuckWithIt as described above [55]. This study recruited 21people (7women),
who had an average of 23 months of Fitbit data. Many of these participants were
committed to tracking to maintain their level of activity and were in the maintenance
phase of the Transtheoretical Model of Behavior Change [45]. This was expected,
given we recruited people who had long-term data on the promise of new ways to
see it. In terms of broader research on long-term data, these participants have much
to offer in terms of their motivations for collecting it, their experiences in doing so,
their uses of it, and their insights about the data and how it enabled them to harness
it to serve their needs.

The interview asked people about how often they looked at their step count. If
needed, this was followed by more detailed probing in terms of the timescales shown
in Fig. 4. Despite having long-term data, few of these participants made use of the
longer-term data. They indicated that this was too hard to do.

All participants made discoveries about themselves, in terms of their wearing
behavior, such as reflecting on what caused them to not have data at certain times,
or understanding how many hours a day they tended to wear it. For example, one
participant noted from the visual representation: “That’s when I lost it, at end of
July, that’s why also there is a gap would make sense in that case. I think the gap
really affected me, I got out of habit.”. The insights from these dedicated, long-term
activity trackers highlight that awareness of their adherence behavior needs to be
considered in designing research around such long-term data.
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Fig. 4 How frequently
participants viewed their data

Most participantsmadediscoveries from their long-termdata, such as the influence
of their environment on their activity levels (e.g., living in a city vs. a more rural area)
or changes in their activity levels because of tracking. Some participants recognized
their vacations as the reason for a period with high steps counts. Some consulted
their calendars to figure out why step count deviations were notable—this represents
a flexible, on-the-fly integration of another long-term data source by the user. Since
we did not ask people to provide that data, the control of these separate data stores
remained in the hands of the users. In planning studies, researchers should consider
what other data sources could triangulate their primary data sources, facilitating
answering their research questions, and whether those data can be collected while
also balancing participating burden and privacy.

After each participant had explored the main IStuckWithIt interface, the inter-
viewer revealed the scaffolding labeled (F) in Fig. 3. This scaffolding helped them
gain new insights [56]. For example, before use of IStuckWithIt, most participants
had clearly not considered whether their activity levels changed between weekdays
and weekends (even though they stated that they looked at their data each day and
we had asked them about this in the earlier interview, potentially priming them to be
aware of this). Public health researchers have established that most people are less
active on weekends, and consider it important to account for this when measuring
activity levels. Even with prompting, 7 participants said they had no idea and could
not make an estimate. Of the 6 who thought they were more active on weekdays,
three were much more active (by 18%, 49% and 70%), 1 much less so (−90%) and
two were about the same (both 2% more). A similarly diverse picture appeared for
the 6 people who thought they were less active on weekdays. Once the scaffolding
in IStuckWithIt was revealed, 10 participants made new insights about themselves
(8 about weekday vs. weekend wear), 2 about workdays versus others, 4 about the
impact of holidays and 5 about rethinking the goals). Some of the other participants
already had clear goals and intense use of the tracker and did not need this scaffold;
they suggested the interface should personalize the scaffolds. For researchers using
long-term tracking data to elicit memories and experiences in studies, this highlights
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that people typically need scaffolding to build self-awareness of key aspects of their
data. Our work involved people who were rather dedicated trackers and some had
very clear goals; for data from broader user populations, one would expect this is an
even stronger factor.

2.4 Designing to Surface Trends at the Point of Lapsing

Lapsing in the act of tracking is a well-known and studied phenomenon, as surfaced
in Joe’s personal experiences and a history of HCI work [9, 16, 19, 30, 52]. Together
with colleagues and published previously [18], we have explored how tracking tech-
nology can treat the point of lapsing as an opportunity for self-reflection. As a case
study, we explored designs for tracking physical activity, specifically collected by
the Fitbit device.

Our techniquepresentedpeoplewhohad lapsedwith visual representations of their
data combined with captions. We used visual cuts, an approach we had developed
previously [17], to surface trends which answer questions people often have about
their data, but tools typically donot answer.Cuts typically focus on longer-term trends
rather than daily or weekly logs, aligning with people’s desire to reflect over their
behavior rather than review recent behavior. For example, cuts highlighted when
throughout the day people tended to have their activity, or a timeline of people’s
average activity grouped by month and year that they tracked. Figure5 shows two
cuts we designed.

We paired each visual cut with a framing technique derived from taxonomies
and strategies for designing persuasive technology and facilitating behavior change
[22, 37]. For example, framing techniques drew attention to circumstances where a
person was particularly active or an opportunity for improvement, prompting them
to consider what prevents them from walking more or comparing their performance
to others.

Fig. 5 Two visual cuts and framing captions we created to help people reflect on their data after a
lapse in tracking [18]
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In an experimental survey, we asked 141 people to rate a series of cuts paired with
framing techniques according to how informative and appropriate they found them
and describe what they thought of the visualization in a short sentence.We found that
cut preference varied by use pattern. Participants who had tracked for a short amount
of time (3 months or less) prior to lapsing tended to prefer cuts which aggregated
their data by hour or day (e.g., Fig. 5 Left), whereas participants who had tracked for
longer preferred aggregations which highlighted their long use (e.g., Fig. 5 Right).
Participants with more long-term use described that they had already learned their
daily and weekly activity trends from having worn their Fitbit and reflected on their
data for a long time. Participant’s preference toward framing techniques tended to
align with their perspective on whether or not they wanted to return to tracking in
the near future. Participants who felt they had learned enough from tracking for the
time being preferred framing techniques which surfaced the times they were most
active, while those looking to return appreciated framing techniques which nudged
them in that direction.

We imagine that in the future, designs can tailor such a presentation to match
people’s experiences and perspectives. Our study showed that we can leverage prop-
erties about people’s data to infer what they might find interesting, but designs might
benefit from explicitly asking people for their perspective on their tracking experi-
ence. For example, the left image in Fig. 6 emphasizes high activity days drawn from
a long-term tracking history, while the right highlights the day of the week a tracker
averaged the most steps, an approach that can be effective with even a relatively short
tracking history.

We anticipate it is relatively easy to detect whether a person has lapsed in tracking.
Standalone devices or apps on devices could stop syncing with the cloud servers or
local backends where data is stored, or a recent sync will return no data. It is also
plausible to detect whether a person has recently reviewed their tracked data by
opening the app which collects the data [23] or glancing at the device [24]. Once a

Fig. 6 Designs can surface different information for lapsed trackers who do and do not want to
return to tracking
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lapse of a reasonable duration is detected,mobile notifications or emails could be used
to prompt people to reflect over their data. More difficult, however, is inferring why
someone has lapsed and sending appropriate messages. For many lapses, frequent
prompts or notifications could be overwhelming or annoying. Further study could
yield insight into the opportune time to send such a message and further understand
how to present it.

This line of research surfaces opportunities for further research onpromoting long-
term self-tracking by identifying and designing interventions for when a person is
beginning to stop tracking. We reiterate that lapses in tracking should be expected.
There is value in research examining both how designs can encourage people to re-
engage in tracking and how designs can provide utility after a person has decided to
abandon tracking. It also should be a consideration for studies that seek to use tracking
for longitudinal research or public health surveillance. Sustaining engagement in
such studies is challenging [29, 44]. While individuals may initially be motivated
to participate in these studies to gain personal insights from tracking, they may lose
interest or gain the insights they sought, and subsequently chose to lapse even though
researchers’ goals have not yet been achieved.

3 Theoretical Perspectives on Use of Self-tracking
Technology

Aspects of people’s experiences collecting long-term data, like Jasmin and Joe, have
been characterized in theoretical frameworks. Because these frameworks describe
how and why people use tracking technology, building on them is important to
studying and supporting long-term tracking. Here, we review key models informing
HCI research into tracking.

3.1 Conceptual Models of Personal Tracking Use

Early understanding of how people use tracking technology focused on how col-
lecting data could support linear progress toward a singular goal or decision, such
as becoming more physically active or more productive. Inspired by Prochaska &
Velicer’s TranstheoreticalModel of Behavior Change [45]which is verywidely used,
Li et al. develop a stage-based model describing people’s use of tracking technology
[32] as an ideally linear progression where people first prepare and collect data, then
integrate and reflect on it, and ultimately act on their findings and improve their
habits. People often iterate to track new dimensions, and encounter barriers which
impact their progress.

Many early adopters of personal tracking systems were professionals in
technology-related fields, such as software development, information technology,
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and data analytics [6, 32]. Participants in the study that informed Li et al.’s model had
similar professions. Many were hobbyists in the Quantified Self movement, a group
primarily made up of scientists and engineers who sought to build self-knowledge
through the collection of numbers about their behaviors [62].

As mobile phones and wearable devices enabled technology with tracking capa-
bilities to further pervade society, who is tracking data and how people collect and
engage with data has changed. Though experts and data analysts continue to self-
track, today people track for more diverse reasons.

Rooksby et al. characterize people’s use of personal tracking tools as “lived infor-
matics”, emphasizing that people often do not track with a goal of action, often use
multiple tools simultaneously, and are sometimes more socially motivated to track
than personally motivated [47]. Epstein et al. draw from this notion to develop the
Lived InformaticsModel,which characterizes howpeople use personal tracking tools
in their everyday lives [19]. The Lived Informatics Model suggests a more cyclic
tracking process where people’s varied goals inform the tools they select, collecting
and reflecting on data happens simultaneously, and lapses and resuming tracking are
frequent occurrences.

The Lived Informatics Model points out that tracking tools often fail to account
for the realities of everyday life. People often want or need to migrate between
devices or apps as life progresses and as their goals and needs change. In addition to
maintaining a continuous record of data to allow people to reflect on long-term trends
in their data when possible, tracking tools should account for curiosity-driven goals
evolving to self-improvement goals, or from self-improvement to self-maintenance.
Tracking over years, compared to weeks or months, particularly highlights a need
for designs to account for and address these challenges.

3.2 Modeling Relationships Among Stakeholders and Data
in Long-Term Self-Tracking

Long-term tracking introduces complex inter-dependencies between stakeholders,
data, users, and applications. We identify five entities: the primary user who is
collecting data and who has a long-term goal, the tracking devices and sources
used by the primary user to collect data, the underlying data itself coming out of the
devices and sources, the applicationswhich process and present the data to the user,
and finally a secondary user whomay have reason to access the primary user’s data.

Going through the long-term self-tracking loop, we can identify two extreme
viewpoints:purposeful tracking, going clockwise in the direction of the requirements,
and incidental tracking, going counter-clockwise following the logical data flow. The
purpose of tracking tends to define the tracking behavior the user requires.

Purposeful tracking is the point of view taken in the design of most of today’s
tracking-based apps. Tracking is often driven by a need for a certain support or
service, such as initiating weight loss with a persuasive app or when a person with
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Fig. 7 Long-term self-tracking feedback loops. The outer loop shows purposeful tracking driven
needs of the users. The inner loop shows flows in the opposite direction as happens when the user’s
tracking is an incidental side-effect of their technology use and behaviors

diabetes needs to monitor their blood insulin level. Applications that such purposeful
users need demand that the user does a certain amount of work to ensure that there
is enough quality data collected for the app to be effective. Therefore the (typically
primary) user must use certain tracking devices or dedicated apps to collect that data
(e.g., an activity tracker, a scale, a nutrition diary for weight loss case; a glucometer
for diabetes).

In contrast, in incidental tracking shown in the inner loop of Fig. 7 and then sep-
arately at the right in Fig. 7, the user does not have a specific need. Perhaps they
have developed a routine of use [30], tracking for potential later use, or passively
collecting data, as happens with mobile phones tracking steps. This incidental track-
ing determines the type, amount, and quality of data that can be made available for
an application, perhaps years after the data was first collected. Such data may have
gaps, be imprecise or unreliable.

In practice, researchers should think in terms of both directions of flow. Only then
can they really harness long-term data to answer research questions while supporting
participants throughout studies and their daily life.
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The roles of users Secondary users play an important role, shown at the top of
the figure. These people need to make use of the data of the person who needs to
ensure their data is collected. They may have many roles and differing relationships
with the user collecting the data. For example, they may include advisors, experts,
family members, caregivers, clinicians, trainers, or teachers. The particular role of
the secondary users may help the user to collect data. More often they will help the
user make sense of data. Those in a caregiver role may have more subtle uses such
being able to gain peace of mind as they can have assurance that the user is doing
well and knowing when to check in with the user [10, 41]. Such roles will typically
mean that the relevant data is recent and short-term and the tracking is therefore
purposeful. However, this may change if the secondary user discovers a way to make
use of long-term data. For example, a caregiver might notice that an elder seems less
well and then discover that long-term data can show a steady decline in activity.

In long-term tracking, the user has two roles. On the one hand, by self-tracking the
user is the producer of data. The user’s tracking behavior determines the availability,
amount, and quality of data. Here, a user is likely to want to minimize the burden
of tracking, particularly over the long-term, since sustained effort is particularly
challenging. This wish for low effort may of course result in less and lower-quality
data.

On the other hand, the user is also the consumer of the services delivered by
the application such as visualized trends or recommendations for new activities to
undertake. Here, the user’s priority is to gain the benefits that may only be possible
if there is more and higher-quality data.

Balancing the effort of tracking and the quality of data is therefore a key challenge
of long-term tracking. There are two general approaches here: improving the data
without increasing the effort needed for tracking is one way, e.g., by exploiting sec-
ondary sources such as social networks or digital calendars, or by developing better
tracking devices that provide more and better data with the same amount of tracking
effort. The other way is to motivate the effort needed for tracking, e.g., by providing
short-term rewards or long-term benefits. For example, design of applications for
long-term monitoring could provide a compelling case in terms of the promise to
answer the user’s future questions.

3.3 Reflecting on Case Studies

Our refined model of the relationship between different stakeholders and data in
long-term tracking processes characterizes some of the dynamics surfaced in our case
studies which other models were unable to capture. Jasmin and Joe’s experiences
demonstrate the relationships between tracking sources, the data they produce, the
applicationswhich leverage that data, and the various stakeholderswhich are involved
in long-term tracking processes. IStuckWithIt and designing for lapsing provide
example applications for supporting long-term tracking.



192 D. A. Epstein et al.

Jasmin had primarily purposeful motivations for tracking, trying to maintain a
healthy lifestyle. Joe’s goals were more incidental, driven to track by curiosity about
his health and interest in trying new technologies. Although Jasmin and Joe engaged
with secondary stakeholders only minimally, others intersected with their long-term
tracking journeys at key points. Joe would occasionally share his activities with
others to show his efforts toward maintaining a healthy lifestyle. Jasmin never used
an application to share her data with a secondary user, but learned from others what
tracking devices supported their needs and adopted them into her own practice.

IStuckWithIt and designing for lapsing are examples of applications which effec-
tively mediate between primary users and their data. For incidental trackers, both
applications deliver a service. In the case of IStuckWithIt, helping people make sense
of their longitudinal adherence and activity levels. Designing for lapsing points out
the opportunity to intervene at a point where users are disengaging. These appli-
cations also support the needs of purposeful trackers by helping people understand
trends in their data and get value from it. While purposeful trackers might use appli-
cations like these to answer specific questions they have about their data (like Joe’s
use of Excel for his own analysis), they also automatically process the data delivered
by tracking devices inwayswhich incidental trackersmight find useful or interesting.

4 Characterizing Long-Term Tracking

Tomagnify how long-term tracking practices can be used in research, we use our case
studies and prior work to explain how people’s experiences differ from short-term
tracking. Short- and long-term tracking differ in terms of the aspects listed at the
left of Fig. 8: the targeted goal, typical duration, method of tracking, and approach
to reflection.

As models of personal tracking use have pointed out, tracking can be a cyclic pro-
cess where people lapse and resume the act of tracking [19]. We see the dichotomy
between short-term and long-term tracking similarly. Many people lapse in the goals
or methods of tracking we associate with short-term tracking into practices we asso-
ciate with long-term tracking. Life changes, newfound curiosities, or symptom flare-
ups can re-trigger periods of short-term tracking. For example, a person who recently
had a child may reflect on their years of passively tracked physical activity data, set
a new proximal goal appropriate for their new time demands, and regularly review
their activity for a few months. They may then fall into a practice where that data
tracking becomes incidental again.

4.1 Targeted Goal

Short-term tracking generally focuses on people’s targeted goals, often rooted in
their current experiences. Some examples of short-term goals could include, “work
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Fig. 8 People’s targeted goals, tracking duration, method of tracking, and approach to reflection
differ between long-term tracking and short-term tracking

out two times a week,” “eat less carbs a day,” “or walk three miles every day.”
For individuals already working out two times a week, for example, increasing the
frequency to three times a week could be an manageable short-term goal. Research
indicates that people are more likely to succeed if they formulate goals that fit the
SMART criteria: Specific and Measurable, Achievable, Relevant, and Time-bound
[15]. Alternatively, people’s short-term goals may be driven more by curiosity or a
desire to build general awareness, such as “understand about how much I walk in a
day” [47, 51].

Research and commercial systemshave examined anumber of packages to support
short-term tracking, such as setting a goal based on health standards (e.g., daily step
guidelines such as 10,000 [60]) or past activity and recommendations or feedback
based on the needs of cohorts [12, 20]. However, tools often provide insufficient
guidance about how to identify the right data to collect toward their short-term goal
[6] and insufficient support to help people interpret the data they collect [32].

Long-term tracking goals are typically more diverse, exploring broad planning
or wellbeing goals versus specific and actionable ones. They sometimes align with
more abstract concepts, such as hedonic and eudaimonic wellbeing needs of pro-
moting pleasurable and enjoyable experiences and negative ones [42]. Some people
may simply want to collect a long-term record of their activities (e.g., lifelogging)
[19]. Other long-term health tracking goals often relate to identifying, enacting, and
assessing changes in everyday life that are required to support health outcomes or
other goals. These might be broken down into shorter-term goals. For example, los-
ing 10kg in body mass may not be achievable in weeks or even months, and can
be broken down into shorter-term tracked goals such as losing a few kilograms at a
time. People working to manage chronic conditions may also need to work through
an ongoing process of gaining a diagnosis, developing hypotheses about what con-
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tributes to symptoms, testing those hypotheses, developing action plans, monitoring,
and then repeating and adjusting as circumstances change or symptoms reappear
[8, 21, 49, 54]. As contributors to symptoms are understood, people may also use
long-term tracking to support predicting—and possibly preventing—more severe
symptoms[51, 61].

Tracking goals often change over the long-term as people gain more insight into
their habits and limits. For example, people may change desired quantitative out-
comes by setting a more aggressive or more realistic weight loss goal, or may switch
from a weight loss goal to a maintenance goal. After some time tracking, they may
also decide to pursue a different goal altogether, such as deciding to switch from
a running goal to a swimming goal to better manage injuries or deal with other
physical constraints. For example, some participants using the OmniTrack system
re-configured the data they collected after some time to better align with their goals
[28]. Jasmin’s case study serves as an example of someone whose use of an activ-
ity tracker first satisfied a short-term goal of understanding her daily and weekly
patterns, extending that to a longer-term goal of maintaining a healthy and active
lifestyle.

4.2 Typical Duration

Short-term tracking makes sense for goals that can be achieved in a short time spans
(hours, days or weeks). This tracking may have a definitive end, such as when a
specific objective has been attained (e.g., a marathon being trained for, a weight
loss objective achieved) or when a curiosity has been satisfied [16]. After that point,
people may see no benefit on continuing to track [9, 30]. It has frequently been
confirmed that many people drop out of self-tracking after short-term goals have
been achieved, often within 3 to 6 months (e.g., [52, 53]).

By contrast, the increasing convenience and availability of tracking devices make
it ever easier for people to track for years. Long-term tracking may involve multiple
short-term goals. It may include multiple phases of changing tracking behavior,
including periods of intensive self-tracking followed by months or years where no
further data is collected. IStuckWithIt demonstrates how metrics like adherence can
effectively represent these phases in designs.

4.3 Method of Tracking

During short-term tracking, data is typically collected purposefully. Depending on
the domain and people’s preferences, data may be collected manually (e.g., by jour-
naling) or automatically (e.g., by passive sensing). People often find it burdensome
to track daily or multiple times per day, though this is often required for domains
like diet orweightmonitoring. Some self-tracking approaches therefore place explicit
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time bounds on data collection, such as three-day food diaries [58] and fixed-duration
self-experiments [13, 25].

People’s long-term tracking methods are often incidental, very low effort or a
side effect of using a device like a smartwatch. Joe, for example, intentionally chose
tracking tools whichwould requireminimal engagement on his part to best alignwith
his incidental tracking goal. To lower the collection burden, long-term data streams
often make use of passively collected data from phones and wearable devices such
as location, steps, or heart rate. But people regularly switch what data they are
collecting, switch tracking tools, and abandon and resume the same tool [19]. Long-
term tracking typically therefore needs to be able to operate with a mix of use of
whatever available data streams provide a view into their habits or goals, rather than
assuming a single consistent and reliable data source. Jasmin’s case study particularly
reflects challenges in keeping a single reliable data source.

As a person’s goal and purposes and contexts change over time, tracking behavior
may change from purposeful to incidental. For example, a person who initially began
tracking for weight loss may achieve their goal, but still continue to observe their
weight because they developed a habit of logging it. However, they may later pursue
another short-term tracking goal with purposeful intent.

4.4 Approach to Reflection

Reflection on short-term data is often an intentional exercise, such as opening an
app with the goal of making note of daily physical activity logged by a phone or
watch [23] or sitting down with a clinician to review a recent log of diet data [50].
People’s review typically focuses on their recent behavior to understand their habits
or experiences over the past hours or days.

Reflection over long-term data tends to occur in two ways, aligning with Schön’s
principles of reflection-in-action and reflection-on-action [48]. The act of collecting
data leads some people to learn about their behavior and make changes to their
practices (e.g., reflection-in-action) [19]. Jasmin in particular reflects this practice,
learning about her practices and improving her ability to manage them over her first
months of tracking.

But long-term data also presents opportunities for people to intentionally reflect
over their behaviors to understand how they have changed or how their practices have
evolved (e.g., reflection-on-action). Joe’s efforts to make sense of his data serve as an
example of this practice. The approach of presenting visual cuts to people who have
lapsed in tracking points out how this specific moment can be leveraged to support
reflection-on-action.

Schön also highlighted the importance of reflection-on-reflection, where the user
re-assesses how well they have been using reflection. For example, a person who
sees takes time each week to reflect on the physical activity progress may realize that
this is not enough to recognize long-term drops in activity from one year to the next.
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5 Discussion

We highlight a few recommendations when conducting research involving long-term
data or developing a new design which collects or represents long-term data.

5.1 Consider Return of Data—and Actionable Insights—To
Participants

We notice that researchers sometimes ask how to increase adherence in studies that
require purposeful tracking, e.g., through remembering to use a device or answering
experience sampling questions, often without returning data to participants [29].
Such studies might be intended to develop or validate new sensing devices or public
health surveillance capabilities, or to better understand various aspects of everyday
life, and so the return of data may seem like extra work that is not central to the
study’s goals. If the returned data influences the behaviors being studied (i.e., if it is
an intervention), that return of datamight be counter to study goals. But in other cases,
returning data or insights to participants could be effective for increasing adherence.

However, when study designs collect, but do not return, tracking data, they must
align with participant motivations in some other way, such as through participant
motivation to support science or through financial or other incentives. Even when
these other motivations are present, participants often join long-term tracking studies
expecting the study to offer them some insights about themselves or their context,
or at least access to and return of their data [29]. We encourage researchers leverag-
ing tracking technology in their studies to consider whether they can support some
return of tracking data, and resulting insights, to participants, both as an approach to
participant motivation and as a way of making research less exploitative. Doing so
also introduces opportunity for further research contributions leveraging long-term
data, such as understanding what data and insights participants do and do not find
useful for self-understanding or challenge their perceptions of themselves.

5.2 Anticipate and Respect Holes in the Data

Even when returning data or resulting insights effectively motivate participants to
engage in long-term tracking and in studies that require it, the, data will have gaps.
Holes can be short breaks in use, such as a few hours or days of missing data (e.g.,
“micro” holes). Or there can be periods where a user decides not to track for weeks,
months, or years (e.g., “macro” holes). Most people do not keep complete records
and track consistently. The emergent holes can be intentional, such as choosing not
to track weight or physical activity over a busy holiday season, or choosing to focus
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on other priorities at a time when one’s tracking goals are not the top concern. They
can also be accidental, such as forgetting or losing the device being used to collect
data [19].

Having complete and consistent logs may not be necessary or even desirable. A
person can often understand their habits after a couple of days, weeks, or months
of use. It is perhaps best for tracking tools to fade in and out of people’s lives, sup-
porting them in understanding how changes in their lives have impacted their habits
and routines. That said, long-term data is essential for continued health in some
chronic conditions. For example, a person with type-II diabetes must continually
monitor and react to their blood glucose level. Technological advances aim to auto-
mate much of this monitoring (e.g., closed-loop insulin delivery systems), but the
need to continually monitor still remains for many.

Expecting consistent and reliable long-term data does users a disservice. For
“micro” holes, averages summarizing a period of activity can be skewed by including
zero-counts or missing data alongside regular activity. For “macro” holes, a risk is
that an application assumes that the user has stopped using the tracking device and
begins prompting them to re-engage. When in reality, they may consciously decide
to pick it up months or years later. Attempting to fill in missing data, in the short or
long term, also risks errant conclusions, as events that affect one’s goals could also
affect one’s tracking behavior, confounding results.

By emphasizing adherence inwearing behavior or chastising abandonment, appli-
cations and devices imply a “correct” and a “wrong” way of tracking. But the longer
someone tracks, the more gaps there are likely to be, whether intentional or not.
In general, adherence operates at multiple levels. For estimates of daily step counts
and physical activity derived from wearables, it is important to take into account the
amount of time the user wore tracker when measuring amount of activity. Similarly,
to estimate weekly averages, the adherence matters for both how many days the user
wore the tracker and how much of the day they wore it. Studies of large collections
of tracker data show that adherence is important for interpreting data [57], but should
not be used to tell users how to use their tracker. It is therefore important for an inter-
face to respect and communicate the limitations of the data that a person collects.
Likewise, some users maywish for interfaces that keep them engaged in tracking, but
designers need to respect when users do not want to be engaged. This often comes
into tension with the metrics that commercial products are often judged on, such as
retention rate and the daily or weekly time spent in the app. However, we believe that
holes in the data should be treated as a normal part of data rather than an exception
to be avoided.

Researchers leveraging long-term tracking can use techniques like notifications
[2], high financial incentives, or personal follow up when lapses are observed to
promote adherence. These are valuable tools when they do not affect the behaviors
the researchers are studying. However, they also can introduce confounds: they can
interfere with studies to evaluate new tracking technologies. Even when the tracking
technology is not the focus, they can affect the behavior or other factors being tracked
through the demand effect or just increasing the salience of that behavior or type of
data.
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Researcher looking to leverage long-term tracking data in their research should
not expect study participants to fully adhere to tracker use over a long period, even
when strong incentives are offered. Analysis plans should be robust to these gaps,
and researchers might consider also falling back to secondary data sources. For
example, if collecting step counts, can a researcher supplement with data from a
phone when someone does not wear another tracker? Gaps in use might also be
relevant to researchers’ questions, and so investigating lapses during interviews or
by triangulating lapses with other data could offer more insight than tracking alone.

5.3 Leverage Implicit Tracking with Secondary Sources

There are numerous ways to track data. Using a dedicated tracking device such as an
activity tracker or a sports watch is one of them; logging data by manually entering
information in a diary is another one. In both cases, logging is based on the user’s
active decision for logging, and on the user being actively involved in the logging
process, requiring some additional effort for logging, even if unobtrusiveness and
ease of use reduce the effort to a minimum.

However, people also track data as a by-product to our daily digital lives: when
posting information to our social networks, when communicating by email or instant
message, when using digital calendars, when taking digital photos that store time and
location, and when interacting with smart and networked buildings at home and at
work. Sometimes people may not be aware the technology they use tracks them (e.g.,
Google Maps tracking their location, and Apple Health recording their steps). This
data provides deep insights into our behaviors and daily lives, and it can be available
over very long times without either initiative or ongoing effort from individuals.
However, they can also violate people’s privacy, or put the person (or others tracked)
at risk. Challenges emerge in keeping this data accessible and persistent as people
change devices, as there are no requirements for interoperability among different
tracking platforms.

As one way to making it easier for people to participate in research that leverages
tracking, we encourage researchers to ask “can we answer our research questions
using data people are already collecting?” Additionally, similar to howwe encourage
researchers to consider what data and insights can be returned to participants, we
also encourage researchers to ask “how can we help people make sense of the data
that is tracked about them and available anyway?” When people may not be aware
that this tracking is already occurring, can the research also promote their awareness
and help them leverage the data better?

Some research work has already exemplified how such secondary sources may be
unlocked. For example, De Choudhury et al. used social media posts in combination
with logged food data to understand social support around weight loss [14]. Murnane
et al. analyzed use of apps on mobile phones to understand biological rhythms [40],
while Mehrota et al. leveraged use and duration of different phone features infer
emotional state [34].
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Such secondary data may be less precise or accurate than data that is purposefully
tracked. This imprecision makes such data difficult to use in studies where small
changes in short periods of time are important. However, the fact that no additional
effort is required for tracking implies that such data can be made available over a
very long time. In spite of the fluctuations, broad trends may well be identified with
high reliability. Finally, because the data were generated as a routine part of other
behaviors, the tracking may be less likely to influence those behaviors—important
for studies intended to observe and understand, but not to intervene. Unlocking
secondary sources to facilitate implicit tracking is therefore a strong opportunity for
studying or supporting long-term tracking.

5.4 Treat Data as Subjective

Collected sensor datamay seemperfectly objective: 5000 steps are 5000 steps, and 6h
of sleep are 6h of sleep, no matter what. However, there is more to data than just the
numbers: data has a meaning and a context, and this severely impacts the objectivity.
Somewhat trivially, the devices and measurement methodologies influence the data.
Using a dedicated activity tracker that can be worn at all times results in different
data than using a smartphone that resides on the table a good part of the day.

However, the fact that a person decided to switch devices may be as or more
important than the data itself. Many people change or abandon tools in response to
changes in life circumstances, or because they achieved their behavior change goals
[16]. In this sense, even the lack of data can help surface important information about
technical issues faced, changes in health status, or what life events which triggered
the outcome.

The meaning of data also changes over the long term. Walking 1,000 steps on a
day can be little for most healthy people, but maybe a huge achievement for someone
entering rehab after a severe health incident. Sleeping 4h in a row during the night
is not much for many people, but a lot for young parents. Such fluctuations are
inevitable when aiming tomake sense of trends in long-term data.Without contextual
information it is therefore hard, if not impossible, to actually make sense of the data.
Context is important for making use of long-term data in research.

Finally, even the purpose of the data may change over time. A person may orig-
inally collect activity data to monitor their personal fitness, but may later use that
data to identify periods of depression. Heart rate data collected during sports may
initially be used to optimize a workout, but may later provide valuable insights into
changing cardiac health. Researchers and designers therefore need to consider how
the same data can be used to answer the different questions people have in the long
term.

We currently have few tools to make sense of long-term data. It is necessary
to understand the story behind the data, which requires much more contextual
knowledge than available today. Manual annotations or diaries may be a short-term
approach, such as of moments of reduced air quality [39]. But even these measures
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have a higher cost than most people are able to maintain in the long term. Implicit
tracking and secondary sources, whether intended for tracking or not, can help pro-
vide these annotations. Calendars, messages, social media posts, photos may provide
the contextual knowledge that is necessary to really make sense of the collected data.

5.5 Ethical, Legal, and Social Implications of Long-Term
Tracking

As a technology that goes straight into the highly personal life, long-term moni-
toring raises numerous ethical, legal and social implications. The specifics of these
implications vary according to study goals, domain, involved populations, and locale.
However, we offer some observations based on our experiences with long-term track-
ing.

Privacy of data is probably the most salient issue. Collected data are a valuable—
often in ways that we may not even fully understand at the time we collect and
first analyze them—many stakeholders may be interested in accessing the data or
resulting analyses. Depending on the orientation and affiliation of the researcher,
people may feel coerced into participating. People who desire tracking tools or the
insight they provide, but are financially burdened by the cost of such devices or
insights may feel coerced into providing their data, while people with means are free
to ignore those incentives. Employers may give their employees a tracking device
for free as part of research initiatives, but might want to observe their practices.
Life insurance companies may similarly introduce research efforts which reduce
customer premiums if their activity trackers record them achieving behavioral goals.
This essentially disadvantages those without trackers or who choose not to use them
and creates first and second class customers. This can further exacerbate inequities
between people who are interested and able to do activities which the tracker does
record (e.g., walk around) versus those who cannot or do not want to (e.g., if they
live somewhere without sidewalks or good walking paths).

The ability to access one’s own data is a topic that is becoming more pressing.
Companies happily claim that “your data belongs to you”, but at the same time build
barriers to access and process the data outside the company’s closed ecosystem. For
example, many wearable devices only enable fine-grained data export for the past 30
days, making it challenging to provide long-term data exports. Other companies may
not offer an API or an easy to process export at all. Policies such as the European
GDPR provide a theoretical right to access one’s own data. However, processes may
be complicated and take a lot of time, and non-technical users may be overwhelmed
and unable to understand and process their own data collection.

Data ownership also goes further. Parents may collect their children’s data, but
at some point need to hand over not just the responsibility, but also the data itself.
However, the parents may want to retain some ownership over those data, as they
also represent their memories and experiences as well as their children’s. And what
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happens with my digital heritage, my data, after I die? Some of these questions have
been discussed in related areas such as data stewardship (e.g., [5]). Self-tracked data
introduces new kinds of records to consider preserving, sharing, or archiving, many
of which were assumed to remain private.

When conducting research on and with long-term tracking data, we therefore
need to be careful in our policies and practices around privacy, ownership, and stew-
ardship. Using commercial self-tracking apps for research purposes can lower the
design and deployment burden, but often means participants must consent to share
their tracked data with the device manufacturer as well as the researcher. It can be
highly ambiguous what about an individual that data might reveal when thoroughly
analyzed, such as their habits or demographics. Atminimum, it is important to enable
research participants to delete or filter any of their data from study inclusion, whether
prior to consenting researchers access or long after. Moving forward, it is worth con-
sidering how we as researchers can effectively communicate the risks (and benefits)
which come from disclosing long-term self-tracked data.

Research studies requiring participants to collect long-term data should further
consider what negative feelings or practices that data could evoke. Literature has
pointed out how the act of self-tracking can lead to unhealthy changes in behavior,
such as eating prepackaged foods because they are easier to journal [11] or trigger
negative emotions, such as obsession with data collection to increase the likelihood
of becoming pregnant [21]. Long-term tracking exacerbates these risks because the
practices get further intertwined with the challenges of everyday life. It is therefore
important to enable and support participants in disengaging from tracking, like they
might naturally do if long-term tracking outside of a research context.

5.6 Making These Recommendations Work Together

To illustrate howmany of these recommendations can work together, we note a study
conducted by Propeller Health, the Institute for Healthy Air Water and Soil, and the
Department of Civic Innovation at Louisville Metro, Kentucky, USA [1].

This study, AIR Louisville, enrolled 497 people with asthma to use connected
rescue inhalers. Every time they used their inhaler, the use and location were auto-
matically logged, and participants were also asked why they used it. This combined
incidental data collection (use of the inhalers) with active data collection (asking
about why). Data were collected, transmitted, and used consistent with the Health
InsurancePortability andAccountabilityAct (thus following the relevant legal frame-
work), and participants could choose whether to authorize their health provider to
view the data (this protecting privacy and also participant ownership of the data). To
prevent this study from exacerbating health disparities, researchers provided syncing
hubs so that people could participatewithout a smartphone. These datawere then also
aligned with environmental data about nitrogen dioxide, particulate matter, ozone,
sulfur dioxide, pollen, temperature, humidity, and wind (a secondary data source).
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Study participants remained active in the study (defined as continuing to have their
data sync) for a mean of 297 days—or about nine months. Results about participant’s
exposure levels were returned to individuals through Propeller Health’s platform.
Participants reported that this helped them understand the triggers for asthma in their
lives. Collectively, participants achieved 78 percent reduction in rescue inhaler use
and a 48 percent improvement in symptom-free days.

The results also informed local policy initiatives, such as where and how to
enhance tree cover, recommended truck routes, zoning that creates air pollution
buffers, and development of a community warning system for asthma. They also
informed federal policy recommendations, lowering the ozone standard for healthy
air from 70 to 65ppb.

This study illustrates how researchers can combine purposeful tracking with inci-
dental tracking to answer research questions while providing data—and actionable
insights—back to participants. This was achieved with a design that was resilient
to lapses in tracking, and within a framework that protected participant privacy and
supported their agency in how to share and use the resulting data. Following such a
model led to better data, better outcomes for the participants, and societal impact.

6 Conclusion

Long-term tracking presents opportunities for observing people’s practices by ana-
lyzing years or decades of their data, as well as designing technology to help promote
longitudinal reflection over behavior to support planning or self-improvement goals.
Compared to short-term tracking, the volume and duration of data generated in long-
term tracking result in new considerations in the design of tools. Gaps in data must be
expected, passively collected data should be leveraged over more burdensome jour-
nals, data must be contextualized in people’s lived experience, and the data should be
leveraged for personal benefit over surveillance. The use of long-term self-tracking
in research is still nascent. There are many open challenges for further design, as
well as important considerations when leveraging the practice in research.
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Augmenting Gestural Interactions with
Mid-Air Haptic Feedback: A Case Study
of Mixed-Method Longitudinal
UX-Testing in the Lab

Lawrence Van den Bogaert, Isa Rutten, and David Geerts

Abstract Ultrasound mid-air haptic feedback is a novel output technology that
allows users to experience a sense of touch in mid-air on the unadorned palm and fin-
gers of the hand. Even though a growing body of research has studied various aspects
of the UX of mid-air haptics, little is known about what happens to the users’ percep-
tion and experience after repeated use. The main reason for this is that today, mid-air
haptic technology is not easily integrated in everyday devices (e.g. smartphones) nor
widespread, making it difficult for it to be tested outside of a lab environment. This
chapter describes the set-up of a longitudinal in-lab study, in which a mixed-method
design was used to understand how the hedonic, pragmatic and emotional aspects of
the UX of mid-air haptics changed over time. In eight sessions, spread over a five-
week period, 31 participants interacted with a gesture-controlled home automation
system augmented with mid-air haptic feedback. We report in this chapter on our
participant recruitment and retention approach, the mixed-method set-up that was
used, and (an excerpt of) the main results. Subsequently, we summarize best prac-
tices and propose suggestions for researchers who in the future intend to conduct a
multimethod longitudinal study.

1 Introduction

As novel technologies emerge at a fast-paced rate and researchers’ resources are
generally limited, studying user experience or design aspects over a longer period
of time is often a challenge in human–computer interaction (HCI). Especially when
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the technology or interface of interest cannot be taken home or incorporated in
participants’ everyday lives (e.g. installed as an app), longitudinal testing becomes
cumbersome and impractical, both for the researcher as well as for the participant.
Nevertheless, long-term user tests can indeed yield valuable or even unexpected
insights, making them worthwhile.

This chapter reports on a case study that was part of a research project on mid-
air haptics, where we undertook such a longitudinal user study. With the sense of
touch becoming of increased interest in the HCI field, researchers have been seeking
ways to convey touchless haptic feedback to users as an alternative for vibrotactile
feedback. Ultrasound mid-air haptic feedback, often referred to as mid-air haptic
feedback or simply mid-air haptics, does so by generating ultrasound pressure fields
that actuate the sense of touch in the palm and fingers [1]. In addition to a relatively
accurate localization error of less than 1 cm [2], mid-air haptics can provide multi-
point feedback aswell as differentmodulation frequencies, allowing for idiosyncratic
touch sensations [3]. Particularly promising is the combination of this technology
with gestural interfaces, which intrinsically lack any form of haptic feedback.

Today, mid-air haptic technology is not commonly integrated in everyday devices
(e.g. smartphones) nor widespread, making it difficult for it to be tested outside of a
lab environment. As a consequence, insights on the effects of its prolonged repeated
use are scarce. Even though research shows that mid-air haptics augment the user
experiencewhen added to, e.g.movie experiences [4], VR [5] and car simulations [6],
it is unclear whether these beneficial effects stand the test of time.

We conducted a longitudinal study with 31 participants who each engaged with
mid-air haptics on 8 separate occasions over a 5-week period in order for us to
gain a better understanding of the effects of repeated interaction with this novel
technology. Because we only disposed of one mid-air haptic device—they are not
commonly available and still expensive—and because this device can not simply
be connected to other hardware, each session of the study was conducted in-lab,
requiring a considerable engagement from participants. In this chapter, we focus on
the methodological challenges we encountered during this study. We will share our
findings in terms of recruitment, participant retention and overall study design. In
summary, this chapter aims to report best practices and study set-up suggestions for
HCI researchers who in the future intend to conduct in-lab longitudinal studies.

2 Related Work

2.1 Assessing the UX of Mid-Air Haptics

To evaluate a product’s UX and design aspects, a variety of methods, assessment
tools, frameworks and theories has been proposed and discussed in the HCI field.
Hassenzahl’s [7] framework on hedonic and pragmatic aspects of user experience
is one of the most prevalent and distinguishes, on the one hand, between product
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attributes that are connected to the user’s need to achieve behavioural goals (prag-
matic), such as performing a task effectively or understanding the functionalities
of a product easily, and on the other hand, product attributes that are connected to
the user’s self (hedonic) such as the human need to express oneself through objects
(identification). In line with Hassenzahl, Mahlke and Thüring’s [8] holistic model
of UX also identifies instrumental (or pragmatic) and non-instrumental (or hedonic)
components of the UX, but adds a third component: the users’ emotional reactions.

In their pursuit to ‘measure the added value’ of specifically mid-air haptics, Mag-
gioni et al. [9] built on this three-part model. Maggioni et al. [9] too consider the
dualistic pragmatic/hedonic nature of UX (mainly drawing on Hassenzahl’s work
and the related AttrakDiff questionnaire as an assessment tool for these two compo-
nents) and add to that the assessment of the user’s valence and arousal as indications
of emotional reactions, in line with Mahlke and Thüring [8]. In addition, as a fourth
component, they incorporate the potential effect of the user’s pre-exposure expecta-
tions, as these have been shown to influence users’ experiences [10].

Next to Maggioni et al. [9], other authors also gauged the effects and outcomes of
adding mid-air haptics to an interface. Whereas Ablart et al. [4] found an increase in
arousal and valence (i.e. emotional response) whenmid-air haptics augmented a one-
minute video viewing experience, Hwang et al. [5] showed an increase in enjoyment
when playing a VR piano that was augmented with mid-air haptic feedback. Limer-
ick et al. [11], in turn, used the User Engagement Scale (UES) to demonstrate that
users were more engaged with a digital poster when their interaction was augmented
bymid-air haptic feedback. In contrast to these predominantly hedonic added values,
less consensus exists on whether mid-air haptics also adds to pragmatic aspects of the
UX, such as perceivedworkload. Freeman et al. [12] did find that tactile feedback can
enhance above-device gesture interactions with a smartphone (i.e. a more utilitarian
task) but detected no preference for mid-air haptic feedback over vibrotactile feed-
back in this regard. Harrington et al. [6] reported a significant increase in accuracy
for slider-bar tasks in a driving simulator when mid-air haptics was added, but Sand
et al. [13] in turn did not find a similar effect for gesture-based button selection in
VR.

Even though all these studies have provided new and enriching insights into the
different aspects of the UX of mid-air haptics, none of them have considered the
effects of prolonged use. By assessing theUXover a longer period of time, it becomes
possible to investigate whether and how theUXofmid-air haptics would change over
time.

2.2 Temporal Aspects of UX

The studies mentioned above demonstrate that in particular with regard to mid-air
haptics, little attention has been paid to studying prolonged use of this new technol-
ogy. However, a growing body of UX research on other product categories or tech-
nologies considers temporal aspects and their influence on how users’ experience of
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products or services changes over time. McCarthy and Wright [14] conceptualize
experience with technology as consisting of four threads: the sensual, emotional,
compositional and spatio-temporal (p. 80). The latter refers to a sense of space and
time while using technology, showing the importance of time as an integral aspect of
our experience with technology. Further on, McCarthy andWright propose a tool for
analysing how people make sense of technology introducing six processes of sense-
making, which can occur at various moments in the use of technology and that can
be analysed from the perspective of each of the threads. The six processes include
anticipating use, connecting with a product or service, interpreting an unfolding
experience, reflecting on the experience, appropriating an experience and recounting
it to others. While not per se linear or in the order as presented here, the authors
highlight how the various processes might differ between initial use or prolonged
use.

While research on most of these processes is a more recent phenomenon, a lot
of earlier scholars had already focused on users’ initial intention to use. The orig-
inal Technology Acceptance Model (TAM) considers perceived usefulness as the
main predictor of intention to use, along with perceived ease of use [15]. Some later
theoretical developments, which were based on the TAM, focused on technology
acceptance in the consumer context, as opposed to the workplace, and added non-
pragmatic UX components as well. An example is the Unified Theory of Technology
Acceptance and Use 2 (UTAUT 2), where hedonic motivation or perceived enjoy-
ment, defined as ‘the fun or pleasure derived from using a technology’ was added
next to the pragmatic UX components [16]. In line with these theoretical models,
Köse, Morschheuser, Hamari [17] found that if a product is perceived as mostly
utilitarian, pragmatic aspects of the UX are dominant in predicting intention to use
and continued use. However, when a product has a mostly hedonic nature, perceived
usefulness loses its predictive power in favour of perceived enjoyment, which then
becomes the main predictor of intention to use and prolonged use [17, 18].

In the meantime, some researchers have tried to capture various aspects of long-
term use. Von Wilamowitz Moellendorff et al. [19] argue that our perception of
the qualities of a product are dynamic and changeable over time. Their research on
mobile phone use showed that as we get accustomed to a product, we develop and
attach different weights to different qualities: whereas the initial focus might be on
usability, this could shift to, e.g. novel functionality or communication of a favourable
identity. Continuing the same line of thought, and based on two longitudinal user
studies, Karapanos presents a framework of UX over time [20]. He shows how users
initially evaluate a product based on its use, and that pragmatic quality, i.e. usefulness
and ease-of-use, is of most importance in the beginning. However, after prolonged
use, they evaluate the product based on their ownership of it and the importance of
how well they identify with the product, i.e. what the product expressed about their
self-identity in social contexts, increases. Furthermore, they found that the extent to
which a product is found ‘stimulating’ (i.e. original, creative, new, innovative) has
an effect on how beautiful it is considered to be, but this effect of ‘stimulation’ seems
to diminish and makes place for ‘identification’ as the most important predictor of
how beautiful a product is perceived.
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2.3 Novelty Effect of Mid-Air Haptics

Related to the ‘stimulation’ mentioned above, scholars have identified an additional
phenomenon to consider when assessing a product’s UX; the so-called novelty effect,
which often occurs at the first interaction(s) with a new technology (cf. ‘connecting’
in terms of McCarthy and Wright [14]). Novelty effect is defined by Koch et al. as
‘an increased motivation to use something, or an increase in the perceived usability
of something, on account of its newness’ [21]). Koch also showed, however, that the
usage patterns and/or perceived usability changeswhen novelty eventually fades [21].

As for mid-air haptic technology, most studies on its UX are cross-sectional and
do not address the potential impact of a novelty effect [5, 6, 9, 12, 13]. In one study,
a familiarization phase was included before starting with the experimental task, with
the aim of mitigating a novelty effect. However, no assessment of perceived nov-
elty was included to verify whether it actually decreased after the familiarization
phase [11]. In a recent study [22], the impact of a novelty effect on the user experi-
ence of mid-air haptic feedback was tested by statistically controlling for perceived
novelty. In this study, mid-air haptic feedback showed to provide added value on top
of visual feedback in a gesture-based interface when considering attractiveness and
pleasure during the interaction. However, these effects disappeared after statistically
controlling for perceived novelty. This could imply that a decrease in novelty might
go hand in hand with a decrease in attractiveness and pleasure. Longitudinal research
is needed to investigate how the user experience of mid-air haptics evolves over time,
and what happens when the novelty effect fades.

We are aware of only one study testing the repeated experience of mid-air haptics
sensations: Ablart et al. [4] investigated the added value of mid-air haptics while
watching one-minute movies at two points in time, with a time lapse of two weeks.
They observed that mid-air haptic sensations increased the arousal ratings at both
points in time, but that the skin conductance response (SCR) dropped at the second
assessment, which reflects a drop in implicit arousal. This discrepancy between mid-
air haptics’ impact on self-rated arousal and implicit arousal over time is interesting
from the perspective of the novelty effect. The results might be understood in terms
of a fading novelty effect, reflected in the lower SCR. If this would be indeed the
case, the unchanged self-rated arousal at both sessions could mean that subjective
arousal is not particularly sensitive to a novelty effect.

3 The Study: ‘Mixed-Method’, ‘Longitudinal’ and ‘in the
Lab’

The present study evaluated the user experience of mid-air haptics over an extended
period of time. In the following section, we will go over (a) the device and interface
that were used for our participants to experience mid-air haptics; (b) participants and
recruitment procedure; (c) the study set-up and procedure; (d) the UX assessment;
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and (e) an excerpt of the main results. In the discussion section, we will further
reflect, where relevant, on the decisions that were made against the light of our
research purpose, as well as the implications and discerned best practices.

3.1 Apparatus

One company that began commercializing mid-air haptic technology is UltraLeap.
Known before as UltraHaptics (before merging with LeapMotion), this company
started as a spinoff from the university of Bristol (UK) and has developed a range of
ultrasound mid-air haptic devices. As mentioned, the newness, cost and complexity
of this technology make it not something that can be taken home or easily integrated
in everyday devices and, as such, in the everyday life of participants. For our study,
we used a Stratos Development kit by UltraLeap and linked it to a gesture-controlled
home automation interface. It showed a groundplan of a house on which one could
select and deselect rooms to then adjust the lighting, temperature, blinds and air
conditioning through a set of four simple gestures (as shown in Figs. 1 and 2).

3.2 Participants

Participants were recruited on-site at the campus where the study took place. In
total, 126 people signed up of which 31 were selected. We were very strict in the
requirements for study participation in terms of availability and commitment: via an
anonymized doodle, participants had to select eight time slots spread over a period
of five weeks. For the first week, one long session (45min) had to be selected. Over
the second, third and fourth weeks six short sessions (15min) had to be selected, and
for the fifth week a final long session (45min) again. Only when eight sessions were
selected and distributed evenly over the five-week span, participants were considered

Fig. 1 Gestures to interact with the home automation interface
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Fig. 2 Study set-up:
participants used their right
hand for gestural control
above the UltraLeap kit and
their left hand to draw and
read scenario cards (cfr. 3.3
Procedure)

eligible. By having each participant define, in advance, their own dedicated five-
week participation schedule, we hoped to decrease the chances of study dropout.
Our strategy was successful as only one participant dropped out during the course of
the study. One other participant encountered technical errors during the first session,
resulting in valid data only in the final/closing session. Finally, we had to exclude
one participant from the study because of an insufficient knowledge of Dutch, which
was the language in which the experimental tasks, questionnaires and interviews
were set up. As such, the initial number of 31 reduced to 28 final participants, which
we considered as an acceptable number given the required engagement. Of the 28
remaining participants, the mean age was 20.79 (SD = 2.44), with an age range
between 18 and 26. Six participants were male, and 22 were female. This study was
approved by the local social and societal ethics committee: G- 2019 10 1780.



214 L. Van den Bogaert et al.

3.3 Procedure

Each participant came to our lab on campus at eight separate times. In each session,
they were given a set of eight tasks to complete in the home automation system’s
interface described above by using the appropriate gestures. Gestures were either
complemented by mid-air haptic feedback (first condition) or unadorned (second
condition). These two conditions were presented in counterbalanced order over all
sessions. As such, within each condition, participants each time completed four
different tasks. These tasks were part of a narrative in which participants were mem-
bers of an imaginary household and would encounter home-specific scenarios that
required them to perform small tasks. An example of a scenario would be ‘You have
visitors tonight. Set the temperature of the living and dining room to a comfortable
degree (21 ◦C). Then deselect the rooms again’. Scenarios were presented on cards
randomly drawn from a face-down deck. There were four separate decks, each one
corresponding to a different household functionality. The first deck contained tasks
to adjust the lighting, the second deck had tasks to change the temperature (thermo-
stat), the third one was related to the air conditioning and the last one to the window
blinds. Two experimenters were allocated randomly to all sessions and each time
followed the same experimental script. This means that participants were tested by
two different experimenters across the eight sessions, based on random allocation.

3.3.1 Introductory Session

Upon arriving at our lab, participants first received extensive information about the
five-week study schedule and procedure and were given the time to carefully read
and sign the informed consent. After signing, participants were introduced to the
mid-air haptic device and could familiarize with it through a range of sensations and
patterns. Next, the home automation system was introduced. Participants were given
time to get acquaintedwith the different gestures (Fig. 1).When they indicated feeling
comfortable using the gestures, we asked what they expected from the combination
ofmid-air haptic feedbackwith this gestural home automation interface. The answers
to this question were audio recorded and visited again during the last session. At this
point, the actual experimental tasks started. Participants started interacting with the
home automation system either with or without mid-air haptic feedback, depending
on the order they were assigned to (counterbalanced). In each condition, they picked
one scenario card from each of the four decks and completed the tasks one by one.
We emphasized that they had to perform the tasks as accurately as possible but
not as fast as possible. It was important that they did not feel stressed or hurried
while interacting with the home automation system, but rather calm in order to be
able to experience the interaction to the fullest. After completing four scenarios in
the first condition (either with or without mid-air haptic feedback), they received a
questionnaire to assess their experience with the home automation system (cfr. UX
Assessment, Questionnaire section). They then repeated this with four new scenario
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cards (with or without mid-air haptics, depending on the previous condition) and
filled out the same questionnaire for a second time. When both conditions were
completed, a qualitative segment followed in which participants answered a set of
open-ended questions (cfr. UX Assessment, Interview). At the end of the session,
which took about 45min, participants received a e10 bol.com voucher.

3.3.2 Repeated Sessions

After the more extensive introductory session, participants returned for six short
repeated sessions. In these sessions, participants again completed four tasks in each
condition (with/without mid-air haptic sensations) in counterbalanced order. These
sessions took about 15min to complete. Again, in each condition, one scenario card
was picked fromeachof the four decks, totalling four different tasks in each condition,
and eight different tasks in total. To enable participants to quickly dropby andperform
the sessions right before, after, or in between classes, no questionnaire or interview
was included in these short sessions.

3.3.3 Closing Session

The last session was again a long one and took about 40 to 45min to finish. After
completing the scenarios (picked from the four different card decks), participants
received the same questionnaire as in the introductory session for each condition.
When both conditions were completed, we revisited the expectations they expressed
in session 1 and asked them whether they were met or not. This question was used to
instigate the conversation on their overall experience. In addition, it gave participants
the chance to nuance their questionnaire answers further. As such, we again elabo-
rated on the same variables as those from the first session, to broadly understand why
certain experiences changed or did not change over the five-week period (see also
Sects. 3.4 and 3.5). At the end of this session, participants received the e40 bol.com
voucher, as a reward for participating in all eight sessions.

3.4 UX Assessment

To (a) evaluate the changes in user experience over time quantitatively; and (b)
gain deeper insights in participants’ perception of the experience using a qualitative
approach, we applied a mixed-method design that offered a broad understanding
of our participants’ attitude towards mid-air haptics. Here, we describe both the
questionnaires that were used, as well as how this data was enriched with insights
captured by the open-ended interviews. We then briefly discuss some of the main
results.
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3.4.1 Questionnaires

In line with the models introduced in the Related Work section, our questionnaire
assessed both pragmatic and hedonic aspects of the UX, as well as the valence and
arousal of the user’s emotional reactions.

The questionnaire startedwith some general questions on age, gender and handed-
ness. Subsequently, participants had to indicate the condition they had just completed
tasks in: with or without mid-air haptic feedback. This was intended as an exclusion
criterion item: it enabled us to filter out participants who had not paid any attention to
the presence or absence of mid-air haptic feedback. Subsequently, a combination of
existing standardized questionnaires was included in randomized order: the Affec-
tive Slider (AS) [23], User Experience Questionnaire (UEQ) [24], User Engagement
Scale Short-Form (UES-SF) [25], perceived usefulness and perceived ease of use of
the TAM [15, 18], enjoyment, continued use and user conception based on Köse et
al. [17] and Van der Heijden [18]. We thus obtained four completed questionnaires
from each participant: two on their experience with the interface with mid-air haptic
sensations (one from the first session and a second one from the last session) and
two about their experience without mid-air haptic sensations, again from both the
first and the last session.

3.5 Interview

In addition to the more standardized quantitative assessments described above, both
our first and last sessions ended with a set of open-ended questions which were
audio recorded and transcribed for thematic analysis. The purpose of this set of
wrap-up questions was to allow participants to elaborate further on their quantitative
responses, stimulating them to reflect and add nuance and supplementary information
that was not recorded in the questionnaire. The interview questions were therefore
mapped to segments from the quantitative questionnaire: we asked about ‘efficiency’
(i.e. ‘did you find the home automation interface more efficient with or without the
mid-air haptic feedback?’), ‘ease of use’ (i.e. ‘did you find the home automation
interface easier to use with or without the mid-air haptic feedback?’) and in the same
fashion ‘enjoyment’ and ‘continued use’ (i.e. ‘would the addition of mid-air haptic to
the interface have an influence on whether you continue using it?’). In addition, we
also asked about their overall preference (with or without mid-air haptic feedback).

3.6 Results Excerpt

To illustrate how the questionnaire data were analysed, we report in this section
the statistical analyses used to obtain the results of three variables of main inter-
est: enjoyment (hedonic UX), ease of use (pragmatic UX) and the valence of the
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emotional reaction. ‘Enjoyment’ was assessed as the mean score on four 7-point
Likert items [17, 18]. Similarly, ‘ease of use’ was also assessed as the mean score
on four 7-point Likert items [15, 18]. The valence of the emotional reaction was
assessed using the affective slider, with a scale from 0 to 100 [23]. We used repeated
measures (RM) ANOVA (R package ez [26]), with two within-participant factors:
condition (with/without mid-air haptics) and session (session 1/session 8). A sepa-
rate RM ANOVA was performed for the three dependent variables: enjoyment, ease
of use and valence. We tested for both the main effects of condition and time and
the interaction between both. All analyses were performed on complete data of 28
participants.

With enjoyment as dependent variable, we observed a main effect of condition,
F(1, 27) = 8.97, p < 0.01, η2

G = 0.02, with the condition includingmid-air haptics
leading to significantly higher enjoyment than the condition without mid-air haptics.
This can be understood as an added value of mid-air haptics in terms of enjoyment.
A main effect of session was observed as well, F(1, 27) = 15.10, p < 0.001, η2

G =
0.08, with significantly lower enjoyment during the last session compared to the first
session. Although there appears to be a decrease in the added value of mid-air haptics
regarding enjoyment, when comparing session 1 with session 8 (see Fig. 3), this
interaction effect was not statistically significant, F(1, 27) = 1.18, p = 0.29, η2

G =
0.00, which means that the added value of mid-air haptics in terms of enjoyment was
similar during the first and last session.

Regarding ease of use, only a significant main effect of session was observed,
F(1, 27) = 7.32, p = 0.01, η2

G = 0.06, with overall significantly higher ease of use
during the last, compared to the first session. Condition showed no main effect,
F(1, 27) = 0.04, p = 0.85, η2

G = 0.00, which means that there was no added value

Fig. 3 A main effect of
condition and session, but no
interaction effect, when
considering enjoyment



218 L. Van den Bogaert et al.

Fig. 4 A main effect of
session, but no main effect of
condition and no interaction
effect, when considering
ease of use

of mid-air haptics in terms of ease of use. Finally, no interaction effect between
condition and sessionwaspresent either, F(1, 27) = 0.28, p = 0.60, η2

G = 0.00 (see
Fig. 4).

Concerning the valence of participants’ emotional reaction: there was a main
effect of condition, F(1, 27) = 8.11, p < 0.01, η2

G = 0.05, a main effect of session,
F(1, 27) = 7.61, p = 0.01, η2

G = 0.04, and a significant interaction effect between
condition and session, F(1, 27) = 4.82, p < 0.05, η2

G = 0.02. Therefore, we only
interpreted this interaction effect (see Fig. 5). At session 1, the home automation
system with mid-air haptics led to more experienced pleasure than without mid-air
haptics, but this added value of mid-air haptics disappeared at session 8. This means
that after repeated use, the added value of mid-air haptics in terms of experienced
pleasure disappeared.

This is a clear illustration of what could be considered a novelty effect: initially,
there was a significant increase in experienced pleasure due to the newness of the
mid-air haptic sensations, but this effect disappeared after repeated use, when the
novelty possibly faded away. When considering enjoyment, there appears to be a
similar trend towards a fading added value of mid-air haptics at session 8 (Fig. 3),
however this interaction effect was not statistically significant. Concerning ease use,
we observed no evidence for a novelty effect, as the presence of mid-air haptic
sensations did not have any impact at all on ease of use (Fig. 4).

The qualitative segment uncovered how nuanced and ambiguous preferences and
UX experiences actually were. Only half of the participants maintained their initial
preference (pro, contra or indifferent of mid-air haptics). Participants who after all
eight sessions retained their preference for actuation of the home automation interface
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Fig. 5 A main effect of
condition and session, and a
significant interaction effect
between both, when
considering valence of the
emotional reaction

with mid-air haptics often mentioned how the mid-air haptics made the interaction
more pleasant but not necessarily more practical. Some of them mentioned this
was due to the guidance and confirmation they received through the mid-air haptic
sensations, while others associated it with a heightened sense of agency over the
system. In contrast, participants who preferred the interface without mid-air haptics
very often mentioned a sense of being startled by the sudden sensations, making
the experience unpredictable and thereby uneasy and unpleasant. Additionally, an
interesting temporal component that was shown by the interviews was how mid-air
haptics were either preferred in the beginning sessions versus only later on. Some
participants described how themid-air haptics helped them to get acquainted with the
home automation system and the gestures used to control it, while others experienced
the mid-air haptics as distracting at first, but grew fond of them once they got used
to them.

4 Reflections and Implications for Longitudinal Research

As longitudinal research in HCI is rather scarce, especially in an in-lab setting, we
now share the main methodological and practical take-outs of the present study, as
well as reflect on the decisions (and their implications) that were made.
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4.1 Planning

For in-lab studies, participants will engage in dedicated, stand-alone interaction ses-
sions for which they need to visit the research lab on a regular basis. Especially when
the amount of participants as well as the amount of sessions is high (as was the case
in our study), it is paramount to plan well in advance. This facilitates the process
both for participants as well as the researcher. That is why we had the people who
showed interest to participate (n = 126) fill out time slots on an anonymized Doodle
calendar with the chosen time slots disappearing as options for new participants.
Everyone was instructed to spread their sessions evenly over the five-week period.
The main reason for this was that we wanted participants to have a well divided
interaction interval with the interface (rather than, e.g. seven interactions during the
first week and only five weeks later an eight time). In addition, this not only made the
effort for participants themselves more dispersed, but also allowed us as researchers
to maintain a balanced data collection schedule. Unfortunately, having a predefined
schedule is no guarantee for each session to take place exactly as planned. Techni-
cal issues, session cancellations or requests for rescheduling unavoidably take place
when having over a hundred test moments. As such, it is important to build in buffer
time as well as flexibility. In our case, we wanted catch-up sessions to take place
as close as possible to the original test moment, for an even spread of sessions over
time to be maintained for each participant. Participants were made aware that they
would only receive the last part of their remuneration (cfr. infra) after attending all
eight sessions.

In conclusion, having participants select their own time slots not only allows
researchers to keep a structured overview, but also, andmaybe evenmore importantly,
implies to the participants that they have committed to a schedule of their liking. As
such, there is less excuse to not show up or to drop out. Nonetheless, rescheduling
will happen, and it is of importance to be both prepared as well as agile in this regard.
Even though these measures might seem self-evident, we want to emphasize that this
could make a difference in terms of retention and study dropout.

4.2 Trade-Off on Session Duration

Next to the session frequency, the session duration is of importance too when it
comes to participant attrition. By keeping sessions short, as we did for the largest
part of our study, participants will tend to remain more motivated and come back
for each session. With relatively long sessions at the start and the end of the study,
we thus deliberately decided to keep the intermediate sessions short and not collect
data in them. This decision came at a cost, however. Having only two points of data
collection for each participant causes restraint on the conclusions that can be drawn
from a longitudinal perspective. The current data allows us to report on the changes
in enjoyment, ease of use and valence between the start and finish of the study, but not
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on possible shifts in between.Onemightwonder, for example,whether valencemight
have increased in session 2 and 3, to only then make the reported drop. The’shape
of change’ for our variables is in that sense unknown, and asks for further research.
Whenmid-air haptic technology becomesmore easily integrable in daily devices and
thereby more widely available, the possibilities to have more data collection points
will obviously increase too. Capturing data at several points in time over a prolonged
period feasibility of collecting data entries at multiple points in timewould enrich our
understanding of longterm UX of mid-air haptics by shedding light on this currently
occluded period between the first and last session. As such, it might provide answers
to questions such as when the decline in enjoyment and valence exactly set in, and
whether variables first show trends in other directions.

4.3 Recruitment

It is self-explanatory that a big, heterogeneous and representative participant pool is
desirable in order to be able to generalize results as much as possible. However, there
are always practical limitations to consider, especially in the case of a longitudinal
study. As a participant, committing to a longitudinal in-lab study not only requires a
considerable amount of time but also demands repeated logistic efforts. If participants
are required to come to the lab often and frequently, it is sensible to take into account
geographical factors. For our study, we therefore deliberately recruited at the campus
of our lab, to reach potential participants who were there regularly and (hopefully)
lived nearby. In addition to practical reasons, this approach had, for our study in
particular, the additional advantage of reaching the target group that is known to be
most perceptible to mid-air haptics. Research has shown that the sensitivity to, and
ability of perceiving mid-air haptic sensations, declines with age [27].

4.4 Fun Factor

Data collection can be a tedious process. For the participant, there is often not much
variation and tasks tend to get monotone and boring. Especially for multiple sessions
with repeated tasks, you might consider gamifying the process or add a narrative to
it. We included a simple story of participants being household members who, in their
homes, encountered everyday ‘scenarios’. These scenarios were presented through
the card decks described previously.Whatwas actually a very plain on/off exposure to
mid-air haptic feedback now became a set ofmicro narratives that gave purpose to the
interactions. When conducting a longitudinal study with repeated contact moments,
we suggest knitting these stand-alone sessions into a bigger whole, possibly with a
conclusion to be reached at the end.
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4.5 Remuneration

If the study’s budget allows remuneration for participants, this is of course an obvious
benefit in terms of recruitment and retention. However, there are multiple ways to
approach its distribution and spread. First of all, in some studies there is only one or a
few ‘rewards’ or ‘prizes’ distributed among participants. Especially when asking for
a long-term commitment, this might feel insufficient and unfair towards participants
whomiss out, which is why wewould recommend distributing the budget evenly and
compensating each participant with at least a small, even, remuneration. In addition,
instead of foreseeing this compensation at the end of the study, one might consider
spreading it. By doing so, retention and loyalty can be encouraged implicitly. The
budget of our study allowed us to thank our participants with ae50 gift voucher each.
This in itself is of course a significant amount and will facilitate retention. However,
we did decide to give e10 already after the first session, and the remaining e40 at
the end of the last session. This metaphorically ‘reeled in’ participants for the initial
session, to then have them ‘bought in” sufficiently to last until the final one.

5 Conclusion and Future Research

This chapter describes the set-up of a longitudinal in-lab study of which the goal
was to assess the UX of a novel technology—ultrasound mid-air haptic feedback—
over a prolonged period of time. We wanted to investigate how the hedonic and
pragmatic UX of mid-air haptics would evolve over time and how participants’
emotional reactions to this type of feedback would change. Building on a set of
existing models and questionnaires, we applied a mixed-method design to generate
a broad understanding of our participants’ attitude towards mid-air haptics. During
eight sessions (spread over a five-week period) participants interacted with a gesture-
controlled home automation system, augmented with mid-air haptic feedback half
of the time. This approach provided unprecedented insights and understandings of
how people experience mid-air haptic technology, in particular after repeated use.
Results showed that the pleasure and enjoyment participants experienced after their
first interactions with mid-air haptics, significantly decreased over time. Regarding
experienced pleasure, the added value ofmid-air haptics at session 1 even disappeared
at session 8, indicating that after repeated use, the presence of mid-air haptics no
longer led to higher experienced pleasure compared to when absent. Although a
similar trend for the hedonic UX of mid-air haptics (enjoyment) appeared to be
present, this was not statistically significant. This means that the added value of
mid-air haptics regarding enjoyment was relatively stable across both sessions, with
a general decrease in enjoyment (whether or not mid-air haptics were present) from
session 1 to session 8. Interestingly, participants reported no added value of mid-air
haptics with regard to ease of use (an aspect of the pragmatic UX). Overall (whether
or not mid-air haptics were present), the ease of use significantly increased from
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session 1 to session 8, as can be expected when interacting regularly with a new
device. The findings from the interviews confirmed these results for the largest part,
but at the same time revealedmuchnuance and ambiguity in participants’ preferences.
Hedonic and pragmatic preferences were regularly in conflict with each other and for
some participants the added value of the mid-air haptic feedback increased instead
of decreased. They, for example, mentioned that it took some time getting used to
the sensations, but that the ‘startling effect’ over time faded, accustoming them to
the mid-air haptics. Based on the participant pool we had, we could not discern
interpersonal traits that provided a salient account or explanation for this. Future
work to assess the relation between such personal traits and a negative vs. positive
aptitude for mid-air haptic feedback will be interesting and necessary in that regard.
Another remark to bemade here is that measuring the UX ofmid-air haptics typically
happenswith themid-air haptic sensations being part of a larger interface, in our case:
a home automation system. Earlier research (e.g. [6, 11]) similarly assessed the mid-
air haptics as part of a largerwhole, seeing thatmid-air haptics as a stand-alone output
typically makes less sense and lacks applicability and relevance (for exceptions, see
Van den Bogart et al., 2019). Although the interface in casu (and its either pragmatic
or hedonic character) unavoidably influences the user experience in its entirety to
some extent, we mitigated this as much as possible by calculating the difference
score between participant’s evaluation of the home automation system with versus
without mid-air haptics.

Asmentioned, given the novelty and uncommonness ofmid-air haptic technology,
it was not possible for participants to interact with it on an individual day-to-day
basis in their own home. A lab-setting was needed for our study. In addition to the
traditional challenges of longitudinal research, this confinement to the lab brought
about extra challenges, mainly in terms of participant engagement and retention. We
therefore deliberately stuck to two data collection points in order not to overburden
participants. The trade-off for this decision, however, was that we can only report on
these measures and not on what happened to our variables in between. This leaves
other questions (e.g. ‘is the decline of valence and enjoyment linear?’) unanswered
and up to future research.

Regardless,we have applied and discussed additional techniques (other thanfinan-
cial remuneration) to foster participant retention and avoid study dropout. By gami-
fying or adding a narrative to required study tasks, their obligatory character can be
dissolved, making continued participation more pleasant and casual. A well-planned
schedule and time table, created by the participants themselves, not only keeps things
clear and structured, but also increases the participants’ sense of commitment. In
addition, we recommend considering pragmatic elements when recruiting partici-
pants in order for the process and logistics to remain feasible for both them and the
researchers.
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A Six-Month, Multi-platform
Investigation of Creative Crowdsourcing

Vassilis-Javed Khan, Ioanna Lykourentzou, and Georgios Metaxas

Abstract Crowdsourcing platforms can be roughly divided into two kinds: the
ones that offer simple, short, and unskilled work (microtasking) and those that offer
complex, longer tasks,which are difficult to break downandusually involve creativity
(macrotasking). Past research hasmapped the landscape ofmicrotask crowdsourcing.
Little, however, is known about where commercial platforms stand when it comes
to creative crowdsourcing. Which types of creative tasks are offered? How are these
remunerated? Do all platforms facilitate the same type of creative work? Given the
increasing importance that creative crowdsourcing is expected to play in the near
future, in this chapter we partially map the current state of this type of online work
over time. During a six-month period, and on a daily basis, we collected public data
from seven creative crowdsourcing platforms. Our data, covering more than thirteen
thousand tasks, show that there are plenty of graphic design tasks but better finan-
cial rewards for other types of creative tasks, as well as a trend for creative crowd
work platforms to offer longer tasks. Judging from the total rewards in those six
months, we can also conclude that creative crowdsourcing will benefit from a shift
to dynamic rather than fixed rewards, but also that this type of crowd work is still at
an embryonic stage and has growth potential. Finally, our results highlight the need
for a platform data watchdog, as well as the need for a more nuanced perspective
of creative crowdsourcing, distinguishing between the types of platforms within this
genre of online work.
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1 Introduction

Crowdsourcing is a socio-technical phenomenon in which large numbers of people
complete on-demand, work-related tasks on Web sites. These Web sites are more
commonly known as crowdsourcing platforms. Initialmilestones of this phenomenon
are a 2006 article on Wired magazine that is credited with coining the term crowd-
sourcing [11], and the launch of Amazon’s Mechanical Turk platform1 in that same
year, in which all sorts of digital tasks (e.g., annotating images), known as Human
Intelligent Tasks (HITs), can be completed.

As this phenomenon became more popular and grew, crowdsourcing plat-
forms became more mature, and their classification is becoming more nuanced.
A 2015 World Bank report [15] recognizes two major segments in crowdsourcing:
“microwork” and “online freelancing”. This report defines microwork as work that
can be “broken down into microtasks that can be completed in seconds or minutes”
and defines online freelancing as work that is “performed over longer durations of
time—hours, days, or months”. This report also identifies that microwork typically
pays a small amount to workers per completed task. It also breaks down online free-
lancing into “open services platforms” and “managed services platforms”, in which
the former act as a marketplace in which direct communication between requesters
and workers takes place, whereas in the latter the relationship between the two are
managed. In terms of revenue, online freelancing was estimated to have grossed
almost $2 billion in 2013 and projected to grow to more than $4 billion in 2016 and
at least $15 billion by 2020 [15]. It is important to highlight that these figures are
estimates and that the report recognizes a limitation in empirical data.

In the academic sphere, there is relatively plenty of research that has focused on
mapping the landscape ofmicrowork (ormicrotasking, as it is known) and the demand
side of crowdsourcing and more specifically Amazon’s platform: Mechanical Turk
[9, 12]. However, when it comes to the other type of crowd work, research is scarce.
Furthermore, the academic focus on microtask crowdsourcing also implies cross-
sectional research studies, which leave out the temporal aspect in their investigations.
The crowdsourcing studies that do focus on temporal aspects have focused on a single
platform and most of those focus on Amazon’s Mechanical Turk.

With this chapter, we would like to contribute to the existing body of literature by
investigating several crowdsourcing platforms over a long period of time. Further-
more, we investigate platforms other than MTurk, which would be characterized as
creative, in that they offer tasks other thanmicrotasks, i.e., tasks that require expertise
are complex and time, also known in literature as macrotasks [17]. Based on our six-
month investigation of seven crowdsourcing platforms, we draw design lessons for
future crowdsourcing platforms. Additionally, we believe that our investigation will
also appeal to other scientists andmore specifically ones in the social sciences. Given
the current COVID-19 virus crisis, we believe that this type of work might become

1 https://www.mturk.com/.

https://www.mturk.com/.
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more important due to social distancing and due to the large numbers of people who
have suddenly become unemployed. We, therefore, believe that our study is timely
to map the current landscape of creative crowdsourcing and sketch its future.

2 Background

Initially, crowdsourcing was, and perhaps to some extent till now is, primarily asso-
ciated with microtasks, i.e., the completion of short, typically simple tasks that
are currently difficult for machines to complete whereas are easy for humans [21].
However, more recently, there is a research focus on macrotask crowdsourcing, i.e.,
tasks that generally are more complex, might require collaboration and certainly take
time to complete [17]. More specifically, prior research work on the overlap between
longitudinal studies and crowdsourcing has looked into the:

(1) Adaptations and extensions that are necessary to leverage crowdsourcing
platforms for conducting longitudinal research studies [5, 18, 19];

(2) Workers-side context (i.e., the supply side) [6, 9], and
(3) Requesters-side context (i.e., the demand side), but only within a single

platform [2, 3, 25].

With regard to leveraging crowdsourcing platforms to conduct longitudinal
research studies, the primary focus of research has been Amazon’s crowdsourcing
platform: Mechanical Turk (MTurk). MTurk was primarily developed to conduct
short, one-off tasks, such as for example annotating a photo and therefore lacks
several salient features for conducting long-term research studies. However, the fact
that it has a large and stable number of people working on the platform [6], has
attracted researchers to both investigate the extent to which MTurk can be used for
longitudinal research studies and the design extensions needed to better support these
types of studies.

An important finding in relation to conducting longitudinal studies is that MTurk
has “the same advantages as student samples and commercial research panels
without their significant disadvantages” [5]. More specifically in three studies, [5]
examined salient longitudinal variables such as non-response biases, the stability and
consistency of demographic and self-report measures. They conducted their studies
across time periods of two, four, eight, and thirteen months. However, to conduct
their studies, they had to develop custom software to bulk message their participants
in MTurk. The realization that many common research tasks are difficult and time-
consuming to implement on MTurk has led researchers to develop systems such as
TurkServer [18] and TurkPrime [19]. For example, TurkServer monitors workers’
activity during an experiment, to check whether they are actually participating and
was designed as a research platform that integrates with MTurk and supports tasks
that are common to the social and behavioral sciences. TurkPrime hasmore extensive
features such as being able to exclude workers based on tasks’ past participation, and
in that way support between subject’s designs; edit a task after actually launching
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it; support flexible payment mechanisms. When it comes to longitudinal studies,
TurkPrime supports launching a task that is open only to workers that have partici-
pated in previous studies;matching aworker’s ID across data files; notifying aworker
to inform them that a task is available for them.

With regard to the supply side, i.e., what to expect when it comes to people
participating as workers in crowdsourcing platforms, the primary focus of research
has also been focused on Amazon’s MTurk. For example, we know that there are
approximately 100 K workers active in MTurk and even more importantly, “at any
given time there are more than 2K active workers” and that a Turker’s (this is how
people working on MTurk are known) half-life is approximately a year, with the rate
of new Turkers balancing the departures rate [6]. These findings were based on a
survey conducted over 28 months, from forty thousand unique workers [6]. When it
comes to Turkers’ hourly earnings, Hara et al. [9] report a median of approximately
only $2 with only 4% of them earning more than the average US minimum hourly
wage of $7.25. Sources of unpaid effort that negatively impacts the hourly wage
are spending time and effort in searching and dealing with rejected and returned
tasks on MTurk. These findings were based on tasks logs collected from September
2014 to January 2017, accounting a total of more than three million tasks by more
than 2.5 K unique workers. Furthermore, we know that workers utilize tools to find
honest requesters to ensure fair rewards. Twowell-known tools are Turkopticon [13],
initially developed by HCI researchers and the online community Turker Nation,
which was initially a forum and has now moved to Reddit [20].

With regard to the demand side, i.e., what to expect when it comes to the tasks
posted by requesters of work, the primary focus of research has been investigating a
single platform. More specifically, in the context of creative crowdsourcing, Araujo
[2] surveyed 99designs.com, a popular creative crowdsourcing platform for graphic
design contests and collected more than 38 thousand logo design contests between
2010 and early 2012, from more than 63 thousand unique designers. In terms of
contest rewards, he found that most rewards, for the USA, were $299, $499, or
$699—the three default rewards of the platform at the time in the USA. This research
focused primarily on what are the effects of the reward to attract designers and not
what the platform offers in terms of the number of tasks available, their duration, and
overall rewards. More specifically in terms of effects, he found that higher financial
incentives do not translate to designers’ increased effort; however, they do have an
impact on contests’ quality because they attract more designers. Another salient
finding is that most contests were dominated by few designers, the most active, and
effective ones.

In an earlier study, Zheng et al. [25] surveyed 283 designers in the Chinese
Taskcn platform. Additionally, they gathered a sample of 7162 contests in a period of
14 months, from August 2008 to October 2009. The top contest types were graphic
design (logos and ads, N > 3 K) followed by name and slogan design (N = 676),
followed by Web site design (N = 502). Their findings suggest an “inseparable and
balanced view of extrinsic and intrinsic motivation” to encourage participation in
crowdsourcing. Thus, if extrinsic motivation is as important as intrinsic, in creative
crowdsourcing, the question which arises is: What rewards are actually available for
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creative crowd workers? In other words, what can creative crowd workers expect
in terms of the supply side from the broader range of existing platforms? Both the
aforementioned studies contribute significantly in addressing this question but for a
single platform, 99designs and Taskcn, respectively.

In this paper, we contribute to the literature by focusing on the second segment of
crowdsourcing, which we dub “creative crowdsourcing”. For a period of six months,
we daily collected public data from seven creative crowdsourcing platforms. Our
analysis wishes to describe the current state of creative crowdsourcing. Our analysis
is important because one of the main drivers for crowd workers, in both microtasking
[4, 15] and macrotasking are their financial rewards [25]. More specifically, we
contribute by presenting data on the supply side of creative crowdsourcing across
seven platforms.

Our study is the first, to the extent of our knowledge that investigates over a period
of six months seven platforms in the creative crowdsourcing space. Therefore, our
research focus is both longitudinal and multi-platform. More specifically, our main
research questions are as follows:

RQ1. How do number of tasks and rewards fluctuate over time, across different
platforms?

RQ2. What are some critical limitations of crowdsourcing platforms to further
develop the field over time?

3 Method

We collected data from seven platforms (Table 1). The data collection took place
daily at 14:00 GMT from the August 1, 2017, to the January 31, 2018, i.e., for six
months. To choose the platforms, we assigned five industrial design students to go
through a list of 100+ crowdsourcing platforms and shortlist ones that they would
prefer to work on. The rationale behind asking students to shortlist such platforms
was based on the aforementionedWorld Bank report that states millennials being the
main population in crowdsourcing and “are expected to make up 75 percent of the
global workforce by 2025” [15].

More specifically, we collected the task’s title; financial reward; task ID—that
was issued by the platform; URL; expiry date; and the posted date (i.e., the date we
collected). We also collected a screenshot of the task’s webpage. Based on the posted
and expiry date, we calculated a task’s duration in days.

We then manually corrected a few cases where the collected data were incorrect.
We corrected this data by visiting the webpage in which the task was posted and
directly changed the data in our file. These cases were actually restricted only to
platform seven (P7) (N = 31 cases). We identified these cases by using scripts to
identify outliers or data types other than the ones we expected.
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Table 1 Short description of the platforms we surveyed in this study

Platform Description

P1 A graphic design online marketplace. It is essentially a freelancer platform for
connecting graphic designers and potential clients

P2 Brainstorm at scale and solving design and innovation challenges by more than 120K
creative professionals and innovation experts

P3 Ideas for creative contests. It focuses on fueling innovation, improving brand
communication and customers’ experience

P4 Design and technology online marketplace. Began with coding competitions but has
now grown into a diverse technology community spanning the entire software
development life cycle with more than one million members

P5 Thinking of innovative solutions to challenging problems for Dutch-based
companies and organizations

P6 Open innovation for design contests. It essentially connects companies through
design contests, with a worldwide community of creative talents

P7 Focuses on R&D challenges. It essentially enables organizations to publish their
unsolved problems, framed as ‘Challenges’, out to the crowd to solve. The crowd can
either be the employees of the organization (i.e., internal crowd) or external to the
organization

The description is based on the platforms’ “About” page and homepage. The main reasons for
anonymizing the platforms are that we are interested in mapping the broader landscape of creative
crowdsourcing and to ensure their privacy

Furthermore, we removed cases in which the tasks had already expired (N =
22). Before importing the data into SPSS for analysis, we converted all the finan-
cial rewards into Euros, based on the exchange rates retrieved on xe.com on the
February 11, 2018. Finally, we randomly checked 100 tasks to inspect and ensure
that therewere no differences between the collected data and the data in the respective
platforms’ webpages.

4 Results

In the period of six months, we collected a total of 13,421 tasks (Figs. 1 and 2).
The distribution of the number of tasks posted is extremely skewed (Table 2). One

platform (P1) posted the vast majority of tasks (93.24%). P1 primarily hosts graphic
design type of tasks. P1 was followed by P4, which posted 5.79% of the total tasks.
That means that these two platforms posted cumulatively 99% of the tasks. One can
imagine that the results are influenced by P1, given its dominance. However, this
dominance in the number of tasks has adverse effects, for example, in the average
reward per task (Fig. 5). Given this dominance, we alsomake sure to conduct analysis
that excludes P1 (e.g., see Fig. 3).

In the surveyed period of six months, the platforms posted an average of approx-
imately 74 tasks per day (M = 74.56; SD = 10.43) with a maximum of 119
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Fig. 1 Distribution of the sum of financial rewards per day across platforms. The Y-axis displays
the financial reward in e and X-axis the date. We observe that there is a rather stable amount of
financial rewards on any given day with a few exceptions

Fig. 2 Distribution of the number of tasks per day for the period of six months. As it was the case
in Fig. 1, here we also observe that there is a rather stable number of tasks on any given day with
few exceptions
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Fig. 3 Distribution of the number of tasks per day for the period of six months, excluding tasks of
P1

Table 2 Number of tasks
posted in the respective
platforms in the six-month
period

Platform Frequency %

P6 6 0.04

P5 12 0.08

P2 14 0.10

P7 31 0.23

P3 66 0.49

P4 778 5.79

P1 12,514 93.24

Total 13,421 100

tasks, which was recorded on two dates: 06/08/2017 and 02/10/2017 (we use the
dd/mm/yyyy notation) and a minimum of 34 tasks, which was recorded on a single
date: 24/08/2017.

The distribution of tasks per day is quite even (Fig. 2); however,when removing the
dominant platform P1, the shape of the distribution changes dramatically (Fig. 3).
Descriptive statistics for the number of tasks, when excluding the ones from P1,
include an average of approximately five tasks per day (M = 5.03; SD = 4.16) with
a maximum of 28 tasks, which was recorded on a single date: 06/11/2017 and a
minimum of zero tasks which we recorded in 15 dates, throughout the sampling
period.

In regard to the financial reward that the tasks paid off, which we converted when
necessary to Euro (e) revealed a total turnaround ofmore thane7.5M (e7,538,453_.
If we calculate the average task reward, that was more than e550 per task (M =
e561.69 per task, SD = e4032.35). The maximum reward that a platform paid off
for a day was e410 K, which we recorded on 09/11/17 and was offered by P7. The
minimum was e0, and we recorded 101 such cases on P4. Typically, those tasks,
in that platform, would either offer non-monetary rewards such as T-shirts, or they
would not specify the monetary reward, in the task description.
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The distribution of the sum of rewards resembles an exponential distribution
(Fig. 4, Table 3) with P1 again topping the list. Nevertheless, we find that the ranking
of platforms is different compared to the distribution of the number of tasks (see
Table 2); namely P7 ranks second in the sum of financial rewards (Table 3) but ranks
fourth in the number of tasks (Table 2). It is noteworthy that when we calculate the
average financial reward per task per platform the ranking of the platforms drastically
changes (Fig. 5), with P7 topping the list and P1 being last. More specifically, a task
on P7 will pay off on average a whopping e37,508 while on P1 e394. Therefore,
although, less frequent tasks on P7 are very lucrative.

Looking at the financial rewards per day, these include an average of M =
e41,880 (SD= e35,860) with a maximum topping e446,563, which was recorded
on 09/11/2017 and a minimum of e17,668, which was recorded on 26/12/2017.
Figure 1 presents the distribution of financial rewards per day across the platforms.

Fig. 4 Distribution of the sum of financial rewards per platform. Amounts in Euros—converted in
case of other currencies

Table 3 Distribution of total
financial rewards converted in
e, ranked in ascending order
of their sum of financial
reward

Platform Sum of Financial Reward (in e)

P6 21,500

P2 68,510

P5 137,000

P3 281,050

P4 940,774

P7 1,162,760

P1 4,926,859

Total 7,538,453
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Fig. 5 Distribution of average financial reward (in Euros) per task per platform

Looking at Fig. 1, it becomes evident that the total amount of monetary rewards is
rather stable throughout the six-month sampling period.

When it comes to the currencies used for the tasks (Table 4), USD tops the list with
EUR being the second most used currency. It is noteworthy that the list includes 12
different currencies with the Mexican Peso being representative of Latin America’s
currencies, the Japanese Yen, Hong Kong Dollar, and Singapore Dollar being repre-
sentative of Asia’s currencies and the British Pound, Swiss Franc, Norwegian, and
Danish Corona, in addition to the Euro, being representative of Europe’s currencies.

Finally, in regard to task duration, this is an average of slightly more than four
days (M = 4.26 days; SD = 5.11 days), with the maximum duration of a task being
366 days, which we recorded on P7 and the minimum duration being a day (Min =
1 day), which we recorded on P1. We note that in 33 cases (20 for P1, 7 for P3 and 6
for P4), the task duration was 0 (zero), and we excluded these ones from this specific
analysis (i.e., had totalN = 13,388 cases). The reasons were either valid, for example
in the case of P4 the “task” was essentially registration for some participants of a
local challenge, or the expiry date was not properly recorded by our software (e.g.,
for the 20 cases of P1) due to technical reasons.
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Table 4 Currency distribution of the tasks

Currency Frequency %

MXN 46 0.3

DKK 61 0.5

HK$ 64 0.5

SGD 70 0.5

NOK 70 0.5

JPY 94 0.7

CHF 325 2.4

CAD 546 4.1

GBP 610 4.5

AUD 1238 9.2

EUR 1872 13.9

USD 8425 62.8

Total 13,421 100.0

Table 5 Holiday effect? When zooming in on Christmas dates, which we would expect to be
celebrated in large parts of the world, we find a reduced number of tasks when compared to other
dates

Date Number of tasks Sum of rewards

24/12/17 60 e27,069

25/12/17 48 e19,650

26/12/17 45 e17,668

It is also noteworthy that there might be a “holiday effect,” namely around
Christmas. We observe during the December 24, 25, and 26, 2017, the number of
tasks and the sum of rewards dropping (Table 5). Although in the case of the number
of tasks, the minimumwas on the August 24, 2017, and during Christmas the number
of tasks is well below the average of approximately 75 tasks. That is also the case
with the total rewards per day; the rewards on Christmas days drop well below the
average (M = e41,880). This is an interesting inverse parallel as in the actual work-
place employees typically receive a bonus during the end of the year, which coincides
with Christmas (at least that is the case in most European countries), whereas people
working on crowd work platforms might have even trouble finding tasks to work
on. An ethical treatment of such type of work would necessitate that crowdsourcing
platforms and task providers rethink their financial rewards, particularly on popular
holidays such as Christmas.
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5 Discussion

In this section, we draw the key points that can be supported from our study and
which can help future researchers work on, with particular emphasis in longitudinal
aspects.

1. From fixed to dynamic financial rewards.
In their highly cited paper, “The future of crowd work” [14] highlights “the
dynamic nature of motivation and its dependence on context”, among many
other points. By “dynamic”, they meant that crowdsourcing platforms need to
go beyond financial rewards and consider other motivators, of intrinsic nature.
With our work, we extend the notion of “dynamic” rewards, addressing a well-
known strong motivator of workers in such platforms, namely that of dynamic
financial rewards [25]. For example, in Table 5 we observe that there are some
days that fewer tasks are posted online.We also observe the same in Fig. 3 and to
some extent in Fig. 2. Difallah et al. [6] have shown that on MTurk, the worker
population remains “relatively stable”. Although we do not have data about the
stability of the worker population in other platforms, but based on Difallah et al.
(2013) work and assuming that the population would be stable, we can draw
a salient point about the future development of crowdsourcing systems. We
know from microeconomics if the demand of work (i.e., the number of tasks)
drops when the supply of work remains stable, we would expect the financial
reward of that set of tasks to drop [24], because there are plenty of people to
complete those tasks. Note that we would also expect the opposite, i.e., when
there is an increase in the number of available tasks, while theworker population
remains stable, we would expect the financial reward of those set of tasks to
increase. However, nowadays, this is not what is occurring. To the extent of
our knowledge, there is no crowdsourcing platform that implements dynamic
financial rewards. To some extent, this dynamic rewarding can be done within
the boundaries of a certain platform, since the platform itself can log both the
number of tasks as well as the number of available workers and could therefore
recommend an appropriate reward to the task’s requester. However, given that
the threshold of a worker subscribing to another platform is relatively low,
essentially one has to only create a new account, dynamic financial rewards
could be very attractive to increase competition between platforms. This is a
first takeaway from our study, and something that future researchers could
focus on, namely enabling dynamic rewards in crowdsourcing platforms.

2. Data transparency and the need for a platform data watchdog.
Nevertheless, we would argue to enable dynamic rewards, there is a need of
computational analytical tools that current crowdsourcing platforms need to
implement to support transparency of their basic data, such as number of
tasks, rewards, and task duration. Currently, it seems that platforms shy away
from implementing such tools. We can only speculate on why is this case. We
imagine that it is a combination of lack of resources and fear of exposing too
much to competitors. By lack of resources,wemean a combination of allocating
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financial resources to develop, for example, an API and perhaps lack of know-
how. Nevertheless, we would argue that this exposure of data is a crucial aspect
for the further development of the field as a whole.
A first step toward opening up crucial data of crowdsourcing platforms could
be an independent indexing platform that logs and presents platform data over
time, an open “data watchdog” in a sense. To use an analogy, we imagine that
indexing platform being a Skyscanner2 of crowd work. Another analogy, closer
to online marketplaces, is L2, a firm developed by Scott Galloway, a NYU
professor. L23 gathers data from more than two thousand consumer brands,
over time, and benchmarks their social, search, mobile, and site performance
[7]. Such an indexing platformwill drive the development of the field further and
will lead to several advancements, such as dynamic financial rewards, as well
as dynamic placement of tasks. This is a second takeaway from our work for
future researchers, namely to design and develop an independent, indexing
platform for providing an overview of the supply of published online tasks.

3. Creative crowd work gradually shifts to longer tasks.
Another design-related takeaway point can be drawn when examining Fig. 3
in combination with Fig. 5. This examination suggests the need for a cross-
platform notification software for both requesters and workers alike. On the one
hand, workers might be interested in a notification when there are lots of tasks
available on a certain date, or when there are high rewards, despite the number
of active tasks. On the other hand, requesters might be interested in increasing
or decreasing their task reward based on the current active number of tasks and
rewards that would be available online. Likewise, requesters might decide to
postpone or even advance the publication of their task based on that figure. For
example, when in a certain week, there are few tasks with a low average reward
that week might be an opportunity to attract the best workers.
Another discussion point of longitudinal nature regards the question of growth
of crowdsourcing. According to a 2015 World Bank report, their prediction for
the year 2020 was that the overall revenue in crowdsourcing platforms would
at least triple from roughly $5 billion to $15 billion, suggesting a linear growth
of the sector [15]. However, their prediction was not based on empirical data
from several platforms. Although limited, our study is the first, to the extent of
our knowledge, longer-term cross-platform study, to gather empirical data to
evaluate that prediction. Nevertheless, our data do not support such a predic-
tion. More specifically, the distributions we present in Figs. 1 and 2 neither
support projections of growth nor of shrinking. Our data show a rather stable
landscape for creative crowdsourcingboth in termsof number of tasks andmone-
tary rewards. Nevertheless, the corona pandemic might change this, since more
people stay at home and therefore spend more time online [23]. Combining this

2 Skyscanner.com is essentially a website that crawls airline websites to index information about
flights. In that way travelers looking for a flight to a certain destination can easily compare between
flights.
3 L2 was acquired and is currently owned by Gartner.
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trend with rising unemployment might lead to more people turning to crowd-
sourcing platforms for having an alternative income. This is a third takeaway
from our work for future researchers, namely we provide empirical data
that showa rather steady development of creative crowdsourcing platforms
in terms of number of tasks and rewards on the longer term.
When we compare the platform with the most tasks on average (P1) to the
platform with the highest reward on average (P7), we can presume that there
are two types of creative crowdsourcing platforms. Up and until now, the land-
scape of this type of work might have been perceived as monolithic, namely
thought of as being represented by platforms that offered creative types of tasks.
With our investigation, we show that there are at least two types of creative
crowdsourcing platforms. On the one hand, platforms have a constant, rela-
tively large, and rather stable number of tasks posted daily, which have short
durations and pay in hundreds of Euros. On the other hand, platforms have
infrequent posting of tasks, which have much longer duration and pay in thou-
sands of Euros. Prior work has classified crowdsourcing platforms in terms of
their input and output [8], type of remuneration and initiating actor [10], how
well they adhere to community heuristics [1], worker role [22], among other
classifications. With our work, we introduce a classification that is based on
longitudinal data. For example, platforms can be classified in the frequency
of tasks that they post. This is the fourth takeaway point from our work,
namely a new classification of crowdsourcing platforms.

4. Creative crowdsourcing is expected to grow a long way.
Finally, one might rush to think that more than e7.5 million Euros distributed
in six months is an impressive figure. However, when compared to revenues in
the actual marketplace, it feels like a needle in a haystack. According to a 2014
report, in 2012, in Europe alone the revenues of the “creative industries” was
e535.9 billion [16]. The term “creative industries” arguably includes aspects of
the marketplace such as “performing arts” that might be impossible to crowd-
source, nevertheless, in the same report, “visual arts” had a revenue of e127.6
billion. Of course in our study, we only included seven platforms but we believe
those figures show that creative crowdsourcing is only at an embryonic phase
and still has a long way to grow; if there was only 1% of only the visual arts to
be crowdsourced the revenue of that would be more thane1 billion. This is the
fifth and final takeaway point from our work, namely we expect creative
crowd work to grow and invite future researchers to investigate how to
support existing creative work with crowd wisdom.

6 Limitations

Our data collection approachmight have introduced some limitations. In our analysis,
we took into account the date that the task was posted. However, the date that task
would actually startmight have been different. Althoughwe did sample andmanually
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checked 100 tasks in the pool of more than 13K tasks, we cannot exclude that there
might be slight deviations between the date the task was posted in the platform and
the date it actually starts.

Furthermore, we sampled seven platforms. While our study, to the extent of our
knowledge, is thefirst to attempt amulti-platform investigation, those sevenplatforms
are obviously not exhaustive of the entire marketplace. Having said that, there is no
official index of platforms that we are aware of to estimatewhat kind of percentage do
those seven platforms represent. Therefore, another design-related opportunity for
future work would be to create such an index of the different platforms that currently
exist.

7 Conclusion

Although broadly speaking, there are two types of crowdsourcing platforms, research
on the supply side of platforms primarily focuses on one, which is microtasking. In
thiswork,we present a longitudinal study of creative crowdsourcing platforms,which
are platforms that offer work that is difficult to decompose and requires expertise and
time to complete. For a six-month period, we daily surveyed seven creative crowd-
sourcing platforms gathering more than 13K creative tasks. Our analysis revealed
that in this type of platforms, there is plenty of work for graphic designers, but also
plenty of financial rewards for other types of creative crowd workers. Judging from
the total rewards that we recorded, we can also conclude that creative crowdsourcing
is at an embryonic stage and still has a long way to grow. Finally, although prior
estimations have predicted a steady growth over time, our data do not support that.
We conclude this study with key takeaways points for future research, namely the
need for dynamic rather than fixed rewards, the need for a platform data watchdog,
the fact that creative crowd work gradually shifts to longer tasks, and the forecast
that creative crowdsourcing is expected to grow further in the future.
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