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Preface

The Tenth International Conference on Complex Systems (ICCS 2020) took place
online during July 27–31, 2020, in the midst of the COVID-19 pandemic. The
global situation shows that we face several challenges with a complex nature besides
the pandemic: climate change, economic interdependencies, violent conflicts, social
polarization, and technological change, just to name a few. Understanding complex
systems is crucial for addressing all of these challenges and the ones yet to arise.

Since the first edition of the conference in 1997, the field and the community have
matured, but its spirit has beenmaintained: By its very nature, the study of complexity
requires a shift in thinking acrossmany disciplines, including the physical, biological,
and social sciences, engineering, medicine, etc. The traditional reductionist approach
has been very useful but is limited as it tries to simplify and isolate in order to predict.
Complex phenomena are characterized by relevant interactions that may generate
novel information that limit predictability, so reductionism is inappropriate. New
concepts and tools have been developed and applied in recent decades, increasing
our ability to solve complex problems.

This volume contains selected contributions from ICCS 2020. The diversity of
topics included highlights the prevalence of complexity across disciplines. The
answers developed in recent decades are far from complete. There is much more
to be done. Thus, the results presented in this book are provisional at best but should
be seen as part of a greater effort to advance our understanding of complex systems
and their properties. We will not be immune to complex problems, but we will be
better prepared to face them.

It is interesting that the conference has attracted not only academics from all
disciplines, but also people from the private, government, military, and social sectors.
Complex challenges demand not only an interdisciplinary approach to face them, but
also multisectorial collaboration. Academia, government, or private corporations
alone will not solve complex problems . Coordination between all relevant actors is

v



vi Preface

required. Events such as International Conference on Complex Systems provide a
forum where non-traditional collaborations can take place, and the important topics
presented at the conference can reach a broader audience through the publication of
this volume.
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Multi-agent Simulations of Intra-colony
Violence in Ants

Kit Martin and Pratim Sengupta

Abstract This paper seeks to elucidate key aspects of a rarely-studied interaction in
ant colonies—intra-colony violence—using multi-agent-based computational simu-
lations. A central finding is that intra-colony violence is heritable, though not preva-
lent. Results from our simulations reveal specific conditions in which such infrequent
forms of violence occur and can be inherited, which in turn helps us understand why
Atta cephalotesmay persist killing colony members, even though it dampens colony
carrying capacity. We also discuss the concerns and implications of our work for
modeling conflict and violence more broadly, which in turn raises questions about
the ontological nature of the computational and evolutionary models.

Keywords Multi-agent simulations · Emergence · Ant colonies · Violence

1 Introduction

Intra-specific violence is a common phenomenon among ant colonies, as reported by
biologists such as Whitehouse’s [1] work on Atta laevigata. Nearly all observations
of violence in ants are observations of violence among colonies within the same
species [2] rather than within a colony, because generally, within ant colonies, sterile
workers cooperate to rear colonial young [3]. Instances of intra-colony violence are
present in Atta cephalotes colonies, as observed during fieldwork conducted by the
first author (see Fig. 1). The goal of this paper is to present a set of computational
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Fig. 1 Photo of two ants
(Atta cephalotes) engaged in
intra-colony conflict. Image
credit: Kit Martin

experiments that shed light on the evolutionary stability of this significantly less
studied form of violence within Atta cephalotes colonies. Nest-mates (i.e., members
of the same colony) killing each other is an interesting case, because theoretically
the benefits of cooperation should outweigh the benefits of intra-colony competition
because of the associated net loss of sterile foraging members [4].

We investigate the following research question: How can intra-colony violence
persist over generations in ant colonies in which all members are related, and colony
success is predicated on mutual cooperation and almost ubiquitous sterility? To
answer this question, we developed a multi-agent-based simulation in NetLogo [5].
We conducted several computational experiments to help us identify circumstances
where pure cooperation among nest-mates, in the face of aggressively violent behav-
ior among nest-mates, sometimes loses from an evolutionary perspective. It is the
identification of these specific circumstances, we posit, that stand as the main contri-
bution of this paper. An implication of our work is the possibility of a deeper under-
standing of underlying mechanisms of cooperation and conflict (more broadly), with
obvious cautions against misinterpretation and over-generalization, as we explain
later.

Our open source NetLogo model is available via Open ABM [6], where follow-
ing Grimm et al. [7], we have also attached a complete Overview, Design, Concepts,
Details protocol to make modeling design decisions explicit, and thus more repro-
ducible. In this paper, we first situate our work at the nexus of previous scholarship
on ant biology and computational complexity. We then describe the basic version of
the NetLogomodel we beganwith, and howwemodified this model to simulate three
different scenarios that allowed us to investigate follow-up research questions. We
conclude with some implications of our work for future research on modeling vio-
lence as an emergent system, grounded in an essential caution against unwarranted
generalization.
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2 Background: Ant Biology

2.1 Individual Life Histories of Atta cephalotes

Ants are a worldwide species that dominate many terrestrial ecosystems [8]. Ant
colonies are composed of mostly sterile female workers, who protect the colony,
collect food and take care of eggs in a cooperative structure, building a unit of
selection larger than the individual [3, 9]. There are over 15,680 distinct species of
ants, with almost as many distinct patterns of life histories [10]. In this model, we
modeled Atta cephalotes, the type of fungus growing ants the first author observed
in field work. They collect leaves and flowers to feed to fungus farms within their
subterranean nests [11].

In Atta cephalotes reproduction is handled either by an individual female ant or
a small number of female ants, termed queens, who usually mate once and live for
decades [12]. Atta cephalotes, like many other ants, have a communication system
predominantly based on time-diminishing pheromones, but also including drum-
ming, touching, and vision [13], and share their knowledge using tandem running
[14]. While only using 10% of the colony for food foraging, colonies can provide
the nutritional needs of the entire colony, including immobile larvae, or queens [15].
Ants’ success, like other social animals, hinges on their ability to take advantage
of ephemeral natural resources to rear young and pass on their genetic heritage to
closely related offspring in neighboring colonies. The model used this life history
information to inform the model creation as outlined in its ODD [6].

2.2 Distinguishing “Friend” From “Foe” in Ant Colonies

Ant colonies, like several other insect societies (e.g.., honeybees), are seen as exam-
ples of superorganisms [9, 16, 17]. Originally coined by Morton Wheeler [17] to
denote insect societies that “possess features of organization analogous to the phys-
iological processes of individual organisms” [16, p. 548], it indicates societies of
organisms such as ants and honeybees that form a cooperative unit to propagate their
genes. As Seeley noted, the analogy here is the classification of a group of cells as an
organism when the cells form a cooperative unit to propagate their genes [16]. But
this also suggests that most insect societies are not perfect superorganisms because
there is usually intense intragroup conflict when members compete for reproductive
success [18].

That being said, superorganisms have also been defined as insect societies that
have very low aggression towards nestmates but high aggression towards outsiders
[19]. As Moffett said “All societies are characterized by the capacity of their mem-
bers to distinguish one another from outsiders” [20, p. 1]. In ant colonies, members
recognize each other through odor cues contained in hydrocarbons, or oils, on the
ant’s exoskeleton [9, 21–27]. They also employ the hydrocarbons as home range
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marking [28], which allows colony mates to distinguish each other without having to
actually have met before [20]. This “anonymous” scent based recognition in ants has
two effects. First, it means larger groups of ants can work together altruistically on
an effort and form a society without intra-colony violence or individual recognition.
Second, it means errors may exist in recognizing colony or colony-mates, as the
results have shown that in turn may lead to intra-colonial violence [25].

2.3 Intra-Colony Violence

Examples of violence between nest mates have been documented in a few different
ant species [29]. Linepithema humile, Argentine ants, have been induced to kill
colony mates, possibly through a change in diet [30]. In our field observations,
we observed nestmates of A. cephalotes kill each other near Manaus, Brazil. Kin
selection, competition among the minutely diverse genetic makeups of ants in a
colony, provides a rationale for the persistence of intra-colony competition. Kin
selection takes a variety of forms, including queens in the same colony that may kill
each other for the right to control the genetic heritage of offspring, mostly sterile
workers that may compete for the rights to lay male eggs [31], or “varieties of
strategies that even nonlaying workers might employ to ensure genetic success” [29,
p. 171], such as killing or selectively starving less related eggs. In short, while on
the one hand, the super-organism attacking itself seems intuitively like a negative
externality that should result in negative colonial fitness, that would be selected
against. On the other hand, selfishness may still have benefits in an altruistic ant
colony [29]. Of particular interest to us is the questionwhether such “cross-purposes”
(p. 171) are merely glitches in an otherwise functional and highly adaptive super-
organism structure, or themselves have utility evolutionarily speaking.

3 Theoretical Framework

3.1 High-Leverage Points in Complex Systems

Holland [32] argued that an ant nest is an apt example of “emergence of complex
large-scale behaviors from the aggregate interactions of less complex agents” (p.
11). Such emergent systems can be understood as systems with high leverage-points,
where a local or an individual-level interaction can have systemic impact [33]. In
the game of chess, which is also an example of a complex adaptive system, one
such leverage point is a gambit [33], where a player sacrifices a pawn early in the
game to set up the board for improved late game position. In an immune system,
an example is a vaccine [32], where immunity to disease in the whole body results
from prior exposure to microscopic pathogens. In both examples, “a small input can
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produce major predictable, directed change—an amplifier effect— ...” [32, p. 5].
When discovered, these high leverage points cause state-changes, i.e., the macro-
scale environment changes appreciably due to small changes at the individual-level.
Inwar,while there are points of leverage, they are difficult to identify. Solvit described
war as a complex adaptive system but one without methodically delineated levers of
intervention [34]. We posit that violence in ant colonies also reflects this feature of
complex systems. A contribution of this paper is that we propose how varying killing
rates in the colony can help us identify such a high leverage point, as it can lead to
an evolutionarily significant, aggregate-level change for the colony.

3.2 Inclusive Fitness and Natural Selection

In sociobology, the classic equation that models inclusive fitness is often used to
measure fitness in social animals [35, 36] is shown below:

rb > c (1)

This equation is known as Hamilton’s rule. It helps us understand how altruism
evolves or can be maintained in a selfish world. In this equation, r represents the
relatedness between the social partners, and can also be understood as a genotype
or a collection of genetic material on a DNA strand that is passed to the subsequent
generation. Hamilton’s rule represents the idea that the benefits to the recipients of
an altruistic act (b), weighted by the relatedness between the social partners (r), must
exceed the costs to the altruists c, in order for altruistic genotypes to be passed on or
inherited over by future generations over nonaltruistic ones.

Researchers have shown that this equation holds true for observations of inter-
colony violence [1, 2]. That is, onewould expect twoormore colonies competingwith
each other to fight over sources of food, and thus genes that cause functions leading
to reproductive success to persist. However, the question at hand is as follows: how
could intra-colony violence—i.e., members of the same colony killing each other—
be evolutionarily beneficial for the colony? Is it even possible that the existence of
colonymemberswhopractice the “killmynestmate” behavior, in some circumstance,
has a “benefit” to the colony? The equation for us, in such cases, would be as follows:

r(k) b > c (2)

Here r(k) represents the rate at which killers are born in a given colony. How
can such a scenario be understood from the perspective of inclusive fitness and
natural selection? What implications may such evolutionary occurrences have for
our broader understanding of modeling violence as an emergent system as well as
using evolutionary approaches? These are the questions that we are investigating in
this paper.
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4 A Necessary Caution Against Over-Generalization

The notion of inclusive fitness is a well-accepted model for studying altruism in
social insects [37, 38] and even human societies [39]. Altruism is defined as the
benefit to others at a cost to the individual. In agent-based computational models
of evolutionary biology, this is usually represented in the form of the transfer of
genetic material at the cost of physical demise of the individual agent. Given this,
for our present work, perhaps the most bizarre and dangerous question from a moral
standpoint can be stated as follows: Could we view intra-colony violence as a form
of altruism? That is, from a purely utilitarian perspective, could the emergent effect
of ants killing nest mates be understood in light of a long-term successes for the
colony as expressed through its inclusive genetic fitness?

The unequivocal answer to this question is that the logic of cost–benefit analysis
that underlies Hamilton’s rule is a vastly reductive approach for modeling violence
or mass-scale devastation. As moral philosophers point out, underlying the notion
of “altruism” are axiomatic assumptions of marginal value and utilitarianism [40],
requiring us to take the “point of view of the universe” rather than the perspective of
the individual ethics [41]. By illustrating conditions in which infrequent mass vio-
lence may be inherited, our goal is not to justify such occurrences—on the contrary,
it is to alert us to conditions under which violent acts—carried out by individuals—
might come to hold marginal value over co-operation at the aggregate level. The
ability to reveal such counter-intuitive connections between the individual and the
aggregate levels of behavior in a complex emergent system is a particular affordance
of multi-agent models [42, 43].

But at the same time, from an ontological perspective, we see this as a crisis rather
than an affordance: positioning large-scale violence as a form of altruism only reveals
a form of logical fallacy that has indeed proven to be dangerous in human history,
as evident in the history of justifications of human genocides [44]. We discuss these
ontological challenges and implications for modeling violence in human societies in
more detail in the final section of the paper.

5 The Basic Model

The basic model consists of two agent-types (“breeds” in NetLogo terminology):
red ants (Rants) and blue ants (Bants). At the beginning of the simulation, each
ant starts with a built-in dietary preference, represented by a randomly selected
number between 0 and 140 (using the HSB color scale). When an ant finds a plant
that corresponds to her preference she picks it up (RedFood or BlueFood), gains
a specific amount of energy (250 units), and returns a portion of that food to the
home-nest for consumption by colony-mates (return-to-nest).
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Food collection serves both the individual and the colony’s survival. When the
collective food in a colony reaches a threshold value, queen hatches one new baby
ant. During a single time-step the colony can only gain upto one new ant from
reproduction.

At the beginning of each simulation run, every colony has a specific proportion
of killer ants represented by the variable k. In any encounter with other ants, each
killer ant has a probability of 50% of killing the other ant. Other individual-level
ant variables include age, their current x and y coordinates, and a Boolean variable
representing whether they are looking for food or returning to nest.

Learning occurs in our model as follows: Ants share food preferences with other
ants they encounter. Because the surrounding environment in the model changes
every time step (see ODD), the food preferences for each ant also needs to update.
While ants can randomly discover food, they also share their preferences if they
have successfully found food. Social learning is therefore a mechanism for ants
to dynamically alter their food preferences by learning from others’ successes in
foraging. This is represented by the function tandem-running [14], in which ants
share their preferred food color with other ants if they are returning to the nest with
food.

6 The Computational Experiments: Three Scenarios

As stated earlier, our overall research question is: How can violence and discord,
when nest mates kill nest mates, persist in a social situation over generations in
which all members are related and colony success is predicated on mutual cooper-
ation and almost ubiquitous sterility? In order to answer this question, we modeled
three scenarios by modifying the aforementioned “base” model. In Scenario 1, we
modeled two competing colonies and in each colony, the queen only reproduced
sterile workers. So in each colony, when the queen reproduced, she did not give
birth to reproductively active males or females that could create new colonies. Thus,
while the colony population grew over time, new colonies were not founded—i.e.,
there was no reproduction of the super-organism. The first scenario thus sought to
investigate the comparative survival rates of colonies with and without killer ants,
as we varied k. We refer to colonies without killer ants as non-violent or altruist
colonies, represented visually as blue ants, while colonies with killer ants were rep-
resented as red ants. In Scenario 2, we initialized the model with five colonies that
could reproduce both sterile workers and reproductively active males and females,
who, in turn could also establish their own colonies. This allowed for super-organism
reproduction. Experiments in this scenario sought to investigate how the heritabil-
ity of k, as a result of reproduction both within and between colonies, effected the
prevalence of both violent and non-violent ants. That is, in Scenario 2, we did not
vary k in each run, and instead observed how super-organism reproduction, along
with other emergent factors (e.g.., availability of food resources) effected the the
value of k over subsequent generations. Finally, experiments in Scenario 3 sought
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to investigate the role of learning by implementing a calamity in terms of sudden,
drastic reduction of food resources in the environment while k was not heritable but
was varied systematically across simulation runs, as in Scenario 1.

The first scenario was run 165 times for 16,000 steps. The second scenario was
run ten times for 43,810 steps. The Third scenario was run sixteen times for 16,000
steps.

7 Results

7.1 Scenario 1: Intra-Colony Violence Without
Super-Organism Reproduction

An important finding of this set of experiments is that although on average the
altruist colony can maintain a larger population, highly aggressive behavior can—
albeit very infrequently—result in the total annihilation of competing colonies. This
can be understood as follows. On an average, the non-violent colonies have a higher
population than the murderous colonies. But in 6 out of 165 trials, i.e., 3.6% of the
time, the non-violent blue colony collapsed, while in the same trials—regardless of
the value of k—the red colony never collapsed. We also found that when the trials
were runwith two competing but non-violent colonies, neither colony ever collapsed,
indicating that colony collapse cannot simply be attributed to resource exhaustion
linked to competition from other colonies.

Another finding is that both attacks and social learning of food preferences are
dependent on the density (i.e., spatial distribution) of agents, being most prevalent
near the colony centers (Fig. 2). Consequently, the nestgate regions (i.e., areas imme-
diately surrounding the center of the colony), which are the most effective locations
for sharing food preferences due to the highest concentrations of contacts between
ants, are also the places where most lethal encounters happen. Note that increasing
the value of k also reduces learning rates, which makes a colony less adaptive to its
environment. In simulations with food scarcity the effect is greater, as adaptation to
a changing environment is more crucial than in a stable state, and we investigate this
in more detail in Scenario 3.

Fig. 2 Density-dependence
of attacks: Attacks by Red
and Blue killer ants are most
prevalent at the colonies.
Red colony is centered at
(0,0) and Blue colony is
centered at (10,10)
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Fig. 3 The maximum population of ant colonies decreased as k increased

Finally, it is important to note that aggressive behavior also dampened popu-
lation growth for the red colony. As shown in Fig. 3, k is increased from 10 to
100% in increments of 30%, which has a cost for the red colony: higher values of
k are associated with with a lower maximum red ant population. For example, for
k = 0, the max population in the red colony was 3,000, while for k = 90%, the max
population was 120.

7.2 Scenario 2: Intra-Colony Violence with Super-Organism
Reproduction

For this scenario,we chose k =20%as the starting value. Thiswas based on sensitivity
analysis which revealed that it is at and around this value, a violent colony can
outperform non-violent colonies in terms of survival. When colonies were allowed
to reproduce, we found that even though 20% of starting nests produced killers at
the beginning of the simulation, by the end, only 58 of 1,167 (5%) of nests produced
killers k =33%, i.e., their queens birthing killer ants one third of the time. Comparison
of average value of k across all colonies at the beginning and the end of the experiment
(43800 runs) reveals that it dropped from 40 to 2%, while the average value of k for
violent colonies dropped from 67 to 33%.
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This indicates once such violent traits become heritable, they are difficult to be
exterminated from the gene pool, even though they might only dominate the com-
petition infrequently or rarely. One possible explanation is that when k is heritable,
even a single killing in a colony increases the likelihood of more killings both in the
same colony and other colonies.

7.3 Scenario 3: A Deeper Investigation of the Role of
Resource Availability

In this scenario, we worked with a version of the model used in Scenario 1, where k
was not heritable (set to 20%) and involved two colonies (red and blue ants). We also
introduced a food calamity event: we set red and blue food to 0 at time t = 10000
steps. We chose the 10000 steps as an appropriate time for setting the calamity event
based on sensitivity analysis that reveled that populations stabilize around this time.
As shown in Fig. 4, after the food calamity, the effect of k becomes clearer: 50% of
red colonies and 37.5% of blue colonies collapsed after the food storage calamity.

We also found that it was around k = 20% that the effect of the calamity became
pronounced in our simulation. This can be seen by comparing, for example, the
populations of the two competing colonies at and around t = 10000 in Figs. 5 and 6.

Fig. 4 Scenario 3: Average populations from 16 simulation runs for k = 20%. Red colonies increase
rapidly at first. Over time, growth plateaus and then drops to zero just as food resources deplete.
Coloniesmust adjust quickly, or collapse. 50% (n= 8) colonies survive and their population explodes
when the competing colonies die
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Fig. 5 Scenario 3: average populations from 16 simulation runs at k = 10%

Fig. 6 Scenario 3: average populations from 16 simulation runs at k = 20%

These graphs show that at k = 20%, the average population of red (violent) colony
increases after the calamity at the expense of the average population of the blue (non-
violent) colony. In contrast, for values less that k = 20%, we found no discernable
difference in the average populations, an example of which is shown in Fig. 5.



12 K. Martin and P. Sengupta

8 Summary and Discussion

8.1 Summary of Results

The results from our experiments can be summarized as follows:

– An important finding from the experiments inScenario 1 is that althoughonaverage
non-violent colonies can maintain a higher population, highly aggressive behavior
in violent colonies can—albeit very infrequently—result in the total annihilation
of competing non-violent colonies.

– Experiments in Scenario 1 also showed that the population in violent colonies
never collapsed, while the population of non-violent colonies did collapse 3.6%
of the time. However, aggressive behavior also lowers the population growth for
violent colonies.

– Attacks between ants are density-dependent. Experiments in Scenario 1 showed
that attacks by killer ants are most prevalent at and around the colony centers, and
particularly at the nestgate regions, where the likelihood of ants sharing their food
preferences is also high. Coupled with a low ability to distinguish between friend
and foe, the presence of a higher number of ants in a particular location leads to
higher number of attacks.

– Experiments in Scenario 2 showed that once violent traits become heritable, they
are difficult to be exterminated from the gene pool, even though they might only
dominate the competition infrequently or rarely.

– Experiments in Scenario 3 showed that effects of drastic reduction in availability
of food results in differentiated effects on violent and non-violent colonies only for
certain values of k (around k = 20%). For values significantly less than 20%, the
effect of a famine was nearly identical on both violent and non-violent colonies.

8.2 Concerns and Implications for Modeling Human
Societies

It may be tempting to appropriate this work for modeling cooperation and violence in
human societies. It is indeed true that multi-agent simulations can offer productive
approaches for modeling complex human societies and experiences that may be
otherwise difficult to model or understand. For example, multi-agent simulations can
help us understand howgender and sexuality basedmarginalization and resilience are
emergent, multi-level phenomena rather than individual-level experiences [45], and
how apparently democratic systems of elections may be resting on deeply oligarchic
foundations [46]. But, this kind of work may require a fundamentally more synthetic
approach that integrates qualitative and subjective forms of human experiences with
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computational methods. This includes integrating narratives with data objects and
algorithms for simulating complexity as integral parts of the computationalmodel and
modeling experience [45], and validating computational and algorithmic approaches
with empirical work [46].

In absence of such synthetic methods, our current paper should not be interpreted
as a model of human interactions. It is not an endorsement of the virtues of infre-
quent, mass violence. On the contrary, our work should serve as a reminder that
even apparently “altruistic” behavior at the system level, which can prolong the sur-
vival of societies, could in fact include morally reprehensible forms of behavior and
violence at the level of individual interactions. Rather than solely relying on cost-
benefit analyses for modeling violence in human societies, we encourage deeper
engagement with scholarship in the social sciences and humanities that highlights
the complexity of modeling and representing even apparently simple human inter-
actions, by revealing how deeply they are shaped by social, political, historical and
institutional forces, both implicitly and explicitly [47, 48]. In absence of such syn-
thetic approaches, utilitarian perspectives on altruism and inter-generational benefits
that undergird Hamilton’s model of inclusive fitness for kin selection may be funda-
mentally reductionist and problematic as a paradigm for modeling human societies.
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Renormalization Group Approach
to Cellular Automata-Based Multi-scale
Modeling of Traffic Flow

Zhaohui Yang, Hossein Haeri, and Kshitij Jerath

Abstract Akey problem inmodeling and analyzing emergent behaviors in complex
systems such as traffic flows, swarms, and ecosystems, is to identify the appropriate
scale at which such emergent behaviors should be modeled. Current traffic flow
modeling techniques can be neatly categorized as operating at one of three spatial
scales: microscopic, mesoscopic, or macroscopic. While significant research effort
has been expended on developingmodels in each of these threemodeling approaches,
a fundamental question remains unanswered: what is the ‘appropriate’ scale at which
to model traffic flow that will enable optimal observation and prediction of emergent
traffic dynamics? Recent techniques that attempt to merge models at different scales
have yielded some success, but have not yet answered this fundamental question. In
the presented work, we seek to use statistical mechanics-inspired traffic flowmodels,
coupled with renormalization group theoretic techniques to allow for modeling of
traffic flow dynamics at spatial scales that are arbitrarily multiples of an individual
car length. While we do not yet answer the question about optimal spatial scales for
observing emergent behaviors, this method provides a stepping stone towards that
goal. In addition, the presented method also provides a single mechanism to link
microscopic and macroscopic models of traffic flow. Numerical simulations indicate
that the traffic phenomena such as backwardmoving waves and emergent traffic jams
are retained with this modeling technique.

1 Introduction

The ability tomodel complex systems at multiple scales is a key requirement in creat-
ing a better understanding of observed emergent behaviors,whichmanifest at specific
spatial scales [1]. To our knowledge, there are very few systematic approaches for
determining these scales in emergent traffic flow and applying them to model traffic
dynamics [2, 3]. Knowledge of the spatial scale at which emergent traffic flows dom-
inate can help improve observation of complex traffic systems, and be used in control
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methods to produce smoother traffic flows. There are several ancillary benefits that
accompany smoother traffic flows, such as fewer traffic incidents and reductions in
emissions and costs. Optimal prediction and/or feedback control of traffic typically
relies on some form of traffic flow modeling, either based on first principles or using
data-driven approaches [4–6]. Traditionally, first principles-based traffic flowmodels
have been developed at three distinct spatial scales: (a)macroscopic approaches that
model traffic as a fluid flow using the kinematic wave theory and partial differential
equations, (b) microscopic approaches that model the dynamics of individual vehi-
cles using car-following or cellular automata models, and (c)mesoscopic approaches
that model traffic at intermediate scales such as vehicle clusters or road links. Unfor-
tunately, while these models have proven to be extremely useful is several contexts,
they do not allow trafficmodeling at arbitrary spatial scales. The ability to understand
and model traffic flow dynamics across multiple spatial scales is key to ensure the
accurate observation and prediction of emergent traffic states. Moreover, the rela-
tionship between microscopic parameters and macroscopic models of traffic flow
remains unknown and an active area of research.

In the present work, we discuss previous work on traffic models at different ‘res-
olution’ or spatial scales, as well as attempts to create a bridge from microscopic to
macroscopic traffic flow dynamics. We then introduce a statistical physics-inspired
traffic flow model operating in discrete space and time [7]. Borrowing additional
concepts such as the renormalization group (RG) theory that model behaviors near
criticality, we demonstrate how our statistical physics-inspired approach that uses
the Ising model can model emergent traffic flow dynamics at arbitrary spatial scales
[8]. Additionally, we demonstrate how the approach can generate a link between the
microscopic and macroscopic scales. In particular, we demonstrate the mechanism
to identify functional relationships between model parameters, i.e. Ising model inter-
action coefficients, at arbitrarily chosen spatial scales, in the context of traffic flow.
Numerical examples help validate the renormalization group theoretic approach to
modeling traffic dynamics at arbitrary scales.

2 Literature Review

In this section, we review prior works in traffic flowmodeling that generate models at
different spatial scales. However, only a few of these approaches attempt to utilize a
knownmicroscopicmodel and coarse-grain it to generate amodel at a different spatial
scale, an approach that is familiar to the complex systems research community [9–11].
The presentedwork is perhaps the first to analytically coarse-grainmicroscopic-scale
traffic flow model to an arbitrary spatial scale (an arbitrary multiple of the length of
a single vehicle).
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2.1 Traffic Flow Modeling at Distinct Spatial Scales

As mentioned in the previous section, traffic flow is typically modeled at three dif-
ferent spatial scales: microscopic, macroscopic, and mesoscopic [12]. Car-following
models are typical examples of microscopic modeling of traffic flow. These models
use ordinary differential equations to represent how a driver controls the longitudinal
vehicle dynamics (i.e., speed and position) relative to a preceding vehicle on a high-
way [13]. They encapsulate a significant amount of information and details, but are
less amenable for use in prediction and control of future microscopic traffic states.

Handling a large number of ordinary differential equations for microscopic traffic
flow models may become cumbersome due to modeling redundancies and computa-
tional costs. An alternative approach seeks to model traffic dynamics as a continuum,
as in the case of fluid flow.Macroscopic traffic flowmodels focus on the dynamics of
density ρ(x, t) as a function of space x and time t , which trade off microscopic-level
details for macroscopic-level descriptive power [14–16].

In contrast to microscopic and macroscopic modeling approaches, mesoscopic
scale models were proposed as a means to capture dynamics associated with inter-
mediate scales. While each of these approaches model several aspects of the traffic
flow dynamics very well at their respective spatial scales, they fail to address a fun-
damental question: which spatial scale is best suited to and predict traffic flow behav-
ior? The next subsection discusses recent approaches that have sought to answer this
question.

2.2 Modeling Traffic Flow at the ‘Appropriate’ Spatial Scale

Recent works have sought to generate a link between the microscopic level descrip-
tion and macroscopic scale dynamics of traffic flow, with varying degrees of success.
The Cell Transmission Model (CTM) has been used to model short sections of the
roadways (called cells), where the size of a single cell is equal to the distance traveled
by light traffic in a single tick (i.e., a single simulation time step) [17]. This represen-
tation has been successfully used to predict traffic’s evolution over time and space,
including transient phenomena such as the building, propagation, and dissipation of
queues. While there have been attempts to modify this approach to account for cells
of varying sizes (which would allow for selection of an ‘appropriate’ spatial scale for
modeling and prediction), these have been met with considerably less interest than
other applications of CTM [18]. Consequently, the cell transmission model does
not allow for the selection of an optimal spatial scale to model and predict traffic
dynamics.

Other recent works, such as variable multi-scale modeling by Cristiani et al. [19],
have attempted to simultaneously describe traffic dynamics from both a discrete-
space (microscopic) and a continuous-space (macroscopic) perspective through the
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coupling of models at different scales. However, while a great idea, this approach
does not provide a direct connection from microscopic dynamics to macroscopic
dynamics.

In this following sections, we will introduce a first principles-based approach
which is inspired by the field of statistical physics to create a traffic flow model that
originates at the scale of individual vehicles, and through repeated coarse-graining
(i.e., aggregation) of the underlying discrete space, can describe traffic dynamics
at arbitrarily large spatial scales [20]. The following subsections will also briefly
introduce the coarse-graining mechanism that is central to the application of renor-
malization group (RG) theory in the context of traffic flow.

3 Statistical Mechanics-Inspired Model of Traffic Flow
Dynamics

Another branch of microscopic traffic flow modeling—cellular automata (CA)
models—can trace back its origins to the works of John von Neumann’s comprehen-
sive ‘theory of automata’, to model the evolution of a self-producing machine [21].
CAmodels were first utilized to model traffic flow by Nagel and Schreckenberg [22].

Statistical mechanics (or statistical physics) represents an extensively studied
field that deals with statistical descriptions of large-scale systems with emphasis
on studying their phase transitions and behaviors near criticality [23]. This makes
its underlying concepts uniquely suited for application to traffic flow dynamics,
describing phase transitions from free flow to congested flow at the critical density
[24]. The presented statistical mechanics-based model shares some features with the
cellular automatamodels, as it relies on a discrete-space, discrete-time representation
of traffic. The key difference between these approaches is that while CAmodels rely
on a set of simple rules with arbitrarily-chosen transition probabilities to depict
vehicular motion, the statistical mechanics-inspired model relies on physics-based
principles, such as energy, to relate these probabilities to physical parameters [7].

3.1 Modified Ising Model for Traffic Flow

In this paper, the CA-based traffic system is modeled as a single-lane
(one-dimensional), closed ring-road with N discrete sites, where each site is the
length of an individual vehicle (approximately 5m). We begin with a plausible finest
resolution of discrete space, i.e., a single stationary vehicle occupies one site, so that
subsequent coarse-graining or aggregation of sites allows us to model traffic flow at
any larger (and appropriate) spatial scale that are integer multiples of the length of a
single vehicle. The traffic system contains �ρN� vehicles, where ρ ∈ [0, 1] represents
the vehicular traffic density in the system.



Renormalization Group Approach to Cellular Automata-Based … 21

In accordance with the traditional Ising model [23], each site can be in state
si = −1, representing that it is currently vacant, or si = +1, representing that a
vehicle currently occupies the site. The Ising model was first proposed as a means
of modeling magnetization in a ferromagnet and studying its phase transitions. The
original model consisted of a one-dimensional array of spins, in which each cell was
assigned a spin direction, either ‘up’ (+1) or ‘down’ (−1). Hence, the Hamiltonian
H of Ising model, which can be understood as the total energy of system, in zero
field with nearest neighbor interactions can be written as:

H = −K
∑

|i− j |≤1

Si S j (1)

where K denotes the interaction coefficient between spins and Si , Sj represent the
spin states of two nearest neighboring sites.

In the Ising model, the spin state at a particular site flips from one state to the
opposite, without influencing the remainder of the system. This type of evolution
is known as ‘spin flip dynamics’. However, it fails to conserve the total number of
vehicles on a closed ring-road, i.e., no vehicles are entering or leaving the system
[7]. Consequently, the forward motion of vehicles can be modeled through what is
known as ‘spin exchange dynamics’ between two adjacent sites [25]. For example,
if at time t states of two neighboring sites are given by {Si , Si+1} = {+1,−1}, then
at time t + 1 the states will be {Si , Si+1} = {−1,+1}, i.e., the vehicle has moved
forward as a result of exchange dynamics.

In the presentedmodel, the repulsion force a vehiclemay experience is a collective
result of the local influence applied by preceding vehicles, and the relative strength
of the influence is depends on their distances from the following vehicle. These
influences dictate the transition probability w(Si → Si+1) of the following vehicle
advancing from site Si to the site Si+1, and may be evaluated using the site-specific
Hamiltonian as follows:

w(Si → Si+1) = f (−H(Si )) = exp

⎧
⎨

⎩
∑

j∈N (i)

K Ti j Si S j

⎫
⎬

⎭ (2)

where Ti j = λ/di j is a weighting parameter that accumulates the influence of all
preceding vehicles in the neighborhood by using the reciprocal of their distances di j
as the weights, as well as a spatial renormalization scale (λ), which will be discussed
in more detail in the following subsections.

4 Traffic Flow Modeling Across Multiple Spatial Scales

In this section, we will use the description of the modified Ising model of traffic
flow to find equivalent partition functions at coarser spatial resolutions. The par-
tition function will then be used to obtain a mapping from microscopic-scale to
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coarser-scale model parameters of traffic flow dynamics. Roughly speaking, the par-
tition function encapsulates the statistical properties of the system and depends on the
number of accessible microstates for a given ensemble. Thus, the partition function is
very useful to obtain aggregate measures of the observables of a system, such as free
energy Z . Renormalization Group (RG) can be used to coarse-grain the system by
‘grouping’ like microstates. This process allows a transformation from fine-grained
‘site lattices’, to coarse-grained ‘block lattices’, where both have the same functional
form of the free energy because they still represent the same system.Mathematically,

Z =
∑

e−βH [λ] ≈
∑

e−βH ′[λ′] = Z ′ (3)

where Z represents the partition function at the original spatial scale λ, while Z ′
represents the partition function at the new spatial scale λ′. In the context of traffic
flow, Z represents the distribution of finest traffic states when λ = 1, i.e., each site
can accommodate exactly one vehicle, whereas the renormalized partition function
Z ′ corresponds to an arbitrary spatial scale, scaled by λ′ to represent that each ‘block’
can now accommodate exactly λ′ vehicles (or none at all). Based on the equivalency
between partition functions under different spatial scales, the total free energy of
system F(λ), given by the logarithm of the partition function, should also be invariant
under the RG transformation, i.e.:

F ′(λ′) = −lnZ′ = −lnZ = F(λ) (4)

Therefore, the RG transformation effectively decimates spin degrees of freedom
while preserving the total free energy. After the RG transformation, the number
of sites in the system decreases in each application step from N → N ′, where
N ′ = N/λr in r -dimensional space. In the context of the traffic system, which is
a 1-dimensional ring-road with N vehicles, application of the RG approach reduces
the number of ‘vehicles’. The coarse-grained traffic system description with reduced
number of sites contains less information than the description with finer resolu-
tion, but it retains the ability to describe important features of emergent traffic flow
dynamics such as backward moving waves and formation of emergent traffic jams.
Of course, the fundamental underlying assumption in that the emergent traffic jam
phenomena are related to the free energy of traffic system.

4.1 Renormalization Group Approach Applied to CA-Based
Traffic Flow Model

We now proceed to apply the Renormalization Group approach to the modified Ising
model of traffic flow. Since the free energy of modified Ising model is invariant
under renormalization, we can evaluate the coarse-grained model parameters (i.e.,
the interaction coefficients) as functions of the spatial scale L . Figure 1 provides
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Fig. 1 Schematic showing application of renormalization group theory to a one-dimensional cel-
lular automata-based traffic model. The renormalization can be applied multiple times to obtain
coarsening of L sites to a single site, or as a single RG operation as shown in the figure

a schematic illustration of how the interaction coefficients are associated with the
spatial scales.By referencing renormalization group theory and as shown inFig. 1, the
group of original sites {Si , Si+1, . . . , Si+L−1} can be replaced by a single, aggregate
representative site S′

i . Specifically, every non-overlapping block of L sites in the
original system is transformed into a single site in the process of coarse graining.

Building on Eq. (2), and assuming the absence of any field and restricting inter-
actions to the nearest neighbor, the partition function of the modified Ising model
representing traffic flow can be written as follows in groups of L sites:

Z =
∑

{S}

∏

i

eK Si S j

=
∑

{S}

∏

i=0,L ,2L...,N

eK Si Si+1+···+K Si+L−1Si+L (5)

Clearly, the full sum is expressed over every group of L interaction sites. Renor-
malizing the original system, the L site states may be coarse-grained and represented
as a single site denoted by S′

i . Then, the newpartition function Z ′ of the coarse-grained
traffic system can be written as:

Z ′ = f (K ) eK
′S′

i S
′
i+1 (6)

and through the assumption of invariance of the free energy over the fine- and coarse-
grained representations of the traffic system, we can equate the partition functions
from Eqs. (5) and (6), i.e., Z = Z ′, to obtain [23]:

g(L , 1) × {
eK (Si+Si+L ) + e−K (Si+Si+L )

} + g(L ,−1) × {
eK (Si−Si+L ) + e−K (Si−Si+L )

}

= f (K ) eK
′S′

i S
′
i+1 (7)

Here, g(L , ·) represents the total interaction energy involving all the possible
microstate combinations of the remaining intermediate L − 1 sites when site states
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are given at two ends. For example, if the states of sites S0 and SL are known and are
identical, then g(L , 1) represents the interaction energy due to all possiblemicrostate
combinations arising from intermediate sites {S1, . . . , SL−1}, taking into account the
equality of the end sites S0 and SL . In other words, the terms g(L , 1) and g(L ,−1) in
Eq. (7) correspond to Si+1 = Si+L−1 = ±1 and Si+1 = −Si+L−1 = ±1, respectively.
At the coarse-grained spatial scales, values for states Si and Si+L would reference
the set of S′

i and S′
i+1, then the two specific cases would be:

Case 1: S′
i = S′

i+1 = ±1, which, upon substituting into Eq. (7), yields:

g(L , 1)e2K + g(L , 1)e−2K + 2g(L ,−1) = f (K )eK
′

(8)

Case 2: S′
i = −S′

i+1 = ±1, which, upon substituting into Eq. (7), yields:

g(L ,−1)e2K + g(L ,−1)e−2K + 2g(L , 1) = f (K )e−K ′
(9)

From Eqs. (8) and (9) above, the new interaction coefficient for the renormalized
system K ′ and associated function f (K ) can be derived as follows:

K ′ = 1

2
ln

{ g(L , 1)e2K + g(L , 1)e−2K + 2g(L ,−1)

g(L ,−1)e2K + g(L ,−1)e−2K + 2g(L , 1)

}
(10)

f (K ) =
{
(g(L , 1)e2K + g(L , 1)e−2K + 2g(L ,−1)) × (g(L ,−1)e2K

+ g(L ,−1)e−2K + 2g(L , 1))
} 1

2
(11)

4.2 Generalization of Interaction Energy Calculation
to Arbitrary Spatial Scales

The missing components in the closed-form analytical solution are the functional
forms of the interaction energy, i.e., g(L , ·), for the intermediate sites. These can be
found for blocks of moderate length. Specifically, we evaluate the interaction energy
g(L , ·) for the remaining L − 1 sites recursively when the site states were given at
two ends, so g(L , ·) is related to L + 1 site block. The partition function for L sites
could be calculated by adding one more site at either end of the site block. Additional
of an extra site might add ‘up-spin’ 1 or ‘down-spin’ −1 to the original system.

In order to represent different state cases more easily, g(L − 1, 1) represents the
case who has L long site block with the same state at first and last site; conversely,
g(L − 1,−1) represents the total energy of a case who has L long site block with
the opposite state at first and last site. It could be predicted that an L + 1 long block
with same state at two ends could be derived from two cases: g(L − 1, 1) added with
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the same state site or g(L − 1,−1) with an opposite state site. Then, following the
discussion that led to equation the recursive relation between the interaction energy
of L intermediate sites versus L − 1 intermediate sites may be written as:

g(L , 1) =g(L − 1, 1)e1 + g(L − 1,−1)e−1 (12)

g(L ,−1) =g(L − 1, 1)e−1 + g(L − 1,−1)e1 (13)

Here g(L − 1, 1) e1 represents the case where the added and the neighboring site
share the same state, whereas g(L − 1,−1) e−1 indicates that the states of the added
and neighboring site are opposite in sign.

These can now be solved recursively and the resulting expression will depend
on the number of sites L being used in the coarse-graining procedure. For exam-
ple, if L = 3, then for the 22 microstate combinations with first and last site state
given(where both sites are ‘+1’ or ‘−1’), the interaction energy in the intermediate
sites would be e3 + 3e−1. This expression also provides us with the terminal condi-
tion for the recursive expression, i.e., g(2, 1). Thus, the closed-form expression for
the interaction energy may be written as:

g(L , 1) =
{
a1eL + a3eL−4 + · · · + a4e−L−2 + a2e−L+2 ; if L is odd number

g(L − 1, 1)e1 + g(L − 1,−1)e−1 ; if L is even number
(14)

g(L ,−1) =
{
a1e−L + a3e−L+4 + · · · + a4eL−6 + a2eL−2 ; if L is odd number

g(L − 1, 1)e−1 + g(L − 1,−1)e1 ; if L is even number
(15)

where the coefficients ai follow the Lth line in Pascal’s triangle [26]. The expressions
in (14) and (15) can be substituted into Eqs. (10) and (11) to obtain the coarse-grained
interaction coefficients. These coefficients can be substituted into the coarse-grained
modified Ising model to obtain the emergent traffic flow dynamics at arbitrary spatial
scales that are integer multiples of an individual vehicle length (typically 5m). The
next section discusses the numerical simulationswith thesemodels at different spatial
scales.

4.3 Numerical Examples

From the analytical solution in previous sections, we know that parameter K ′ is a
function of renormalized spatial scales. Here we demonstrate the numerical sim-
ulation of the traffic dynamics using spatial scales λ′ = 3 and λ′ = 5 to test if
the traffic flow after renormalization maintains fidelity. Applying results from last
section to the Metropolis algorithm-based Monte Carlo simulations of the statistical
mechanics-inspired traffic models [7], we obtained the following results. Figure 2
shows three traffic flow simulations at different spatial scales, including the original
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Fig. 2 Statistical mechanics-inspired traffic flow dynamics of original model, renormalized by
scaling factors λ′ = 3 and λ′ = 5

model (λ = 1), and renormalized models with λ′ = 3, and λ′ = 5. The three differ-
ent scales appear to share similar spatiotemporal evolution patterns in the context of
occurrence of congestion and traffic flow rates.

5 Conclusion and Results

Emergent behavior is a scaling dependent property for most complex systems, while
utilization of coarse graining technique proved to be an efficient method to simplify
the process. Among them, a representative approach called Renormalization Group
was applied in this paper during the analysis of traffic dynamics, whose behaviors
were modeled and bridged across multiple spatial scales.

During the analysis, presentedmethodology for determination of the renormalized
interaction coefficients in the new Hamiltonian, could help build up the connections
of traffic dynamics at arbitrary scales, while preserving the total free energy and
the emergent behaviors associated with specific spatial scales. It was also found that
distributions of energy values match the Pascal Triangle very closely, which provides
an easier tool in the modeling and prediction of dynamics. This work is currently
being used to guide the authors’ efforts to determine the ‘appropriate’ or optimal
spatial scale at which to observe, model or predict emergent traffic flow dynamics.
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The Generation of Meaning
and Preservation of Identity in Complex
Adaptive Systems the LIPHE4 Criteria

Mario Giampietro and Ansel Renner

Abstract This paper combines an interdisciplinary set of concepts and ideas to
explore the interface between complexity science and biosemiotics and to describe
the processes of generation of meaning and preservation of identity in complex
adaptive systems. The concepts and ideas used include: (i) holons (from hierarchy
theory); (ii) the state-pressure relation (from non-equilibrium thermodynamics); (iii)
the four Aristotelean causes (as used in relational biology); and (iv) upward and
downward causation. Further insights from other disciplines, including biosemi-
otics, cybernetics, codepoiesis, theoretical ecology, energetics, and bioeconomics,
are also borrowed to explore the mechanisms underlying the organizational unity of
the various processes leading to a resonance between the tangible and notional defini-
tions of identity. An original set of criteria, to be used for the characterization of this
organizational unity, is then put forward: Learning Instances Producing Holarchic
Essences: Expected, Established, and Experienced (LIPHE4). The LIPHE4 criteria
help explain how complex adaptive systems can remain the same (preserve their iden-
tity) while becoming something else (evolve) and succeed even while implementing
imperfect models to guide action.
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1 Introduction

In this paper, we explore the interface between complexity science and biosemi-
otics by combining different concepts and ideas from different authors and fields
to describe the processes of generation of meaning and preservation of identity in
complex adaptive systems. The derivation of a complete formalization of a complex
adaptive system is impossible. For that reason, an important challenge of complexity
science is indeed to handle the perception and characterization of the unique features
of such systems in semantic terms. Section 2 introduces four key conceptual building
blocks that prove essential for the perception and characterization of semantics. These
concepts are: (i) holons (epistemic units of analysis used in hierarchy theory); (ii) the
state-pressure relation (the implications of non-equilibrium thermodynamics); (iii)
the four Aristotelean causes (a holistic consideration used in relational biology to
identify the structural and functional relations inside complex systems); and (iv) the
entanglement between downward causation and upward causation.

In Sect. 3, we use our four conceptual blocks to elaborate on Pattee’s [1] (p. 24)
claim, made in the field of biosemiotics, that “metaphorically, life is matter with
meaning”. This is done by mobilizing additional insights from theoretical ecology
and the relatively new field of codepoiesis [2]. We show that in complex adaptive
systems recorded information is used to generate and stabilize the identity of an entan-
gled set of processes able to reproduce and interpret the continuously adapted and
expanded meanings of records. This intrinsically impredicative process of checking
the quality of information must meet three conditions: (i) agents must have purpose,
including at least the purpose of reproducing oneself—the criterion of truth; (ii)
actionmust be guided by beliefs—assumptions about both the usefulness of acquired
blueprints and the effectiveness of the semiotic controls associated with recorded
information; and (iii) semiotic controls must be contingent—mapping, to be able to
learn, onto an expanding option space [3]. The combination of all these elements
permits a characterization of the organizational unity of living complex adaptive
systems, a characterization that underlies the resonance between the simultaneously
tangible (realized) and intangible (notional) self-entailing identity. We propose a set
of irreducible criteria that complex adaptive systems must meet to achieve this orga-
nizational unity. It is shown that these criteria also help explain the phenomenon,
described by Taleb [4], of “optionality”: systems capable of resonating between a
notional and tangible definition of identity perform particularly well in their evolu-
tionary trajectory because of their ability to seek new opportunities and limit damage
from failures.

Section 4 concludes and summarizes the relevance of our findings for further
research.
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2 Conceptual Blocks

2.1 Holons and Holarchies

Concept. A holon is an epistemic unit of analysis that humans use, often unknow-
ingly, to perceive entities and systems in the external world. The concept, first
introduced by Koestler [5, 6], provides insight into the problems experienced when
modeling complex adaptive systems [7]. A holon is simultaneously a whole made
up of smaller parts (e.g. a human being made up of organs, tissues, and so forth) and
a part of some greater whole (e.g. an individual human being as part of a family, a
community, and so forth). This dual nature of holons explains the systemic ambiva-
lence found in the perception of the elements of a complex adaptive system and the
ensuing epistemological predicament inherent in their scientific representation [8]
(pp. 8–16). Simon [9] casts this profound issue in terms of the forced handling of
mapping organized structures onto a relational function.

The fact that the descriptive domain useful for the formal representation of struc-
tural types is non-equivalent and non-reducible to the one useful for representing
functional types poses epistemological challenges to system representation [7]. An
essential tactic for handling those challenges is the simultaneous use of various levels
of abstraction of holons. To this end, the concept of a hierarchy of holons (termed a
“holarchy” [5]) has been elaborated in hierarchy theory to deal with the epistemolog-
ical implications of the co-existence of multiple relevant scales [8, 10]. Holarchies
contribute to so-called “emergent properties”—properties that are only detectable at
a high level.

Special Feature. One important epistemological challenge resides in the simple
observation that the combination of a structural type (e.g. a given adult human being)
and a functional type (e.g. a person that knows how to pilot an airplane) is still just
a type. Types are notional entities and cannot express agency—agency can only
be realized by an instance (e.g. a given pilot). This observation drives the need to
consider all combinations of structure/function and type/instance (see the legend of
Fig. 1).

Fig. 1 Examples of many-to-one and one-to-many mappings of the meaning of labels used to
identify a holon. Various other semantic combinations are possible
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As illustrated in Fig. 1, the validity of a formal representation of a holon depends
on the salience of the choice of encoding and can only be checked in relation to its
purpose. Formal encodings may refer to a notional identity (describing type) or to a
tangible identity (describing an observed realization, or instance). As illustrated in
Fig. 1, even when referring to an individuated holon, the two encodings bifurcate.
Patching’s [11] concept of a notional system, i.e. one which does not exist in any
tangible form, becomes relevant in relation to the need of characterizing a set of
expected functions required to achieve some purpose. The constituent component
concept [12] integrates the concepts of notional and tangible identities in elements
capable of generating an emergent property of a whole. As discussed below, the
constituent component concept entails: (i) an analysis of instances of structural types,
useful for the bottom-up characterization of the material elements of constituent
components (realized propensities, see Sect. 1.4); and (ii) a relational analysis of
notional entities in relation to the achievement of purposes, i.e. a cybernetic analysis
referring to the functions expressed by functional types. The analysis of functional
types is useful when considering a set of top-down validated interactions observed
by realizations (validated probabilities, see Sect. 1.4). It reflects the existence of
an established set of functional relations over constituent components that, when
combined, generate an emergent property of a self-organizing system.The interaction
of parts generates the meaning and identity of the whole. On the relevant strand of
hierarchy theory, see [10, 13, 14].

2.2 The State-Pressure Relation in Dissipative Systems

Concept. The nature of dissipative (metabolic) systems—a class of open systems
studied in non-equilibrium thermodynamics which includes human society [15–
19]—implies an inevitable existential predicament. On the one hand, dissipative
systems express an identity that distinguishes them from their context. On the other
hand, the expression of that identity also asserts them as dependent on the characteris-
tics of their context. This existential predicament was notably flagged by Schrödinger
[20] in his seminal book “What is life?”, in which he also proposed the concept of
negative entropy to explain it. N.B. Negative entropy is not possible in the framework
of classical thermodynamics.

Using the iconic equation of non-equilibrium thermodynamics proposed by
Prigogine [19], Kay [21] framed the conditions required for a system’s survival
as follows (p. 348):

Let dSi be the internal rate of entropy production in the system due to irreversible
processes (the process of exergy degradation inside the system, needed to preserve
the identity of the dissipative system) and dSebe the entropy flux due to exchanges
between the system and the environment (the processes taking place in the environ-
ment, needed to generate the required entropy fluxes). The total entropy change of
the system is given by the relation:
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dS = dSe + dSi (1)

The second law states that dSi ≥ 0. However, if the entropy flux entering the open
system is sufficiently low, then dSe ≤ 0allowing that |dSe| > |dSi |which implies
that dS < 0. If this is the case, then the system will be driven away from equilibrium.
It is also possible for the system to eventually reach a steady state in which (dS = 0).

Prigogine’s relation cannot be used in a purely syntactic sense since the two
terms, +dSi and −dSe, can only be formalized using non-equivalent and non-
commensurable descriptive domains [22]. They cannot be described in a single
equation using a common metric and must be tested through learning by doing. The
identity of a dissipative structure associated with the expression of a given metabolic
pattern (+dSi) is a belief about the existence of an admissible environment—the
availability of processes in the environment guaranteeing the existence of favorable
boundary conditions (−dSe). The validity about the belief that a dissipative system
[(+dSi) � (−dSe)] is possible can only be checked through the establishment of an
instance of it. The forced relation between +dSi and −dSe(a state-pressure relation)
associated with a dissipative system entails that its identity can be interpreted as a
“code” between the characteristics of the processes taking place inside the system
(e.g. the metabolism of a given dissipative structure, such as a herbivore, associated
with the expression of a given +dSi) and those taking place outside in an admissible
environment (e.g. the availability of edible herbaceous biomass, determining −dSe).
This ability of encoding state-pressure relations becomesmost relevant when various
metabolic elements constitute each other’s environment, such as in an interconnected
network of the network niches and organized structures shown in Fig. 2. In the case

Fig. 2 The two types of information found in relational metabolic networks: (i) direct information
(structural elements of a node); and (ii) mutual information (network niche of a node). A collection
of organized structures and network niches in an admissible environment entails the availability of
a −dSe compatible with the production of +dSi
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of, e.g. an ecosystem, the expected metabolic pattern associated with the identity of
a dissipative structure (+dSi), determined by the use of a blueprint in the production
of the structural elements of the node and combined with the topological relations of
the other nodes of the network, translates into the generation of a “sudoku effect” (an
accumulation of mutual information) and determines the expected characteristics of
network niches. This mechanism establishes a relation between the information in
a blueprint used to produce an organized structure (the characteristics of structural
elements) and the mutual information (the characteristics of the functional elements)
that describes a network niche.

Special features. Dissipative systems can only stabilize the identity of dissipative
structures (discernable identities associatedwith+dSi)when in the presence of favor-
able boundary conditions (the presence of−dSe). They are thermodynamically open
systems, an aspect which makes it difficult to define their border in an uncontested
manner. Although they are different from their inputs, they are still made of what they
metabolize and there are several borders to be considered across multiple levels. This
special feature of metabolic systems has been studied in detail by Georgescu-Roegen
[23], who suggested an analytical distinction between fund elements (the metab-
olizing agents in metabolic processes, e.g. rabbits), whose size remains constant
throughout a given analysis, and flow elements (the metabolized flows, e.g. biomass
eaten by rabbits), whose size changes throughout a given analysis. The distinction
between funds and flows is essential when characterizing a metabolic pattern in
quantitative terms. By looking at the size of fund elements and their metabolic rate
(flow rate per unit of fund element), we can study the state-pressure relation. Since the
very existence of dissipative structures implies the destruction of the favorable gradi-
ents (on which they depend), dissipative structures must also be becoming systems
[18]. They are required to learn how to become something else in the long run by
continuously adjusting their state-pressure relation, a processwhich entails that dissi-
pative structures are, additionally, a member of the class of anticipatory system [24].
Thereby, dissipative structures are understood to make models of themselves. When
combined in relational networks, the characteristics of individual metabolic elements
generate mutual information and thus a notional representation (the network niches
represented in Fig. 2). This latter feature brings us to Rosen’s work.

2.3 Aristotelean Causality and Rosen

Concept. Rosen [12] stated that “any system is organized to the extent that it can
be analyzed into or built out of constituent components” (p. 117). In that statement,
he referred to his own novel approach to science itself—what can be referred to
as “the relational theory of systems”. Instead of simply describing structural parts,
relational analysis avoids reductionism in that it focuses on the relations over the
functions that must be expressed by a given system [12, 24–26]. While the idea of a
holon entails a series of couplings over: (i) structural and functional types; and (ii) a
realizing instance (or token) and a notional type(s), Rosen’s relational analysis goes
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further and suggests the use of the four Aristotelean causes for the characterization
of structure and function in complex adaptive systems by looking at the existence of
impredicative relations across levels—functional entailments [12].

Before delving into the special features of this concept, definitions of the four
Aristotelean causes—material, formal, efficient, and final—are called for:

1. Material cause. What the fund and flow elements in biophysical processes, e.g.
occurring in relation to a metabolic system/dissipative structure, are made of.
The material cause represents the deep link between the biophysical characteris-
tics of the process of self-organization and the characteristics of the admissible
environment.

2. Formal cause. The pattern of a structural element. The constancy of the pattern
associated with structural types is determined by recorded information operating
at the local scale. The reproduction of an organized structure is guaranteed by
blueprints (e.g. genetic information contained in DNA) and the expression of
expected behaviors by cybernetic controls.

3. Efficient cause. Any agent capable of expressing a given function. When
observing a specific process, efficient cause refers to the agent determining or
initiating that process. Efficient causes are semantically defined and are capable
of handling degenerate mappings (many-to-one and one-to-many).

4. Final cause. The “for what”, i.e. why an observed function is useful for the larger
context. In the case of a constituent component, the final cause is clear—they
must express the specific function expected by them to reproduce the whole
system. Final cause refers to the meaning, or purpose, of a function within a
process of self-organization of a system. The usefulness of a final cause can only
be checked at a high level of analysis.

Special features. Figure 3 uses Aristotle’s four causes to express two manners of
defining a holon—bottom-up and top-down.

• Bottom-up view. We can express a typological definition of a holon as a formal
cause/structural type combined with an efficient cause/functional type. By adding
in a material cause (the physical constituents of a fund element capable of
expressing agency), we can then generate a tangible realization of a holon capable
of expressing agency. However, to become meaningful for the system to which it
belongs, this realization must map onto a final cause. Such information can only
be obtained by considering a vertical analysis of the relations of a holon with other
holons in a holarchy. N.B. The bottom-up view is a propensity understanding of
a holon (explored further in Sect. 2.4).

• Top-down view. Alternatively, we can express a definition of a holon by looking
at a coupling of final and efficient causes in relation to an observable emergent
property. In the case of this view, the validity of the identified final cause can
only be checked by looking at the effect of the function expressed by the realized
holon. N.B. The top-down view is a probability interpretation of a holon (explored
further in Sect. 2.4).
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Fig. 3 Two possible ways of defining a holon using the four Aristotelean causes. The bottom-up
diagram is associated with propensity, the top-down diagram with probability (see Sect. 2.4)

• Combining the bottom-up and the top-down views across contiguous levels. The
biophysical process expressed by a coupling of material and formal causes—i.e.
a potential efficient cause—becomes an efficient cause if and only if it fulfills a
final cause, defined in relation to its ability to generate an emergent property. In
other words, the definition of the usefulness of a given coupling of material and
formal cause depends on the ability of a holon to express a meaningful function in
relation to the events taking place at higher levels in a holarchy. Indeed, in Rosen’s
use of Aristotelean causality, explanatory priority is given to the final cause over
the efficient cause.

The discussion of Fig. 3 points at the special status of the efficient cause, particu-
larly concerning the “usefulness” of the function expressed by a holon. Effectively,
efficient cause can be understood as ambiguous—a definition can be arrived to at
least three different ways:

• Notionally from below (bottom-up). What can be expected when looking at
the pattern expressed by lower-level structural elements. The direct information
described in Fig. 2, e.g. the effects associated with the metabolic pattern of a
rabbit.

• Notionally from above (top-down). What can be expected in terms of function
from the rest of the system. The mutual information in Fig. 2, e.g. the expected
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metabolic characteristics of various classes of herbivores to which the family of
Leporidae belong to.

• As observed in a (tangible) realization. The final result of a “double contingency”
over the combination of causes adopted in a specific realization. In this case,
the efficient cause refers to a biophysical pattern that is expressed (profile of
inputs and outputs) in a situation in which it has been established (from below),
expected (from above), and experienced by the system that is using the function as
a valid solution to the problem of reproduction of its own identity, e.g. a terrestrial
ecosystem in which rabbits are stable elements of the herbivore component.

The discussion around Fig. 3 brings us to the concepts of propensities and proba-
bilities,which are useful to explain the nature of the entanglement between downward
and upward causation.

2.4 Propensities, Probabilities, and the Entanglement
Between Downward and Upward Causation

The concept of propensity has historically been associated with the assessment of
single-case probability in which the local structure of an element of a process allows
the definition of an expected causal relation in a bottom-up analysis. In this framing,
there is no contextualization concerning a pre-existing functional organization. The
concept of probability, on the other hand, has often been associated with belief in
expected frequencies of the observable outcomes of a given process. Heated discus-
sions about the meaning of “propensities”, notably in relation to the work of Peirce
and the late Popper, led to a convergence of sorts: (i) Peirce accepted that “the possi-
ble” or “would-be’s” (notional) should be considered as “real” even if not tangible;
and (ii) Popper accepted an interpretation of propensity as potentiality. However,
Popper’s concept of potentiality was not the same as Aristotle’s ontology-based
concept, but rather a contingent definition of potentiality determined by a random,
but “right”, combination of required conditions [27–30]. N.B. Figure 3 informs this
discussion and complementsFig. 4—thebottom-upview is an expressionof a propen-
sity definition of a holon and the top-down view is an expression of a probability
definition of a holon.

The realization of a given holon at a given level, say Level N, can be seen as a
“propensity” toward the expression of an unspecified efficient cause (an uncontex-
tualized behavioral pattern). However, this “potential” efficient cause may or may
not result in the fulfillment of an actual final cause. Only when the fulfillment of
a final cause (as defined by the holarchy) does occur, does the propensity become
meaningful in relation to the expression of the emergent property—the reproduction
of the holarchy to which the holon belongs. When this occurs, the holon becomes
locked-in in the process of self-organization. This event can only be verified by the
actual expression of an emergent property at a higher level (Level N + 1), which is
the verification of the original belief. An equivalence class of instances is realized
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Fig. 4 Propensity and probability in relation to the four Aristotelean causes

in which it is possible to assess frequencies. For the conceptualization of propensity
and probability, the following relations are proposed as pertains to the four causes,
emergent properties, and Fig. 4:

• Propensity. Potentiality to be checked, which is to say assessment of the validity
of:

[Material � Formal] �
[
(Efficient)N → (Efficient)N+1

] → (Final)N+1

• Probability. Belief in frequencies determined by a valid:

[Material � Formal] �
[
(Efficient)N → (Efficient)N+1

]

→[
(Final)N+1 → Emerg.Prop.

]

At this point, it is helpful to introduce Campbell’s [31] definition of the term
“downward causation” in hierarchically organized biological systems: “all processes
at the lower levels of a hierarchy are restrained by and act in conformity to the laws
of the higher levels” (p. 180). When the set of relations over the four causes has been
validated through the success of a process of self-organization we can expect that
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two contrasting forces are kept in a dynamic equilibrium. The downward causation
reflects the expected features that the constituent components must express in their
interaction inside the holarchy and according to their path-dependent organizational
structure. These expected functions translate into a set of final causes—i.e. a vertical,
functional entailment—over the lower-level elements. In other words, it defines from
the top-down the characteristics of a metabolic state in a self-referential way. At the
same time, the thermodynamic constraints, determined by forced interaction with
the environment, limit the possible expression of the downward causation. As for the
realization of sequential metabolic pathways at the bottom levels of a holarchy, the
option space of possible realizations is constrained by the potentialities of material
entailment, i.e. the coupling in a realization of a required formal causewith a required
material cause.

3 Meaning and Identity in Complex Adaptive Systems: The
LIPHE4 Criteria

3.1 Meaning and Biosemiotics

Biosemiotics is an interdisciplinary field that studies the modalities and role of signi-
fication in living systems. In fact, communication is an essential characteristic of life.
Margalef [32] suggested that ecosystems—more in general, living systems—have the
ability to send messages to their progeny specifying how to survive and reproduce.
In this narrative, the meaning of the message is what matters in relation to the preser-
vation of the identity of the self-organizing system. In this narrative, Von Uexküll
[33] developed a theory of meaning which considered animals as interpreters of their
environment. (See Kull’s [34] detailed history of biosemiotics.) Semiosis can only be
established by simultaneously creating meanings, representamens, and interpretants.

To explain how complex self-reproducing systems learn how to generate and
preserve meaning—relevant when considering the idea that “life is matter with
meaning”—Pattee proposed the combination of biosemiotics and cybernetics [1].
To generate and preserve meaning, complex self-reproducing systems must regulate
the process of their own maintenance, reproduction, and adaptation. In “autopoi-
etic” metabolic systems, the mechanism of entropy generation (the expression of
+dSi) is determined by semiotic controls that define constraints on processes that
are governable using adjustable rules (in contrast to inexorable laws) [35]. The differ-
ence between adjustable rules and inexorable laws is essential as it represents one
of the prerequisites for learning from anticipation. Four conditions must be met in
order to learn from anticipation. A learning system must have:

• A purpose associated with its own identity. The definition of a purpose makes it
possible to compare expected results with achieved results, i.e. feed-back from
the external world that can be used to check the validity of information.
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• A belief associated with recorded knowledge determining the operation of a
system of semiotic control. A belief indicates what “should be done” to achieve
a specific goal in a given situation, i.e. the input used for learning how to better
guide action.

• A system of semiotic control with contingency reflecting the existence of a differ-
ence between “physical laws” and “semiotic controls”. For example, the behavior
of a flame is determined by the characteristics of an attractor regulated by physical
laws. A flame cannot learn how to behave differently—it is a simple dissipative
system fully determined by its boundary conditions. On the contrary, the behavior
of a given organism is determined by both the characteristics of its structural orga-
nization (physical laws) and its semiotic controls, both of which can be adjusted.
These controls reflect the information (memory) accumulated by the ecosystem of
complex species to which the organism belongs and generated by past interactions
with the external world.

• Validation through action, where semantic closure can only be obtained by
testing beliefs and—when needed—adjusting structural organization and semi-
otic control in response to the results obtained. This requires generating actual
instances (material observables in physical systems) of the types described in the
recorded information (immaterial observables in notional systems). To reduce
the negative effects of failures, this also requires the presence of “optionality”
(described below).

Changes in semiotic controls can refer to both structural organization and antici-
patory models. For example, a simple anticipatory model used by a cockroach (the
belief) could be “light equals danger” coupled to the normative narrative (system of
control) “if there is light, then run for darkness”. This type of information, coupling
a “belief” to a “system of control”, may be applied to different structural types (e.g.
cockroaches, silverfish, and earwigs). In biological systems, it is also possible to
have structural adaptation by changing the “formal cause”, e.g. the genetic informa-
tion used to produce structural elements of the system. Information contained in the
formal cause can provide the opportunity to develop more effective schemata. Other
relevant references concerning what is presented here are [36–38].

3.2 Learning Instances Producing Holarchic Essences:
Expected, Established, and Experienced (LIPHE4)

The term cybersemiotics has been suggested by Brier [39, 40] to indicate a trans-
disciplinary framework needed to study natural, life, and social sciences. It is a
framework capable of identifying how knowledge can emerge and expand in “hier-
archically complex living systems” [41] in which anticipation plays a key role [42].
The need of expanding the diversity of structures and functions to boost adaptability
entails the essential function of learning by continuously adding new meanings to
those already used to sustain the semiotic process. The concept of codepoiesis (the
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continuous creation of newmeanings in the semiotic process) indicates the condition,
necessary but not sufficient, to guarantee adaptability to the process of evolution [2,
43, 44]. As Barbieri [45] (p. 29) explains:

Sign and meaning, in other words, cannot be taken apart because they are the two sides of
the same coin. Semiotics, therefore, is not just the study of signs; it is the study of signs
and meanings together. The result is that a system of signs, i.e., a semiotic system, is always
made of at least two distinct worlds: a world of entities that we call signs, and a world of
entities that represent their meanings.

We propose here an irreducible set of criteria, under the name of LIPHE4, that
complex adaptive systemsmustmatch to express both the semiotic and “codepoietic”
activity required to express, preserve, and adapt their identity:

• Learning. They can expand purposes, beliefs, and contingency in the set of
controls/behaviors by expanding the set ofmeaningful interactions associatedwith
the expression of their identity by adding/adjusting codes through their activity.

• Instances. Despite their ability to adapt and learn, they are tangible instances of
a special process of self-organization that is path-dependent. The integrated set
of meanings used to guide the mechanism of lock-in in the established resonance
between a notional definition of identity and a tangible expression of identity,
which are both becoming in time, “remains the same” in the process of becoming.

• Producing. They must produce realizations of metabolic networks that are
established by assigning expected functions to constituent components (down-
ward causation) allowing the expression of the emergent property of the whole
(compatible with upward causation), i.e. reproduction and adaptation.

• Holarchies.Theycanpreserve amultilevel organizationof relations over structural
and functional elements realized across scales and resonating between notional
and tangible identities while enjoying optionality.

• E4. The four “E”s refer to the generation and preservation of essences that must
be established, expected, and experienced across levels of organization to be
capable of maintaining an identity while becoming something else (adapting) in
an integrated manner across hierarchical levels—both notionally and tangibly.

For the LIPHE4 criteria, the term expected (the ability to share the meaning
of records of information between the sender and receiver) in relation to the step of
established (message by the sender) and the step of experienced (by the receiver) can
be interpreted as the ability of preserving the identity of the process—the essence
determining the organizational unity of the various processes coordinated across
levels. That is to say, the set of different senders and receivers across levels can share
the messages that must result “meaningful” to the various holons operating across
biophysical processes established at different scales. This complex identity remains
the same even when tangible and notional parts change.

Figure 5 visualizes our conceptualization of the process of self-organization of
complex adaptive systems. Relatable ideas of a process of resonance between a
tangible and notional definition of identity have been previously suggested by: (i)
Simon [9] in relation to the relation between recipes and processes; (ii) Prigogine [18]
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Fig. 5 An overview of the cybersemiotic process across levels of organization

in relation to the relation between DNA and metabolism; (iii) Odum [46] in relation
to a process of self-organization determined by informed autocatalytic loops; and
(iv) Margalef [32] in relation to biological systems sending messages to their future
selves.

Two conceptual points are important here. Firstly, the concept of “time”, intended
as “before” and “after”, refers only to the notional representation of the system. In
fact, the meanings of “before” and “after” refer to representations of events taking
place simultaneously at different scales—they are not reducible to each other. Simple
time is a parameter in a given representation, it should not be confused with the
concept of “change” intended as a change in the definition of the interaction of
structural and functional elements. This second type of change can be associated
with a change in the definition of final, efficient, formal, and material causes within a
holarchy. However, this change refers to the learning done by the holarchy in terms of
the acquisition of new meanings, new anticipatory models, new structural and func-
tional types, and the diversity of elements of the networks as well as their relations.
The change associated with learning is a change in the “essence” determining the
organizational unity of the various process coordinated across levels. It is a change
that cannot be fully described in formal terms. When considering events experi-
enced by the specific instances of the set of metabolic elements across levels, we
can assume a “flat ontology”: metabolic patterns, expressed across different scales,
can only be considered as occurring simultaneously. But then their representation
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cannot be integrated in formal terms. What does change over time is the notional
representations of beliefs, purposes, anticipatory systems, and semiotic controls that
allow a systemic adjustment in the description of the set of meaningful interactions
of structural and functional elements, using the four Aristotelean causes. Our only
hope to meaningfully perceive and represent these changes is by using the concept
of complex time [7].

Secondly, the concept of optionality as suggested by Taleb [4], refers to a
feature explaining the major evolutionary advantage enjoyed by systems capable
of resonating between a “notional” (type-based) and a “tangible” (token-based, or,
realization-based) identity. When learning and adapting at the macroscale, these
systems can afford to gamble using “wrong models” while exploring the possible
usefulness of newmeanings (codes) and new systems of control. In fact, in a semiotic
process operating under heavy doses of uncertainty, nobody can predict what must
be done in order to encounter with success in the future. The only option is “learning
by doing”. Concerning this strategy, holarchic organization implies that when an
innovation is successful, new useful types can be amplified to a very large scale—a
new colony of cyanobacteria born at the spatial scale of a micron can colonize a
whole planet and change its atmosphere! On the other hand, when an innovation is a
failure, the loss is limited to a realization of a defective instance of a structural type
at the local scale, i.e. the information affected by mutation becomes a corrupted copy
of something—a structural type. In this case, the effects of the loss are covered by
the redundancy in its notional characterization.

4 Conclusions

In this paper, we combined a set of concepts and ideas developed and proposed
in remarkably different academic fields to describe the processes of generation
of meaning and preservation of identity in complex adaptive systems. Additional
insights from a variety of disciplines were used to semantically characterize the
organizational unity of the various processes determining a resonance between a
tangible and a notional definition of identity. To the best of our knowledge, the
specific concepts, ideas, and insights used in this paper have never been combined
in semantic terms. Our doing so opens a possible line of practical research.

The use of an entanglement of semantic concepts is essential in practice due
to the fact that a complete formal representation of a complex phenomenon is
impossible. The proposed set of irreducible criteria, as referred to by the acronym
LIPHE4 (Learning Instances Producing Holarchic Essences: Expected, Established,
and Experienced), captures the organizational unity of complex adaptive systems—
a unity that remains constant across the domains of biology and social systems.
The LIPHE4 criteria is able to explain two remarkable features of complex adaptive
systems: (i) they are able to remain the same (preserve their identity) while becoming
something else (when their structural and functional elements evolve) by preserving
and expanding the meanings used in their internal organization; and (ii) because of
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the phenomenon of “optionality”, they manage to succeed even when using wrong
models to guide action. This pattern of organizational unity is common between
biological and societal processes of self-organization and allows the use of meta-
analytical approaches, e.g. the relational analysis of metabolic-repair networks in
the two domains. For an example of the study of the factors determining the sustain-
ability of the metabolic pattern of social-ecological systems, readers are referred to
another paper in this same volumne of proceedings:Cyborgization ofModern Social-
Economic Systems: Accounting for Changes in Metabolic Identity by Renner, Louie,
and Giampietro.
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On the Formal Incompleteness
of Reductive Logic

J. Rowan Scott

Abstract A proof of formal incompleteness is spelled-out in relation to ‘bottom-
up’ reductive Logic and three stacked abstract reductive formal system models
composing a three-level hierarchy of complexity. Undecidable reductive proposi-
tions appear at the ‘upper’ boundary of each inter-related formal system model
of ‘sufficient complexity’. The consequence of formal reductive incompleteness
demands necessary meta-consideration in the determination of reductive logical
consistency. The further implications of formal reductive incompleteness predict that
identified undecidable reductive propositions might be decided in adapted reductive
formal system models using modified reductive Logic and slightly different axioms
and rules that can handle undecidable dynamics. The adapted Logic and reductive
formal systemmodelsmust accept the inevitably of reductive incompleteness.Reduc-
tive incompleteness further predicts the exploration of an adjacent possible abstract
domain in which ‘bottom-up’ formal reductive Logic can be preserved as a ‘special
case’; while multiple adapted forms of reductive Logic as well as multiple inter-
related adapted reductive formal system models, develop a deeper understanding
of how to abstractly manage undecidable dynamics and reductive incompleteness.
The insights, outcome and implications arising from the exploration of the abstract
domain, could instigate further scientific work determining whether modified reduc-
tive Logic and reductive formal system models sensitive to undecidable dynamics,
provides a closer approximation of natural incompleteness driven, novelty generating
evolutionary processes. Any abstract or applied, mathematical, computational or
information grounded systemmodel, equivalent to a reductive formal system model,
will predictably be shown to manifest undecidable dynamics and incompleteness
driven novelty generation. The implications of formal reductive incompleteness can
be extended to the study of non-linear systems, Chaos Theory, Cellular Automata,
Complex Physical Systems and Complex Adaptive Systems. Subsequently, future
scientific andmathematical thoughtmay derive incompleteness driven novelty gener-
ating formulations of reductive scientific philosophy, epistemology, methods for
theoretical modeling and experimental methodology; each of which will unravel
the implicit or explicit intention of the Reductive Scientific Paradigm to compose an
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integrated, unified, closed, resolved and complete ‘bottom-up’ Reductive Scientific
Narrative describing our Universe. An encompassing incompleteness driven Meta-
Reductive Scientific Paradigm is a possibly, wherein novel approaches to previ-
ously unresolvable reductive scientific problems may reveal a unique path toward
consilience and integration of the Reductive Sciences and the developing Complexity
Sciences.

Keywords Gödel · Formal incompleteness · Formal reductive logic · Formal
reductive incompleteness · Reductive science · Complexity science

1 Introduction

Slightly less than 400 years ago, RenéDescartes developed the first precepts of reduc-
tive natural science as well as formulating a dualistic philosophy of the human body,
brain, mind and consciousness. Descartes precipitated a deep rift; excluding mind
and consciousness (res cogitans) from reductive natural science and alienating mind
and consciousness from brain (res extensa), rending open the unresolved Cartesian
gap [10].

An unresolved puzzle attributable to Descartes weaves together a Gordian knot
involving ‘bottom-up’ reductive scientific Logic (LR), the residue of Cartesian
dualism, and the historical and modern philosophies of science, mathematics,
consciousness and mind. The riddle is most easily visualized in relation to two
philosophical propositions, both of which employ, strong, rigorous, well-formulated
reductive logic in order to arrive at perplexing statements in the form of reductive
epiphenomenalism of consciousness [32] and eliminative materialism [31]. These
two reductive propositions, and the implications associated with their acceptance as
well-formed reductive arguments, can be reframed as unresolvable self-referencing
paradoxes [3].When composed in the form of self-referencing paradoxes, both argu-
ments reveal a structure similar to the Liar paradox, which is stated: “This statement
is false”. Reductive epiphenomenalism can be stated: “This logically true reductive
epiphenomenal statement says the intentional consciousness that composed it is false,
an epiphenomenal illusion that does not exist”; and, eliminative materialism can be
stated: “This logically true eliminative materialist statement, says the intentional
consciousness that composed it can be fully reduced to brain, declaring intentional
consciousness and mind to be false, unnecessary and invalid concepts”. These two
self-referencing, paradoxical, strong, reductive statements expose potential internal
contradiction and a clear threat to reductive logical consistency. ‘Bottom-up’ reduc-
tive Logic can ‘explode’ into triviality, becoming useless and capable of proving true
anything [34].

Vigorous attempts, to analytically question the logical truth, to find error in the
reductive logic, to logically resolve the epiphenomenal and the eliminative materi-
alist self-referencing paradoxes, have been unsuccessful [35], leaving scientists and
philosophers trying tomake convoluted sense of aUniverse inwhichwillful,mindful,
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subjective consciousness and the adaptive agency of human beings are erased from
existence [11, 12].

The self-referencing paradoxical formulations of the epiphenomenal and elimina-
tivematerialist reductive arguments uncover the possibility that rigorous ‘bottom-up’
reductiveLogic employed in every natural science, could contain unrecognized unde-
cidable reductive propositions, suggesting formal reductive Logic is susceptible to
formal reductive incompleteness. At a minimum this conclusion can metaphorically
be related to Gödel’s two formal incompleteness theorems [34]. More significantly,
formal ‘bottom-up’ reductive Logic may be susceptible to formal reductive incom-
pleteness. Formal proof of undecidable reductive propositions and formal reductive
incompleteness could lead to a very different understanding of ‘bottom-up’ reductive
Logic within every reductive natural science and it could also lead to a significant
transformation of the entire Reductive Scientific Paradigm.

David Hilbert’s 23-problem 1900 Foundations of Mathematics Challenge was
clearly intended to advance both mathematics and natural science [14]. Kurt Gödel
completely solvedHilbert’s secondproblem,which asked for proof of the consistency
of the axioms of arithmetic forming the foundations of mathematics. Gödel solved
it in a completely unanticipated way by demonstrating the incompleteness of the
axioms of arithmetic and the necessity for meta-consideration in order to establish
the consistency of the axiom system. Gödel effectively demonstrated that it is not
possible to prove every true mathematical statement.

KurtGödel [22] provided ameticulous, detailed logical argument in the 1931proof
of his two incompleteness theorems [9]. In the first incompleteness theorem, Gödel
proves that any formal mathematical system employing first-order logic (first-order
predicate calculus) that contains Peano’s axioms of arithmetic [13, 17, 24]; as long as
the system is consistent, i.e. allows no inconsistent contradictions, it will inevitably
contain undecidable propositions or statements revealing the systems fundamental
incompleteness. In his second incompleteness theorem, Gödel proves an implication
that any such formal systemcannot demonstrate its own consistency butmust resort to
externalmeta-mathematical analysis and considerations in order to prove consistency
[27]. Gödel generalized his findings, proving that formal incompleteness impacts
a wide range of abstract formal systems and computational systems of sufficient
complexity [9, 19].

Gödel was deeply committed to the existence of an idealized, abstract Platonic
mathematical realm. He was therefore antagonistic and often angered by attempts to
apply his two abstract proofs of incompleteness to real world problems in applied
mathematics, physics or science [1]. Despite Gödel’s expressed reluctance many
other authors have explored the implications of the incompleteness theorems in close
or distantly related areas of mathematical and scientific interest [7, 9, 20, 24].

Among these explorations, curiously, there are no detailed attempts to apply the
two incompleteness theorems to the formalized logic of reduction in natural science
[36], despite the obvious importance of knowing whether or not the logic of scientific
reduction is susceptible to incompleteness and whether or not reduction as a form
of formal logic is capable of proving its own consistency. The answers to these two
questions bear directly on fundamental concerns, involving whether or not reductive
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natural science is capable of ever creating a closed, resolved, ‘decided’ and complete
scientific model that closely approximates the natural evolutionary logic of Nature
and evolution [8, 21, 23, 27].

In experimental reductive science, Nature always gets the last word. The natural
logic of Nature and evolution may have an unrecognized inherent relationship with
natural undecidable dynamics and natural evolutionary incompleteness. If so, the
natural logic of evolution may ultimately be proven to be open, unresolvable, ‘unde-
cidable’, as well as, forever incomplete. If natural evolutionary incompleteness
permeates Nature and the natural logic of the evolutionary process, then undecidable
dynamics and natural incompleteness may drive a natural interplay between, exis-
tent patterns of order and consistency, ambiguous moments of novelty generating
incompleteness, and emerging patterns of meta-order and meta-consistency.

If this is the way Nature works, then, in order to more closely approximate the
natural logic of the evolutionary system, ‘bottom-up’ reductive Logic, the reductive
sciences and the Reductive Scientific Paradigm will need to be reformulated.

2 Defining a Context for the Question

The reductive scientific experimental methodology (MR) of modern reductive
science proceeds in three steps: (1) Reduction and Analysis: A scientist begins
by selecting a ‘higher-order’ phenomena, then taking apart the phenomena into its
disjoint elements and individually investigating each of these; (2) Theoretical Formu-
lation: By accumulating experimental evidence, using imagination, and trusting luck,
a scientist then formulates a model describing how the disjoint components relate to
each other andhow they interact; (3)Synthesis andConstruction:Using the composed
theory defended by experimental evidence, the scientist again evaluates the theoret-
ical, qualitative and quantitative success of the constructedmodel of the disjoint parts,
their relations and interactions. The scientist again compares the synthesis with the
experimental, qualitative and quantitative behavior of the original selected higher-
level phenomena of interest, in hopes of demonstrating the scientific understanding
of the phenomena is complete [33].

In order to demonstrate the presence of formal reductive incompleteness an
adequate simplification and idealized model of reductive science, epistemology and
the reductive scientific process is necessary (i.e. a ‘sufficiently complex’ context).
The simplifiedmodelmust be sufficiently complex that contradiction, self-referencing
paradox and potentially threatening logical inconsistency are possible. There must
be enough complexity that unresolvable and undecidable concepts and propositions,
undecidable theoretical dynamics and undecidable reductive incompleteness can be
spelled-out.

More profoundly, the simplified, abstract, epistemological model must be suffi-
ciently complex to model theoretical undecidable entities and processes, which may
reveal experimentally accessible examples of ontological, natural, evolutionary,
unresolvable instantiations. Thus, theoretical formal reductive incompleteness may
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reveal the presence of natural undecidable reductive systemic dynamics and natural
reductive evolutionary incompleteness.

3 Mathematization Defines a Reductive Formal System
Model

In order to successfully uncover formal reductive incompleteness, a simplified scien-
tific context and mathematized Reductive Formal System Model (RFSM), must be
sufficiently complex to formulate the Liar’s paradox or a similar self-referencing
paradoxical statement, thereby establishingwhat is necessary to instantiate negation,
formulate diagonalization and finally, support a definition of universality and unde-
cidability. The RFSM used here to model reductive science therefore must conform
to the logical rigor and definition of an abstract mathematical Formal SystemModel
defined by Kurt Gödel in his two 1931 formal incompleteness theorems [30], as
well as the course-grained examination of incompleteness presented by John Casti
in 1995 [5], and the fine-grained explication spelled-out by Prokopenko et al. in
2019 [27]. It must also be consistent with definitions offered for reduction in recent
philosophical explorations of reductive Logic in science [36], reductive Logic in
biology [4]. Finally, the RFSMmust be consistent with the troubling implications of
applied reductive Logic when it underpins work on the brain in the neurosciences [2],
wherein the implications of strong reductive Logic paradoxically reduce and erase
from existence or conceptually invalidate any concept associated with consciousness
and mind [31, 32, 35].

Following the path cleared by Kurt Gödel, Casti and Prokopenko et al., let us
begin:

An abstract formal mathematical system F can be defined with a minimum of
three components:

F = 〈AF , XF , RF 〉 (1)

where

1. AF is a set constructing an alphabet. In the abstract, AF is an ordered and finite
set of symbols, such that A*F can be composed as a set of words or strings of
finite linear sequences of symbols, composed in part from the symbols contained
in AF . The Kleene Star or Operator (*) is an abstract way to form A*F from AF .

2. XF is a finite subset of the set A*F , symbolized, XF ⊆ A∗
F , creating a specific

set of axioms (an established statement or proposition fromwhich further defined
structures can be composed).

3. RF is a finite subset of the setA*F , symbolized, RF ⊆ A∗
F , symbolically defining

possible relations, called rules of inference; from which the alphabet AF and
axioms XF can be composed into the words or strings in the set A*F .
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A similar abstract reductive formal system model (RFSM) can be defined with a
minimum of three components. This general pattern can be used to create a three-
level hierarchy by stacking the RFSM’s, allowing us to capture the abstract simi-
larities shared between the levels. The generalization leaves open conceptual space
for later filling in specific differences and specific events in the sequence of orga-
nization, which might be associated with the self-organization of each ‘bottom-up’
hierarchically organized level.

Therefore, we concentrate first on a general description of any level (L1 through
L3), and any Theory (T1 through T3). The minimal three, similar components of any
level in a general Reductive Formal System Model, are:

FR = 〈AFR , XFR , RFR 〉 (2)

where

1. AFR is an abstract epistemological symbol set, symbolically representing onto-
logical, naturally occurring fundamental entities (known or not yet known) that
can be finitely (or infinitely) ordered or organized, representative of a scientifi-
cally accessible naturally self-organized fundamental alphabet. The set A∗

FR is
the set of words or strings that can be composed from AFR using the abstract
Kleene Star or Operator (*). Words or strings in A∗

FR are symbolic represen-
tations of possible (scientifically theorized or methodologically demonstrated)
combinations of naturally occurring entities (defined in AFR ). Natural words or
strings (entities) are self-organized in evolution, while parallel reductive scien-
tific conceptual and theoretical words or strings are composed statements or
propositions, intended to create a complementary systemmodel closely approxi-
mating the natural system. Scientific words or strings composed in A∗

FR are also
methodologically intended to closely conform to and model naturally evolved
words or strings, resulting in A∗

FR and AFR being components of an effective
Formal SystemModel, FFR , capable of mirroring, reducing, predicting and repli-
cating the natural entities found within Level L1 and Theory T1. The words or
strings, whether finite or infinite, depend on hownatural entities and their possible
relations, modeled as an alphabet in AFR , can be linked, chained together, or
concatenated (*) in A∗

FR .
2. XFR is a finite (or infinite) subset of A

∗
FR , symbolized, XFR ⊆ A∗

FR , creating a
specific set of epistemological abstract axioms modeling what are presumed to
be natural ontological axiomatic entities (abstract axioms and natural axiomatic
entities create established or accepted reductive statements or reductive propo-
sitions from which further defined reductively organized structures can be
composed).

3. RFR is a finite (or infinite) subset of the set A∗
FR , symbolized, RFR ⊆ A∗

FR ,
symbolically defining epistemological defined rules of inference and possible
relations within the abstract model of natural entities. Rules of inference define
possible relations; from which the alphabet AFR and axioms XFR can be further
composed into words and strings, concatenated (*) in the set A∗

FR . The natural
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evolving system has an underlying logic and inherent evolutionary order to how it
self-organizes entities,which reveals howNature instantiates itspossible ontolog-
ical relations. Reductive natural science attempts to mimic and model the natural
system, through scientific epistemology, experimental methodology and theoret-
ical description; creating amodel of possible relations from a blend of identified,
experimentally confirmed natural laws and rules, reductive scientific rules of
inductive and deductive reasoning, and abstract rules of inference synthesized
from various formulations of abstract formal logic or developed within multiple
mathematical system models.

Two broad categories of scientific reduction (Theoretical Reduction and Explana-
tory Reduction) and three further reductive scientific conceptual frameworks with
their associated inter-connections (Ontological reduction, Methodological reduction
and Epistemological reduction), can be defined and embedded in the overall concept
of a general Reductive Formal System Model, FFR = 〈AFR , XFR , RFR 〉.

3.1 Theoretical Reduction

Theoretical reduction refers to a theoretical reduction of specific theories: T3 to T2 to
T1. It captures the intention, to take a fully developed scientific theory describing one
semi-isolated level (T3 for L3; or T2 for L2; or T1 for L1), composed in a hierarchical
model of an evolved hierarchy of complexity (T3 and T2 and T1); to reduce the
selected specific theory to a reductive description using only the concepts derived in
the next lower level down the hierarchy (T3 reduces to T2; T2 reduces to T1; with T1

treated as the most fundamental accessible layer of the evolved hierarchy).
In Theoretical Reduction, as defined here, each layer of the hierarchical descrip-

tion of the evolved hierarchy of complexity, can be defined by its own fully devel-
oped Theory and Reductive Formal System Model: Thus, T3 and T2 and T1 can be
described by:

1. T3 = FFR3
= 〈AFR3

, XFR3
, RFR3

〉 and
2. T2 = FFR2

= 〈AFR2
, XFR2

, RFR2
〉 and

3. T1 = FFR1
= 〈AFR1

, XFR1
, RFR1

〉 (3)

T1 describes the composition and properties of ‘fundamental’ T1 entities and
interactions between T1 entities, leading to the fabrication of the T2 entities. T2

describes the composition and properties of T2 entities and the interactions between
T2 entities, leading to the fabrication of T3 entities. T3 describes the composition and
properties of T3 entities and the interactions of those entities. The expectation and
prediction are that T3 can be fully reduced to T2; T2 can be fully reduced to T1; with
T1 being treated as the most fundamental accessible layer of the evolved hierarchy.
Everything can be deduced from T1.
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3.2 Explanatory Reduction

Explanatory Reduction refers to a restricted reduction providing a reductive explana-
tion for any semi-isolated phenomena x found in level L3 and/or L2 and/or L1, located
within the three-level theoretical hierarchy describing the semi-isolated three-level
evolved hierarchy of complexity. Explanatory Reduction can also refer to any local-
ized reduction producing an explanation for any semi-isolated phenomena x found
in the inter-space of connection between level L3 and/or L2 and/or L1. Thus, theoret-
ical reduction can itself be reduced to a large number of lesser explanatory reductive
explorations.

3.3 Further Subdivision of Theoretical and Explanatory
Reduction

Theoretical and Explanatory Reduction can both be further subdivided, into three
inter-related kinds of reduction. An implicit or explicit three-domain relationship
is interwoven into the work of reductive natural science, based on underpinning
reductive premises associated with ontological reductive assumptions (Theory of
Reductive Ontological Description), accepted reductive assumptions about method-
ological or reductive experimental approaches (Theory of Reductive Observation
and Experimental Technique) and epistemological reductive assumptions (Theory of
Reductive Knowledge). These three sets of underpinning reductive premises inter-
relate by assuming that an epistemology using abstract reductive scientific logic, in
some important sense, can theoretically,methodologically and experimentally create
a sufficiently close enough approximation that it will provide a good-enoughmodel of
natural ontological systemic evolutionary logic. ‘Good-enough’ therefore refers to
an, in principle, assumption of reductive closeness of real-world approximation, and
to an, in practice, acceptance of the usefulness of real-world reductive experimental
methods and application.

The two domains of reductive scientific interest (Theoretical Reduction and
Explanatory Reduction) and the three inter-related kinds of reduction (Ontological
reduction, Methodological reduction and Epistemological reduction), have a rela-
tionship with the Ontology of Nature and the natural evolutionary system On . This
can be symbolized in the following way:

1. Ontological Reduction (ro): involves philosophical ontological commitment to a
meta-physical assumption about the nature of ontology and the nature of being:
There is an underlying ontological assumption that the reality of the universe and
the natural evolving system (On) conforms to ‘bottom-up’ reductive principles
and ‘bottom-up’ reductive logic and therefore science must also conform to
similar reductive principles and logic in order to succeed at the task of modeling
Nature and evolution.
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2. Methodological Reduction (rm): involves philosophical and scientific method-
ological commitment, to a reductive system of methods for investigating and
formulating results in every field of scientific work: There is an underlying
methodological assumption that ‘bottom-up’ reductive principles and logic,
implemented in experimental scientific methods, will effectively and closely
approximate the natural logic of Nature and the natural evolving system (On).

3. Epistemological Reduction (re): involves philosophical scientific epistemolog-
ical commitment, to a reductive theory of knowledge, particularly in regard to
the validity and scope of a reductive approach to theory creation and a reductive
approach to the selection of experimental methods. The epistemological commit-
ment rests upon decisions about what justifies a scientific belief or opinion: i.e.,
there is an underlying epistemological assumption that ‘bottom-up’ reductive
principles, and applications of reductive logic, are justified, and can effectively
and closely approximate the natural logic of Nature and the natural evolving
system (On).

The explicit or implicit reductive premise and hope of reductive natural science, in
examining Nature through the lens of Ontological Reduction (ro), Methodological
Reduction (rm) and Epistemological Reduction (re); states that science has in the
past succeeded and predicts that science will succeed further in the future, where
ro � rm � re and these are found to be synchronous, commensurate and aligned in
a pattern of reductive consilience, closely mimicking the natural logic of Nature and
the natural evolving system (On). Thus:

On
∼= FR(ro�rm�re) (4)

The reductive premise suggests, that the simplified 3-Theory hierarchically
‘stacked’ Reductive Formal System Models, as well as the description of the inter-
level ‘joints’ linking one level to another; should be capable of modeling a simplified
natural 3-level emergent hierarchyof complexity. The reductive account should there-
fore provide a minimal, generalized, fully complete picture of the 3-level hierarchy
of complexity.

Continuing with the exploration, we are particularly interested in finding out
whether, within a single Reductive Formal System Model (RFSM) FR :

F(ro�rm�re) = 〈AF(ro�rm�re )
, XF(ro�rm�re )

, RF(ro�rm�re )
〉 (5)

…is it possible, within the structure of a Reductive Formal System Model (RFSM),
to construct an undecidable reductive proposition declaring formal reductive incom-
pleteness? The structure of the following proof follows Gödel’s incompleteness
theorems [30] and recent work by Prokopenko et al. [27].
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3.4 Mathematization and Proof of Formal Reductive
Incompleteness

A scientific expressionW is derivable or provable in FR , if and only if there is a finite
or infinite sequence of expressionsW1,….,Wn in which the statement W ≡ Wn and
everyWi is either a member of the alphabet, an axiom or results from the application
of an inference rule applied to earlier expressions in the sequence. Where possible or
necessary the statementW must also be fully defined within FR = F(ro�rm�re). Using
a standard notation drawn from logic, FR � W, expresses thatW can be formulated,
derived and proven in the Reductive Formal System FR . This means there is a proof
of W in FR , therefore W is a statement, a proposition, or a theorem of FR .

Proof and truth in reductive natural science are already differentiated by the
necessity of spelling out W in FR = F(ro�rm�re)

∼= On . This differentiation of proof
and truth in reductive science is defined by the complicated dynamics natural science
has with itself and with Nature. Ontological reductive, methodological reduction and
epistemological reduction differentiate proof and truth even before we specifically
seek out an analog of Gödel’s formal incompleteness and before the necessary sepa-
ration of truth and proof specific to formal reductive Logic. In Science, only Nature
and ontology ‘know’ when a scientific statement W is scientifically true. Nature
‘knows’ its truth by naturally instantiating a phenomenon in the realized process of
natural evolution. Reductive natural science ‘knows’ its truth only through successive
theoretical approximations supported by experimental evidence, thus accumulating
proof from the sum of sequential approximation, reduction, replication and predic-
tion in theoretical and experimental contexts, supported by scientific epistemology
(re), scientificmethodology (rm), and a slowly developing understanding of ontology
(ro). Truth in scientific understanding of ontology is never closed; it remains open
and forever susceptible to falsification, whenever theoretical and experimental proof
of a better approximation appears. Truth and proof in formal reductive Logic has so
far been immune to any demonstration that they too are separated by an inevitable
gap defined by formal reductive incompleteness and its implications. I can only
speculate that the absence of any attempt to address this problem directly is in part
based on respect for Gödel’s strong reluctance to go there and in part because of the
complicated and far reaching and difficult to handle consequence and implications of
proving reductive incompleteness and the separation of truth and proof in reductive
Logic.

Continuing now with the development of the proof in relation to reductive Logic:
Just as in the development of a formal or mathematical system, in the Reductive
Formal System Model FR , in order to labelW as a theorem it would be necessary to
define and employ in advance some kind of external reasoning ormeasure that is able
to characterize W as either an intermediate statement, or as a target expression and
theorem. Such a predictive meta-level method must be able to recognize in advance
the importance or salience ofW as a target theorem. It is not yet clear how this might
be achieved in an abstractmathematical Formal System,F, or in theReductive Formal
System Model FR . Existing formal system and mathematical developments are not
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able to formally make this particular predictive decision regarding the salience of
target theorems [27]. In modern Logic and Formal Systems Theory and in modern
mathematical systems theory, there is, however, an awareness of the proof and impli-
cations of both the Halting Problem [6] and Gödel’s incompleteness theorems [30],
both of which provide an explanation for why theorists are not yet able to predictively
define any external meta-level criterion capable of deciding whetherW is or is not a
target theorem.

Nevertheless, the limitations set by the Halting Problem and Formal Incomplete-
ness have not stopped theorists fromdeciding frommeta-level consideration,whether
or not, a ‘completed’ or ‘final’ well-formed formal or mathematical statement and
proof of W, is or is not, a salient target or theorem. It can be decided in relation to
a complete or finished piece of work, it just can’t be decided in advance. This real-
ization is particularly significant in the present argument, in relation to Reductive
Natural Science and the development of a Reductive Formal System Model FR .

Past and present scientific developments have not yet formalized a Reductive
Formal System Model sufficiently so that the implications of the Halting problem
andGödel’s incompleteness theorems can be seen at work in the dynamics of FR .The
implications of proving the Halting problem and Gödel’s incompleteness theorems
are relevant in a Reductive Formal SystemModel, Reductive Science and the Reduc-
tive Scientific Paradigm; includes the realization that, for formal logical reasons, any
scientific theory about a ‘part’ of Nature or the ‘whole’ reductive scientific narrative
describing our Universe, cannot ever be closed, resolved, decided or complete.

Whether or not a statement is intermediate or a target statement cannot be decided
in advance because there is always the possibility that whatever is now considered
true, ‘closed’, ‘complete’, ‘final’, or ‘finished’ in natural science, and thus believed to
be a ‘target’ statement; will be found instead to be an intermediate statement. Contra-
dictory proof and external meta-level consideration may reveal a significant sepa-
ration between truth and proof and a significant relationship may be found between
completeness and incompleteness, as well between consistency and inconsistency.
This may lead to a subsequent encompassing meta-reductive re-formulation.

Because this argument is about reductive Logic and Natural Science; Nature
must get the last word regarding whether or not the natural Logic of the evolu-
tionary process also instantiates a significant separation between naturally instanti-
ated truth and naturally instantiated self-referencing proof . Nature may instantiate a
significant relationship between order and disorder, evolutionary completeness and
incompleteness, as well as evolutionary consistency and inconsistency.

4 FurtherMathematization

At this point, in forming the set of ‘words’ and ‘strings’ of A∗
FR , theReductive Formal

System Model FR does not yet conform to any particular syntactical constraints,
beyond the restrictive ‘bottom-up’ assumption, and the restrictions set by the defini-
tion of axioms (XFR ) and the scientific rules of inference, defined in RFR . In order to
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move further toward a statementmatching the complexity of amodern abstract formal
system, it is necessary to expand the definitions and components of the Reductive
Formal System Model FR , so as to define and then concentrate only on well-formed
formulas (abbreviated as wff’s). Well-formed formulas, wff’s, are fabricated from
the reductive alphabet (AFR ), the reductive axioms (XFR ), the reductive rules of infer-
ence (RFR ), the ‘words’ and ‘strings’ of A

∗
FR and a formalized version of a reductive

grammar (GFR ).
A formalization of a reductive grammar (GFR ) consists of the following

components:

GFR = 〈AFR , NFR , PFR , SFR ,CFR , EFR 〉 (6)

where

1. AFR is an abstract symbol set of ‘terminal’ symbols, symbolically representing
naturally occurring fundamental entities (known or not yet known) that can
be finitely (or infinitely) ordered or organized, scientifically representative of
a naturally self-organized but scientifically accessible fundamental alphabet;

2. NFR is an abstract symbol set (which can include the three start symbols such
that (〈EFR ,CFR , SFR 〉 ∈ NFR ), symbolically representing a finite (or infinite) set
of ‘nonterminal’ symbols, that can define and form relationships between AFR

symbols but are disjoint from A∗
FR , i.e., the ‘words’ and ‘strings’ formed from

AFR ;
3. PFR is a finite (or infinite) set of production rules, generally of the form(

AFR ∪ NFR

)∗
NFR

(
AFR ∪ NFR

)∗ → (
AFR ∪ NFR

)∗
. Each production rule maps

from one ‘word’, or ‘string’ of symbols to another, with the ‘head’ string
containing an arbitrary number of symbols provided that at least one symbol
is ‘non-terminal’;

4. SFR is a start symbol such that SFR ∈ NFR . The start symbol SFR is non-terminal
and is disjoint from A∗

FR . In modeling Nature and the process of evolution from
the presumed point of origin in the dense high-energy state in the Big Bang, SFR

takes the form SFR +CFR = EFR , where EFR is the dense high energy state from
which the entire evolved universe is created through transformations of energy,
into lower, evolving energy states and processes defined by SFR ,and associated
space–time manifestations, represented in CFR . In later, evolved, hierarchically
organized and semi-isolated systems selected fromwithin the ongoing process of
natural evolution (i.e., the three-level hierarchy being explored in the simplified
model of the scientific situation), SFR is definedby the initial stateof thenecessary
transformations of EFR , creating a necessary ‘terminal’ set of members of AFR ,
composed in A∗

FR , along with an initial ‘non-terminal’ process, defined by the
necessary set of production rules in PFR . The set created by the initial state
and process defined by SFR is ‘non-terminal’ setting in motion everything that
subsequently happens, however, it is ‘disjoint’ from any specific subsequent
arrangement of state and process in the system.



On the Formal Incompleteness of Reductive Logic 59

5. CFR is a start symbol such that CFR ∈ NFR . This start symbolCFR is non-terminal
(or unknown as to its limit) in relation to the vastness of space–time but it can be
composed and selected to be terminal in the choice of semi-isolated systemwithin
an experimental context. CFR is also disjoint from A∗

FR . In modeling Nature
and the process of evolution from the presumed point of origin in the original
dense high-energy state in the Big Bang, CFR shares an evolutionary sequence
of relationships EFR → SFR + CFR , where EFR is the dense high energy state
from which the entire universe evolved and from which the expanding energy-
space–timemanifold of the universe, and lower-energy-matter entities are created
through transformations of high-energy states and processes into lower-energy
states and processes, defined by SFR , and associated space–time manifestations
and relationships, represented by CFR . In later, evolved, hierarchically orga-
nized, complex, semi-isolated systems selected from within the ongoing process
of natural evolution (i.e., the three-level hierarchy being explored), CFR repre-
sents both the background bounded or unbounded space–time encompassing the
selected semi-isolated system, or the selected finite manifold of space–time (infi-
nite or unknown if the whole universe is the experimental context), contained
within the bounded domain or container of the semi-isolated system of interest.

6. EFR is the initial evolutionary start symbol such that EFR ∈ NFR , from which
CFR and SFR evolve through transformation of energy in an abstract, in prin-
ciple, reversible relationship, EFR ↔ SFR + CFR . CFR and SFR arise from EFR ,
and they are the start symbols for all further evolution, which is defined in an
abstract, in practice, non-reversible evolutionary relationship EFR → SFR +CFR ,
where energy, space–time and matter transformations, patterns of composition,
interactions and relationships, become the further symbolic representation of all
subsequent evolution.

The ‘complete’ ‘bottom-up’ Reductive Formal System Model FR can thus be
represented:

FR = 〈EFR 〉 (7)

where

〈EFR 〉 = 〈SFR ,CFR 〉 (8)

such that

EFR → 〈SFR ,CFR 〉 (9)

and where

〈EFR , SFR ,CFR 〉 = 〈AFR , NFR , PFR , XFR , RFR 〉 (10)

such that this equation
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〈EFR 〉 → 〈SFR ,CFR 〉 → 〈AFR , NFR , PFR , XFR , RFR 〉 (11)

can be used to formally model the initial start symbols and the sequence of evolution
of the ‘whole’ universe.

For practical reasons, associatedwith formallymodeling local and later sequences
of evolution, involving evolved ‘part’ systemswithin the evolved universe (where the
original, initial, energy, space–time, matter, ‘whole’ start symbols are now implicit;
while the selected ‘part’ start symbols for a selected semi-isolated system of interest,
are explicitly now defined as consisting of some evolved initial organization of state
and process, with an evolved composition and arrangement of energy, space–time,
matter, entities, interactions and relationships), the relationship

〈EFR ,CFR , SFR 〉 ∈ NFR (12)

can be applied. This relationship allows a scientist to visualize a local or later
sequence of interest within the continuous thread and flow of natural evolution, in
which the fundamental relationships associated with the natural system are preserved
in a deep pattern of symmetry and self-similarity.

It is now possible to simplify the reductive formal system to conform to more
recent handlings of formal systems, in which it is conceivable to include components
of the grammar GFR in the definition of the formal system, such that

FR = 〈EFR ,CFR , SFR , AFR , NFR , PFR , XFR , RFR 〉 (13)

can be simplified to the statement

FR = 〈AFR , NFR , PFR , XFR , RFR 〉 (14)

such that:

1. AFR is the alphabet, i.e., is a finite or infinite (known or unknown) ordered set
of symbols, referring to natural diachronically and synchronically self-organized
entities, derived from the start symbols 〈EFR ,CFR , SFR 〉 ∈ NFR , located in each
subsequent self-organized level or layer in the sequence of change, evolution,
emergence, hierarchical organization and complexity;

2. NFR is a finite or infinite (known or unknown) set of non-terminal symbols,
which include the start symbols 〈EFR ,CFR , SFR 〉 ∈ NFR , that are disjoint from
the set A∗

FR . The NFR start symbols are energy EFR , energy-matter SFR and
energy-space–time CFR , as well as the compositional ‘grammatical markers’ for
developing states and processes involving the start symbols; along with symbols
referring to natural and discovered ‘grammatical markers’, which define ‘gram-
matically acceptable’ patterns of ‘alphabet’, ‘words’, ‘strings’ and ‘collections
of strings’, sequentially forming more complicated self-organized ‘grammati-
cally acceptable’ patterns of composition, interaction and relationship, effectively
fabricating and becoming AFR and A∗

FR ;
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3. PFR is a finite or infinite (known or unknown) set of production rules of the
form

(
AFR ∪ NFR

)∗
NFR

(
AFR ∪ NFR

)∗ → (
AFR ∪ NFR

)∗
referring to discovered

naturally emergent laws, rules and constraints, defining admissible patterns of
production, fabrication, evolutionary self-organization and hierarchical emer-
gence, involving AFR , A

∗
FR and NFR , including the encompassing interaction

with evolved states and processes of the start symbols 〈EFR ,CFR , SFR 〉 ∈ NFR ;
4. XFR is a specific set of axioms, each of which must be a wff, referring to ‘self-

evident’, ‘accepted as given’, ‘established’ entities, statements, propositions or
levels of organization in FR , upon which further abstract modeling of diachronic
and synchronic sequences of natural evolution, self-organization, emergence and
hierarchically organized complexity can be developed;

5. RFR is a finite or infinite (known or unknown) set of relations within the wff’s
called rules of inference, referring to the fundamental basis of scientific logic; the
basis supporting ‘acceptable evidence’, the basis defining ‘acceptable inductive
and deductive reasoning’ and the basis of how one can arrive at an ‘acceptable
scientific conclusion’.As well, the rules of inference include the understanding of
any fundamental natural basis for the existence of natural evolutionary logic; the
basis supporting ‘an acceptable understanding that there is evidence of Nature
instantiating an evolutionary pattern of reasoning’, the basis for defining ‘an
acceptable understanding of any natural instantiated evolutionary pattern of
reasoning’ and the basis for an understanding of how Nature and evolution can
arrive at ‘acceptable natural evolutionary conclusions’.

From these general definitions, the specific case of a three-level hierarchy can then
be constructed in more formal detail by duplicating the Reductive Formal System
Model (RFSM = FR) and creating three stacked Reductive Formal System Models,
each one referring specifically to a defined level in the ‘bottom-up’ hierarchy. Thus,

1. Lower Level 1 in the ‘bottom-up’ metaphor can be represented by:

FR(Level 1) = 〈AFR,L1 , NFR,L1 , PFR,L1 , XFR,L1 , RFR,L1〉 (15)

2. Mid-Level 2 in the ‘bottom-up’ metaphor can be represented by:

FR(Level 2) = 〈AFR,L2 , NFR,L2 , PFR,L2 , XFR,L2 , RFR,L2〉 (16)

3. Upper-level 3 in the ‘bottom-up’ metaphor can be represented by:

FR(Level 3) = 〈AFR,L3 , NFR,L3 , PFR,L3 , XFR,L3 , RFR,L3〉 (17)

The ‘joints’ between hierarchical levels and the transformations of entities,
involving the composition (CL1−3) and interactions (IL1−3) occurring at the bound-
aries between hierarchical levels in Levels 1–3, can then be composed:

FR(L1) + (CL1 + IL1) → FR(L2) + (CL2 + IL2) → FR(L3) + (CL3 + IL3) (18)
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such that;
The specific lower level, Level 1, components, properties and composition as

well as the specific lower-level, Level 1, interactions, are sufficient to explain the
appearance of the components, properties and composition of the mid-level, Level
2, as well as, the full potential for that levels specific emergent interactions amongst
its components, such that;

(CL1 + IL1) = 〈AFR,L1 , NFR,L1 , PFR,L1 , XFR,L1 , RFR,L1〉 → FR(L2) + (CL2 + IL2)
(19)

Themid-level 2, Level 2, components, properties and composition of components,
then engages in specific Level 2 interactions that build the component, properties and
composition of the third level, Level 3, as well as the full potential for any interactive
properties of the third level and its components, such that:

(CL2 + IL2) = 〈AFR,L2 , NFR,L2 , PFR,L2 , XFR,L2 , RFR,L2〉 → FR(L3) + (CL3 + IL3)
(20)

and, Level 3 can then be defined;

FR(L3) = (CL3 + IL3) = 〈AFR,L3 , NFR,L3 , PFR,L3 , XFR,L3 , RFR,L3〉 (21)

The construction of three stacked Reductive Formal System Models describing
the three-level evolved hierarchy composed of three levels of specific composition
and interaction of entities, with each level of interaction subsequently defining the
entities in the next level up the hierarchy of composition, can be summarized in this
form:

FR(L1−3) = (CL1−3 + IL1−3) = 〈AFR,L1−3 , NFR,L1−3 , PFR,L1−3 , XFR,L1−3 , RFR,L1−3〉
(22)

The composition and interactions in the third level, Level 3, might still have
the potential to build further complexity but we have decided not to explore this
potential at this point. By definition, in the three-level hierarchy of complexity, any
emergent properties or phenomenon exhibiting complementarity which may appear
in or between each level must be conservatively explained employing rigorous reduc-
tive logic: i.e., in this simplified example, complementarity at an inter-level interface
or any emergent properties must be entirely explained by the composition and inter-
actions described within and between the three levels of the hierarchy. However, as
we shall see the devil is in the details of emergence and complementarity and so is
the formal reductive incompleteness we shall pursue shortly.

As it is now defined, the entire three-level hierarchy can be effectively reduced,
with T3 reducing to T2 and T2 reducing to T1. The Theory T3 of Level 3 can be
fully reduced to the Theory T2 of Level 2, and the Theory T2 of Level 2 can be
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fully reduced to the Theory T1 of Level 1. The ‘whole’ hierarchical system can be
reductively reduced to the lowest ‘fundamental’ level.

The production rules in PFR can be used to produce wff’s, with the rules of
inference also required, in order to derive theorems. Theorems in FR are defined as
the statements and propositions describing the components of a complete scientific
theory modeling selected entities, components, interactions and one or many levels
of hierarchical organization. In the general case, if we decide to consider all ‘words’
and ‘strings’ in A∗

FR as wff’s, then the grammar GFR would not constrain the space
of possible scientific inference.

In the special case of interest here, where the Formal Reductive System must
contain negation in order to formally model formal reductive incompleteness, the
Reductive Formal System Model can be called consistent if and only if there is no
wff W such that both W and ¬W (not W ) can both be logically true and proven in
the system.

Further, it is required that there is a decision procedure or an algorithm (utilizing
PFR ), which can be used for decidingwhether a formula, statement or proposition, is
or is not a well-formed statement (wff). Stated another way, in the modern interpreta-
tion of abstract formal systems, there is an expectation that the production rules will
be found to be decidable: again, an algorithm should be available such that, given
any arbitrarily chosen ‘string’ ‘x’, the decision procedure can decide whether ‘x’ is
or is not a wff. As well, inference rules must be decidable: for every inference rule
R ∈ RFR there must be an algorithm, which can determine whether, given a set of
wff x1, . . . .xn and a wff y, the decision procedure is able to decide whether R can be
applied with input x1, . . . .xn in order to fabricate y.

Further, in the modern understanding of abstract formal systems and recursive
abstract formal systems; algorithmic, decision procedures, employed in the systems,
make the axioms decidable and construct a set of all provable sentences (i.e., the set
of all theorems) that are recursively enumerable or semi-decidable: In recursively
enumerable systems, if you begin with any arbitrarily selected wff, there is an algo-
rithm that can correctly determine whether or not the formula is provable within
the system, but when applied, and the wff is not provable in the formal system, the
algorithm will produce a negative answer or no answer at all. Among the statements
where the algorithm returns no answer at all, there are found to be formulas that are
undecidable or cannot be proven for fear of inconsistency, the hallmark property of
a formula associated with formal incompleteness.

Gödel’s incompleteness theorems specifically refer to formal systems involving
first-order logic or first-order predicate calculus, specifically operating with Peano’s
axioms of arithmetic. This is presented in such a fashion that the results can be
generalized to a very wide class formal systems in which, (1) in order to protect the
consistency of the system from exploding into inconsistency, there must be wff’s that
can neither be proven nor disproven, they must be undecidable, and thus the system
must be incomplete; and (2) again for fear of inconsistency, any such formal system
will not be capable of demonstrating its own consistency from within the system,
consistency must be decided through meta-consideration.
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This completes the construction of a Reductive Formal System Model (RFSM)
and the application of the RFSM to the reductive and conservativemodel of the three-
level hierarchy of complexity investigated by the scientist and his research team. We
cannowdig deeper into anunderstandingof the inevitability of undecidable dynamics
within this simplified but sufficiently complex formal context.

5 The RFSM in the Matrix of Multiple Scientific Languages

The simplification (i.e. restricting the natural situation beingmodeled, to linear, local
causation and ‘bottom-up’ reductive examination and accounting, etc.) andmathema-
tization (i.e., translating the selected natural phenomena being studied, into a simpli-
fied, semi-isolated system contained within an experimental context, described by a
demanding, conservative, restrictive, strong reductive framework, in the form of an
abstractReductive Formal SystemModel that does not constrain the space of possible
scientific inference and interest), brings into focus an unsolved but now manageable
problem. Consider ‘bottom-up’ reductive Logic, reductive formal system models
and the experimental methodology employed within Reductive Science, the whole
ReductiveScientificParadigm, the reductive scientific narrative and the philosophyof
Reductionism: Are all of these complicated conceptual structures impacted by reduc-
tively conceived formal reductive incompleteness? Further, consider Nature and the
natural evolving system, which includes the human brain but may also include the
reductively excluded, evolved, emergent, complex complementarity, associated with,
the self-reflective, self-referencing mind and consciousness: Are all these natural
phenomena prone to, natural instantiations of evolutionary incompleteness?

To determine the answer to these questions, the argument will follow Kurt Gödel
[13] further down the logical path he set out in the proof of his two incompleteness
theorems. In attempting this, it is necessary to translate the detailed Logic of Gödel’s
argument, from the austere World of pure, abstract formal logic and mathematics,
into the subjectively experienced and complicated context of scientists and applied
mathematicians, consciously living in the convoluted and diverse complexity of the
Real-World.

In the complicated modern scientific context, reductive scientific theories are
presented in the formofwritten papers, books or academic presentations, usingPower
Points and other forms of communicative media, which are all helpful in making the
scientist’s theory understandable to an interested audience of philosophers, scientists,
mathematicians and anyone else interested in making the intellectual journey. A
specific Scientific Theory TFR = T1, when placed in the full complexity of modern
natural science, is composed using a number of available ‘languages’ for scientific
communication. These languages include but may not be limited to:

1. Direct observation of a phenomena and its behavior;
2. Scientific narrative or story telling;
3. Scientific ‘bottom-up’ Reductive Logic or other selected forms of scientific logic;
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4. Scientific mathematical languages and models;
5. Computational models and demonstrations;
6. Experimental evidence;
7. Digital information translation.

In this complicated general scientific context, involving a vast community and
convoluted matrix of communicative relationships, we wish to examine one specific
example of a scientist composing his ideas about an evolving three-level hierarchy of
emergent complexity, using ‘bottom-up’ reductive Logic formulated within a Reduc-
tive Formal System Model (RFSM = FR), composed in the form of a reductive
scientific Theory, T1 (TFR = T1). We wish to demonstrate that within this simpli-
fied context, the presence of an undecidable reductive proposition, declaring formal
reductive incompleteness is inevitable. Our next stop is arithmetization.

6 Arithmetization of Reductive Logic

Mathematization created a Reductive Formal System Model (RFSM = FR) that
may be sufficiently complex to be capable of presenting with undecidable reductive
dynamics. Arithmetization of the mathematized Formal Reductive System Model
(RFSM = FR) should now make it possible to reveal the presence of undecidable
reductive dynamics.

To arithmetize an abstract formal system,KurtGödel chosePeano’s arithmetic and
the comprehensive mathematical text, Principia Mathematica, written by Bertrand
Russell and Alfred North Whitehead [24]. Peano’s axioms of arithmetic include:

1. Axiom 1: 0 (zero) is a natural number;
2. Axiom 2: Every natural number has a successor informally stated n + 1, which

is also a natural number;
3. Axiom 3: No natural number has 0 (zero) as a successor;
4. Axiom 4: Different natural numbers have different successors;
5. Axiom 5: If some property P holds for 0 (zero), it also holds for every natural

number n, and then must hold for every natural number n + 1 such that P holds
for all natural numbers.

Gödel’s central insight was to encode the wff’s of a comprehensive formal system
(the comprehensive mathematical text, Principia Mathematica, written by Bertrand
Russell and Alfred North Whitehead) by using ‘Peano’s arithmetic’ and the natural
numbers, thus ‘arithmetizing’, or ‘Gödel numbering’ the wff’s of the entire selected
formal system.

We can follow Gödel’s lead by arithmetizing and encoding the wff’s of a compre-
hensive formal reductive system, purporting to scientifically describe thewhole phys-
ical universe. In an imaginary book entitled, TheComplete Reductive Narrative of the
Universe, the author (an imaginary version ofmyself committed to a closed, resolved,
decided and complete model of the Universe) presents a comprehensive scientific
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history and description of natural evolution involving a ‘bottom-up’ reductive picture
of the entire Universe.Within that imaginary book there is a chapter which presents a
narrative describing a scientist composinghis ideas about an evolving three-level hier-
archy of emergent complexity, using formal ‘bottom-up’ reductive Logic, composed
in a Reductive Formal System Model (RFSM = FR), and spelled-out in a reductive
scientific Theory, T1 (TFR = T1).

In the present context another version of myself is closely aligned with Gödel’s
line of reasoning and is committed to exploring the concept of an open, unresolved,
often undecidable and forever incomplete scientific model of the Universe. Like
Gödel, we can also use Peano’s arithmetic to encode every well-formed English
statement, formal logical argument, mathematical formulation or theoretical state-
ment, in the comprehensive scientific theory and narrative composed in the imaginary
book, including the chapter on the scientist and his theory.Within the specific chapter
containing our scientist and his theory, we can encode every wff of themathematized
Reductive Formal System Model (RFSM = FR), which narratively and mathemati-
cally is used to describe the simplified reductive picture of the three-level evolved
‘bottom-up’ hierarchy of complexity.

More formally stated: for every well-formed statementW in the Theory, T1 (TFR

= T1) and every well-formed wff,W , composed by the mathematized and recursive
Reductive Formal System Model, (RFSM = FR); Gödel’s encoding and numbering
scheme will produce G(W), i.e., the encoded ‘Gödel number’, which can then be
additionally encoded as one of the natural numbers. In such a code, the name of the
‘Gödel number’ G(W) of any statement or formula W , is denoted as W�.

To demonstrate this: first assign a natural number, to each and every primitive
symbol s in Peano’s arithmetic, to each and every primitive symbol s in the English
language used in Theory TFR = T1 and to each and every primitive symbol s used in
the mathematized and recursive Reductive Formal SystemModel, FR . Call these the
‘symbol numbers’ of ‘s’, e.g., to start with Peano’s arithmetic, the symbol ‘0′ is given
the natural number 1 and symbol ‘ = ’ is given the natural number 5. Then consider
the wffW: ‘0 = 0’. The Gödel number for this formulaW is uniquely produced as
the corresponding product of powers of consecutive prime numbers (2, 3, 5, …), as
G(‘0 = 0’) = 21 × 35 × 51 = 2 × 243 × 5 = 2430. The name of the Gödel number
‘0 = 0’� is the numeral 2430. Carry on assigning Gödel numbers to every primitive
symbol s and formula in the mathematized and recursive Reductive Formal System
Model, FR and then to every primitive symbol s and English statement in Theory TFR .
Knowing the Gödel number of any symbol, formula or statement, specifically allows
us to uniquely decode back into the original English statements, the mathematized
formulas and into the elements of Peano’s arithmetic. This is possible because of
Gödel’s unique coding and decoding scheme using the prime-factorization theorem,
which allows us to locate and define the unique sequence of prime factors with their
associated exponents. Most significantly, Gödel numbers are computable and it is
also important to note that it is decidablewhether or not any given number is a Gödel
number [28].

Gödel’s coding scheme produces sufficient complexity to fulfill the necessary
criteria supporting formal incompleteness in the context of an abstract Formal
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System. Undecidability will be produced, and undecidable dynamics will appear
in a formal system description or in a formal system model, (i) if it possible to
generate self-reference; (ii) if it is possible to differentiate program-data duality; (iii)
if the formal system, at a minimum, has the potential to access an infinite compu-
tational medium, and, (iv) if the formal system has the capacity to implement or
instantiate negation. In ‘sufficiently complex’ formal systems, truth and proof are
forever separated by a gap kept open by potential or instantiated undecidability [27].

‘Sufficient complexity’ for formal reductive incompleteness to appear in the
context of ‘bottom-up’ reductive Logic employed in a Reductive Formal System
Model (RFSM = FR) composed in a reductive scientific Theory, T1 (TFR = T1),
will probably involve undecidability, (i) generated by self-reference; (ii) an avail-
able media, which at least in principle, is capable of infinite computation, (iii) the
possibility of differentiating program-data duality; and (iv) the capacity to instan-
tiate negation. As in abstract formal systems, there will be an inevitable logical gulf
inhabited by undecidable reductive dynamics and formal reductive incompleteness
separating reductive logical truth from reductive logical proof . The separation and
gap in reductive Logic, precipitated by formal reductive incompleteness, must be
differentiated from the separation and gap precipitated by the inevitable challenge
posed by the distance between what has been or can be theoretically conceived and
what can be experimentally demonstrated. Reductive theoretical truthmay therefore
be supported by reductive Logic or/and by reductive experimental evidence—the
gap separating truth from proof in reductive science, therefore, will be dual. While
incompleteness and undecidable dynamics can influence reductive Logic, creating
a separation and gap between truth and proof in Logic, there is also a separation
and gap between truth and proof dependent upon the distance between stated reduc-
tive theoretical truth and the available experimental evidence supporting reductive
experimental proof wherein Science must enter into dialogue with Nature.

‘Sufficiently complex’ Reductive Scientific Statements, (1) stated in experimen-
tally falsifiable hypotheses; or (2) stated as notations from direct observation; or; (3)
stated in the form of scientific narrative and story-telling; or, (4) stated in the form
of multiple applied mathematical forms; or; (5) stated in the form of any computa-
tional model or digital information representation, fulfilling the definition of a UTM;
are all scientific representations susceptible to polarizing debates wherein there can
reside theoretical contradictions and potential self-referencing paradoxeswhichmay
herald the presence of undecidable reductive dynamics and formal reductive incom-
pleteness. It is therefore important to do everything possible to reveal this significant
property of reductive Logic and to spell-out its implications. Undecidable reduc-
tive dynamics and formal reductive incompleteness set a limit on the use of formal
reductive Logic but undecidable reductive dynamics and formal reductive incom-
pleteness also instantiate a potential for incompleteness driven novelty generation,
which may play a significant role in creative ‘reductive thought’. The implications
of reductive incompleteness include the possibility of creatively reconstructing the
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Reductive Scientific Paradigm so that its successor encompasses reductive incom-
pleteness associated with ‘bottom-up’ reductive thought in aMeta-Reductive Scien-
tific Paradigm capable of exploring the role in Nature of naturally self-organized
evolutionary incompleteness.

Hypothetically, natural evolutionary undecidable dynamics and natural instanti-
ations of incompleteness in evolution, may play a significant role in defining complex
boundaries and limits in natural systems and may, as well, play an important role in
natural incompleteness driven novelty generation in naturally evolving systems.

The next essential step in Gödel’s proof involves the Self-Reference Lemma. We
must turn this Lemma into an understandable reductive conception.

7 The Self-reference Lemma and Reductive Logic

Gödel first uses the Self-Reference Lemma, in relation to any formal mathematical
system, employing first-order logic (first-order predicate calculus) and containing
Peano’s axioms of arithmetic. The Lemma states:

Let Q( ) be an arbitrary formula of formal system F with only one free variable. Then
there is a sentence (formula without free variables) W such that: F � W ↔ QW�

The Self-Reference Lemma can be restated in a form allowing its relation to
reductive Logic to be stated more clearly:

Let Q( ) be an arbitrary formula of the mathematized and recursive reductive formal
system model FR with only one free variable. Then there is a sentence (formula without free
variables) W such that: FR � W ↔ QW�

Prokopenko notes that “this lemma is sometimes called the Fixed-point lemma
or the Diagonalization lemma…The Self-reference lemma establishes that for any
formula Q( ) that describes a property of a numeral, there exists a sentence W
that is logically equivalent to the sentence QW�. The arithmetical formula Q( )
describes a property of its argument, e.g., a numeral , and hence the expression
QW� describes a property of the numeral W . This is the numeral of the Gödel
number of the formula W itself. Since the formula W is logically equivalent to the
formula QW�, one can say that the formula W is referring to a property of itself
(being an argument of the righthand side).

Strictly speaking…the lemma only provides a (provable) material equivalence
betweenW andQW�, and one should not claim ‘any sort of sameness ofmeaning’”
[27].

In both Gödel’s recursive formal system F , and in our recursive, mathematized,
reductive formal systemmodel, FR , it is possible to compose arithmetical and mathe-
matical self-referencing statements. In the recursive, mathematized, reductive formal
systemmodel, FR , and also in a related scientific Theory TFR , a self-referencing state-
ment in Logic and the specific associatedmeaning of the statement, can be translated
into linguistic and narrative form.
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For instance, the theoretical statement of reductive epiphenomenalism of
consciousness [32] can be stated as W . The statement W postulates or means that:
“Formal reductive Logic can fully reduce Mind to Brain; reducing Mind fully to an
epiphenomenon of Brain and more fundamental physical processes.” The sentence
W is logically and materially equivalent to the sentence QW�. This is derived by
applying the Self-reference lemma, which establishes that for any formula Q( )
describing a property of a numeral , there exists a sentence W that is logically
and materially equivalent to the sentenceQW� describing a property of a numeral
W�. Therefore, a property of the epiphenomenal statement,W , can be captured by
the arithmetical formula QW�, which describes a property of its argument, e.g.,
a numeral W�. Hence, the expression QW� describing a property of the state-
ment W is the numeral of the Gödel number of the formula W itself. Since the
formula W is logically and materially equivalent to the formula QW�, one can
say that the formula W is referring to a property of itself (being an argument of the
righthand side). Thus the epiphenomenal statementW: “Formal reductive Logic can
fully reduce Mind to Brain; reducing Mind fully to an epiphenomena of Brain and
more fundamental physical processes”, is logically and materially equivalent to the
statementQW�: “This statement of reductive epiphenomenalism says of itself that
reductive epiphenomenalism has as one of its properties a numeral that is the Gödel
number of the reductive epiphenomenal statement itself.”

As in Gödel’s argument and the fine-grained examination of Prokopenko et al.,
one should not claim ‘any sort of sameness of meaning’. However, the logical and
material equivalence prepares us for what comes next. Self-reference in the reductive
Logic of a statement within a Reductive Formal System Model does not imply there
will necessarily be found, contradiction and self-referencing paradox threatening to
unravel the usefulness of the underlying Logic. It does however set the stage for this
development.

The next step in the proof involves the provability predicate.

8 The Provability Predicate and Reductive Logic

The provability predicate, ProvableF (x), captures the property of the statement
x that it is provable in the formal system F. The reductive provability predicate,
ProvableFR (x), captures the property of the reductive statement x that it is provable
in the Reductive Formal System Model, FR.

Now let the formula, Proof FR
(y, x) strongly represent a binary relationship in

which y is the Gödel number of a proof of the formula in FR with the Gödel number
x (Prokopenko notes that it is always recursively and algorithmically decidable,
whether a given sequence of formulas y constitutes a proof of a given sentence x,
in conformity with the rules of the mathematized, recursive, Formal System Model,
and in our case, the Reductive Formal System Model, FR).

The property of being provable in FR can then be stated in the form:
∃yProvableFR (y, x). This can then be abbreviated as Provable FR(x).
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9 Negating the Provability Predicate in Reductive Logic

Gödel’s final step in proving the First Incompleteness Theorem involves a second
application of the Self-Reference Lemma to the negated provability predicate.Trans-
lating this step into the rules of themathematized, recursive, ReductiveFormal System
Model, FR , produces:

FR � W ↔ ¬ProvableFR (W�) (23)

This statement formally demonstrates that the system FR can derive a statement:
W is true if and only ifW is not provable in the system FR . Gödel, in his two Formal
Incompleteness Theorems, and Prokopenko et al. in their discussion of Gödel’s work,
and now, also in this application in the context of Reductive Science and reduc-
tive Logic, we can go on to say: if the mathematized, recursive, Reductive Formal
System Model, FR, is consistent, then it is possible to show that a true sentence
W is neither provable nor disprovable in FR , thus proving that the mathematized,
recursive, Reductive Formal System Model, FR, must be incomplete. There are true
statements in FR that are unprovable and undecidable. It is once again important to
state that the sentence W can be composed as a well-formed formula, wff, in the
system FR .

Kurt Gödel wrote less formally in his proof of the two Incompleteness Theorems
that what we “have before us is a proposition that says about itself that it is not
provable.” What we have before us is a well-formed and true proposition that says
about itself that it is not provable in the formal system FR .

10 Strong and Weak Representation in FR

The above demonstrates the presence of undecidability in FR . We can say that a
mathematized, recursive, Reductive Formal System Model, FR, is decidable if the
set of its theorems is strongly representable in FR itself , where there is some formula
P(x) of FR such that:

FR � P(W�) whenever FR � W and FR � ¬P(W�) whenever FR � W (24)

For aweakly representable set of theorems only the first half of the above statement
need apply (FR � P(W�)whenever FR �W). This defines semi-decidabilitywhere
negations are not necessarily ‘attributable’ to non-derivable formulas. However, it
is still possible to construct within the system FR , a Gödel sentence V P relative to
P(x). This can then be stated:

FR � V P ↔ ¬P
(V P�) (25)
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A contradiction must follow. Therefore, at least for this sentence strong repre-
sentability does not hold and therefore FR must be undecidable.

Following the lead of Prokopenko et al. [50] (Prokopenko, p. 7/23), it is important
to clarify that crucially, the Gödel sentence V P can be constructed as V (V (x)�) for
some wff V(x) with one free variable, and so the main expression clearly states…for
the mathematized, recursive, Reductive Formal System Model, FR :

FR � V V (x)�) ↔ ¬P(V (V (x)�)�) (26)

In discussing the related formula associated with a recursive formal system
Prokopenko et al. concludes [29]:

F � V V (x)�) ↔ ¬P(V (V (x)�)�) (27)

This formula would also hold for a Reductive Formal System Model, FR :

FR � V V (x)�) ↔ ¬P(V (V (x)�)�) (28)

Prokopenko et al. state that this evaluationmakes it explicit that the Self-Reference
Lemma or Diagonalization Lemma is used twice in Gödel’s proof. The Self-
ReferenceLemmaorDiagonalizationLemma is also used twice in the related formula
associated with the mathematized, recursive, Reductive Formal System Model, FR .

Self-reference and diagonalization are used first inside and then outside the represen-
tative predicate P(x), which is inserted between the two applications of self-reference
and diagonalization.

We can apply this proof to the construction of complex reductive theoretical
statements. Failure to find any effective logical means of resolving self-referencing
paradoxes in reductive theory, suggests it is necessary to consider whether there
may be no satisfactory exit from the paradoxes stated by certain strong reductive
arguments—theymay be as true in logic as reductive science is capable of stating and
the contradiction and paradoxical threat to reductive logical consistency, is real. This
realization indicates specific ‘unresolvable, self-referencing, paradoxical, reductive
theoretical statements’ may indeed be complex undecidable reductive propositions;
at a minimum metaphorically related to Kurt Gödel’s two formal incompleteness
theorems but at a maximum clear evidence of formal reductive incompleteness.

For instance, the reductive epiphenomenalism of consciousness statement can be
reformulated in conformity with Gödel’s paradoxical statement: “This true state-
ment cannot be proven”. Reductive epiphenomenalism can be stated: “This true
reductive epiphenomenal statement, composed logically to be about a conscious
mind, erases from existence the same conscious mind, and says of itself, it cannot
be proven”. The self-referencing form of reductive epiphenomenalism of conscious-
ness reveals the undecidable nature of this scientific and logically well-defended,
well-formed reductive argument: “This statement of reductive epiphenomenalism
of consciousness, composed by conscious, mindful, intentional human beings with
brains, says of itself that a property of the reductive epiphenomenal statement is
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that the conscious, mindful, intentional human beings with brains, who composed
the strong reductive statement, can be fully reduced to brain, body and more funda-
mental physical processes, leaving intentional mind and consciousness as epiphe-
nomenal, empty, meaningless, unnecessary conceptions that can be erased from the
universe as real phenomena: Reductive epiphenomenalism has as one of its proper-
ties, the paradoxical contradiction that it is and is not composed by brain, mind and
human consciousness, and therefore the reductive epiphenomenal statement cannot
be proven.”

The reductive statement of eliminative materialism provides a further example.
Eliminative materialism can be stated: “This logically true eliminative materialist
statement, composed by a conscious humanmind, reduces the same conscious human
mind to a determined and fundamental physical brain, eliminating the existence of
the mind and consciousness that made the eliminative materialist statement in the
first place, thus in paradoxical contradiction of itself and in response to the threat
of logical inconsistency, the eliminative materialist statement must say of itself, it
cannot be proven”.

11 Proposition XI: Consistency and the Second Theorem

In the final section of his paper, Gödel states: “Proposition XI: If c be a given
recursive, consistent class of formulae, then the propositional formula which states
that c is consistent is not c-provable; in particular, the consistency of P is unprovable
in P, it being assumed that P is consistent (if not, of course, every statement is
provable).” [18].

The Liar paradox focuses on truth: “This statement is false”, which makes it
impossible to avoid the paradox [15]. Gödel’s choice of paradoxical sentence focused
on proof : “This statement is unprovable”, which made it possible to state in a well-
formed sentence a truth but also to avoid proof and the paradox and thus avoid
logical inconsistency.

If the formal arithmetic of Peano and the proof of the first incompleteness theorem
are consistent, which means that only true statements can be proven in the system,
then Gödel’s chosen well-formed statement: (“This statement is unprovable”), must
be true. If Gödel’s statement were false then it would be possible to prove it to be
false but that would be contrary or contradictory to the consistency of the system.
To be thoroughly paradoxical, Gödel’s statement cannot be proven, for that would
demonstrate exactly the opposite of what the statement asserts, which is that it is
unprovable.

In the second incompleteness theorem, Gödel shows that in an abstract formal
system of sufficient complexity, if one attempts to prove the consistency of the formal
system from inside the formal system itself, then the whole argument determining
consistency could be formalized and the statement: “This statement is unprovable”,
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in its formal version, would thus be proven, and this leads to an immediate contra-
diction. The attempt to prove consistency from inside the system demonstrates the
inconsistency of the system, rather than proving the consistency [16].

In sketching out the details of the second incompleteness theorem, Gödel gener-
alized his findings to the axiom system of set theory M and to that of classical
mathematics A “and here to it yields the result that there is no consistency proof for
M or for A, which could be formalized for M or for A respectively, it being assumed
that M or A are consistent. It must be expressly noted that Proposition XI repre-
sents no contradiction of the formalistic standpoint of Hilbert. For this standpoint
presupposes only that the existence of a consistency proof effected by finite means,
and there might conceivably be finite proofs which cannot be stated in P or in M
or in A” [19]. Hilbert was angry and very upset that, by using the very formalism
he had sought, his “grand scheme for securing the foundation of mathematics had
been shown to be impossible” [19]. However, when convinced of the importance of
Gödel’s advance, the mathematics community began the difficult task of trying to
understand Gödel’s proof and its implications.

11.1 Proposition XI (Reductive Science Version)

If c be a given recursive, consistent class of reductive formulae, then the propositional
reductive formula which states that c is consistent is not c-provable; in particular,
the consistency of FR is unprovable in FR , it being assumed that FR is consistent (if
not, of course, then every reductive statement is provable).”

We can now generalize Gödel’s findings to ‘bottom-up’ reductive Logic (LR),
Reductive Science (RS), the Reductive Scientific Paradigm (RP) and the Reductive
Scientific Narrative (RSN) where Proposition XI (Reductive Science Version) yields
the result that there is no consistency proof for ‘bottom-up’ reductive Logic (LR),
a Reductive Formal System Model (FR), Reductive Science (RS), the Reductive
Scientific Paradigm (RP) and the Reductive Scientific Narrative (RSN), which could
be formalized for any of these respectively, it being assumed that they are each
consistent in their application of reductive Logic.

Among the implications of formal reductive incompleteness is the possibility that
what is not finitely provable in LR, FR , RS, RP and the RSN, might be finitely
provable in a related form of reductive Logic, adapted Reductive Formal System
Model, altered structure for Reductive Science, modified Reductive Paradigm or
transformed Reductive Scientific Narrative, in each case using altered axioms or
rules.

I have donemybest to prove thatGödel’s two incompleteness theorems can indeed
be applied to formal ‘bottom-up’ reductive Logic employed in a Reductive Formal
System Model, FR , and further to prove that this application of incompleteness will
follow and flow throughout every scientific context where formal ‘bottom-up’ reduc-
tive Logic is used in the Reductive Scientific Paradigm or the Reductive Scientific
Narrative.
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It follows from Gödel’s comment about “finite proofs which cannot be stated
in P”; for any particular example of a formally undecidable reductive state-
ment declaring formal reductive incompleteness found in the Reductive Paradigm,
there must be, novel adapted Reductive Formal System Models as well as novel
adapted Meta-Reductive Scientific Paradigms in which modified reductive Logic,
the elements of an adapted Reductive Formal System and the frame of an altered
Meta-Reductive Paradigm, will have been transformed in such a fashion that it
becomes possible to prove the previously undecidable statement, by spelling-out
a finite statement in the adapted Logic, System and Paradigm.

When “bottom-up” reductive Logic and the RFSM, FR, are used to model the
‘simplified scientific situation’ concerning a participatory scientist and a selected
‘semi-isolated system of interest’, they can create a three-level, evolved, conser-
vatively emergent hierarchy of complexity; in which each of the three ‘stacked’
RFSM’s, FR(1−3) used to describe the three-level hierarchy, can be shown to contain
undecidable reductive propositions, declaring the recurrent formal reductive
incompleteness of the three-level hierarchical model ( ).

Consequently, in conformity with Gödel’s first incompleteness theorems it
becomes possible to create a definition of sufficient complexity associatedwith formal
reductive incompleteness, in the reductive scientific context. The simplified context
of the three ‘stacked’ RFSM’s, FR(1−3) used to describe the three-level hierarchy are
sufficiently complex to be associated with formal incompleteness. More complex
models will also be capable of undecidable dynamics.

In conformitywithGödel’s second incompleteness theorem, the necessity ofmeta-
consideration in determining reductive logical consistency can also be explained in
the reductive scientific context. The abstract representation and generality of the
‘simplified scientific situation’ described above, implies a need to adapt all RFSM
of sufficient complexity using rigorous reductive Logic, such that they incorporate
within their core structures undecidable reductive propositions ( ) and formal
reductive incompleteness ( ).

Additional implications of formal reductive incompleteness impacting any RFSM
of sufficient complexity can then be spelled-out. These implications include, first,
the possibility that an alternative, adapted, RFSM, can translate an undecidable
reductive proposition into a decidable reductive proposition; and, second, any such
constructed, alternative RFSM will inevitability reveal its own version of and

. Further, formal reductive incompleteness and its implications can be generalized
and carried into any and every aspect of ‘reductive thought’; wherever ‘bottom-
up’ reductive Logic is employed in Reductive Natural Science. Therefore, meta-
consideration of conceivable meta-constructions, which alter the entire Reductive
Scientific Paradigm (RP), offer a novel incompleteness dependent definition, for
narrow intra-domain adaptation of a ‘part’ of natural science, or a global revolution
involving the ‘whole’ Reductive Scientific Paradigm (RP).
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12 Implications for the Reductive Scientific Paradigm

Among the significant conclusions and implications of this work are the following:

1. The Theory T1 (FR) describing the simplified conservatively reductive example
of the three-level hierarchical model of Complexity and the complicated
scientific situation composed within a mathematized and recursive Reductive
Formal SystemModel (FR) are sufficiently complex to demonstrate undecidable
dynamics and formal incompleteness;

2. By analogy with Gödel’s Formal Incompleteness Theorems we also see that
even in this simple reductive model involving Theory T1 (FR), Formal System
FR , and the conservatively reductive three-level hierarchy of complexity; the
situation still presents us with a potential for self-referencing statements and
propositions, in a situation where program/data duality can be differentiated
in a logical framework capable of negation, existing in a mathematical and
computational medium capable of infinite possible universal computation.

3. The situation can be interpreted as implementing program/data duality—such
that the abstraction of Theory T1 (FR), Formal System FR, and the three-level
hierarchy of complexity, become the abstract programwhile the implementation
of specific processes of change defined byparticular propositions and statements
andwff’swithin the sequence of progression and evolution in the abstract system
become the data;

4. Mathematization of Theory T1 (FR) and the Formal System FR serve to explic-
itly reveal a potential for undecidable dynamics and incompleteness.Mathema-
tization also reveals a three-part mathematical equivalence; wherein Formal
System models with their pattern of undecidability and Formal Incompleteness,
are completely equivalent and translatable intoDynamical SystemModelswith
an associated equivalent pattern of Dynamical undecidability and Dynamical
Incompleteness. These two models, can then be equivalently translated again,
into an Information Theoretical System Model based on an abstract Universal
Turing Machine (UTM). This three-system equivalence has previously been
explored in a course-grained examination, by Casti [5], and then very recently,
in a fine-grained demonstration by Prokopenko et al. [27]. The three equivalent
systemmodels share a similar pattern of undecidable dynamics and incomplete-
ness. This three-system equivalence can be further linked to more complex
system models, derived in the study of non-linear systems, Chaos Theory,
Cellular Automata, the Science of Complexity and Complex Adaptive Systems.

5. Through arithmetization, the fine-grained nature of undecidable dynamics
becomes evident. At aminimum, it must be determinedwhether or not the unde-
cidable dynamics found in equivalent system models is associated with or may
closely approximate undecidable evolutionary dynamics in natural evolving
systems and hierarchically organized complexity. The presence and exploration
of undecidable dynamics in natural settingsmay demand re-defining phase tran-
sition, complementarity, and emergence, where these phenomena are found in
association with undecidable dynamics within the evolution of systems and
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hierarchically organized complexity. This may reveal significant and perva-
sive patterns of natural evolutionary undecidable dynamics and evolutionary
incompleteness.

6. Contradiction, paradox and self-referencing paradox in all aspects of Scien-
tific Theory construction and Formal System construction, should be embraced
rather than avoided. This essential refocusing of scientific attention may open
a window on how to effectively compose in a scientific theory an undecidable
reductive proposition, indicating formal reductive incompleteness and how to
explore through theoretical and experimental means, the possibly of natural
evolutionary undecidable dynamics.

7. In conformity with Kurt Gödel’s second Formal Incompleteness Theorem;
formal reductive incompleteness and undecidable dynamics; any future attempt
to demonstrate the consistency of any Reductive Theory T (FR) and any
Reductive Formal System FR , will ultimately need to be addressed through
meta-theoretical-consideration.

8. The space of meta-reductive-theoretical-consideration will eventually lead to
consideration of adapted forms of reductive Logic and meta-construction of
Meta-Reductive Paradigms. In adjacent possible adapted Paradigms, adapted
premises, assumptions and formsof formalized scientific logic,may allowprevi-
ously undecidable reductive propositions (such as reductive epiphenomenalism
of consciousness) composed in the original, historic and modern ‘bottom-up’
logic of the Reductive Paradigm, to be decided in the reformulated and adapted
domain of an imaginedMeta-ReductiveParadigm. Such aMeta-Paradigmmight
be composed specifically in order to deal with an undecidable proposition
located in a T (FR) statement and it might encompass ‘bottom-up’ reductive
Logic in an adapted form of meta-reductive Logic.

9. Consideration of adaptedMeta-Reductive-Paradigmsmay reveal that there exist
manyMeta-ReductiveParadigms,which are capable of solvingmanypreviously
unsolved scientific problems (such as the incommensurability of Relativity
Theory and Quantum Physics or the relentless residue of Descartes Mind/Body
Dualism). A Meta-Reductive Paradigm may be capable of addressing many
remaining reductive scientific anomalies (such as objective demonstrations of
anomalous subjective transpersonal experiences of consciousness).

10. However, we can also expect that any Meta-Reductive Paradigm and adapted
meta-reductive Logic; will ultimately and inevitably reveal its own particular
pattern of formal, dynamical and informational, undecidable dynamics and
incompleteness.

Reductive formal incompleteness represents a kind of scientific ‘unfinished
description’ specifically related to formal reductive Logic [25]. It is worthwhile
beginning a search for other significant inter-related kinds of ‘unfinished description’
in relation to reductive natural science.

Reductive formal incompleteness introduces a novel way to work toward a deeper
consilience of the Reductive Natural Sciences and the Complexity Sciences. As
Reductive Natural Science and the Complexity Sciences explore the implications of
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formal reductive incompleteness there may be imagined adjacent possible Meta-
Reductive Scientific Paradigms in which adapted reductive Logic more closely
approximates the natural Logic of Nature [26]. In such a novel Paradigm, the vast
evolved complexity of the human body/brain/mind and consciousness might finally
be encompassed fully within meta-reductive natural science and fully within the
evolutionary, self-organized, emergent, complex adaptive products of Nature.

Acknowledgements Thank you to Dr. Yakov Shapiro and Patricia G. Scott for their steadfast
support.
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Kinds of Unfinished Description
with Implication for Natural Science

J. Rowan Scott

Abstract The Reductive Sciences and Complexity Sciences employ micro-scale
first rigorous ‘bottom-up’ reductive Logic as well as the mathematics of Symmetry
and Group theory when modeling systemic change, causal relationships and mech-
anisms. Four kinds of ‘unfinished description’ result from this approach. First, the
reductive micro-scale first assumption fails to replicate the complexity of natural
evolutionary processes. Second, the reductive ‘bottom-up’metaphor obscures signif-
icant facets of a more complicated natural evolutionary Logic. Third, abstract,
rigorous, ‘bottom-up’ reductive Logic is susceptible to undecidable reductive propo-
sitions revealing formal reductive incompleteness and its implications, which include
necessary meta-consideration in determining reductive logical consistency. Fourth,
the powerful mathematics of Symmetry and Group Theory is not sufficient when
mathematically modeling causal relationships in Nature. Consequently, the Reduc-
tive Scientific Narrative creates a ‘comprehensive’ description of causal relation-
ships in Nature and evolution that is fundamentally ‘unfinished’. Explaining and then
‘correcting’ each of the four kinds of ‘unfinished description’ illuminates a novel path
that can more closely approximate the natural system and move Reductive Science
and Complexity Science toward a deeper consilience.

Keywords Micro-scale · Multi-scale · ‘bottom-up’ reductive logic · Formal
reductive incompleteness · Meta-consideration · Consistency · Symmetry · Group
theory · Self-similarity · Fractals · Meta-construction · Meta-reductive paradigms

1 Introduction

When modeling systemic change and causal relationships in Nature, the Reductive
Sciences begin with a reductive account involving micro-scale entities, and then
applies rigorous ‘bottom-up’ reductive Logic as well as the applied mathematics of
Symmetry and Group theory [18]. There is an active debate, which polarizes the
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Reductive Sciences and the developing Complexity Sciences, regarding the useful-
ness of rigorous ‘bottom-up’ reductive Logic when modeling the complexity of the
natural order [26]. While doubting the usefulness of ‘bottom-up’ reductive Logic
[9] the Complexity Sciences generally presume that Symmetry and Group theory
provide a useful applied mathematical approach to defining causal relationships.

It is, however, possible to spell-out four inter-related kinds of ‘unfinished or
partial scientific description’ associated with ‘bottom-up’ reductive Logic and the
mathematics of Symmetry and Group theory when these are used in the context
of theoretical, experimental and mathematical modeling of causal relationships in
Nature and evolution.

1.1 Four Descriptive Deficiencies

First. The reductive account begins with a natural micro-scale entities first assump-
tion, which fails to recognize Nature and evolution may self-organize on multiple
scales at once. Proposing an alternative meta-reductive natural multi-scale co-
evolving entities assumption as an alternative offers a theoretically and experimen-
tally accessible hypothesis, which, if it finds support, could reveal the reductive, begin
with micro-scale entities first assumption, is actually a ‘special case’ within a more
comprehensive model of natural system evolution possible under a meta-reductive
natural multi-scale co-evolution assumption.

Second. The reductive ‘bottom-up’metaphor accepts an implicit or explicit postu-
late that the Universe and natural evolution self-organize from an initial sea of
micro-scale quantum states. Every other subsequent form of hierarchically orga-
nized mid-scale or macro-scale complexity is assumed to result from ‘bottom-up’
self-organization of quantum micro-scale states and processes. If meta-reductive
natural multi-scale co-evolution finds theoretical and experimental support, then,
the reductive ‘bottom-up’ metaphor will become a ‘special case’ within a more
comprehensivemeta-reductivemetaphor capable of describing andmodeling natural
multi-scale co-evolution. A much more complicated co-evolutionary metaphor may
be required, capable of describing, at a minimum, multi-scale primary ‘bottom-up’,
‘top-down’ causal relationships as well as secondary ‘lateral’ or ‘horizontal’ causal
relationships.

Third. Rigorous, formal, reductive Logic is susceptible to well-formed and logi-
cally true argument composing potential contradiction and self-referencing paradox
[4]. This realization inevitably leads to the insight that reductive Logic and argu-
ment can contain undecidable reductive propositions, which reveal formal reduc-
tive incompleteness as well as a need for meta-consideration in determining the
consistency of reductive logical argument [23, 25].

This discovery opens up a previously unrecognized path toward resolution of
questions about the usefulness of reductive Logic in natural science. Rather than
polarization between reductive and anti-reductive positions in debates regarding
the usefulness of reductive Logic, it may be possible to demonstrate that polarized
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pro- and anti- positions, which either accept or reject reductive Logic in the task of
modeling complex causal relationships, are both poorly formulated arguments.

If reductive Logic is susceptible to formal reductive incompleteness and its impli-
cations, then, addressing the shared failure to recognize formal incompleteness could
reveal novel ways to preserve ‘bottom-up’, rigorous, strong, formal reductive Logic
as a ‘special case’ within amore complex iterative implementation of meta-reductive
Logic associated with natural multi-scale co-evolution, a more complicated multi-
scale causal metaphor and formal reductive incompleteness. What is undecidable
within current ‘bottom-up’ reductive Logic may be decidable within an adapted
multi-scale meta-reductive Logic.

The above facets of multi-scale co-evolution, a multi-scale causal metaphor and
formal reductive incompleteness suggest a novel concern for any adapting natural
science: There is a hypothetical possibility that Nature and co-evolution contain iden-
tifiable unresolvable natural instantiations and natural evolutionary incompleteness.
As well, Nature may instantiate an identifiable pattern of causally significant natural
incompleteness driven novelty generation. These unusual structures and processes
would be expected to appear in relation to natural transitions, where an estab-
lished consistent systemic order, transits into impending systemic inconsistency,
which then self-organizes a meta-systemic resolution with the emergence of a novel
meta-consistent, meta-order.

Thus, hypothetically, the evolving natural system may have an inherent, iterated
and inevitable, co-evolutionary relationshipwith natural co-evolutionary incomplete-
ness and its implications.Multi-scale co-evolution, reductive logical incompleteness
and natural evolutionary incompleteness, all require novel approaches and adapta-
tions of reductive Logic, which are poised to transform theoretical understanding in
both Reductive Science and Complexity Science.

Fourth. The applied mathematics of Symmetry and Group theory [18] may
not be sufficient to model causal relationships in a Universe in which multi-scale
co-evolution and inherent natural incompleteness are manifest. A more compre-
hensive model of causal relationships may require a synthesis of Symmetry and
Group theory with Self-similarity and Fractals. Self-similarity is a ‘special kind’
of symmetry that focuses on invariance across multiple scales of causally signif-
icant self-organization [20]. Symmetry and Group theory may become a ‘special
case’ within a more comprehensive meta-reductive model of causal relationships in
natural systems where Symmetry and Self-similarity are integrated.

The presence of an unrecognized relationship shared by all four of the inter-
connected kinds of ‘unfinished’ or ‘partial’ scientific description and modeling
distorts the comprehensiveReductive ScientificNarrative; and,distorts the frequently
incommensurate story told in the Scientific Narrative of Complexity Science [27].
An integrated understanding of the four kinds of ‘unfinished’, ‘partial’ or ‘incom-
plete’ scientific description, could lead to a novel consilience between Reductive
Science and Complexity Science. Within such a synthesis, mind and consciousness
can assume a novel assimilated relationship in Nature and evolution.
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In order to proceed, a clear sense of the modern reductive scientific approach is
required, from which insights about the four kinds of ‘unfinished description’ can be
developed.

2 The Modern Reductive Scientific Narrative

The ‘bottom-up’ metaphor of rigorous reductive scientific Logic makes an assump-
tion that Nature, the Universe inflating in the Big Bang, natural evolution, self-
organization and the emergence of complexity, are naturally composed from
micro-scale states and processes.

Consistent with the micro-scale assumption, the comprehensive Reductive Scien-
tific Narrative states that approximately 14.5 billion years of natural evolution in our
Universe, originates from a tiny point of origin, which inflates and undergoes a series
of phase changes, which are defined by successive states and processes engaging in
cycles of change. An initial, hyper-dense, small, perhaps cool and simple state and
process, transitions into an inflating, extremely hot, high-energy, state and process.
Then, the ‘whole’ expands and transforms again, everywhere at once, creating a sea
of diverse ‘parts’ or quantummicro-scale states and processes, which rapidly interact
and slowly cool, generating increasingly complicated states and processes within the
early quantum universe [5]. Early micro-scale quantum states and processes in our
Universe, continue to evolve and progressively self-organize, creating the mid-scale
and macro-scale emergent hierarchy of complexity [10] (Fig. 1).

Depictions of the Big Bang suggest this statement can describe the very early
inflation from a tiny local energy state:

‘The Universe rapidly expands everywhere at once’.
The accelerating expansion of the observableUniverse involves increased distance

between large cosmic objects with time. The scale of space changes with time while
the gravitationally bound objects in space-time do not move within space and do not
show the same expansion as the larger scale objects that are gravitationally unbound.
The Big Bang model of cosmic expansion, therefore, only applies to large-scale
objects roughly the size of galaxy clusters or greater. The expansion is therefore a
metric expansion, which alters the size and geometry of space-time. ‘Dark energy’
has been suggested as a way to explain the accelerating expansion [12].

Fig. 1 Micro-scale first evolution and the ‘bottom-up’ scientific metaphor
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Fig. 2 Metric expansion in bread dough and the universe

The focus of attention in a description of cosmic expansion is on increasing
distance and metric measures of distance between large-scale objects. An analogy
often offered, involves a rising loaf of raisin bread, in which warm yeast growth and
multiplication expands and increases the space between raisins everywhere at once
(Fig. 2).

The Reductive Sciences, the reductive scientific method [1] and ‘bottom-up’
reductive scientific Logic [31], suggest one should seek understanding of natural
causal relationships, cosmic inflation, natural evolution and raisin bread using a
three-step scientific process [21].

(1) First, select a ‘whole’ phenomenon of interest and reduce it, by breaking it
down or deconstructing the ‘whole’ into its smallest scientifically accessible
components or ‘parts’, until you arrive at the most fundamental, tiniest ‘parts’
that reductive thought and the available scientific tools can access.

(2) Second, theoretically analyze each reduction of the original complexity, creating
as comprehensive a model as possible.

(3) Third, ensuring you leave nothing out, begin synthesizing a ‘bottom-up’ reduc-
tive conception, starting from the smallest scientifically accessible elements or
‘parts’, moving ‘upward’ toward the ‘whole’. Ultimately, through ‘bottom-up’
synthesis, arrive at a reductive account of the original ‘whole’ phenomenon.

As a further component of the final step and synthesis, it is recommended that
the entire process be experimentally and/or computationally revisited. Starting with
the smallest accessible reduced entities or components contained within a carefully
selected semi-isolated situation known to enable the natural interaction of the neces-
sary entities or components; the scientist experimentally demonstrates that the inter-
acting ‘parts’ can spontaneously recreate the ‘whole’ phenomenon. If possible, also
create amathematical or computationally equivalentmodel, inwhichmathematically
rigorous statements or computationally equivalent ‘parts’ interact. In such a semi-
isolated context, demonstrate that a scientist and mathematician can create a math-
ematically precise or computationally equivalent version of the ‘parts’ composing,
interacting and recreating the ‘whole’ phenomenon and its relationships (Fig. 3).

A reductive scientific and mathematical analysis of presumed cause and effect
relationships within Nature, approaches selected phenomena of interest, P, with a
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Fig. 3 The three-step reductive scientific approach

‘bottom-up’ reductive focus on micro-scale states and processes that can be math-
ematically approached employing the demanding mathematics of Symmetry and
Group Theory [18]. Symmetry is a two-part concept linking something that stays
the same and does not change, with, something related that does change and does
not stay the same. Symmetry Groups involve, a set of elements, including an inverse
for every element and an identity element, as well as an associative binary operation.
Sequences of operations performed upon any series of elements linked by the binary
operator, are associative if the sequence always produces the same outcome, what-
ever the grouping, as long as the order remains the same [(a× b)× c = a× (b× c)]
[30] (Fig. 4).

In a selected semi-isolated context, a presumed subsystem of the cause is differen-
tiated from a presumed subsystem of the effect. Observation and experimental set-ups
identify and detail correlation between the presumed cause and effect subsystems (an
apparent mutual relation or connection between the two subsystems), then equiva-
lence relations between the presumed causal subsystems (demonstrable invariance or
similarity between the two subsystems), andfinally, specifies anypreserved symmetry
shared by the presumed causal subsystems (demonstrable invariance and associated
variance between the two subsystems).

The Symmetry Group concept allows the scientist or mathematician to abstract
simplified meaningful pattern from the overall complexity of the two sub-systems
of cause and effect differentiated within the complex sequences of state and
process, which may otherwise involve complicated, changing, elements, entities,
compositions, interactions and systemic relationships.

Ultimately, assuming nothing significant has been left out, the careful applica-
tion of reduction, theoretical analysis and synthesis; experimental exploration and
precise mathematical analysis, involving reductive Logic, Symmetry and Group

Fig. 4 The semi-isolated experimental context causal relationships
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theory, natural science arrives at the most precise and exact definition of a causal
relationship in Nature that reductive science and applied mathematics are capable of
achieving.

In modern reductive natural science, using ‘bottom-up’ reductive Logic,
Symmetry and Group theory, there are only three known kinds of causal mecha-
nism underlying every natural phenomenon where scientists might choose to tease
out the presence of a causal relationship. Two causal mechanisms are classical and
one is quantum. In the words of Nicolas Gisin [7]:

“All correlations observed in science, outside quantum physics that is, can be accounted for
either by an influence of one event on another (explanation of the first type), or by common
local causes … (explanation of the second type). In both types of explanation, the said
influence or common cause propagates continuously from point to point through space, and
in a precise sense, all such explanations are local. … (Quantum) physics provides us with a
third possible explanation”.

Non-local Quantum correlations (explanation of the third type) involve quantum
entanglement, invoking the philosophical puzzle, the paradoxes and the complicated
Quantum dynamics of action at a distance, with no local mechanism [19] (Fig. 5).

Fig. 5 Causal mechanisms in reductive science
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3 A Thought Experiment

Just as it is possible for a scientist to discover, after careful scientific study of a natural
causal relationship that something significant has been left out; so too the modern
comprehensive Reductive Scientific Narrative created by the collective collaboration
of a vast scientific andmathematical community, may have left something significant
out of our understanding of Nature.

The further discussion in this paper explores four significant kinds of ‘unfinished’,
‘partial’ or ‘incomplete’ scientific and mathematical description. The discussion is
composed in the form of a thought experiment [3].

The thought experiment begins by offering a slightly modified scientific descrip-
tion of the Big Bang and the initial moments of creation in our Universe. The altered
description is presented in this statement:

‘The Universe rapidly expands and evolves, everywhere at once, on every scale
at once’.

The few extra words introduced into this modified description (‘evolved’ and
‘on every scale at once’) can make a significant difference to the overall theoretical
understanding of the evolving natural system and causal relationships in Nature
(Fig. 6).

The modified phrase goes beyond interest inmetric measures of distance between
large objects. The addition of the word, ‘evolves’, introduces awareness that the
raisins in the raisin bread, or the gravitationally bound regions involving smaller
scale phenomena that do not show accelerating expansion, are local islands or regions
where natural system evolution explores self-organization, and energy-matter and
space-time create hierarchically organized complexity. The addition of the phrase,
‘on every scale at once’, focuses attention, not just on metric measures of distance,
but on the differentiation of micro-scale, mid-scale and macro-scale phenomena
within complex regions of the Universe. Evolution and differentiation of scale across
gravitationally bound and unbound regions, suggests a multifaceted hypothesis and

Fig. 6 Metric expansion,
multi-scale differentiation
and evolution, in a universe
that expands and evolves,
everywhere at once, on every
scale at once
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an alternative scientific methodological approach for modeling causal relationships
in Nature.

The transformations and implications of the slightly modified statement are
spelled-out in the thought experiment. The following discussion will examine how a
natural science influenced by the adapted phrase might go about approaching theo-
retical puzzles, related experimental contexts and specific selected phenomenon of
interest.

3.1 Micro-scale or Multi-scale? the Multi-scale Hypothesis

In a Universe that rapidly expands and evolves, everywhere at once, on every scale
at once; the metaphorical bread dough and raisins in the raisin bread, or the gravita-
tionally unbound and bound regions in the Universe, evolve, in lock-step, everywhere
at once, on every scale at once.

The phrase ‘everywhere at once on every scale at once’ suggests a scientific
hypothesis that transforms the reductive conception ofmicro-scale evolution and the
reductive, micro-scale entities first assumption, into a kind of ‘unfinished descrip-
tion’. The reductive micro-scale first assumption is translated and positioned as a
component and a ‘special case’ in an integrated model ofmeta-reductive multi-scale,
multi-directional co-evolution.Multi-scale co-evolution entails multi-directional co-
evolution. It is impossible to consider these two adaptations of reductive thought inde-
pendently. Nevertheless, this section will concentrate on the multi-scale adaptation
while the next section of the paper will address multi-directional co-evolution.

In multi-scale co-evolution, causal relationships must be looked at in relation to
expanding inter-related, local and non-local, multi-scale causal spheres or manifolds.
Multi-scale spheres or manifolds occur everywhere at once on every scale at once. A
multi-scale sphere or manifold must encompass any ‘part’ and a multi-scale sphere
or manifold must encompass any conception of the ‘whole’. Multiple scales co-
evolve, self-organize, emerge and engage in the natural construction of hierarchically
organized complexity, in relation to any ‘part’ or in relation to any conception of the
‘whole’. Meta-reductive epistemology predicts that multi-scale, multi-directional,
co-evolution effectively correlates and inter-relates everywhere at once on every scale
at once, in the metaphor of rising bread dough or in the ontological instantiation of
the Universe.

The phrase ‘everywhere at once on every scale at once’ therefore implies linked
and correlated micro-scale, mid-scale and macro-scale relationships must inflate,
expand, differentiate and co-evolve together within the rising bread dough, or within
the inflating, expanding and co-evolving Universe. The micro-scale, mid-scale and
macro-scale ‘parts’ and the micro-scale, mid-scale and macro-scale ‘whole’, of the
raisin bread or the ‘whole’ Universe, co-evolve, in an integrated multi-directional
co-evolutionary synchronic and diachronic relationship. In meta-reductive, multi-
scale, multi-directional, co-evolution the ‘whole’ must be considered in relation to
the ‘parts’ and the ‘parts’ must be considered in relation to the ‘whole’. The historical
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reductive focus on micro-scale, unidirectional, evolution becomes a ‘special-case’
in the meta-reductive conceptualization.

The historical reductive scientific pursuit of a semi-isolated phenomenon of
interest, focuses attention on micro-scale first ‘bottom-up’ subsystems of presumed
cause and effect and then proceeds to construct the phenomena of interest with a
unidirectional metaphorical focus on ‘upward’ causal organization: this extremely
successful reductive approach becomes a ‘special-case’ in the meta-reductive
account. The meta-reductive account places any selected phenomenon of interest
within an adapted meta-reductive semi-isolated situation that assumes multi-scale,
multi-directional, co-evolution. The multi-scale, multi-directional assumption of co-
evolution necessarily leads to an adaptation of ‘bottom-up’ reductive Logic. Singular
‘bottom-up’ reductive Logic is transformed into a ‘special-case’ and meta-reductive
form, which is then capable of handling multi-scale, multi-directional, co-evolution,
through an iterated multiple application of reductive Logic exploring multiple scales
and multiple directions of developing causal relationship.

In the meta-reductive account causal mechanisms and causal relationships can
be examined in relation to any specific phenomena of interest composed within a
semi-isolated meta-reductive sphere or manifold. A blend of reductive and meta-
reductive conceptualization is required. The instantiated phenomena of interest can
be described within a semi-isolated meta-reductive sphere or manifold as an abstract
entity, state and process, involving a composition of ‘parts’, as well as the interac-
tion of those ‘parts’, formulating a semi-isolated ‘whole’. Hierarchical organiza-
tion, causal mechanisms and relationships may be present within the meta-reductive
sphere or manifold; however, these must be considered through the lens of multi-
scale, multi-directional, co-evolution with the reductive ‘bottom-up’ account treated
as a ‘special-case’.

The construction so far could describe a selected phenomenon such as a simple
quantum entity or it could describe an evolved Complex Physical System (CPS) or
Complex Adaptive System (CAS) [23]. These selections are all now viewed through
the lens ofmeta-reductive conception.Meta-reductive,multi-scale,multi-directional,
co-evolution is presumed to apply in relation to a ‘simple’ micro-scale system
involving a quantum particle/wave, and also presumed to apply in relation to more
‘complex’ Meta-Reductive Complex Physical Systems (MCPS) or Meta-Reductive
Complex Adaptive Systems (MCAS).

The selected phenomena of interest contained within the meta-reductive semi-
isolated sphere ormanifold is then explored in relation to amatrix of potential causally
significant relationships that surround the semi-isolated system. The meta-reductive
matrix of causal relationships potentially has causal impact within the defined semi-
isolated sphere or manifold as well as beyond a defined semi-isolated sphere or
manifold. The meta-reductive matrix of causal relationships causally implicates the
local ecosystem or the extended environment within which a defined semi-isolated
sphere or manifold sits.

In Fig. 7 the ‘special case’ of a ‘bottom-up’ reductive examination of the micro-
scale enabling of a selected phenomenon of interest is encompassed within 1.a. and
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Fig. 7 Possible meta-reductive relationships associated with a given selected phenomena P. The
selected phenomenon P is in the sphere of a meta-reductive semi-isolated system. The semi-isolated
system is in the meta-reductive sphere of a local eco-system. The selected phenomenon P and the
local eco-system are in an extended meta-reductive environment

1.b. in the meta-reductive framework and 4 × 4 matrix of possible causal relation-
ships. The matrix surrounds the selected phenomenon of interest within a field of
potential sources of causal input, circular causal events, feedback loops, and poten-
tial causal relationships. The selected phenomenon of interest can be influenced by,
participate in, or precipitate causal relationships within the 4 × 4 meta-reductive
matrix.

The 4 × 4 matrix of co-evolutionary, multi-scale, multi-directional causal
relationships include:

(1) Multi-scale relationships arising ‘bottom-up’ involving the extended environ-
ment and local ecosystem that influence, participate with, or precipitate the
organizing or organized selected phenomena P. The phenomenon P is not char-
acteristically considered to be an integral part of the system making up the
extended environment or local ecosystem:

(a) Enabling ‘bottom-up’ causal relationships arising in the extended environ-
ment that make possible the process organizing phenomena P. The orga-
nizing phenomena P can feedback and influence the ‘bottom-up’ enabling
causal relationships arising in the extended environment.

(b) Enabling ‘bottom-up’ causal relationships arising in the local ecosystem
that make possible the process organizing selected phenomenaP.The orga-
nizing phenomena P can feedback and influence the ‘bottom-up’ enabling
causal relationships arising in the local ecosystem.

(c) Engaging ‘bottom-up’ causal relationships arising from the local
ecosystem that influence the organized phenomena P. The organized
phenomenonP can feedback and influence the ‘bottom-up’ engaging causal
relationships arising from the local ecosystem.
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(d) Engaging ‘bottom-up’ causal relationships arising from the extended
environment that influence the organized phenomena P. The organized
phenomenonP can feedback and influence the ‘bottom-up’ engaging causal
relationships arising from the local ecosystem.

(2) Multi-scale relationships arising ‘top-down’ involving the extended environment
and local ecosystem that influence, participatewith, or precipitate the organizing
or organized selected phenomena P. The phenomenon P is not characteristi-
cally considered to be an integral part of the system making up the extended
environment or local ecosystem:

(a) Enabling ‘top-down’ causal relationships arising from the extended
environment that influence and make possible the process organizing
phenomena P. The organizing phenomena P can feedback and influ-
ence the ‘top-down’ enabling causal relationships arising in the extended
environment.

(b) Enabling ‘top-down’ causal relationships arising in the local ecosystem
that make possible the process organizing selected phenomenaP.The orga-
nizing phenomena P can feedback and influence the ‘top-down’ enabling
causal relationships arising in the local ecosystem.

(c) Engaging ‘top-down’ causal relationships arising from the local ecosystem
that influence the organized phenomena P. The organized phenomenon P
can feedback and influence the ‘top-down’ engaging causal relationships
arising from the local ecosystem.

(d) Engaging ‘top-down’ causal relationships arising from the extended
environment that influence the organized phenomena P. The organized
phenomenon P can feedback and influence the ‘top-down’ engaging causal
relationships arising from the local ecosystem.

(3) Multi-scale relationships arising from ‘lateral’ causal relationships in the
extended environment and local ecosystem that influence, participate with, or
are precipitated by, the organizing or organized selected phenomena P. Lateral
causal relationships involve a co-developing, complex system in which the
phenomenon P is considered to be an integral part:

(a) Enabling ‘lateral’ causal relationships arising in the extended environ-
ment that make possible the process organizing phenomena P. The orga-
nizing phenomena P can feedback and influence the ‘lateral’ enabling
causal relationships arising in the extended environment of which P is
a component.

(b) Enabling ‘lateral’ causal relationships arising in the local ecosystem
that make possible the process organizing phenomena P. The organizing
phenomena P can feedback and influence the ‘lateral’ enabling causal
relationships arising in the local ecosystem of which P is a component.

(c) Engaging ‘lateral’ causal relationships arising from the local ecosystem that
influence and participate with the organized phenomena P. The organized
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phenomenon P can feedback and influence the ‘lateral’ engaging causal
relationships arising from the local ecosystem.

(d) Engaging ‘lateral’ causal relationships arising from the extended environ-
ment that influence and participate with the organized phenomena P. The
organized phenomenonP can feedback and influence the ‘lateral’ engaging
causal relationships arising from the extended environment.

(4) Multi-scale ‘horizontal’ causal relationships involving the organizing or orga-
nized selected phenomena P, actively participate in influencing, participating
with, or precipitate events in the local ecosystem and extended environment.
Horizontal causal relationships involve phenomena P as an integral component
of a co-developing, complex system:

(a) Enabling ‘horizontal’ causal relationships arising from the organizing
phenomena P that influence the extended environment of P. The extended
environment can feedback and influence the ‘horizontal’ enabling causal
relationships arising from the organizing phenomena P.

(b) Enabling ‘horizontal’ causal relationships arising from the organizing
selected phenomena P that influence the local ecosystem of P. The local
ecosystem of which P is a component can feedback and influence the
‘horizontal’ enabling causal relationships arising from the organizing
phenomena P.

(c) Engaging ‘horizontal’ causal relationships arising from the organized
phenomena P that influence and participate in the local ecosystem of P.
The local ecosystem can feedback and influence the ‘horizontal’ engaging
causal relationships arising from the organized phenomenon P.

d) Engaging ‘lateral’ causal relationships arising from the organized
phenomena P that influence and participate in the extended environment of
P. The extended environment can feedback and influence the ‘horizontal’
engaging causal relationships arising from the organized phenomenon P.

‘Simple’ non-local and local causal mechanisms purport to account for all the
fundamental causal mechanisms in Nature and evolution defined by Reductive
Science. In a model of multi-scale, multi-directional, co-evolution, composed by
an adjacent possible Meta-Reductive Science, there may be further, more compli-
cated, naturally organized and hierarchically related causal mechanisms. These may
involve more ‘complex’, multi-scale, multi-directional systemic causal mechanisms
associated with complex, systemic, multi-scale, multi-directional, co-evolutionary
causal relationships.

More complex systemic causal mechanisms may already be known but not yet
categorized in a coherent manner. The reductive incompleteness hypothesis (which
will be stated below) defines a fundamental incompleteness driven novelty generating
causal mechanism that can only be visualized, in theory, or detected in Nature, in
association with recognized natural evolutionary incompleteness. The incomplete-
ness driven novelty generating causal mechanism may form complex combinations
with other complex systemic causal patterns, such as non-linear processes, stochastic
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processes, Lamarckian processes, systemic emergence and transient or sustained
complementarity.

David Bohm suggested integrated ‘part’ and ‘whole’ evolution could be defined as
‘explicate’ and ‘implicate’ evolution, respectively [14]. A model of integratedmulti-
scale co-evolution presents a more complicated picture. In multi-scale co-evolution,
inflating and expanding energy-matter and space-time, opens integrated ‘whole’ and
‘part’ causal spheres, manifolds or domains, which involve phenomena, relationships
and mechanisms occurring everywhere at once on every scale at once.

Bohm’s vision describes a unitary sequence and trajectory of integrated implicate
(whole) and explicate (part) evolution. Inmulti-scale,multi-directional, co-evolution,
an integrated sequence of intersecting trajectories of multi-scale co-evolution,
involves causal mechanisms and relationships in inter-related spheres, manifolds or
domains.Within each domain,multi-scale, multi-directional, co-evolution of ‘whole’
and ‘part’ co-occurs, with self-organizing entities, composition, interaction and rela-
tionships. As well, at the edge of any domain, multi-scale, multi-directional, co-
evolution involves interactive mechanisms and relationships occurring at or beyond
the boundary of each causal domain. These relational events co-occur in the local
and extended environment, where expansive multi-scale co-evolution of ‘whole’
and ‘part’, self-organize further extended entities, compositions, interactions and
relationships that reach beyond the boundary of any given or selected causal domain.

The multi-scale conception leads to a multi-directional hypothesis (already
employed but stated below). In order to approximate the complicated causal rela-
tionships a novel multi-directional scientific metaphor must be developed. The
multi-scale, multi-directional, co-evolutionary perspective transforms the reductive
‘bottom-up’ metaphor into a ‘special case’ within a multi-directional metaphor
creating a complex spherical causal map and matrix of possible relationships asso-
ciated with any definable, selected phenomenon of interest within a particular causal
domain.

3.2 Bottom-Up or Multi-directional? the Multi-directional
Hypothesis

The multi-scale co-evolution hypothesis predicts a related multi-directional hypoth-
esis along with a related metaphor. If, the natural system expands and evolves every-
where at once on every scale at once, then, the reductive ‘bottom-up’ metaphor and
unitary ‘bottom-up’ formal reductive Logic will produce an insufficient, unfinished,
partial, informally incomplete picture of Nature and the natural Logic of evolution.
The reductive ‘bottom-up’ metaphor can, however, become a ‘special-case’ within a
multi-scale co-evolutionary, multi-directional metaphor. Unitary ‘bottom-up’ appli-
cation of reductive Logic must also become a ‘special case’ within a spherical
causal matrix describing multiple causal relationships. The spherical causal matrix
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involves multiple, iterative, multi-directional applications of reductive Logic associ-
ated with each of the multiple descriptions developed in the multi-scale co-evolution
hypothesis.

To capture the possible multi-directional causal relationships in a metaphor
describing a multi-scale co-evolutionary causal sphere, manifold or domain; the
‘special-case’ of ‘bottom-up’ reductive Logic mapping ‘bottom-up’ enabling rela-
tionships must be coordinated with other iterative and multi-directional applications
of reductive Logic. This forms an integrated matrix of metaphorical ‘bottom-up’
and ‘top-down’ extrinsic enabling relationships along with interactive ‘bottom-up’
and ‘top-down’ coordinating and regulating feedback [6]. The ‘bottom-up’ and ‘top-
down’ relationships must then be integrated with ‘lateral’ intrinsic enabling and
engaging relationships and facilitating feedback, as well as ‘horizontal’ participa-
tory relationships in which the phenomena synchronizes the intrinsic enabling and
engaging systems. Multiple, multi-directional iterations of reductive Logic are then
required to map the interactions and relationships in a meta-reductive description of
a natural evolving system (examples will be developed later in the text) (Fig. 8).

Amatrix of iterated reductive logical applications allows for detailed examination
of metaphorical ‘bottom-up’, ‘top-down’ and ‘lateral’ or ‘horizontal’, co-evolving,
multi-directional causal relationships within and beyond the boundary of any co-
evolutionary causal sphere, manifold or domain.

In the center of the spherical map of a selected phenomenon P, or at the boundary
of the central sphere and the peripheral extended causal relationships associated
with the multi-scale environment, ‘bottom-up’, ‘top-down’ and secondary ‘lateral’
or ‘horizontal’ relationships, may other-organize or self-organize, entities, compo-
sitions, interactions and relationships involving particular complex phenomena that
can co-evolve positive and negative feedback as well as circular causation.

Fig. 8 Possible metaphorical meta-reductive relationships associated with a given selected
phenomena P



94 J. Rowan Scott

The multi-scale hypothesis and the multi-directional hypothesis, predict complex
points of intersection within multi-scale causal spheres, manifolds or multi-scale
causal domains. The description of the intersections between multiple trajectories of
multi-directional, primary and secondary causal accounting, might arrive at simple
unidirectional or complicated multi-directional, reductive statements or natural
instantiations that might provide clear evidence of reductive formal incompleteness
and natural evolutionary incompleteness.

These considerations take us into a deeper look at the Reductive Formal
Incompleteness Hypothesis.

3.3 Complete or Incomplete? Reductive Formal
Incompleteness

A formal logical and mathematical proof of formal reductive incompleteness
impacting ‘bottom-up’ reductive Logic has recently been attempted [25]. ‘Unfin-
ished description’ can therefore involve ‘bottom-up’ formal reductive Logic. This
particular kind of ‘partial’ scientific description will be addressed first in relation
to modern scientific ‘bottom-up’ reductive Logic, and then in relation to an imag-
ined, integrated meta-reductive Logic that can model multi-scale co-evolution and
multi-directional causation. This is presented in the form of a series of theoretical
hypotheses. In relation to ‘bottom-up’ reductive Logic:

(1) The Reductive Formal Incompleteness Hypothesis: Modern, scientific, ‘bottom-
up’ reductive Logic can formulate contradiction and self-referencing paradox.
To avoid the threat of inconsistency in the application of formal reductive Logic,
where necessary, such contradictory or paradoxical reductive statements can
be defined as undecidable reductive propositions indicating formal reductive
incompleteness. Reductive formal incompleteness demandsmeta-consideration
whenever determining reductive logical consistency [23].

(2) The Meta-Reductive Meta-Construction Hypothesis: An implication of formal
reductive incompleteness and necessary meta-consideration predicts meta-
construction of adjacent possible adapted forms of reductive Logic capable
of resolving previously identified undecidable reductive propositions. As well,
meta-construction might lead to meta-reductive sciences that employ adapted
reductive Logic formulated in adjacent possible Meta-Reductive Scientific
Paradigms. Meta-construction can preserve ‘bottom-up’ reductive Logic as a
‘special case’ within the structure of an adapted Logical systemMeta-Reductive
Science and Meta-Reductive Paradigm [24]. Modern Reductive Thought could
then become a ‘special case’ within adapted Meta-Reductive Thought [25, 26].

(3) The Natural Evolutionary Incompleteness Hypothesis: ‘Bottom-up’ reductive
Logic is susceptible to formal incompleteness, and ‘bottom-up’ reductive Logic
may describe attributes of Nature and the evolutionary Logic of natural evolving
systems. Therefore, Nature and natural evolution may manifest properties and
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definable patterns consistent with natural evolutionary incompleteness. This
may take the form of transient or preserved states and processes that manifest as
‘unresolvable natural instantiations’— ‘unresolvable’ natural forms are likely
to exhibit properties that ‘are and are not’ consistent with the existent order
within which they belong.

(4) The Natural Meta-Construction Hypothesis: Unresolvable natural instantiation
and natural evolutionary incompleteness may be resolved when one natural
order becomes embedded and encompassed within an emerging natural order
and meta-system, which exhibits its own pattern of meta-consistency [24].
A natural meta-consistent resolution may also occur when two co-evolving,
ordered and consistent regimes intersect, compete, collaborate or integrate.

(5) The Inevitability of IncompletenessHypothesis: It is inevitable that any scientific
Logic purporting to model the natural order or an evolving meta-order, will
ultimately exhibit its own pattern of formal incompleteness. It is also inevitable
that any natural order manifesting a resolution of natural incompleteness will
ultimately reveal its own pattern of natural evolutionary incompleteness.

Defining these hypotheses in theoretical and experimentally accessible terms
would allow their investigation in relation to Nature and could provide substantial
support for the four kinds of ‘unfinished’ description involving ‘bottom-up’ reduc-
tive Logic and their resolution. It would also provide support for necessary meta-
construction of adapted forms of scientific Logic, adapted meta-reductive sciences
and adapted Meta-Reductive Paradigms. Adapted paradigms could produce adapted
Meta-Reductive Scientific Narratives that include a pervasive awareness of reduc-
tive Logical incompleteness and the ubiquitous presence of natural evolutionary
incompleteness.

Can Reductive Logic Adapt? Meta-Reductive Logic. To succeed the meta-
reductive perspective must preserve ‘bottom-up’ reductive Logic as a ‘special case’
and adapt ‘bottom-up’ reductive Logic in order to confront meta-reductive, multi-
scale, multi-directional, incompleteness driven, co-evolution.

The rigor of ‘bottom-up’ reductive Logic can be preserved and encompassed as a
‘special case’ in a more comprehensive, multi-descriptive, iterative, meta-reductive
Logic. Every iteration of reductive Logic employed in the multiple descriptions
of a meta-reductive, multi-scale and multi-directional perspective can be internally
rigorous, strong, reliable and consistent; pursuing the goal of well-formed, logical,
reductive statements targeting causal mechanisms and relationships.

However, the structure of preserved ‘bottom-up’ reductive Logic must also be
adapted particularly in relation to defining, exploring and determining the limits and
implications associated with the formal incompleteness of reductive Logic. A meta-
reductive Logic therefore needs to be capable of handling formal reductive incom-
pleteness by, perhaps, adapting reductive Logic into a paraconsistent form [13]. Such
an adapted Logic would include undecidable reductive propositions declaring the
presence of formal reductive incompleteness, thus defining a limit on any particular
iterative implementation of reductive Logic.
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In a paraconsistent meta-reductive Logic, meta-consideration is the only route to
determining reductive consistency. A paraconsistent reductive Logicmust be capable
of effectively exploring the onset of incompleteness in any single iterative application
of reductive Logic in the context of meta-reductive, multi-scale, multi-directional,
incompleteness driven, co-evolution. As well, an adapted paraconsistent reductive
Logic must be able to model the complex edge of incompleteness where multiple
iterative implementations of reductive Logic intersect and interact in the context of
meta-reductive, multi-scale, multi-directional, incompleteness driven, co-evolution.
The intention of a paraconsistent, meta-logic would be to model how abstract scien-
tific Logic and the natural Logic ofNature go about resolving and deciding previously
unresolvable natural instantiations and undecidable reductive propositions.

Any paraconsistent Logic capable ofmodelingmeta-reductive,multi-scale,multi-
directional, incompleteness driven, co-evolution, would assume the inevitability of
eventually running into its own undecidable reductive propositions.

Novel definitions and scientifically accessible hypotheses must inevitably appear
in relation to the development of a meta-reductive paraconsistent Logic. For
instance, self-organization, emergence and complementarity must also be redefined
and explored in the framework of meta-reductive, multi-scale, multi-directional,
incompleteness driven, co-evolution.

The next task involves spelling-out the relationship shared by reductive formal
incompleteness and another kind of ‘unfinished and partial description’ associated
with the mathematics of Symmetry and Group theory, which appears when this form
of abstract and applied mathematics is employed in the task of modeling causal
mechanisms and relationships in Nature.

3.4 The Synthesis of Symmetry and Self-similarity

In focusing attention on a scientific understanding of causal relationships in Nature
through the appliedmathematics of Symmetry andGroup theory [18], natural science
ignores a fundamental and significant conceptual link between Symmetry and Self-
similarity that could advance the understanding of causal relations in natural evolving
systems.

Symmetry is a two-partmathematical relationship involving invariance in relation
to variance. Self-similarity is a special kind of symmetry in which invariance is
related to variance across a range of scale [20, 33]. Symmetry and Group theory can
be integrated with Self-similarity and Fractals and this synthesis can significantly
modify the scientific approach to modeling causal relationships in Natural settings.

Defining a Fundamental Unit of Self-organization. In order to achieve the
synthesis, a fundamental unit of systemic evolutionary self-organization needs to
be defined that can link the abstract conception of Symmetry and Self-similarity;
which then suggests an accessible hypothesis regardingSymmetry andSelf-similarity
in natural evolving systems and a deeper reason for the remarkable usefulness of
mathematics in natural science [34].
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A hypothetical abstract fundamental unit of systemic organization linking
Symmetry and Self-similarity would need to be simple enough that it spells-out
a fundamental associative binary operation allowing a consistent definition for a
fundamental evolutionary Symmetry Group.

In order to integrate Symmetry and Self-similarity in causal modeling, the same
abstract fundamental unit of systemic organization would need to also spell-out an
equivalent fundamental iterative algorithmic operation consistent with a definable
evolutionary Multi-Fractal.

To be scientific, the hypothesized abstract fundamental unit of systemic orga-
nization must be both theoretically and experimentally accessible. Ultimately, its
existence in Nature must be repeatedly verified, thus, demonstrating that the abstract
epistemological unit is related to an ontologicalmanifestation in the formof a natural
fundamental evolutionary unit of systemic organization. The scientific task, there-
fore, is to demonstrate that the abstract theoretical structure and process is a good
approximation of a natural evolutionary structure and process (Fig. 9).

A candidate for a joint binary associative (Group theory) and iterative relation
(Multi-Fractal) capable of fulfilling these expectations can be composed from a
very simple binary relationship. The binary ‘change or no change’, or, the binary
‘difference that does or does not make a difference’ [2] offers a good starting point.

Within any consistent established natural order, one half of the binary can be
stated: change can occur that makes no difference to the structure and rules of an
established order and change can occur that makes no difference to the consistency
of an established order. The other half of the binary can be stated: a change can occur
that does make a difference to the structure and rules of an established order and
does make a difference to the consistency of an established order.

Thebinary ‘changeor no change’, ‘does or does not’, ‘is or is not’,when associated
with the consistency of an established natural order, provides a fundamental binary

Fig. 9 A fundamental evolutionary binary operation; and, 2. The Evolutionary Multi-Fractal
Summetry Group; and, 3. Hypothesized complex units of organization
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operation or abstract choice that can form the core of an associative and iterative
relationship. Such a binary operation or binary choice results in the construction of a
SymmetryGroup andMulti-Fractal that responds to the presence and the implications
of formal incompleteness.

The construction of a Symmetry Group and Multi-Fractal, where the associative
binary operation and iterative relation is related to logical consistency, can only be
achieved by composing the necessary structure in the space of meta-consideration
and meta-construction. The Symmetry Group and Multi-Fractal must also be sensi-
tive to formal reductive incompleteness in any abstract logic or mathematical system
model of sufficient complexity. The Symmetry Group and Multi-Fractal must there-
fore initially exist abstractly, only in the epistemological world of self-reflective and
self-referencingmind, consciousness andmeta-consideration of change or no change
in consistency. However, the composed Symmetry Group and Multi-Fractal may
hypothetically describe an experimentally accessible ontological natural instantiation
involving symmetry operations and self-similar iteration, manifest in the Universe
and flow of complex natural system evolution.

In order to avoid contradiction and paradox, formal reductive incompleteness and
natural evolutionary incompleteness demand that the consistency of any algorithmic
pattern involvingnatural systemic ordermust be determinedas ameta-consideration,
which occurs outside the natural systemic order. Consciousness can assume the
position of ameta-level system capable ofmaking the determination of consistency in
relation to a given sequence in the natural order. Where an individual consciousness
is the system of interest, then another individual consciousness must assume the
position of meta-consideration in relation to determining logical system consistency.
Meta-consideration avoids contradiction and paradox and preserves, protects and
sustains the abstract meaning and coherence of the inherent Logic associated with a
selected abstract system or a selected natural evolving system.

While the operation, choice or decision regarding consistency or inconsistency is
binary, formal incompleteness predicts that the possible states of the system from
which the binary decision is abstracted, can involve three abstract options. These
are: (1) A consistent order with an established Logic; (2) A transitional order in
which there are unresolved or undecided statements which protect the system’s
Logic and consistency; and, (3) An inconsistent order with a failed Logic. These
three possibilities are related to three Logic states: true (decidable and consistent);
undecidable (consistent only because a statement threatening contradiction, paradox
and inconsistency is left undecided); and false (decided and inconsistent).

The binary decision regarding consistency or inconsistency can also be linkedwith
potential adjacent possible meta-constructions. In the abstract, meta-constructions
involve additional axioms added to a Logic system or system model that can resolve
or decide a previously undecidable proposition or statement. The equivalent in a
natural system, involves a natural meta-construction that moves a transitional order
into a resolved meta-order. In a transitional order, there are unresolvable instan-
tiations and undecided properties that have not yet made manifest their potential
action, interaction, relationship or implication. In a resolved meta-order, the same
previously unresolvable instantiation and undecided property has transformed and
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become manifest in its emergent properties within the resolved meta-system. The
unresolvable instantiation becomes an entity, takes part in a composition, participates
in an interaction, or engages in a relationship with entities that are not part of the
prior established consistent order. The unresolvable instantiation is now revealed by
its behavior and properties to be a resolvable instantiation that is an integral part of
an emergent order with its own inherent meta-consistency.

Within a natural transitional order, a change occurs in the form of an energy-
matter and space-time, self-organized entity, composition, interaction or relationship,
which is contained within a local and extended environment. The change ‘is and is
not consistent with the established order’. Such a transitional state and process can
only be unresolved within the existing natural order and undecided in a Logic-
based model of the natural order. A transitional state and process in a scientific
model of a natural system would need to be left undecided and undecidable, as it
threatens contradiction and self-referencing paradox, by having properties that are
both consistent with the established order and not consistent with the established
order. The transitional form exhibiting natural evolutionary incompleteness must be
left unresolved and undecided. The status, as a transitional entity, cannot, however, be
established, until the extended emergent meta-order begins to self-organize around
the transitional property that is not consistent with the previously established order
but is consistent within itself.

As an emergent meta-order self-organizes and establishes its own meta-Logic
and meta-consistency, a transitional ‘is and is not’ state and process will reveal its
capacity to participate in meta-consistent or meta-constructed relationships.

Within the meta-order the binary decision and binary operation involving
consistency will again appear. The potential for meta-level incompleteness is
inevitable.

A simple and fundamental link can now be made between the concepts defining
Symmetry, Group theory, Self-similarity and Fractals.

Defining a Fundamental Evolutionary Symmetry Group. A fundamental
evolutionary Symmetry Group would involve:

(a) A set of elements (defined by specific examples of binary ‘change or no change
in consistency’, in relation to an established consistent order; ie., there exists
an instantiated natural order, involving state and process, energy-matter and
space-time phenomenon, entity, composition, interaction and relationship in
which the inherent Logic can be spelled-out and the consistency determined as
a meta-consideration);

(b) An inverse for every element (an element is defined by a binary ‘change or
no change in relation to consistency, and the presence of a binary choice can
exist or not-exist—Nature can erase evidence of historical events or destroy the
present moment of states and processes);

(c) An identity element (defined as a binary changewhich precipitates ‘no change in
consistency’ and ‘no change in existence or non-existence, leaving the element,
the order and the consistency, unchanged—a binary change that makes no
difference); as well as,



100 J. Rowan Scott

(d) An associative binary operation (‘change or no change in the consistency of
an established order’, is the fundamental binary operation): The three choices
associated with incompleteness therefore are: ‘is consistent therefore decided’,
‘is and is not consistent therefore undecided’ and ‘is not consistent therefore
decided’.

Sequences of binary operations performed upon any series of elements linked
by the binary operator, are associative, if the sequence always produces the same
outcome, whatever the grouping, as long as the order remains the same [(a×b)×c =
a × (b × c)]. In this case, the binary operation and any sequence of elements,
in the form of an instantiated evolutionary sequence of state and process, energy-
matter and space-timephenomenon, entity, composition, interaction and relationship,
sustains the evolutionary sequence and outcome of, change and no-change, existence
and non-existence, order and disorder, as well as, unresolved transition and meta-
order. The sequence and outcome are sustained no matter how consciousness might
choose to group, to self-reflect and meta-consider; and no matter how Nature might
naturally cluster, group, or instantiate the sequence. If the sequence is associative, the
outcome of the entire sequence, which might include the self-referential emergence
of consciousness, will remain the same.

Focusing on a binary operation that is sensitive to inherent incompleteness and
also is constructed on a relationship involving consistency,which necessarily requires
meta-consideration in its determination; it becomes possible to construct an evolu-
tionary Symmetry Group that is associative. Consciousness does not have a special
role in any part of the natural evolutionary sequence that emerges from the Symmetry
Group. However, consciousness can choose to go beyond abstract description, clus-
tering and grouping of an invariant evolutionary sequence, by spelling-out Nature’s
simple rules, laws and patterns associated with evolving symmetry relationships as
well as intentionally or unintentionally engaging in non-local or local interactions
with the evolutionary sequence [11], thus altering the course of co-evolution.

Defining a Fundamental Evolutionary Multi-Fractal. A fundamental Multi-
Fractal can now be composed that can be integrated with the fundamental Symmetry
Group, by using the same fundamental unit of self-organization:

The properties of a Fractal include, self-similarity, iteration and scaling. In the
abstract, a fractal is a geometric form created by an iterated system. The Mandel-
brot set, for instance, is a fractal with some logical depth but little or no effective
complexity (the length of a concise description of a set of entities regularities).

The Mandelbrot set can be reduced to a simple equation:

fc(z)
def= z2 + c

Despite its iterative simplicity and lack of effective complexity, it produces an
infinite and vastly complex geometric object.

If the process of natural evolution spells out a potentially increasingly complex and
repeating regularity, then natural evolution and the repeating regularity can be taken
as an iterated system and the products of complexification can be taken as similar to
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a potentially increasingly complex geometric form. Thus, change, evolution, self-
organization, the emergence of a hierarchy of complexity as well as the entire
sequence of the evolving Universe, can be described as a multi-fractal system, one
which does exhibit a very high order of effective complexity in a region intermediate
between total order and complete disorder [22].

The regularity can be described by a self-similar, iterated and scaled, binary
sequence of operations, involving, ‘change or no change in the consistency of an
established order’.

fC(θ)
def= θ

(
�C ∨ �0

C

) + C

A function ( f ) operates on the consistency (C) of an existent order (θ ). An iterated
binary operation (�C ∨ �0

C
) defined by: change (�) in consistency (C) or (∨) no

change (�0) in consistency (C) operates on an existent order (θ ) and (+) the constant
abstract meta-consideration of the consistency (C) associated with the given order
(θ ). The value +C refers to invariant contexts where proven epistemological meta-
consideration of logical consistency maps onto logical and experimentally provable
ontological consistency. The value−C refers to variant contextswhere proven episte-
mological meta-consideration of logical inconsistency maps onto logical and exper-
imentally provable ontological inconsistency (−C represents meta-consideration of
an interesting hypothetical and very different scientific context—however, it is not
the context we are presently exploring).

Once again, there are three choices relevant in each self-similar, iterated and scaled
representation of the binary sequence of operations and elements: (1) The ‘change
or no change is consistent with the established order’; (2) the ‘change or no change
is consistent with the established order but only by having potentially contradictory
or paradoxical properties that are not yet fully instantiated, manifest or resolved,
in relation to a potential adjacent possible emerging meta-system and meta-order,
within which the unresolved properties would be defined as resolved and consistent;
and, (3) The ‘change or no change is not consistent with the established order’.

The evolutionary Multi-Fractal is then defined by:

(a) Self-similarity: The abstract elements and binary operations, associated with
consistency and incompleteness, can be related to natural energy-matter, space-
time, entity, composition, interaction and relationship involving any level or
degree of hierarchical complexity.

(b) Iteration: The sequence of binary operations, acting on elements associatedwith
consistency and incompleteness, can be any length or degree of complexity and
the abstract nature of the iteration will be sustained.

(c) Scaling: The abstract elements, the sequence of binary operations and the rela-
tionship with consistency and incompleteness, can be related to any natural
system involving micro-scale, mid-scale or macro-scale state and process.

The proposed evolutionaryMulti-Fractal can be further spelled-out and integrated
with other scientific work. For instance, the fractal dimension of our Universe can be
definedmore precisely and the relationship shared by the self-similar, iterative, scaled
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fractal evolutionary pattern and simple rules, laws and diverse, complex, real world
patterns that emerge within the sequence of Nature’s fractal evolution. The synthesis
of the fundamental evolutionary Symmetry Group and the fundamental evolutionary
Multi-Fractal, can integrate Symmetry and Self-similarity in the analysis of causal
relationships in Nature. The integration produces a scientific narrative supported by
a Complex Multi-Fractal Symmetry Group.

Symmetry, Self-similarity and Meta-Reductive Causal Relationships.
Symmetry demands analysis of causal relation through exploration of correla-
tion, equivalence relations and symmetry relations in selected subsystems of cause
and effect. Self-similarity would demand analysis of causal relation in selected
subsystems of cause and effect, through multi-scale, self-similar correlations, multi-
scale self-similar equivalence relationswith subsequent determination of significant
multi-scale self-similar causal relationships. The exploration of symmetry and self-
similarity in relation to causal relationships in Nature would make it possible to
spell-out both ‘simple’ and ‘complex’ causal mechanisms; as well as possible to
abstract and quantify the rate at which Nature and evolution increase detail in the
form of simple or complex symmetry groups [30] while increasing complexity and
the fractal dimension of energy-matter states and processes in relativistic space-time
[20].

The abstract, simple, fundamental unit of systemic evolutionary self-organization
can be linked sequentially into more complex abstract units of self-organization that
can also exhibit high degrees of symmetry and self-similarity. A linked sequence, for
instance, could be conceived and defined in relation to an epistemological Complex
Natural History and an ontological Complex Cycle of Existence, which can describe
the history and cycle of existence of simple or complex, evolving, micro-scale, mid-
scale or macro-scale, energy-matter, space-time phenomena [24].

Two further hypotheses arise from the integration of Symmetry with Self-
similarity and a further integration of the dynamics of incompleteness, in relation to
the scientific task of defining causal mechanisms and relationships in Nature:

(1) An Incompleteness Driven Novelty Generating Hypothesis: predicts natural
incompleteness driven novelty generation could function as a ubiquitous
fundamental complex systemic causal mechanism in natural evolving systems.

(2) A Hypothetical Hierarchy of Simple and Complex Causal Mechanisms can be
composed: where non-local and local causal mechanisms may belong within a
more complicated description of causal relationships defined under Symmetry,
Self-similarity and Incompleteness.

(a) Non-local and local causal mechanisms can be defined as simple causal
mechanisms discovered under the mathematical umbrella of Symmetry.

(b) A fundamental Incompleteness Driven Novelty Generating Causal Mech-
anism could be defined as a fundamental complex causal mechanism
allowing transition into incompleteness and novelty generation.

c) The mathematics of Self-similarity, when used in examining causal rela-
tionships,might lead to theoretical and experimental categorization ofmore
complex causal mechanisms beyond the Incompleteness Driven Novelty
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Generating Causal Mechanism. Complex causal mechanisms could self-
organize from simplenon-local or local causalmechanisms as above and the
Incompleteness Driven Novelty Generating Causal Mechanism combined
with other secondary more complex causal mechanisms.
(i) Simpleprimary non-local and local causal eventsmayenter an edgeof

incompleteness, where the complex systemic incompleteness driven
novelty generating causal mechanism could combine with secondary
and more complicated kinds of causal relationship.

(ii) Complex causal relationships associated with incompleteness are
already found within descriptions of reductive ‘bottom-up’ evolu-
tion but will also be found within the description of multi-scale,
multi-directional, multi-relational, co-evolution.

(iii) Examples of secondary complex systemic causal mechanisms that
could combine at the edge of incompleteness with incompleteness
driven novelty generation, include, but is not limited to: phase
change; non-linear or chaotic process; stochastic system evolu-
tion; Lamarckian system evolution; bidirectional intersection with
developing systemic duality or complementarity; simple conser-
vative (reductive) emergence or more complex forms of novel or
radical emergence (meta-reductive), consistent with multi-scale,
multi-directional, co-evolution.

3.5 Can the Scientific Method Adapt? Meta-Reductive
Methodology

Two perspectives on ‘part’ and ‘whole’ relationships provide a framework for consid-
ering how to adapt reductive scientific theoretical and experimental methodology in
the face of formal reductive incompleteness.

The ‘part’ perspective is consistent with modern Reductive Science. A selected
phenomenon of interest, P, can be the ‘raisin’ in the metaphor of raisin bread,
such as an energy-matter state in space-time. A scientist can expand the range
of their interest by examining a sequence of states, thus exploring the process
of P. If the scientist choses to further expand the range of their interest, then a
full synchronic and diachronic, Four-Dimensional Life Cone Trajectory could be
modeled for phenomenon.TheFour-Dimensional Life Cone Trajectory is a hypothet-
ical meta-reductive epistemological structure, which composes a Complex Natural
History describing the entire sequence of states and processes comprising the exis-
tence of phenomenon P. It is intended to model an ontological structure and process,
defined as the Complex Natural Cycle of Existence of the selected phenomenon P. A
semi-isolated experimental examination ofP could reduce the overall system to cause
and effect subsystems, which exhibit observable, predictable or repeated pattern and
causal relationships. The sum of the experimental observations allows the scientist
to piece together the entire narrative story of the phenomenon P.
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The ‘whole’ perspective is again consistentwithmodernReductiveScience. In this
case, the selected phenomenon of interest P’ is, the ‘whole’ multiplying expanding
yeast, the flour and other ingredients including the raisins making up the ‘whole’
raisin bread dough. This is the perspective of modern Cosmology. The ‘whole’
perspective is limited by the impossibility of ever repeating P’. Science, however, is
not limited in its ability to abstractly semi-isolate the system, reduce it, then repli-
cate and make predictions from conceptual, computational or mathematical models
of P’. A Four-Dimensional Life Cone Trajectory composing the Complex Natural
History and the Complex Natural Cycle of Existence of selected phenomenon P’ can
be pieced together. Again, a narrative story of P’ can be composed.

A Meta-Reductive modification of the reductive scientific experimental approach
to P or P’ encompasses the reductive semi-isolated system as a ‘special case’ in a
meta-reductive extended semi-isolated system.

A reductive semi-isolated system and its presumed cause and effect subsystems,
are positioned inside an encompassing, extended,meta-reductive semi-isolated envi-
ronment with its presumed cause and effect subsystems. A selected phenomenon
of interest P or ‘part’ is contained in a reductive semi-isolated system. P is then
encompassed within P’ or the ‘whole’. The ‘whole’ P’ is located in an encom-
passing, extended, meta-reductive semi-isolated system, which holds the ‘special
case’ of the reductive semi-isolated system and ‘part’ P; and is further subdivided
into a local environment E, and an extended environmentU, representing the ‘whole’
Universe. Attention can oscillate between the two integrated perspectives involving
phenomenon P or P’ and P and E or U (Fig. 10).

This modification of semi-isolated theoretical and experimental methodology is
already in use in science but it is not formalized in a meta-reductive framework in
which formal reductive incompleteness and multi-scale co-evolution are addressed.

Fig. 10 Meta-reductive semi-isolated system and the four-dimensional life cone
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4 Conclusion

This brief outline is but a scant sketch of some of the implications for Reductive
Natural Science of multi-scale, multi-directional co-evolution and formal reductive
incompleteness. It is intended to capture the interest of anyone who can see the merit
of going beyond the bounds of the Reductive Scientific Paradigm. Unknown Meta-
Reductive Paradigms sit in the adjacent possible of the Reductive Paradigm, waiting
to be explored and offering potential roads to a deeper understanding of Nature and a
necessary consilience between the Reductive Sciences and the Complexity Sciences.

A meta-reductive perspective is poised to offer potential novel resolutions to
unsolved problems in many branches of natural science. For instance, a Meta-
Reductive Matrix of Causal Mechanisms and Relations, offers an alternative way
to view phenomena such as quantum entanglement, wave collapse and non-local
phenomena within Quantum physics [19]. A meta-reductive causal matrix could
also offer a novel way to view the still unresolved boundary between Quantum
physics and Relativity theory [15]. A meta-reductive definition of complementarity,
involving causally significant symmetry, asymmetry and self-similarity, can reach
across many scales of self-organization and many orders of complexity. Comple-
mentarity within fundamental physics might then fit within a hierarchy of comple-
mentarity, concerning phenomena throughout the hierarchy of complexity andNature
[8].

Themeta-reductive perspective preserves ‘bottom-up’ reductiveLogic, by encom-
passing it as a ‘special case’ within a meta-reductive paraconsistent Logic, which is
capable of modeling undecidable dynamics as well as capable of modeling multi-
scale andmulti-directional co-evolution. However, the application of reductive Logic
is substantially altered in the meta-reductive perspective. The iterative application
of reductive Logic within a paraconsistent, meta-reductive context reinforces the
scientific application of abstract logical and mathematical formal system modeling,
allowing for a more immediate and direct connection between scientific thought and
modern applied mathematical thought.

By iteratively applying formal system reasoning in modeling undecidable
dynamics in multi-scale, multi-directional co-evolution, it is possible to generate
accessible scientific and applied mathematical hypotheses, which can link and inte-
grate phenomena across a wide range of scales from micro-scale, to mid-scale, to
macro-scale in the natural self-similar evolving system. For instance, scientifically
describing undecidable dynamics and natural, patterned, algorithmic, co-evolution
in micro-scale quantum systems could theoretically and experimentally access an
important multiple system equivalence. This descriptive equivalence involves, iter-
ated formal system models, which can capture undecidable dynamics and multi-
scale and multi-directional co-evolution; iterated dynamical system models that can
also capture undecidable dynamics and equivalent undecidable, multi-scale, multi-
directional, co-evolving dynamics in chaotic systems and in non-linear dynamics
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[21]; and iterated information theoretical system models, which again could equiva-
lently model undecidable dynamics and multi-scale, multi-directional co-evolution
in an information theoretical context.

The iterated multiple system equivalence could be used to spell-out, in formal,
dynamical and information theoretical terms, a more detailed analysis of how natural
differentiation, synthesis and fabrication of self-organized phenomena can arise from
binary ‘bits’ of evolution, involving emerging order, existing order and consistency,
unresolvable and undecidable dynamics, incompleteness driven novelty generation
and emerging patterns of meta-order and meta-consistency. The theoretical and
mathematical equivalence of formal, dynamical and information theoretical system
modeling [25], coulddeepenour understandingof the self-similar, iterative and scaled
properties within the natural system [22, 24], ranging from themicro-scale puzzles of
quantum physics, to the mid-scale complexity of brain/mind and consciousness and
on to the macro-scale intricacy of the whole Universe. Multi-scale, multi-directional,
co-evolution, described by a novel meta-reductive, iterated, paraconsistent Logic
could further explore this important mathematical system equivalence and in so
doing might advance the integration of the Reductive Sciences with the Complexity
Sciences.

The meta-reductive study of change, introduces an awareness of ‘resolvable and
unresolvable’ natural phenomena and ‘decidable and undecidable’ abstract theoret-
ical conceptions associated with causal mechanisms and dynamic relationships in
natural systems. Consequently, the meta-reductive understanding provides a novel
categorization of ‘simple’ non-linear and linear causal mechanisms, a fundamental
incompleteness driven novelty generating causal mechanism, and then ‘complex’
interactive meta-reductive causal mechanisms and relationships.

Meta-reductive natural science andmathematics couldmore effectively synthesize
the applied mathematics of symmetry and self-similarity allowing for an integrated
understanding of causal mechanisms and relationships, as well as a deeper awareness
of the usefulness of Symmetry Groups and Fractal mathematics in the scientific
modeling of causal relationships in natural systems.

A meta-reductive paradigm offers a unique perspective from which to consider
the relationship between, Nature’s simple rules such as recently pursued byWolfram
in relation to Quantum physics and Relativity theory [35], general physical laws
and self-organized, emergent patterns within naturally evolving systems. The meta-
reductive conception of ontological Complex Cycles of Existence and episte-
mological Complex Natural Histories, the meta-reductive proposal of a funda-
mental binary unit of self-organization with an associated fundamental evolutionary
Symmetry Group and Multi-Fractal, offers a novel way to integrate underlying
simple rules with general physical law, and bring the Reductive Sciences and the
Complexity Sciences into a closer inter-disciplinary relationship. The preservation
and advancement of formal reductive Logic composed in a meta-reductive frame-
work involving hypothesized natural, multi-scale, multi-directional, incompleteness
driven co-evolution creates the potential for an integrated meta-reductive perspective
capable of addressingmany unresolved scientific problems. Among these anomalous
and outstanding problems, a meta-reductive model of a Complex Physical System
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(CPS) or Complex Adaptive System (CAS) might be better positioned to address the
complexity [28, 32] and the paradoxes of brain, mind [29] and consciousness [16,
17]. A task for another paper.
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Developing an Ontology for Emergence
Using Formal Concept Analysis

Shweta Singh, Mieczyslaw M. Kokar, and Durga Suresh

Abstract The phenomenon of emergence has been studied in a variety of fields.
Each of these fields has their own understanding and interpretation of what emer-
gence means. Thus far, there is no agreed-upon definition of emergence. In fact, the
debate about what emergence is and its validity in scientific understanding is still
continuing. Having a clear understanding concept of emergence is critical for anal-
ysis of such behaviors. In this work-in-progress paper, we discuss our approach for
developing an ontology of emergence which can be viewed as a descriptive theory of
emergence. The ontology will create a foundation which will support the understand-
ing of the meaning and implications of emergence. A side benefit of this ontology
will be the taxonomy of both the emergent behaviors and the emergence research.
Thus researchers in this field will be able to identify which aspects of emergence are
covered by the various research works and which aspects are not covered and thus
open for investigation. Conceptually, the ontology will be a meta-theory of emer-
gence. By raising the level of abstraction, the meta-theory of emergence will allow to
express various theories of emergence within one framework, thus allowing multiple
theories that may contradict each other to live in the same place. This will allow
one to query the ontology about both the commonalities and differences between the
theories. We discuss the development of such ontology and evaluation approach in
this paper.
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1 Introduction

Emergence has multiple interpretations and classifications in literature. The history
of emergence is inconsistent and controversial. But understanding different theories
or model of emergence is critical for this research. Following is a small sampling of
the definitions from the literature.

– Chalmers (1996): “Emergence is the phenomenon wherein complex, interesting
high-level function is produced as a result of combining simple low-level mecha-
nisms in simple ways.” Chalmers also presented the more generalized definition:
“Emergence is the phenomenon wherein a system is designed according to certain
principles, but interesting properties arise that are not included in the goals of the
designer” [7].

– Holland (1998): “Emergence is above all a product of coupled, context-dependent
interactions. Technically these interactions, and the resulting system, are non-
linear. The behavior of the overall system cannot be obtained by summing the
behaviors of its constituent parts” [14].

– J. Goldstein (1999): “Emergence refers to the arising of novel and coherent struc-
tures, patterns and properties during the process of self-organization in complex
systems. Emergent phenomena are conceptualized as occurring on themacro level,
in contrast to the micro-level components and processes out of which they arise”
[13]. Goldstein also outlined the common properties to identify system or com-
puter simulations as emergent: (1) radical novelty; (2) coherence or correlation;
(3) global or macro level; (4) dynamical; and (5) ostensive.

– J. Fromm (2005): “A property of a system is emergent, if it is not a property of
any fundamental element, and emergence is the appearance of emergent properties
and structures on a higher level of organization or complexity” [11].

– G. Marsh (2009): “The emergent properties of the collective whole do not in any
transparent way derive from the underlying rules governing the interaction of the
system’s components” [21].

– C. Szabo and Y. M. Teo (2013): “Complex systems often exhibit properties that
are not easily predictable by analyzing the behavior of their individual, interacting
components. These properties, called emergent properties, are increasingly becom-
ing important as software systems grow in complexity, coupling and geographic
distribution” [34].

– O’Toole et al. (2014): “Emergence can only occur in systems composed of
autonomous parts, agents, who interact in dynamic, non-deterministic ways” [27].

Different definitions of emergence have different features, thus a generic represen-
tation/formalism is needed. In other words, a language in which the features of each
of the cases of emergence are represented in the same way is needed. One approach
is to build an Ontology. Ontology is a formal explicit description of concepts and
relationships of a specific domain. Ontology has been used in emergence domain,
to best of our knowledge, in two papers [16, 23]. However, none of the works have
demonstrated the capability of representing and classifying all, or at least most of the
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possible cases of emergence in a system. Our aim in this work is to create the theory
of emergence using Ontology. Ontology provides the capability of inference that will
help us to understand the commonalities and difference between the theories.

2 Emergence Ontology

The first step in building an ontology is a comprehensive study of the knowledge
domain for the concept that captures its theories, definitions, and classifications.
In this work, we use an approach of developing ontology using Formal Concept
Analysis (FCA). FCA is a mathematical approach for data analysis that supports
ontology development by abstracting conceptual structures [12, 31] that facilitates
the development of the ontology. Figure1 presents our approach. The following
sections discuss the use and significance of each step.

2.1 Features of Emergence

The first step is to investigate the features of emergent behaviors. The term ‘feature’
is used here to represent a characteristic or a property. Multiple definitions presented
above, although different, but still consist of some common characteristics. In our
review of the literature, we studied different definitions of emergence in literature
and identified various features that characterize emergence. Below, we describe these
features. Some of them are relatively simple to explain intuitively. But then some
others are quite involved and even not well defined:

1. WOSP (Whole isOther than theSumof itsParts): This famous quote byAristotle
[2] means that the whole system generates richer behavior than the sum or
difference of the behaviors of its components.

2. Levels: This feature refers to the idea that for emergence to exist, there must be
at least two levels: (1) the level of a collection of agents, and (2) a higher level
that is above the agents that interacts with the agents but also has some attributes
that are associated with the whole systems of agents, and not with any of the
single agents. In general, there may be more than two levels.

Fig. 1 Ontology development
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3. Interactions: This feature refers to an exchange of information, and possible
actions, between the agents and between the levels. Interactions may be passive,
like takingmeasurements (observing) of the agents, or active—passingmessages
between agents and between levels.

4. Radical Novelty: This feature refers to something that is “genuinely new”, like
new structures, patterns of behavior or properties.

5. Unpredictability: It means that there is no prediction possible that is more effi-
cient than simulation.

6. Irreducibility: A behavior is irreducible if a property cannot be deduced from
the properties of its constituent parts. This concept seems to be semantically
equivalent to the concept of unpredictability.

7. Dynamical: This feature refers to the fact that interacting agents are (often non-
linear) dynamical systems and thus emergence is the result of changes that take
place over time.

8. Coherence: Logical consistency or quantitative continuation (no erratic jumps).
The emergents appear as integrated wholes that tend to maintain some sense of
identity over time. This coherence spans and correlates the separate lower-level
components into a higher-level unity.

9. Decentralized: This feature refers to decentralized control, i.e., the agents are
not controlled by a central controller.

10. Observer: This feature represents an external entity that observes the global
properties of the system. Ronald et al. [29] state that without an observer, the
issue of emergence could not arise at all.

Each of the above features represents a concept referenced by one or more authors
to define the term emergence or emergent behaviors in respective papers. The ten
features appear in the definitions in [1, 3–6, 8–11, 13–22, 26–28, 33]. With just
23 definitions, we have ten different features representing emergence. Note that the
definitions from these papers/authors do have overlapping features. Many authors in
the literature also presented multiple classifications based on these features. Our aim
here is to study these definitions, features, and classifications to create ameta-theory
about emergence that can be accessed to get a clear understanding of the domain.
We define this relationship between authors and referenced features by formalizing a
formal contextwhich canbe furthermapped intoOntology.Thenext sectiondiscusses
the theory behind context formation.

2.2 Context Formation

In this section, we introduce the basic concepts of Formal Concept Analysis (FCA)
that is used to create formal context. FCA theory was developed in [36]. Formal Con-
cept Analysis (FCA) analyzes data that describe a relationship between a particular
set of objects and a particular set of attributes. Here in our work, we are consid-
ering definitions of emergence as objects and features of emergence as attributes;
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Fig. 2 Formal context—tables with objects (definitions) and attributes (features)

this makes this suitable for formal concept analysis. Central to FCA is the notion
of formal context, which is defined as a triple, K = 〈G,M, I 〉, where G is a set of
objects, M is a set of attributes, and I ⊆ G × M is a binary relation between G and
M . A relation (g,m) ∈ I is read as “object g has the attribute m”, where g ∈ G
and m ∈ M . A formal context can be depicted by a cross table. Figure2 shows the
cross table where elements on the left side are objects, the elements at the top are
attributes, and the relations between them are represented by the crosses. In this
example, objects are the authors that reference one or more attributes, represented
by features of emergence. FCA also produces a concept lattice. A concept lattice
is a collection of formal concepts in the data which are hierarchically ordered by a
subconcept-superconcept relation. For the same data shown in Figs. 2 and 3 shows
the concept lattice.

2.3 Ontology Development

With FCA as a backbone, we create a framework for ontology development. In
general, to build an ontology, we need to identify the following basic components
in a domain. An ontology has four basic primitives: class, relation, individual and
axiom. These primitives for ontology are extracted from FCA with the help of a
domain expert. FCA provides a semantic structure showing the relationship between
objects and attributes. In the emergence context, objects are the authors that describe
emergence using some of the attributes. Our next job is to map such structure into
an Ontology. Ontology development is not a straight forward process but requires an
understanding of the domain.
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Fig. 3 Concept lattice with emergence features and corresponding reference using formal concept
analysis

In this work, we do not want to re-invent the wheel of creating an ontology
from scratch but due to the lack of emergence ontology in literature, we need to
find an ontology that can be used as a foundational ontology over which we can
create our own classes and properties of emergence. We use Nuvio (Northeastern
and VIStology) ontology, a new foundational ontology developed by Northeastern
and VIStology, Inc [32]. The emergence ontology is created over Nuvio to provide
a common vocabulary for defining the concepts and relationships between those
concepts for specifying emergence. Figure4 shows our new classes of emergence
Ontology (EmergOnt) over Nuvio.

At the top level, the Entity class is the enumeration of all of its direct subclasses,
where all the subclasses are disjoint. The subclasses from Nuvio include, Attribute,
Object, Process, Value and InformationEntity. To understand the domain and the
requirements for building the new ontology over the existing one using the concepts
defined in FCA, we follow the following steps:

– Class Identification Map attributes (G) from FCA as subsclasses of Attribute
class in Ontology using the subClass property

– Instance Identification Map objects (M) from FCA as individuals of Object class
in Ontology using the hasIndividual property

– Relation IdentificationMap the relations (I ) fromFCA as relations between class
and individual in Ontology

– Axiom Identification Map the concepts 〈G,M〉 from format context of FCA as
axioms in the Ontology
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Fig. 4 Emergence ontology

FCA is limited in the ways to represent the domain knowledge. For instance, we
had no way to represent that features (attributes) are actually features of emergence,
i.e., we cannot represent hierarchical structure using FCA. This can be overcome by
using Ontology. For EmergOnt, we first define EmergentBehavior as a subclass of
Behavior which itself is a subclass of Process. EmergentBehavior class is connected
to ProcessAttribute, using a object property hasProcessAttribute, which in turn is
connected to class Paper and Author using expresses and hasPaper property, respec-
tively. The ontology is developed using Protégé [25]. To make sure that we correctly
represent the domain of emergence in the ontology, we need to test it. Next section
discusses evaluation.

3 Evaluation of Ontology

Currently, there is nomethodology that is agreed upon for the development of ontolo-
gies or consensus as to how to evaluate them [24]. The ontology summit in 2013
was convened to create guidance for ontology development and best practices for
evaluation. Authors in [24] agreed that evaluation of ontologies should be focused
on five aspects of the quality of the ontologies:

– Intelligibility: Can the humans understand ontology correctly?
– Fidelity: Does the ontology accurately represent the domain?
– Craftsmanship: Is the ontology well-built and are decisions followed consistently?
– Fitness: Does the representation of the domain fit the requirement for its intended
use?
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Fig. 5 Comparative evaluation

– Deployability: Does the deployed ontology meet the requirement of the informa-
tion system of which it is part?

All these evaluation criteria are qualitative in nature. In this work, we focus on
evaluating the ontology against the fidelity criterion from the above list and attempt
to provide some quantitative metrics. We propose two ways for evaluating the ontol-
ogy for fidelity—comparative and correctness evaluation. For both approaches, we
formalize a set of questions, called competency questions [24]. Competency ques-
tions are formulated in natural language, often as kinds of queries that the ontology
should be able to support for a specific domain. Successful answers to competency
questions provide evidence that the ontology meets the requirements.

Figure5 shows the combined evaluation approach. The comparative evaluation
process tests the inference capability of the ontology to generate query results using
inferred facts against ground facts. Following are the steps/data involved in compar-
ative evaluation:
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1. Data Store:
The data store is raw input to the evaluation process. In our case, data store
consists of information about the articles in the domain literature. In this work,
data store consists of a subset of the articles in literature where authors pro-
vide definitions of the term “emergence” or “emergent behavior”, or provide a
classification of emergence.

2. Annotate:
Since the data store consists of just articles about emergence, our first step
towards refining this raw information is to annotate the data. Annotation is a
manual process (although it would also be possible to use some automatic anno-
tation tools) where the data store is annotated with ontological terms, resulting
in facts, referred to as ground facts. For instance, the ground facts consist of facts
about the articles like the following:

– Author hasIndividual author_GHLewes
– author_GHLewes hasPaper Lewes1875
– Lewes1875 publishedIn year_1875
– Paper hasIndividual Lewes1875
– Lewes1875 expresses Novelty
– Lewes1875 hasTitle ‘Problem of Life and Mind’
– Lewes1875 expresses Irreducibility
– Lewes1875 expresses Levels

The above facts are just a few examples of the facts stored as ground facts.
We plan to extend the facts as we encode more information about the theory of
emergence in the ontology and as we annotate more papers.

3. Inference Engine:
The inference engine runs the ontologywith the ground facts and creates inferred
facts. Inferred facts consist of more information inferred from the ground facts
and the ontology axioms. For instance, papers in literature usuallymention exam-
ples of systems that exhibit emergencewithoutmentioning the type of emergence
that is described in the paper.Wecanuse the inference capabilities of the ontology
inference engine to automatically infer that information about the given example.
If we consider the classification of emergence by Chalmers [7], Table1 shows
two examples of systems that are classified as two types of emergence based on
[7] and combining the results with that of classification provided by [11]. Brow-
nianmotion is characterized by randommovements of particles in the fluid. Each
particle collides (interacts) with each other to form randommovement at the sys-
tem level, therefore there are no novel structures/behaviors in this system, which
is a kind of simple emergence. On the other hand, in flocking example, boids
are interacting with each other, creating a novel flocking as emergent behavior
at the system level or a kind of weak emergence. Therefore, the inference engine
correctly identifies Brownian motion and flocking as Type Ib (or simple) and
Type IIa (or weak) emergence respectively.
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Table 1 Generating inferred facts from ground facts

Example Annotated facts Inferred facts

Brownian motion x rdf:type EmergentBehavior x rdf:typeIb

x hasProcessAttribute Levels x rdf:type
SimpleEmergence

x hasProcessAttribute
Interactions

Flocking–Boids x rdf:type EmergentBehavior x rdf:typeIIa

x hasProcessAttribute
Novelty

x rdf:type
WeakEmergence

x hasProcessAttribute
Interactions

x hasProcessAttribute Levels

x hasProcessAttribute
Irreducibility

The inference is really useful to increase the understanding emergence domain.
One of our published works [30], describes the classification of emergent behav-
ior using ontology. The framework was based on agent-based simulation and
classified emergence for a specific implemented scenario.

4. Identifying Competency Questions:
Competency questions are identified by a domain expert. These are the questions
that we want the query engine to answer based on the developed emergence
ontology. A domain expert (expert in the domain of emergence) creates such
competency questions in natural language. Following are a few examples of
competency questions (CQ):

– CQ 1: Which papers and authors refer to emergence or emergent behaviors
in their papers?

– CQ 2: What are the main characterizing features of emergence mentioned by
authors in their papers?

– CQ 3: What is an example of weak emergence?
– CQ 4:Which paper uses “Novelty” as one of the features to define emergence?
– CQ 5: How does Fromm classify emergence?

5. SPARQL Queries and SPARQL Engine:
The competency questions, written in natural language, are notmachine readable
and therefore, can not be understood by the query processor. The next step is
to create SPARQL queries [35]. SPARQL is an RDF (Resource Description
Framework) query language, that is, a semantic query language for database
that is capable of retrieving data stored in RDF format. SPARQL allows for
a query to consist of triple patterns, conjunctions, disjunctions, and optional
patterns.
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The competency questions are first mapped into SPARQL queries. The process
of mapping is manual. Obtained SPARQL queries are run against the developed
ontology with the help of SPARQL query engine. A query engine is built in the
Protégé environment. SPARQL query engine produces results which are used
for evaluation.
Following are three examples of competency questions—CQ 2, CQ 4 and CQ
5, mapped from natural language into the SPARQL language:

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX EmergOnt:<http://www.semanticweb.org/shweta/ontologies/2020#>
SELECT ?paper ?attribute

WHERE {
?paper rdf:type EmergOnt:Paper .
?attribute rdf:type EmergOnt:ProcessAttribute .
?paper EmergOnt:hasProcessAttribute ?attribute

}

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX EmergOnt:<http://www.semanticweb.org/shweta/ontologies/2020#>
SELECT ?paper ?attribute

WHERE {
?paper rdf:type EmergOnt:Paper .
?attribute rdf:type EmergOnt:Novelty .
?paper EmergOnt:hasProcessAttribute ?attribute

}

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX EmergOnt:<http://www.semanticweb.org/shweta/ontologies/2020#>
SELECT ?paper ?author ?name ?emerg

WHERE {
?emerg a EmergOnt:EmergentBehavior .
?emerg EmergOnt:classifiedIn ?paper .
?paper EmergOnt:hasAuthor ?author .
?author EmergOnt:hasName ?name .
FILTER regex(?name, "ˆFromm")

}

6. Evaluation: Finally, the query results obtained from the ground facts are com-
pared against the query results obtained through the inferred facts. The SPARQL
engine with inferred facts is expected to provide better results as compared to
the ground facts as there are more facts in inferred facts as compared to that
in ground facts. This evaluation tests the inference capability of the developed
ontology. We test this by running multiple queries on both sets of facts and
computing evaluation metrics, like precision and recall.

The comparative evaluation compares the inference capability of the ontology but
does not verify if the query results obtained by SPARQL engine are correct or not.
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The correctness evaluation process (“Verification of Correctness” block in Fig. 5),
on the other hand, tests the correctness of the query results obtained from ontology
against the representation of the domain literature in the data store. The process of
verifying the correctness is manual, i.e., a user verifies the output of the query against
the data store. Based on the applied query, a user looks at the data store to verify
if the obtained inferred query results are consistent with the information in the data
store. Again, for this evaluation, we will provide a quantitative empirical evaluation
using the precision and recall metrics. The comparisons that result in true (i.e., query
engine results are correct), and false, contribute to the computation of the metrics.
Precision, also known as true positive accuracy, refers to the fraction of correct query
results among total query results obtained, i.e., the ratio of true positives to sum of
true positive and false positive. Recall, also known as sensitivity or true positive rate,
is the fraction of the total number of correct query results that were actually obtained,
i.e., the ratio of true positive to the sum of true positive and false negatives. Precision
measures quality whereas recall measures completeness.

4 Initial Results and Conclusion

The presented work in still in progress. We evaluated the developed ontology with
few SPAQRL queries based on the limited encoded data and verified the correctness
results against the data store. The obtained values of correctness precision and recall
metrics are 100%. Figure6 shows the initial results. With the limited data encoded
in the ontology, these results are as expected. This result means that the knowledge
obtained as query results from ontology matches with the knowledge of domain

Fig. 6 Correctness evaluation
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experts. We plan to evaluate the ontology more rigorously for comparison and cor-
rectness after encoding more articles with definitions, classifications and examples
of emergence.

To conclude, our aim in this work was to gain understanding of the nature of
emergence in general. FCA was used to develop an ontology of emergence that can
be queried to understand the domain of emergence. In summary, even thoughwe have
not developed a fully descriptive theory of emergence, we have identified a potential
direction for the future research of this concept that can be used by researchers to
understand this domain better as the inference capability of the ontology will provide
us more information about the domain than what is explicitly stated in the literature.
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Pandemic Preparation, Consciousness
and Complex Adaptive Systems Through
the Lens of a Meta-reductive Scientific
Paradigm
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Abstract The novel coronavirus SARS-CoV-2 and Covid-19 pandemic and the
associated economic crisis provide an opportunity to explore an incomplete-
ness driven novelty generating meta-construction of a Meta-Reductive Scien-
tific Paradigm. Previous proof of formal reductive incompleteness and necessary
meta-consideration in determining reductive logical consistency, permits the meta-
construction of adjacent possible meta-reductive paradigms. An imagined Meta-
Reductive Paradigm then allows for a search in an adjacent possible conceptual
space, beyond the boundary of the Reductive Paradigm, looking for possible adapta-
tions that might enhance the resilience of individual and community level responses
to the Covid-19 pandemic and economic crisis. Unrecognized formal incomplete-
ness of reductive scientific Logic is related to the unresolved integration of Reductive
Science and Complexity Science. The lack of integration of these two broad areas
of scientific interest, is in part associated with a diminished interest in formal reduc-
tive logic and its properties, particularly in the Complexity Sciences. The failure to
sustain a strong link to rigorous reductive logic could indirectly relate to diminished
public trust in scientific and medical information, with consequent political failure
to effectively integrate scientific and medical advice in response to the Covid-19
situation. Careful meta-consideration reveals a subtle way to address formal reduc-
tive incompleteness and meta-construct an adjacent possible Meta-reductive CAS
Model (MCAS) and Meta-reductive Paradigm (MRP). The strong link to logic and
differentiated truth and proof in the proposed MCAS and MRP can integrate willful,
intentional, brain, mind and consciousness in Nature, as well as spell-out a number
of scientific and social adaptations that could improve the integration of medical and
scientific information in the political management of the Covid-19 crisis, increasing
the chance that humanity will be better prepared for the next pandemic or next urgent
global crisis.
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1 Introduction

An unprecedented global crisis has been caused by the severe acute respira-
tory syndrome coronavirus 2 (SARS-CoV-2), which is the strain of coronavirus
responsible for the human pandemic beginning in 2019 (Covid-19) [1].

The developing meta-construction of a Meta-Reductive Paradigm (MRP) [2,
3], responsive to demonstrated formal reductive incompleteness of formal reduc-
tive scientific Logic [4], can be used to model the Covid-19 coronavirus and its
behavior in the ongoing human pandemic. An associated Meta-Reductive Complex
Adaptive System Model (MCAS) could also be deployed in the task of modeling
the human brain, mind and consciousness, as humanity continues with the task of
dealing with and adapting to the SARS-CoV-2 Covid-19 pandemic and its economic
consequences.

Incompleteness driven novelty generation is a significant meta-reductive complex
causal mechanism defined in the meta-reductive scientific perspective [2, 5], as well
as a significant component of the developing World-View created by the Meta-
Reductive Paradigm (MRP) and Meta-Reductive Complex Adaptive System Model
(MCAS) [6]. Novel adaptations and enhanced creativity of response can emerge
from viewing the Covid-19 medical and economic crises through the lens of Meta-
Reductive thought,which is responsive to formal incompleteness impacting reductive
scientific Logic.

2 Covid-19 in Reductive and Meta-reductive Frameworks

The SARS-CoV-2 coronavirus responsible for the Covid-19 pandemicwas originally
limited to another animal species, probably a bat [7]. The coronavirus and bat exist
together apparently without seriously harming the bat, effectively creating a consis-
tent, ordered, interactive system. The relationship with human beings and human
culture in the context of wet-markets brought the bat-virus system into close asso-
ciation with human beings creating a context for an inter-species jump into homo
Sapiens followed by an infectious human pandemic [8].

2.1 The Reductive Framework

A reductive account of the situation concentrates attention on defining causal mech-
anisms and relationships, correlations, equivalence relationships and symmetry rela-
tionships [9], hoping to define and prove as best natural science can, that the likely
causal origin of the present pandemic occurred in the context of a wet-market where
the Covid-19 coronavirus found a local causal mechanism allowing an opportunistic
chance to infect human beings [7, 8]. Ongoing reductive scientificwork tries to define
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other properties of the SARS-CoV-2 coronavirus [10] and epidemiological proper-
ties of the virus associated with mechanisms of individual and community infectious
spread in the human population creating the Covid-19 pandemic [11]. The medical
community pursues detailed monitoring and analysis of symptoms [12] and possible
symptomatic treatment approaches for the infection [13], as well as possible lines of
attack on the development of a vaccine and other mitigating treatments [14].

2.2 A Meta-reductive Framework

A meta-reductive account responds to formal reductive incompleteness [4] and its
implications [6]. It incorporates the reductive model of the coronavirus-bat system
and human vector as a ‘special-case’ within a more comprehensive meta-reductive
assessment [2]. The fine details of the coronavirus-bat system and human vector
can be modeled as an epistemological, ordered and consistent meta-reductive formal
system model or equivalent system model [3]. The meta-reductive model contains
within it a subset or ‘special-case’ [5], consisting of the ‘bottom-up’ reductive
account. Themeta-reductivemodel and the natural phenomenon it describes can then
be examined in search of potential epistemological undecidable reductive proposi-
tions and theoretical formal reductive incompleteness correlated with ontological
unresolvable natural instantiations and natural evolutionary incompleteness [3] and
incompleteness driven novelty generation [2] in the complex system involving the
bat-virus-human vector.

2.3 Reductive Incompleteness in Relation to Covid-19

In essence, does the virus system, the virus-bat system or the virus-bat-wet-market
system have, fully formed, the necessary states and processes creating the causal
mechanisms and relational properties required to make the jump, opportunistically
infect a human being and produce a pandemic? If this is the case no undecidable
reductive proposition and no reductive formal incompleteness need be involved and
a ‘bottom-up’ reductive model of the situation will be sufficient. The jump to the
human vector expands the range of the virus and increases the number of hosts it
can infect. The emerging properties of the human infection are revealed as the novel
infection and pandemic proceeds. The event can be described in a closed, resolved,
consistent and complete reductive model.

Alternatively, on closer examination, the abstract model of the virus system may
demonstrate properties that are conceptually equivalent to an undecidable reduc-
tive proposition and reductive formal incompleteness. For example, there could be
something about the definable properties of the virus that is undecidable. There is
structure and process present that is true and proven to be true to the given order
of the virus system (in logic and in experimental confirmation) but among these
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decided states and processes there is something that is true but cannot be proven
to be true, something that is unresolved and unresolvable; in that it is and is not
consistent with the structure and process of the virus as a closed system in isola-
tion—there is something undecidable (for example: something must necessarily be
left unknown—perhaps a stochastically selected well-formed strand of its genetic
material or a protein expressed on the surface of the virus, with structure, position
and, either, no further apparent function or a function limited to different tasks in the
virus or virus-bat system; the specific geneticmaterial or the protein have no apparent
function or play a different role in the virus system, with the virus-bat-human inter-
action only existing as an unresolved potential). There may be something about the
definable properties of the virus-bat system that is abstractly undecidable and prac-
tically unresolvable (for example: the virus-bat system sheds viruses from the skin
of the bat when it flaps its wings, a behavior having no function but producing a
mechanism for transmission in a wet-market). There may also be something about
the definable properties of the virus-bat-wet-market system that is undecidable and
unresolvable (the dropping viruses falling off the wings of the bat randomly fall on
individual human beings working in the wet-market, creating an opportunistic mech-
anism for stochastic transmission to human beings with some of the randomly falling
viruses surviving on or in the human host, thus selected for survival, replication and
the onset of an emerging human pandemic).

The complex virus-bat-wet-market-human system may bring forth incomplete-
ness driven novelty generating properties associated with previously non-functional
viral genetic material and protein now functional and causal in the context of the
human infection. Particular novel capacities are revealed as the virus infects human
lung tissue, producing asymptomatic but highly infective carriers and unrecognized
asymptomatic pulmonary failure. The infection involves human liver and cardiac
tissue, produces changes in blood clottingmechanisms and immune system function,
as well as infecting many other organs, with diverse symptomatic presentations in
different age groups, sexes and complex comorbiditywith other human illnesses [15].
The incompleteness driven novelty generating outcomes of the SARS-CoV-2 coro-
navirus human infection and Covid-19 pandemic includes the complex interaction
and relationship the virus and pandemic have with the state of human readiness and
preparedness to contain the virus through individual case interventions and commu-
nity level, social and physical distancing, isolation and quarantine [11, 13]. Further
novelty generation involves successful or tragic outcomes associated with medical
systems, nursing homes, intensive care units and the availability and supply lines for
personal protective gear and respirators, as local medical facilities and hospitals deal
with a flattened viral curve or an unmitigated surge of viral infections, leading to
large numbers of deaths when the medical system is overwhelmed. Vulnerability or
resilience is revealed, involving the behavior of individual human beings, commu-
nities, local governments, national governments, particular political agendas and the
interaction with other institutions, such as the CDC and the WHO [5]. Individuals
and communities in scientific, medical and political contexts reveal their readiness to
participate in creating an integrated, coordinated response, or, sadly, fail to integrate
a coordinated response, with collapse into chaotic and disastrous outcomes, with
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more viral victims and deaths associated with the spreading pandemic. The undecid-
able statement or unresolvable instantiation regarding the originally non-functional
viral DNA and protein now becomes a decidable statement with clear mechanism,
function and outcomes in the virus-bat-wet-market-human system. The unresolvable
natural instantiation of the original viralDNAandprotein becomea resolvable natural
evolutionary statement in the context of the complex virus-bat-wet-market-human
system.

An ‘is and is not’ structure or process such as an entity, state or process, composi-
tion, interaction or relationship, that is, true to, and consistent with, the sequence of
natural evolution of a self-organized order (under scientific investigation in a semi-
isolated system) can have an abstract undecidable property and a correlated natu-
rally instantiated unresolvable property or function. The undecidable, unresolvable
or unknown ‘is and is not’ structure or process exhibits a potential or realized prop-
erty or function that is, in the abstract or in the correlated natural instantiation, false,
contradictory or inconsistent with the logic of the preceding order and process of
natural evolution. To protect the abstract logic and avoid contradiction in describing
the natural instantiation, it must be left undecided and unresolved. The abstractly
undecidable can become decidable in an evolving context in which the correlated
naturally unresolvable becomes a resolvable natural instantiation involving an entity,
state or process, property or function, that is true and consistent with an emerging,
naturally evolved semi-isolated system or self-organized order. Scientific narrative
and natural evolution reveal themselves to be, necessarily, open, undecided and unde-
cidable, unresolved and unresolvable, consistent and para-consistent, thus requiring
imperative meta-consideration in determining consistency. Scientific narrative and
models of correlated natural evolution must incorporate formal logical undecidable
propositions, which are predicted to correlatewith natural unresolvable instantiations
accompanied by inevitable incompleteness in a meta-reductive model and narrative.

Further examples of epistemological, abstract, undecidable reductive proposition
and formal reductive incompleteness associated with correlated natural ontological,
realized, unresolvable instantiations and natural evolutionary incompleteness could
be pursued in every corner and through every layer of viral-human interaction and
relationship. The undecidable pattern of incompleteness may or may not repeat in
relation to the cell, the organ, the individual human being, the human family and
any complex cultural human context impacted by the invading and transformative
virus-host interaction.

Scientific exploration could reveal that natural, incompleteness driven explo-
ration of the adjacent possible, can lead to emerging, self-organized, patterns of
novelty generation. Novelty generation in natural settings may have a neutral influ-
ence on the survival of any particular living species. However, as in the case of
the Covid-19 pandemic, novelty generation at the level of the SARS-CoV-2 coron-
avirus can increase vulnerability and have disastrous consequence for the infected
human species. Fortunately, novelty generation at the level of complex organiza-
tion involving human mind and consciousness, has the potential to induce greater
resilience and creative adaptation, in the individual, the local community or the entire
social system of the human host.
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3 Meta-reductive Life Cones and Self-similarity

An abstract epistemological meta-reductive four-dimensional life cone can model
a single SARS-CoV-2 coronavirus as it instantiates its meta-reductive ontological
complex cycle of existence. The ontological cycle of existence can be described and
modeled by a meta-reductive epistemological complex natural history [2, 3]. The
life cone, a cycle of existence and a complex natural history are self-similar corre-
lated ontological and epistemological structures formulated in the meta-reductive
perspective.

3.1 Self-similarity and Meta-reductive Models

A meta-reductive life cone with a correlated ontological complex cycle of exis-
tence and epistemological complex natural history reveals a further pattern of self-
similarity in theory and in natural evolution. The existence of a Covid-19 coronavirus
can be described by dividing its existence into three inter-related meta-reductive
system components.

Semi-isolated Material Existence. The first component subsystem describes
the physical and material existence of a SARS-CoV-2 coronavirus, limited to the
entity, its states and processes, its composition and interactions, contained within
a subsystem involving the spherical shell, the enclosed genetic material and the
exposed surface proteins.

Semi-isolated Potential Dynamic Existence. The second component subsystem
describes the potential dynamic existence of a SARS-CoV-2 coronavirus. This
component description captures the sum and potential range of dynamic compo-
sition, interaction and relationship. There are two potential dynamic descriptions.
The first models the virus in its system of origin involving the cycle of existence
in the coronavirus-bat ecosystem. The second models the transition, emergence,
self-organization and evolution of the coronavirus-human ecosystem involving the
Covid-19 pandemic. The two dynamic descriptions of the coronavirus are synthe-
sized into a detailed account describing the sum of all potential or possible dynamic
states and processes, entities, compositions, interactions and relationships within
which the SARS-CoV-2 coronavirus does or could participate.

Semi-isolated Realized Material Dynamic Existence. The third component
subsystem captures specific moments in state and process involving the immediate
location and behavior of a SARS-CoV-2 coronavirus in the virus-bat system or the
virus-human system. The epidemiological pursuit of a single case presentation of
Covid-19 in the context of public health detection, single case management, orders
for self-isolation and quarantine, as well as medical management of the evolving
symptoms of an individual case of coronavirus infection; these all fall into the third
description. Community level public health orders recommending intentional decon-
struction of connectivity with social and physical distancing, masks, handwashing
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and surface sterilizing, as well as public health models of specific moments and daily
reports of the pandemic state and process, describing specific individual case reports
and tracking specific patterns of community spread and lab testing; all fall under the
third component description.

3.2 A General Pattern of Evolutionary Self-similarity

A significant meta-reductive pattern of theoretical and instantiated Fractal evolu-
tionary, self-similarity, iteration and scaling, is revealed by the threefold SARS-CoV-
2 coronavirus description. The same three component subsystems can be employed
to describe a micro-scale quantum particle/wave system, the mid-scale complexity
of the human brain/mind system, and the macro-scale structure and process of the
entire material/dynamic existence of the whole Universe.

Micro-scale Complexity. The micro-scale quantum particle/wave system
involves complementarity with a particle description (material existence), a wave
description (potential dynamic existence), and the sum of all specific individual
experimental demonstrations of a particle/wave, including non-local superposition
in wave state and process, local ‘collapsed’ particle state and process; ultimately
creating a model mapping the sum of all possible experimentally demonstrated state
and process of a particle/wave (realized material and dynamic existence).

Mid-scale Complexity. The mid-scale complexity of the human brain/mind
system, involves complementaritywith a brain description (material existence: local-
ized possible brain states and processes), amind description (potential dynamic exis-
tence: extended possible mind states and processes in relation to self, other living
beings, theWorld and the Universe), and the sum of all specific individual theoretical
or experimental demonstrations of consciousness, including localized realized brain
states and processes as well as extended realized mind states in relation to self, other
living beings, the World and the Universe (realized material dynamic existence).

Macro-scale Complexity. The macro-scale structure and process of the entire
material/dynamic existence of the whole Universe as a system involves complemen-
tarity with a physical description (material existence: a localized possible Universe
of states and processes), a flow description (potential dynamic existence: an extended
description of a possible Universe of states and processes in relation to an observing,
meta-considering conscious self, other living beings, the World and the Universe
itself and possibly an unknowable greater system beyond the Universe), and the sum
of all specific individual theoretical or experimental demonstrations of the Universe,
involving localized realized states and processes of the Universe or extended realized
states and processes of the Universe, in relation to an observing, meta-considering
conscious self, other living beings, the World and the whole Universe conforming to
itself (realized material dynamic existence).
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3.3 The Implication of Generalized Self-similarity

The reductive scientific account of consciousness in the Universe, excludes mind
and consciousness as mere epiphenomena of more fundamental physical or quantum
realities [15] or dismisses mind and consciousness as superfluous unnecessary
concepts [16]. The meta-reductive account, driven by reductive incompleteness and
novelty generation, preserves mind and consciousness and brings brain, mind and
consciousness into Nature as significant differentiated self-similar phenomena [2, 3].

A self-similar meta-reductive account of the SARS-CoV-2 coronavirus and the
Covid-19 human pandemic treats the ‘bottom-up’ reductive account as a ‘special-
case’. Themeta-reductive account then expands the model of the SARS-CoV-2 coro-
navirus and the Covid-19 human epidemic to include a scientific search for meta-
reductive abstract and realized incompleteness and incompleteness driven novelty
generation. A meta-reductive formulation can create an interactive mapping of the
life-cone of human consciousness, mind and brain in a co-evolving relation to the
SARS-CoV-2 coronavirus andCovid-19 humanpandemic.Adetailedmeta-reductive
account reveals a self-similar systemic evolutionary pattern present in the sequence
of change, self-organization, emergence and hierarchical organization of complexity
associatedwith the composition, the interaction and the relationship theSARS-CoV-2
coronavirus has with the adaptive, novelty generating creative potential of the human
being.

Willful, intentional, mindful human consciousness can very much participate
in modifying the trajectory, flattening the pandemic curve as well as exploring
complex alternativeways to address the pandemic and the associated economic crisis.
Human consciousness, in aMeta-Reductive integration of Reductive andComplexity
Science, could strongly adhere to adapted, rigorous, iterated reductive logic, respon-
sive to reductive incompleteness and aware of incompleteness driven novelty gener-
ation. This refocusing of human scientific attention, with mind and consciousness
fully integrated in Nature and rigorous logic and differentiated truth and proof invig-
orated at the core of scientific thought, could then actively and adaptively, try to
make choices that creatively enhance the resilience of the human being and avoid
individuals or communities transiting onto a trajectory of vulnerability and potential
death.

4 Adapting Kinds of Reductive ‘Unfinished Description’

The Meta-Reductive Paradigm initially explored in relation to unrecognized formal
reductive incompleteness [4] addresses a number of further identified patterns of
‘unfinished description’ theoretically associated with the Reductive Paradigm [2].



Pandemic Preparation, Consciousness and Complex Adaptive Systems … 131

4.1 Micro-scale Evolution Transformed into Multi-scale
Co-evolution

The meta-reductive framework first transforms the ‘unfinished’ singular reduc-
tive ‘bottom-up’ micro-scale upward interpretation of evolution, into a multi-scale
interpretation of co-evolution.

The ‘bottom-up’, micro-scale first, reductive account of the SARS-CoV-2 coron-
avirus describes the entity, its parts, states and processes, its composition and internal
interactions as well as its potential for external relationships leading to the Covid-
19 human pandemic. The reductive account tends to focus scientific attention on
the virus in isolation and only then on the impact it has in the arena of the human
pandemic. The reductive account becomes a ‘special-case’ in the meta-reductive
account.

The meta-reductive account highlights multi-scale co-evolution. This brings into
focus a micro-scale, mid-scale and macro-scale description of co-evolving entities,
self-organization of entities onmultiple scales, developing interactions and emerging
patterns of systemic relationship occurring on multiple scales of organization. From
thebeginning in ameta-reductive account, the states, processes, entities, composition,
interactions and relationships of SARS-CoV-2 coronavirus interacting with adaptive
human beings is highlighted, in relation to the evolving Covid-19 pandemic. In the
meta-reductive frame, individual human consciousness (prepared or unprepared),
human patterns of multi-scale social interaction (wet-markets or applied social and
physical distancing), the state and recognition of scientific knowledge (ignored,
unfunded, abandoned, recognized, incorporated) and the effective orientation of
human political institutions and actors (accepting, collaborative, inclusive of public
health, medical and scientific expertise, with altruistic motives in relation to potential
human vulnerability and adaptive resilience; or, dismissive, combative, excluding of
public health, medical and scientific expertise, with self-absorbed or self-interested
motives in relation to potential human vulnerability and adaptive resilience).

4.2 Unidirectional Evolution Transformed
into Multi-directional Co-evolution

This second adaptation allows the metaphoric, ‘unfinished’ unidirectional ‘bottom-
up’ reductive interpretation to be treated as a ‘special-case’. The reductive perspective
is adapted and transformed into a meta-reductive account by including the reductive
account within an incompleteness driven, novel, metaphoric, multi-directional causal
interpretation of co-evolution.

In the meta-reductive perspective, ‘simple’ non-local and local causal mech-
anisms are integrated with ‘complex’ incompleteness driven novelty generating
causal mechanisms [2]. ‘Simple’ and ‘complex’ causal mechanisms and relation-
ships are explored in extended meta-reductive semi-isolated systems, which include



132 J. R. Scott

the ‘special-case’ of the reductive semi-isolated system embedded in an extended
meta-reductive sphere involving the local proximate ecosystem and the distant
but relational environment. An individual case interpretation would place SARS-
CoV-2 coronaviruses, or the viruses and an adaptive human being in an extended
meta-reductive semi-isolated system. Alternatively, a community level interpreta-
tion would place selected populations of human beings presently impacted by the
Covid-19 pandemic in an extended meta-reductive semi-isolated system. Causal
mechanisms and relationships can then be explored.

The selected phenomenon of interest in an individual or community level inter-
pretation involving virus and human interactions and relationships, is represented
by a threefold description modeling the viral and human material existence, the
potential dynamic existence and the realized material dynamic existence. An inte-
grated reductive and meta-reductive model could represent the complexity of the
situation as a meta-reductive complex physical system (MCPS) or meta-reductive
complex adaptive system (MCAS) [17]. In a semi-isolated system, a reductive or
complexity account would focus on the selected phenomenon of interest, analyzed in
relation to defined entities, causal states and processes, composition, interaction and
hierarchical organization. In an extended meta-reductive semi-isolated system, the
reductive and complexity description is encompassed in a meta-reductive account
of the greater systemic complexity involving the causal relationships the MCPS
or MCAS has within an extended sphere of a local, proximate ecosystem and an
extended interactive and relational environment. The meta-reductive frame creates
a further matrix of causal relationships defined in the context of multi-directional
causal accounting responsive to multi-scale co-evolution [2]. The meta-reductive
framework thus encompasses ‘bottom-up’ reductive accounting and the complexity-
based interpretation of CPS’s and CAS’s, as an integrated ‘special-case’ within the
meta-reductive framework.

The extended meta-reductive account then explores possible causal mechanisms
and relationships in an extended meta-reductive semi-isolated system. The extended
system holds the SARS-CoV-2 coronavirus and an adaptive human being, or a
population of human beings facing the Covid-19 pandemic, in a complex systemic,
social and environmental context. A self-similar multi-level, analysis of the situa-
tion can involve an examination of viral and human material existence, the potential
dynamic existence and the realized material dynamic existence of the coronavirus
and the pandemic in relation to adaptive human bodies, brains, minds, conscious-
ness and human communities. Within the co-evolving, realized material dynamic
existence of viral-human interactions and relationships, there would be a description
of causal public health, medical, scientific research and communication, as well as,
causal collaborative or partisan political exchanges, which prepared individuals and
communities or left individuals and communities tragically unprepared. Human indi-
viduals and communities are made more resilient or made profoundly more vulner-
able, depending upon very complex interactive relationships that involve particular
individual people, communities, jurisdictions, nations and international institutions
attempting to deal with the Covid-19 pandemic [2]. The hierarchical, compositional,
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interactive and relational complexity of the situation is made apparent by the meta-
reductive method of causal accounting. The responsibility and failure to take respon-
sibility and the adaptive or maladaptive response of particular individuals, commu-
nities, jurisdictions, nations and international institutions, are an inherent part of a
meta-reductive account [5].

4.3 Reductive Logic Transformed into Iterated
Meta-reductive Logic

An ‘unfinished’ description is created by the failure of ‘bottom-up’ reductive Logic to
predict formal reductive incompleteness in the Reductive Paradigm. The recognition
of undecidable reductive propositions and formal reductive incompleteness, multi-
scale co-evolution and the need for multi-directional causal accounting, leads to a
transformation of ‘bottom-up’ reductive Logic.

Reductive ‘bottom-up’ Logic is adapted by encompassing it as a ‘special-case’
in an iterated, paraconsistent form of reductive Logic [2, 18], capable of handling
undecidable reductive propositions and reductive incompleteness, aswell as handling
multi-scale co-evolution and multi-directional causal accounting. Multiple iterative
implementations of reductive Logic are then required in relation to the matrix of
meta-reductive causal accounting.

The meta-reductive perspective and method of causal accounting recommends
the SARS-CoV-2 coronavirus and the Covid-19 human pandemic be analyzed by
applying multiple iterative implementations of reductive Logic within a detailed
exploration of the complex hierarchically organized system in which the virus and
human pandemic co-evolve.

4.4 Symmetry and Self-similarity Deployed in the Analysis
of Causal Relations

Finally, the reductive reliance on Symmetry and Group theory in mathematically
defining causal mechanisms and relationships in natural systems [9] is transformed
in the meta-reductive system, into an integrated meta-reductive model of causal rela-
tionships employing Symmetry andGroup theory, aswell as Self-similarity and Frac-
tals, deployed in the task of modeling naturally co-evolving systems [2]. Symmetry
becomes a ‘special-case’ within a more comprehensive exploration of causal relation
involving symmetry and self-similarity.

The reductive sciences employ a semi-isolated system in order to create
predictable and reproducible contexts for experimental explorationof probable causal
interactions and relationships and the definition of causal mechanisms. Synthesis of
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symmetry and self-similarity in scientific accounting of causal mechanisms and rela-
tionships requires the implementation of an enhanced and extended semi-isolated
system, which can model extended relationships within a local system as well as
an associated ecosystem and environment. The usual reductive semi-isolated system
becomes a ‘special-case’ within the extended meta-reductive semi-isolated system
capable of exploring symmetry relations as well as self-similar relationships. Self-
similarity is a special formof scale dependent symmetry. Themeta-reductive applica-
tion of symmetry and self-similarity leads to recategorization of causal mechanisms
in natural systems.

The reductive sciences recognize local and non-local causal mechanisms. These
are contained as a ‘special-case’ within the extended meta-reductive categorization
of causal mechanisms. The meta-reductive account of causal mechanism includes
a primary incompleteness driven, novelty generating causal mechanism and other
secondary incompleteness driven causal mechanisms and relationships. Examples
of secondary complex systemic incompleteness driven causal mechanisms that can
combine at the edge of incompleteness with incompleteness driven novelty genera-
tion, include, for example: phase change; non-linear or chaotic process; stochastic
system evolution; Lamarckian system evolution; as well as bidirectional intersec-
tion in multi-scale, multi-directional co-evolution, which leads to the development
of systemic duality or self-similar complementarity previously mentioned in this
article (examples: 1) complementarity defined by particle/wave and the sum of loca-
tions; (2) complementarity defined by SARS-CoV-2 coronavirus/Covid-19 human
pandemic and specific interactions and relations in complex systems; (3) complemen-
tarity defined by brain/mind and moment-to-moment experiential consciousness; (4)
complementarity abstractly defined as, the material existence/the potential dynamic
existence and the realized material dynamic existence). The meta-reductive assump-
tion of multi-scale, multi-directional, co-evolution leads to differentiation of simple
conservative (reductive) emergence and/or more complex forms of novel or radical
emergence (meta-reductive), which are consistent withmulti-scale, multi-directional
co-evolution and meta-reductive causal accounting.

In the meta-reductive framework, causal relationships could be experimentally
evaluated through exploration of semi-isolated systems of presumed cause and
presumed effect assisted by a synthesis of the applied mathematics involving both
symmetry and self-similarity. The process of causal analysis in reductive thought
demands analysis of correlation, equivalence relationships and symmetry rela-
tionships. In meta-reductive thought, causal analysis requires the further explo-
ration of scaled correlation, scaled patterns of equivalence and a search for scaled,
self-similarity.

The meta-reductive perspective would recommend the SARS-CoV-2 coronavirus
and the Covid-19 human pandemic be examined in greater detail as a complex hier-
archically organized natural system in which the causal mechanisms and relation-
ships are derived from both the reductive and meta-reductive paradigms. The applied
mathematical accounting entails both symmetry and self-similarity. The iteration of
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reductive Logic in the meta-reductive frame can then explore the matrix of meta-
reductive causal description in relation tomulti-scale, multi-directional, co-evolution
[2].

5 Meta-reductive Thought During the Covid-19 Pandemic

The jump of the SARS-CoV-2 coronavirus into human beings having no specific
immunity and the ensuing catastrophic Covid-19 human pandemic provides a tragic
vehicle for spelling-out the importance of Natural Science responding to a number
of shortcomings and challenges to its continued progress.

Reductive Natural Science, the ‘bottom-up’ Logic of reductive science and the
Reductive Scientific Paradigm have enabled almost 4 centuries of vastly successful
scientific and applied mathematical discovery. There are, however, limits to the
application of ‘bottom-up’ reductive Logic and the semi-isolated reductive scientific
experimental method. The favored ‘bottom-up’ Logic of Reductive Natural Science
is susceptible to undecidable reductive propositions and formal reductive incom-
pleteness. Addressing this unrecognized property of reductive Logic could lead to
a resurgent interest in the relationship shared by Logic and Natural Science. How
truth must be separated from proof in the scientific context becomes an important
theoretical and experimental question. The necessity of meta-consideration when
determining reductive logical consistency provides a further impetus to explore how
human consciousness can be fully integrated in a scientific model of Nature.

The present political climate in which the Covid-19 pandemic evolves includes
a decay into irrationality and a resurgence of emotionally based, sometimes grossly
illogical argumentation with blatantly false interpretations of reality. The handling
of the Covid-19 pandemic frequently reveals inaccurate translation of public health
advice, as well as medical and scientific information. In this context it can only be
a good thing for there to be an increased interest, in Logic, truth, proof, consis-
tency, the nature of unfinished scientific and mathematical description, as well as the
implications of formal incompleteness in scientific and mathematical domains.

The scientific investigation of the SARS-CoV-2 coronavirus and the Covid-19
human pandemic will most certainly proceed in conformity with the structure and
method of Reductive Natural Science and the Reductive Paradigm. However, there
are many problems associated with Covid-19 pandemic that may be better addressed
through the further development of a meta-reductive perspective. The important
issues directly reflect upon how human beings see themselves in Nature and indi-
rectly influence how we might choose to collectively address an evolving pandemic
threatening our existence and way of life on Earth.

First, the meta-reductive account offers a way to bring Reductive Naturel Science
into consilience with the Complexity Sciences. The integration of reductive and
complexity thinking offers a way to transform a reductive Complex Adaptive
SystemModel (CAS), challenged by the unresolved contradictions and paradoxes of
consciousness and mind; into a Meta-Reductive Complex Adaptive System Model
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(MCAS) that can include brain, mind and consciousness in Nature [6]. An MCAS
can introduce a resolved and decided acceptance of willful, intentional, mindful
human agency within Nature and create a model of complex adaptation unfettered
by contradiction and self-referencing paradox.

The meta-reductive inclusion of human conscious agency and a renewed interest
in truth, proof and consistency in natural science, in medicine, as well as in the
political arena and wider human culture, are critical to the future hope and efforts
of humanity in the face of the Covid-19 pandemic and economic crisis. A Meta-
Reductive Paradigm could also offer novel means to model complex features and
properties of other co-evolving global crises including climate change.
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Abstract Under laboratory conditions, social interactions between triads of cray-
fish result in the establishment of a hierarchical order with a dominant animal and
two submissive (1 and 2 respectively). This social interactions are accompanied by
changes in the cardiorespiratory electrical activity, which seems to indicate that cray-
fish have autonomic-like responses during agonistic encounters, despite the lack of
an autonomic nervous system. A tool that allows the study of the autonomic nervous
system of vertebrates and the adjustments made under physiological conditions is
the analysis of heart rate time series. In particular, the heart rate variability (HRV).
We used triads of adult crayfish in intermolt that were implanted with Pt-Ir electrodes
in the cardiac sinus and one branchial chamber. Behavioral and electrophysiological
recordings were made simultaneously. Each triad was placed in an arena and video-
taped during one hour. The first 15 min animals shared the same aquariumwhich was
divided by a plastic separator; here, they perceived each other but could not fight.
For the next 45 min, we removed the separator, and animals fought with each other.
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1 Introduction

Organism’s compensatory changes in response to external or internal stimuli are
necessary for the maintenance of homeostasis [1]. Physiological responses such
as heart rate, respond to perturbations in order to ensure the stability of different
physiological variables such as blood pressure [2].

A better understanding of homeostasis is reached by studying the underlying
mechanisms and systems that work to keep its maintenance. Homeostasis depends
on two different types of variables, regulated ones (such as blood pressure and core
temperature) which oscillate within a narrow range of values for the organism to be
healthy, and physiological responses, (such as heart rate, and vasomotor action) that
adapt to perturbations in order to maintain the stability of the regulated ones [2]. The
behavior of the variables reflects the dynamics of underlying homeostatic regulatory
mechanisms [2, 3]. The difficulties of quantifying homeostasis are diminished by
time-series analysis and a certain phenomenology of time series may be assigned
to specific physiological variables, for example heart rate and skin temperature in
their role of adaptative physiological responses will show a large variability, whereas
the regulated variables such as core temperature and systolic blood pressure will be
constant and close to a predetermined set point, with a large variability in them
becoming an indicative of illness [2].

In vertebrates, the autonomic nervous system with its sympathetic and parasym-
pathetic divisions regulates cardiac and smooth muscle, among other, in order to
keep a proper internal environment and react to possible external threats, in inverte-
brates, whose nervous systems vary from simple nerve nets to systems conformed
by central and peripheral components, evidence of an autonomic nervous system
has not been found, nevertheless these animals display physiological responses that
maintain internal stability [4], and highly developed invertebrates like crustaceans
even present “fight or flight” behaviors [5] normally attributed to the sympathetic
division of the autonomic nervous system.

Some crustaceans such as crayfish exhibit aggressive conducts towards
conspecifics [6], by engaging in agonistic encounters when an intruder invades their
territory [7].

Under laboratory conditions, triads of unfamiliar crayfish interact by engaging
in agonistic encounters and establish a hierarchical order with one animal being the
dominant and the others becoming submissive (1 and 2) [8]. The encounters are
conformed of threats, pushes, attacks, grabs, and avoidance behaviors that include
retreats and escape responses [9]. Thehierarchy is established since thefirst encounter
[9]. Bovbjerg proposed an analytical method where agonistic actions are classified
in positive and negative contacts [10].
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Social interactions are accompanied by changes in the cardiorespiratory elec-
trical activity [5, 11], which indicates that crayfish presents autonomic-like responses
during agonistic encounters, as it happens in vertebrates, but without an autonomic
nervous system being reported.

A tool that allows the study of the autonomic nervous system of vertebrates and
the adjustments made under physiological conditions, is the analysis of heart rate
time series. In particular, the heart rate variability (HRV), which is based on the study
of the intervals between each beat and whose characteristics contribute to a detailed
description of the cardiac dynamics [12].

The aim of this work was to analyze cardiorespiratory electrical activity of adult
crayfish Procambarus clarkii, through HRV, before and during social interactions in
order to compare the dynamics of these variables between dominants and submissive
animals.

2 Methods

We used triads of adult crayfish in intermolt (weight and size difference less than
5%), implanted with Pt-Ir electrodes in the cardiac sinus and one branchial chamber.
(animals were cold anesthetized), After 48 h of post-surgical recovery, behavioral
and electrophysiological recordings were made simultaneously. Here we repot only
the heart rate changes.

We recorded the electrical activity of the heart from each member of a triad,
15 min before any experiment, in isolation (Condition 1), then, each triad was placed
in an arena and videotaped for one hour. The first 15 min animals shared the same
aquariumwhichwas divided by a plastic separator (Condition 2). For the next 45min,
we removed the separator, and animals fought with each other (Condition 3). After
this time the behavior was analyzed, and the hierarchical order of each member was
determined.

We used standard methods to process electrical signals, and stored data on a
computer for offline analysis.

For the electrical activity of the heart we measured the time between each beat
and constructed a new time series (HRV time series), one for every member of the
triads, for the 3 conditions.
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3 Results

We analyzed the data of HRV in the time domain with statistic measures, such as the
mean of intervals between each beat (MB), the standard deviation of those intervals
(SD) and the square root of themean squared differences between successive intervals
between each beat (SRMB).

Then, we analyzed HRV in the frequency domain, through Fourier analysis and
calculated the power spectrum in order to know the peaks in the very low frequency
(VLF 0–0.04 Hz), low frequency (LF 0.04–0.15 Hz) and high frequency (HF 0.15–
0.4 Hz) bands.

Finally, we calculated the heart and respiratory rates (HR and RR, respectively).
The higher HRV was observed in the dominant during conditions 1 and 3; in

condition 2, the submissive 1 had the highest HRV, the dominant one had the lowest
HR and RR during all conditions. Submissive 2 had the lowest HRV but the highest
HR and RR during all the experiment.

In the frequency domain we found, during condition 1, more power in the VLF
band for dominant and submissive 2 animals, but higher power in the HF band for
submissive 1 crayfish. During conditions 2 and 3 the highest power was in VLF for
all animals (Figs. 1, 2; Tables 1, 2, 3).

4 Conclusion

Crayfish present autonomic-like responses during social interactions that seem to
depend on their hierarchical order.

Further analysis is needed in order to have a better understanding of the autonomic-
like responses in crayfish, more parameters of HRV could help, like distributions or
non-linear ones.
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Table 1 Values of MB, SD
and SRMB for the 3
conditions of all crayfish in a
triad

MB (s) SD (s) SRMB (s)

Condition 1

Dominant 1.4632 0.4917 0.7359

Submissive 1 1.3678 0.4805 0.6975

Submissive 2 1.2046 0.4057 0.5816

Condition 2

Dominant 0.5726 0.2255 0.2924

Submissive 1 0.6591 0.2271 0.3281

Submissive 2 0.4970 0.1788 0.2348

Condition 3

Dominant 0.2812 0.0840 0.1056

Submissive 1 0.2596 0.0648 0.0755

Submissive 2 0.2453 0.0518 0.0583

Table 2 Values of the peak
in frequency domain analysis
for the 3 conditions of all
crayfish in a triad

Peak VLF (Hz) Peak LF (Hz) Peak HF (Hz)

Condition 1

Dominant 0.0246 0.0788 0.2562

Submissive 1 0.0368 0.0783 0.3641

Submissive 2 0.0242 0.0404 0.1619

Condition 2

Dominant 0.0230 0.0479 0.1536

Submissive 1 0.0397 0.0662 0.2804

Submissive 2 0.0399 0.0632 0.3727

Condition 3

Dominant 0.0272 0.1304 0.2552

Submissive 1 0.0148 0.1144 0.2507

Submissive 2 0.0302 0.0564 0.3830
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Table 3 Values of the HR
and RR for the 3 conditions
of all crayfish in a triad

HR (BPM) RR (RPM)

Condition 1

Dominant 41 18

Submissive 1 43 30

Submissive 2 49 39

Condition 2

Dominant 104 31

Submissive 1 91 33

Submissive 2 120 45

Condition 3

Dominant 213 60

Submissive 1 231 71

Submissive 2 244 100
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Abstract In Part 1 of this paper, the metabolic nature of social-economic systems
is explored. A general understanding relating the various constituent components of
social-economic systems in a relational network is presented and used to posit that
social-economic systems are metabolic-repair (M, R) systems of the type explored in
relational biology. It is argued that, through modernization and globalization, social-
economic systems are losing certain functional entailment relations and their ability
to control replication. It is further argued that modern social-economic systems are
losing control over their identity. In Part 2, the implications of those realizations are
explored in terms of effective accounting methodology and a practical set of methods
capable of harnessing the deep complexity of social-economic systems. In terms of
methods, a practical set of metrics defined through the lenses of a macroscope,
a mesoscope, and a microscope is presented. Intended to be used simultaneously,
the various descriptive domains suggested by our three scopes may be useful for
decision-makers who wish to make responsible decisions concerning the control of
system identity change or to combat processes of societal cyborgization.
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1 Part 1

This manuscript’s first part aims to establish bridges between concepts used in
different disciplines. Firstly, we reflect on and apply the epistemological tools used in
the multidisciplinary field of societal metabolism. We then also reflect on and apply
the explanatory resources and rigorous definitions provided by the field of relational
biology insofar as they are useful in the classification of social-economic systems
as living (and therefore “authentically”, not simply “metaphorically”, metabolic) or
non-living. The discussionmade in Part 1 sets up Part 2’s presentation of three scopes
useful for the practical assessment of social-economic systems.

Before setting off, it is productive to position our discussion of metabolic systems
in relation to the broader discussion of complex systems. Following the classification
and nomenclature used in relational biology, the set of living systems (O) is a subset
of the set of complex systems (I). Furthermore, the set of complex systems is a subset
of the set of natural systems (N). In other words,O ⊂ I ⊂ N. The union of the set of
complex systems (I) and the set of simple systems (S) is the set of natural systems
(N). In other words, S ∪ I = N. All metabolic-repair (M, R) systems are complex
systems and all replicative (M, R)-systems are living systems. Refer to Louie [1] for
detailed causal definitions of each of the system types referred to.

1.1 Societal Metabolism

As originally noted in the field of physical biology, i.e. the work of Lotka [2],
metabolic processes may be meaningfully divided into an endosomatic class and an
exosomatic class. Endosomatic metabolism refers to processes taking place within
a given organism insofar that an organism uses fluxes of negative entropy avail-
able in the environment to sustain a process of exergy degradation1 and stabilize
their metabolic pattern while reproducing, maintaining, and adapting their structural
and functional elements. An exosomatic process refers to a situation in which the
processes of exergy degradation used to stabilize a metabolic pattern take place
outside a given organism. This essential distinction between types of metabolic
process also applies in the domain of social-economic systems [4]. In that context,
for example, it is advantageous to differentiate between an endosomatic population
(e.g. the population of humans) and an exosomatic “population” (e.g. the population
of machines) [5]. Post-Industrial Revolution, the exosomatic population has been
seen to dramatically increase in both absolute and relative terms [6]. This is a change
in metabolic identity that cannot be ignored—we will come back to it in Sects. 1.4
and 1.5.

In his discussion of the biophysical nature of the economy, Georgescu-Roegen
[4] made a further critical distinction in his flow-fund model. In a metabolic pattern,

1Use of available energy forms that can be converted into usefulwork according to the characteristics
of the user and the environment within which the conversion takes place [3].
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flow elements are those that do not maintain their identity over the course of an
analysis. Food or exosomatic energy inputs that are consumed during the course
of an analysis certainly do not maintain their identity—they are examples of flow
elements. Fund elements are those that do maintain their identity during the course
of an analysis. Over the timespan of a week, an organism typically maintains its
identity, assuming it consumes an acceptable flow of food and exosomatic energy
inputs—it is an example of a fund element. Stocks are not the same as fund elements.
If a deposit or withdrawal is made to or from a stock, the stock does not maintain its
identity.

So, flows, funds, and stocks can be used as descriptive categories when describing
endosomatic and exosomatic metabolic processes and populations. This is a good
first step in the assessment of social-economic systems as metabolic systems. What
we lack, however, is an explanatory framework allowing us to answer questions of
“why?”with assertions of causality. The division betweennegative and positive forms
of entropy in non-equilibrium thermodynamics is semantic—it is contingent on the
identification of “whys?” in relation to metabolic processes. Section 1.2 introduces a
language of causality which allows us to develop substantive (transferable) theories
about metabolic processes.

1.2 Explanatory Resources (Causality)

Relational biology is a discipline concerned with the elaboration and assessment
of causal relations (mappings) useful for the derivation of meaningful answers
about a system. It is the operational inverse of reductionist biology. While reduc-
tionist biology begins an analysis by throwing away function (keeping matter), rela-
tional biology begins an analysis by throwing away matter (keeping function). See
Rashevsky [7, 8] for its origins, Rosen [9, 10] for its most well-known presentation,
and Louie [1, 11, 12] for its most recent advances.

The causal building blocks considered by relational biologists are the four Aris-
totelean causes. Each of the four causes may be considered as an irreducible explana-
tory resource, essential to answer an inquiry of “why?”. For Aristotle, and indeed
in relational biology, all four causes must be identified in a complete explanation.
An elaboration of anything less is a partial description.

• Material cause is that out of which something is constituted. For example, the
concrete and steel that constitute the roads and buildings of a modern city could
be identified as a material cause.

• Formal cause is the “blueprint” or “form” of something, or the “account of what
it is to be”. For example, the layout/configuration of a city could be identified as
a formal cause.

• Efficient cause is the primary agent of change realizing or initiating something
which is done. For example, the construction workers who erected the roads and
buildings of a city could be identified as an efficient cause.
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• Final cause is the sake for which something is done, i.e. to what end? Two exam-
ples that could be identified as the final cause of a city are the desire to live closer
to other humans and the desire to shelter oneself from the unpredictable nature of
the non-constructed environment.

Before moving any further, a disclaimer is merited concerning final cause.
Although final cause and teleology are frequently considered to be synonyms, there
is an important clarification that can be made. Final cause is teleological to the extent
it references an end purpose, but it is not psychologized in the sense there is no notion
of intention when a final cause is formally mapped. This point is further discussed in
another paper of this issue [13]. In contrast to formal mappings of final cause, tele-
ology typically implies the existence of intentionality [9, 14]. Even the necrophiliac2

mode of science known as reductionism does not, on a theoretical basis, disallow the
practical use of formal mappings of final cause.

1.3 Relational Characterization of a Societal Node

In social-economic systems, Aristotelean causality can be intuitively applied at a
low-level scale in the description of social practices. Bundles of social practices can,
in turn, be used as building-block descriptions of societal sectors—the nodes of a rela-
tional description of a social-economic system. At a very basic level, social practices
describe the convergence and linkage between meanings, competences, and mate-
rials, as expressed by a group of agents [16]. Meanings are characterizable as final
causes, competences as formal causes, materials as material causes, and expressing
agents as efficient causes. Figure 1 and the discussion that follows illustrate a consid-
eration of these explanatory resources in relation to a generic conceptualization of
an agriculture sector—an entity that emerges from a bundling of the expression of
social practices related to agriculture.

The right-hand side of Fig. 1 explores the final causes of agriculture—the set of
behaviors expected from it. In this sense, the right-hand side details the array of end-
uses (a “hologram”) of agriculture and considers the agriculture sector as a social-
economic component. The left-hand side of Fig. 1 explores the various material,
formal, and efficient causes of agriculture. In this sense, the left-hand side of Fig. 1
refers to the agriculture sector as a social-economic constituent. Used in contrast to
component, the term constituent refers to a structural definition. Inmaterial terms, the
agriculture sector is made up of various vegetal and animal organisms and products,
machinery, buildings, infrastructure, and so forth, in which human activity is used to
control the processes of exergy transformation. Its formal cause is the configuration
of such material considerations, including, for example, the relative break-down and

2“Necrophilia in the characterological sense can be described as the passionate attraction to all
that is dead, decayed, putrid, sickly; it is the passion to transform that which is alive into something
unalive; to destroy for the sake of destruction; the exclusive interest in all that is purely mechanical.
It is the passion ‘to tear apart living structures’” [15].
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Fig. 1 Biophysical demand placed by a social-economic system on its constituent component
“agriculture”

arrangement of materials. Lastly, an account of human activity controlling the power
capacity provided by machines is a proxy consideration of the efficient cause of
social practices of agriculture—the proximate “agents” behind the realization of the
agriculture sector (see [17]).

Keeping inmind the language presented in Sect. 1.1, the ratio comparison between
the use of an exosomatic population of funds (such as machines, buildings, and
infrastructure) and the use of an endosomatic population of funds (humans) can
provide a characterization of the degree of capitalization of an agriculture sector. A
similar comparison between flows can provide further contextual information such as
the degree of reliance on external inputs—expected relations thatmust be guaranteed.

1.4 Society as a Relational Network

We now wield the tools needed to represent social-economic systems as metabolic
networks in which constituent components stabilize each other in an impredicative
(self-referential) set of relations. Such a representation allows for the generation of
characteristics such as the relative size of constituent components, their expected
metabolic rates, and, more in general, a definition of societal identity.

Societal sectors, such as the agriculture constituent component depicted in Fig. 1,
are distinguishable elements of social-economic systems that generate an emergent
property. Each sector has a meaningful and relevant identity regarding an identity-
dependent coupling of positive and negative forms of entropy. Each of the sectors
of a social-economic system can also be said to have a final cause. Historically, a
dialectical exchange of functional entailment (a mapping where the final cause of
one process becomes the efficient cause of another, also referable to as hierarchical
composition) was made between the various sectors of social-economic systems. In
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the modern world, a world prevailed over by biophysically affluent urbanities, the
mapping of functional entailment has become predominantly unidirectional between
some sectors.

The social-economic systempresented in Fig. 2 represents an archetypicalmodern
social-economic system. It is divided between dissipative sectors (sectors involved
in the metabolism of biophysical flows and use of exosomatic devices, without
producing either of them) on the top and hypercyclic sectors (sectors which output
more biophysical flows and/or exosomatic devices than they use for their own
metabolism and repair) on the bottom. N.B. The distinction between dissipative and
hypercyclic processes was proposed by Ulanowicz [18] in his analogous study of the
organization of ecological metabolic networks. If the purpose of social-economic
systems is understood to purely be the reproduction of the endosomatic population
at a desirable level of metabolic dissipation, then the set of dissipative sectors can
also be understood as anabolic and the set of hypercyclic sectors as catabolic.

In modern societies, the final causes of dissipative sectors map to the efficient
causes of each other and to the various hypercyclic sectors of the economy. The
dissipative sectors provide a system of control for the hypercyclic sectors. The final
cause of the hypercyclic sectors, on the other hand, is more and more to provide
exosomatic flows of biophysical material to dissipative sectors—no questions asked.
This role of the hypercyclic sectors was not always the case—this role was not the
case in pre-industrial agrarian societies, for example [6].

-

Fig. 2 Functional entailment between the components of a social-economic system (hollow-headed
black arrows) and its vector of control (solid-headed blue arrows) with sector details: (i) household;
(ii) service and government; (iii) manufacturing and construction; (iv) energy and mining; and (v)
agriculture, forestry, and fishing
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1. In the service and government sector, an effective interface between produc-
tion and final consumption is made. The preservation, notional reproduction,
and adaptation of institutions occurs. Trust, one prerequisite for proper market
operations, is generated. Regulations are made. Education, security, and law
enforcement are enacted.

2. In the household sector, humans as individual or family-level agents are repro-
duced and maintained. Social practices and normative values are shaped. Market
preferences are shaped and voting and political participation occurs.

Together, the twodissipative sectors identified in Fig. 2 provide a reflexive analysis
of a social-economic system’s identity, feelings, emergent concerns, and interactions
with the externalworld (due to the presence of humans).Contingent analysis, required
to establish societal priorities in an impredicative option space, is made. Likewise,
analyses required for the tackling of the unavoidable existence of uncertainty and
the unavoidable existence of legitimate but contrasting perspectives are made.

However, functional entailment, shown inFig. 2 as runningbetween the dissipative
sectors and from the dissipative sectors to the hypercyclic sectors, can only be defined
after matching a definition of “metabolic demand”, coming from a specificmetabolic
pattern of system components, with a definition of “metabolic supply”, coming from
a specific metabolic pattern of system components. Functional entailment represents
a top-down constraint (directly resulting in “downward causation”) related to an
emergent property (an “identity”). Material entailment (a mapping where the final
cause of one process becomes the material cause of another), on the other hand,
relates to the need for establishing coherent biophysical relations. In this sense,
material entailment represents a bottom-up constraint (indirectly resulting in so-
called “upward causation”). Material entailment is about establishing a feasible and
viable state-pressure relation with various local admissible environments. In the
language of non-equilibrium thermodynamics, it can be represented by the definition
of a local coupling of patterns of exergy degradation (state) mapping onto fluxes
of negative entropy (pressure) across different levels. Figure 3 presents a different
view of our archetypical modern social-economic system. Figure 3, supplementary

Fig. 3 Material entailment between the constituents of a social-economic system
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to Fig. 2, highlights relations of material entailment. It should be clear that the
hypercyclic sectors, in their provisioning of material flows to dissipative sectors,
present a biophysical constraint on each other and on the dissipative sectors.

1.5 Society as an (M, R)-System

There is a theorem in the field of relational biologywhich states that all living systems
are formalizable as replicativemetabolic-repair (M, R) systems. Let’s dig deeper. In
terms of the concept of metabolism, we’ve already established a respectable under-
standing. Repair, on the other hand, is the reproduction of a catalyst of change. In
terms of causal mappings, functional entailment is repair and material entailment
is metabolism. Lastly, replication is not “self-replication” in the modern biolog-
ical sense. Rather, the output of replication in (M, R)-systems is repair (see [1,
19, 20]). A similar concept is found in the bioeconomics of Georgescu-Roegen—
the economy does not produce goods and services but rather reproduces the fund
elements producing and consuming goods and services to guarantee adaptability and
a desirable state [21].

If the functional entailment relations presented in Fig. 2were a complete graph3—
as could easily be claimed to have been the case in pre-modern society—then we
would consider social-economic systems to be in a situation of deadlock. Deadlock,
the relational analog of impredicativity (that great hallmark of complexity), is a “sit-
uation wherein competing actions are waiting for one another to finish, and thus none
ever does” [1] (p. 208). Under a state of deadlock, with all mappings of final causality
locked up in hierarchical composition, a social-economic system could be said to be
closed to efficient causation. To apply Georgescu-Roegen’s flow-fund concept, the
social-economic system could be said to be in a situation where all metabolic funds
internally generate each other, given the presence of favorable boundary conditions.
In that circumstance, a social-economic system could be referred to as living under
the same causal foundation that conventional biological organisms are said to be
living.

1.6 Externalization and Cyborgization

In addition to the interactions presented in Figs. 2 and 3, social-economic systems
interact with their context in at least two essential ways. Firstly, they interact with
the local biosphere. Secondly, they interact with other social-economic systems, e.g.
through trade.

3Since our mappings are directed, we refer here to a complete directed graph, meaning that every
pair of vertices (contextually, societal sectors) is connected by a pair of unique edges (contextually,
functional entailments)—one in each direction.
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The first type of interaction implies a change in consideration from social-
economic systems to social-ecological systems. A social-ecological system can be
defined as a complex of constituent components that operates within a prescribed
boundary and is controlled in an integrated manner by activities expressed both by
a given set of social actors and institutions operating in the economy (under human
control, in the technosphere) and a given set of ecosystems (outside human control,
in the biosphere). This change in consideration from economic to ecological involves
a description of an entropically favorable state-pressure relation between a symbiotic
technosphere and biosphere.

For the second type of interaction,wewill focus on the externalization of economic
processes through trade. Through imports, a social-economic system is able to reduce
its requirement to secure a reliable internal flow of biophysical material—a flow that
would otherwise need to be produced by its own hypercyclic sectors. In this sense,
externalization increases the ability of a system to free itself from the need to establish
a complete set of internal relations of material entailment. It reduces the constraints
determined by the counterfactual local pressures of downward and upward causation.

However, from a relational perspective, externalization also has a dark side. Exter-
nalizationmay be seen as amajor reasonwhymanymodern social-economic systems
are losing their control over the reproduction, maintenance, and adaptation of their
own identity. Through processes of modernization (and changes in considerations
of desirability, related to rising expected levels of material standard of living), the
ability of dissipative sectors to provide feedback through functional entailment rela-
tions with hypercyclic sectors—to “cast their vote”—has been seen to systematically
reduce. As a result, social-economic systems are losing their ability to replicate4 and
losing control over their ability to repair. In essence, they are losing control over
their identity. The many benefits of modernization may be seen to have come hand-
in-hand with a local breaking of the closure to efficient causation of social-economic
systems—a process of “cyborgization” of society in which societal identity is being
increasingly determined by external factors.

As Swyngedouw [22] points out, cities are exemplars of this process of cyborgiza-
tionof society.N.B.Cities also epitomize externalization in social-economic systems.
A cyborg is a hybrid between an organism and at least one artificial component, where
an artificial component is a simple system tasked with restoring an organic function.
From the relational biology perspective, a human (a type of organism) equipped
with and reliant on a pacemaker (a type of artificial component) is already a cyborg,
albeit a very basic cyborg. With no great stretch of the imagination, we can simi-
larly conceptualize cities as extensive mechanical cocoons that offer a wide array
of inert goods and services as replacements of societal functions. It is undeniable
that cities have many desirable characteristics, but it is also undeniable that they are
the technocratic havens of social agents operating, as Turkle [23] phrased it, “alone
together”. As previously mentioned, the unorthodox economist Georgescu-Roegen
was clear in identifying that the final cause of the economy is not “to produce goods

4“Replication” not in the molecular biology sense, rather in the relational biology sense described
at the head of Sect. 1.5.
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and services” but rather to reproduce fund elements associated with the production
and consumption of goods and services. That is, the final cause of the economy is
simply the reproduction of itself while guaranteeing an “enjoyment of life” to citi-
zens. Considering Georgescu-Roegen’s understanding of the economy, it would be
advisable for social-economic systems tomake a careful assessment of their intrinsic,
complex network of functional and material entailments before making the societal
decision to off-shore, or replace with artificial components, their societal organs. An
organism turned cyborg can no longer decide how it wishes to enjoy life.

2 Part 2

The functional entailment from the dissipative sectors of a social-economic system
to the hypercyclic sectors, as shown in Fig. 2, represents a set of powerful initial
constraints on the definition of that system’s option space (downward causation).
Conversely, the potential combinations of material, formal, and efficient causes in
the hypercyclic sectors of society can either expand or—more likely—limit the
initial option space definition (so-called “upward causation”). In this sense, the
option spaces of social-economic systems are constrained by a double contingency
(downward and upward causation). A second paper in this same volume explores
in greater detail the ideas of downward and upward causation in relation to the
generation of meaning and identity preservation in complex adaptive systems [13].
What will instead be outlined in what remains of this paper is a set of quantitative
accounting considerations capable of informing processes of societal deliberation
over questions such as: Assuming a given social-economic system, to what degree is
change in identity to be allowed? In what ways should identity change be considered
permissible?

By applying the concepts outlined in Part 1, it is possible to distinguish which
entailment relations are necessary (which isn’t to say sufficient) for the maintenance
of the various aspects of a social-economic identity. In that endeavor—the mainte-
nance of a social-economic identity—it is advisable to use at least three lenses. In
the following sub-sections, we propose a macroscope, a mesoscope, and a micro-
scope. N.B. As also claimed by the principle of biological relativity [24, 25], no one
scope is “better” than the other. The adoption of a specific scope must follow the
societal selection of a question or concern. Generally, all three scopes should be used
simultaneously (Fig. 4).
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Fig. 4 Three lenses useful for the relational characterization of a social-economic system and its
option space. No single lens is superior

2.1 Macroscope

A macroscope is a highly approximated descriptive domain—the result of liberal
coarse-graining. When looking through a macroscope, one sees a profile of end-
uses and an approximated vision of the results of functional entailment in a social-
economic system (the set of final causes is associated with the set of end-uses). A
profile of allocation of fund and flow elements by constituent component (sector) is
defined both in terms of the relative size of aggregate-level funds and the specific
metabolic rates of those funds.

In using a coarse characterization ofmetabolized flows (“Metric #1”), it is possible
to characterize an array of end-uses in termsof: (i) a set of final causes in a dendrogram
of splits of fund element across different levels of organization; (ii) a definition of the
various exosomatic metabolic rates of those funds (like a neural-network integrating
the dendrograms of splits of funds with dendrograms of splits of flows); and (iii) a
calculation of a “bio-economic pressure” determined by the relative size and relative
endosomatic and exosomatic metabolic rates of the various constituent components
of society [26].

2.2 Mesoscope

A mesoscope shows an approximated vision of the relations of the various supply
systems of a social-economic system as it interacts with the local biosphere and other
external social-ecological systems. Themesoscope maps the requirement of metabo-
lized flows—as characterized in an array of end-uses defined using the macroscope’s
Metric #1—against a non-equivalent characterization of the supply of flows required
to stabilize the metabolic pattern. The metabolized flows expressed using Metric #1
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are thereby converted into commodity flows measured using another metric (“Metric
#2”).

For example, a given quantity of megajoules of liquid fuels (Metric #1) char-
acterized against a given mix of liters of gasoline, diesel, or kerosene (Metric #2).
Alternatively, a given quantity of kilocalories of vegetal food (Metric #1) charac-
terized against a given mix of kilograms of grains, vegetables, or fruits (Metric
#2). The adoption of Metric #1 allows the identification of a final cause for supply
systems—functional complexes capable of expressing an integrated set of efficient
causes matching a given final cause. In this way, the metabolic pattern described by
an array of end-uses is translated into a given requirement of supply systems capable
of providing the supply, described usingMetric #2. At this point, concerning the level
of openness of a system, we can identify: (i) the fraction of the metabolized flows
generated by local supply systems operating inside the border of a social-economic
system; and (ii) the fraction the metabolized flows generated by “virtual supply”
systems operating outside the border of a social-economic system. This is indeed
an important piece of information since it characterizes, when considering material
entailments, the degree of freedom from internal constraints on the societal option
space. In conclusion, supplementing Metric #1’s characterization of the metabolic
pattern with Metric #2 allows the identification of the required set of efficient causes
(either expressed locally or embodied in imported commodities) determined by the
definition of final causes expressed by human funds. Since no information is given
about “how” these efficient causes are expressed (no mention of material or formal
cause), the relation between Metric #1 and Metric #2 can be considered a downward
causation of metabolic pattern determination.

2.3 Microscope

Use of a microscope descriptive domain yields an approximated vision of the rela-
tions of the mix of various structurally defined production processes—defined as
combinations of material, formal, and efficient causes—into functional units, which
express functions required at the mesoscope level. Using a microscope, it is possible
to assess the technical viability, environmental pressures, and environmental impacts
(feasibility) of production and consumption processes.

For each of the “supply systems” defined using the mesoscope and represented in
quantitative and qualitative terms using Metric #2, it is possible to generate a non-
equivalent quantitative characterization of themix of the processes needed to generate
that supply system. That is, at a lower level of analysis, we can describe the specific
combination ofmaterial, formal, and efficient cause (the local end-uses, or local social
practices) that, when combined in a functional bundle, are capable of expressing the
functions associated with given supply systems. The quantitative representation of
these relations requires the adoption of a thirdmetric (Metric #3) inwhichwedescribe
the combinations of fund elements and flow elements (end-uses) in local production
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processes. In this way, for example, a commodity flow such as a quantity of kilowatt-
hours of electricity can be mapped onto a mix of quantities of electricity generated
by different types of power plants (funds and flows mixed together in the analysis).
It’s worthwhile to elaborate with examples: (i) baseload electricity can be produced
using either nuclear power plants (fund) using uranium (flow) as part of the material
cause or coal power plants (fund) using coal (flow) as part of the material cause; (ii)
peak electricity can be produced using either hydropower plants (fund) using falling
water (flow) as part of the material cause or gas turbines (fund) using natural gas
(flow) as part of the material cause; and (iii) intermittent electricity can be produced
using either wind turbines (fund) using the kinetic energy of the wind (flow) as part
of the material cause or photovoltaic cells (fund) using solar radiation (flow) as part
of the material cause. Of course, the material needed to construct the power plants
(exosomatic funds) should also be included in the analysis, whenever relevant. The
various combinations of lower-level elements associated with a specific combination
of material, formal, and efficient cause within a given specific production process
can be characterized using an array of vectors—a metabolic processor in relational
analysis—and stored in a database. Each specific combinationmaps onto an expected
profile of inputs and outputs that can be combined into a chained functional unit (a
sequential pathway, for example, the extraction of coal, transportation of coal, and
production of electricity in a power plant) for which it becomes possible to calculate
the metabolic pattern.

3 Conclusion

In this contribution, we used the well-established language of relational biology
to present an initial exploration of social-economic systems as replicative (M, R)-
systems. We concluded that social-economic systems are metabolic in a causal sense
identical to the that of biological organisms. Shortly after arriving at that conclusion,
we declared that modern society is undergoing a process that could be understood as
a cyborgization—a process by which society is progressively losing control over the
definition of its own identity. Though we identified several ways in which the process
of cyborgization is creating a fragile society, we made no mention of whether the
process itself is “good” or “bad”. Nevertheless, substantial desirability concerns arise
from the process of cyborgization of society—those concerns can be understood as
“good” or “bad” once framed by a specific stakeholder and in the light of a specific
question or concern.

Governance in complexity is about staying on the horns of dilemmas. While it is
possible to put a harness on complexity, it is impossible to tame complexity. To put a
harness on social-economic systems understood as complex systems, we suggested
the simultaneous use of a macroscope, a mesoscope, and a microscope to observe
different relevant aspects of societal performance. The use of our three scopes allows
for the establishment of a bridge between representations of the metabolic pattern of
social-economic systems from the perspectives of: (i) downward causation—what is
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required in terms of supply systems by the characteristics of societal metabolism as
observed with the macroscope; (ii) upward causation—what can be supplied by local
combinations of microscope production processes given the constraints provided
by the characteristics of formal causes (technical viability, i.e. internal constraints,
determined by technical coefficients) and material causes (environmental feasibility,
i.e. external constraints, determinedbybiophysical processes outside humancontrol);
and (iii) the role that externalization through trade plays in lessening the constraints
imposed by upward causation (characterized using the mesoscope).

The general approach to the assessment of social-ecological systems in this contri-
bution has been developed within the auspices of the European project Moving
Towards Adaptive Governance in Complexity [27]. Initial examples of applications
of macroscopic views of social-economic systems are available in [26, 28–30], of
mesoscopic views in [31, 32], and of microscopic views in [33, 34]. Substantial
work remains in terms of exploring the many implications of relational biology for
the assessment of societal metabolism and in further formalizing the approach.
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Abstract Wepropose amethod to assess the counterparty risk of non-banking finan-
cial institutions that operate as fiat-crypto gateways in blockchain and distributed
ledger technology financial infrastructures. The risk scores are suitable to eval-
uate both traditional money services businesses and fintech companies (including
cryptocurrency payments and blockchain systems operators). The main users are
banks, investors, and, businesses that need to assess counterparty risk across juris-
dictions and under uncertainty, as non-banks are often less regulated than other
financial institutions. We follow an automation-focused, multidisciplinary approach
rooted in established techniques from network science and genetic programming,
as well as in the emerging fields of machine behavior and trustworthy artificial
intelligence. The method and findings pertain to any decentralized financial infras-
tructure with centralized components such as fiat on/off ramps, where counterparty
risk assessment becomes a necessity for regulatory, investment, and, operational
purposes. The method is demonstrated on a network of Ripple payment gateways.
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1 Introduction

The study of trust asymmetries [1] in the financial sector requires an extensive
mapping of the institutions that are part of the system; both regulated and unreg-
ulated players introduce different fragility vectors [2] that central bankers should
understand and that potential business partners, acquirers, and, banking providers
should investigate for the purpose of counterparty risk assessment. When discussing
the impact of blockchain technology on industry and society Aste et al. [3] ask a key
question: How much collective irrational phenomena such as sentiment/confidence
swings will affect the capability of these markets to operate? The issue is key because
distributed ledger technology systems do not operate in isolation—the continuity of
the business model of companies such as Ripple depends on the visibility (in the
network theoretical sense) and performance (in the regulatory and business oper-
ations sense) of partners such as the gateways that facilitate fiat-crypto on-ramps
and off-ramps. The customers of such gateways are also users of traditional online
commerce channels, which they utilize before and after their activity within the
trading platform–this enables a “flow of attention” at the upper level of the “trans-
actions flow”. This sort of economic behavior presents the features of an evolving
complex system [4]: dispersed interaction, no global controller, cross-cutting hierar-
chical organization, continual adaptation, perpetual novelty, and, out-of-equilibrium
dynamics.

Moreover, record-keeping in distributed ledgers operates as a form of social
computing. The difference here, when compared to the traditional financial system,
is that these interactions can also be fully automated. That is, an autonomous agent
can aggregate social feedback from databases, humans and other automated agents,
to affect the state of the system. The new state can, in turn, have an effect on the
new posture of both humans and agents (it achieves settlement finality, although
there might be different timeframes and degrees of certainty, according to the
technology [5]).

Researchers of human-machine co-behavior [6] note that most AI systems func-
tion in domains where they co-exist with humans in complex hybrid systems, such
as how trading patterns can be altered by interactions between humans and algo-
rithmic trading agents as well as which factors can facilitate trust and coopera-
tion between humans and machines. This inevitably brings to the table the topic
of trustable and safe AI, particularly in multiparty human-robot situations. These
include issues of trust, privacy, and ethics with respect to sharing information and
modeling the beliefs of others [7].

In this paper, we are concerned with models that evolved as such human-machine
behavior evolves. The initial mapping of the system is achieved using network theory,
but since the implementation utilizes symbolic dependency graphs, themapping itself
can adapt as the symbolic regression expressions obtained via genetic programming
change.
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2 Method

2.1 Coverage

The number and types of players in the non-banking segment, and particularly in the
fintech branch, is undergoing rapid growth due to the accelerating pace of innovation
in the financial sector. It is possible to learn the categorical segments (e.g. non-
bank lenders, digital assets exchanges) from data [8], although on occasion there
are overlaps related to competitive dynamism i.e. companies diversify into different
delivery platforms/devices, M&A activity, and so on. Figure 1 shows the non-banks
taxonomy used as a departing point, which is calibrated at regular intervals to provide
a more accurate depiction of the environment as it changes–the evolving risk space.

Our focus for the purpose of this paper is a type of cryptocurrency company
known as a “gateway”. In particular, Ripple Gateways are businesses that provide an
entry point into the Ripple Network [9]. They enable customers to transfer funds—
both traditional and cryptocurrency—using the Ripple Network. This means that
customers can use the gateway to: (a) Deposit funds in exchange for Ripple IOUs
(balance/debt “I owe you” records) issued by the gateway; (b) Transfer their IOUs to
another Ripple (IOU) address. (c)Withdraw funds by redeeming Ripple IOUs issued
by the gateway.

We use daily time-series data from Morningstar Inc and Coinmetrics.io in
the period from December 2017 to May 2019. Data processing is done using
Mathematica [10] and the DataModeler package [11].

Fig. 1 Non-banks taxonomy
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2.2 Generative Network Models

We use symbolic regression [12], an approach that allows detecting realistic decen-
tralized network growth models from empirical data, to derive an expression of the
form

XRPT xT f r = f (gatewaya, gatewayb, gatewayc)

where XRP denotes the native token of the Ripple network and TxTfr refers to the
financial activity metric: Transactions, the sum count of transfers that day. Transfers
represent movements of native units from one ledger entity to another distinct ledger
entity. Only transfers that are the result of a transaction and that have a positive
(non-zero) value are counted. The independent variables gateway a…b represent the
behavioral variables i.e. actual usage of the gateways by users, measured by daily
web sessions. In other words, the formula expresses the volume of Ripple assets
transfers as a function of user interactions, which can be considered a proxy for
market demand. The characteristics of each gateway are shown in Table 1.

Similarly, we create expressions that describe each gateway in terms of its sources,
as in

gatewayi = f (s1, ..., sn)

While transactions represent a bundle of intended actions to alter the ledger initi-
ated by a user (human or machine), inputs from sources represent web level user
activity (human or machine) that signal asset demand—but not necessarily resolve
to a transactional event. Nevertheless, there is a causality path between both: new user
activity is a pre-requisite for transfers by new users. In total, we obtained time series
for 201 gateway_a sources, 455 gateway_b sources, and, 126 gateway_c sources,
which were used as inputs for modeling. Only 107 of those were found to have any
predictive power on the performance of the gateways.

There are two levels of modeling. The first is concerned with the response in terms
of transactional activity (transfers) given the demand activity in different gateways.
One could have started with dozens of gateways, and arrive at a shortlist of 3 that
become the focus of study—for instance, if they appear consistently across most
models. One such model has the form.

XRPT xT f r = 52869 + 0.05 ∗ sma(gatewayb, 13) + 2.89e − 5 ∗
sma(gatewayb, 83) ∗ sma(gatewayc, 86) − 0.76 ∗ sma(gatewayb, 77)

Then each gateway is modeled based on its constituent sources, obtaining
expressions as in Fig. 2.

Based on the formulas for each gateway we create a SymbolDependency-
Graph [13] where an edge a → b will appear in the graph if the symbol b appears
in the definition of symbol a. The purpose is to see how symbols in a context are
related. In this case, the symbols are the variables obtained via genetic programming
(symbolic regression), which show the dependencies between driving sources and
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Fig. 2 Symbolic regression models

gateways. Figure 3 depicts the graph object that was obtained, where gateways a, b,
c (seen in counterclockwise) are shown as having clusters of sources around them;
XRP (the node centered in the graph, with outgoing edges towards each of the gate-
ways) is only shown for stylistic reasons—there is no flow of user activity between
the actual Ripple token and the gateways, although a relationship of dependency is
implied.

Fig. 3 Symbol dependency graph. Gateway_a is shown in the upper right corner, gateway_c in the
bottom right
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2.3 Ranking Scores

In the symbol dependency graph, there are only five k-2 core components (where a
k-core component is defined as a maximal weakly connected subgraph in which all
vertices have degree at least k) that operate simultaneously as sources. From Fig. 3
it is clear that there are multiple relationships of dependency: at least one of the
sources from the sample might be systemically important (all gateways depend on
it); all 3 the gateways influence one of the sources themselves (possibly creating a
feedback effect); each gateway has developed a specialized and localized business,
where sources overlaps are kept at a minimum, with very few sources in common.

Which gateway is at risk of failing? By optimizing for an objective, under
particular error and complexity constraints, it is possible to derive a comparative
measurement. The definition of such a ranking function is shown below

(gatewaya > gatewayb) = ( f (s1, s2 .. sn)a > f (s1, s2 .. sn)b)

And, by comparing the same sources for 2 different gateways, the result

f (source1, source2, ..., sourcen)

represents a custom heuristic that could be used for scoring and ranking.

3 Analysis

Although not formally part of our method, we begin the analysis with the charac-
terization of the transactions time series, which should confirm the nature of the
process under study. We found 10 candidates by means of the AIC criterion, with
an autoregressive–moving-average model of order {1, 2} as the most likely to fit the
time-series. The results are presented in Table 2.

ARMA is appropriatewhen a system is a function of a series of unobserved shocks
(the MA or moving average part) as well as its own behavior. In this case, distributed
ledger transaction activity (similarly to stock prices in the traditional markets) may
be shocked by fundamental information as well as exhibiting technical trending and
mean-reversion effects due to market participants [14].

We describe the distinctive features of the sources time series as well. As Fig. 4
shows, gateway_c sources are strongly (linearly) correlated,while gateway_a sources
tend to be weakly correlated. This observation not only reinforces the result of the
symbolic network mapping seen in Fig. 4 but even before modeling, it suggests
that each gateway ecosystem is qualitatively different (despite the fact that when
viewed on a temporal dimension, co-movement is often exhibited). The periodici-
ties (correlation clusters) also indicate possible dependencies between the sources
themselves.
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Table 2 Transaction time series characterization

Estimate Standard error t-Statistic P-value

a1 0.892017 0.0238012 37.4779 1.66359 × 10−153

b1 0.299732 0.0496947 6.03147 1.49678 × 10−9

b2 −0.0960089 0.0489722 −1.96048 0.0252235

Candidate AIC

1 ARMAProcess(1, 2) 9697.49

2 ARMAProcess(1, 3) 9701.82

3 ARMAProcess(2, 1) 9704.73

4 ARMAProcess(1, 1) 9708.79

5 ARWAProcess(2, 2) 9711.36

6 ARMAProcess(2, 3) 9729.55

7 ARProcess(1) 9776.03

8 MAProcess(2) 10,046.9

9 MAProcess(1) 10,160.5

10 MAProcess(0) 10,696.4

Fig. 4 Gateway_a (left) and Gateway_c (right), correlation plots for the sources

The differences in the correlation matrices also suggest that gateway_a presents
higher complexity in the collection of its counter-parties, an observation that the
error/complexity Pareto obtained via symbolic regression confirms.As Fig. 5 depicts,
for a given level of complexity around the knee of the Pareto front (e.g. 50),
gateway_c’ sources are easier to model (error predominantly under 0.1 for modeling
time equal to 300 s).

Gateway_a and gateway_c are less dissimilar between them than gateway_b: they
share more sources in common, the clusters around them have roughly equivalent
sizes, and so on.
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Fig. 5 Pareto plots: accuracy versus complexity trade-off

Gateway_b, therefore,might be an interesting option for diversification of sources.
First, we study the driving variables, that is, the sources that are prevalent across
models. Only one variable appears in over 80% of the models, as shown in Fig. 6.

By creating ensembles of diversemodels (i.e. algorithmically generated composite
models), we can also better understand robustness. Some sources will be prevalent
not only in absolute terms across all models but will be dominant in the ensembles
that constitute the best predictors as well. Figure 7 shows an ensemble generated for
gateway_b.

In practice, each model encodes the interplay of one or more demand sources.
Symbolic regression via genetic programming not only allows to discover the under-
lying mathematical structure but also to update those structures as new data becomes
available. Error performance improves when combining models into ensembles. The
genome of those models are themselves represented as connected acyclic graphs,

Fig. 6 Driver variables, Gateway_b
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Fig. 7 Ensemble of symbolic regression models

which implies a measure of causality i.e. in behavioral terms, the hierarchical struc-
ture is an expression of the conversion path that, on average, takes the user from
source to the gateway. In this context, model complexity is the visitation length
which is defined as the number of nodes transited from the root node to each of the
nodes. Figure 8 describes a model and traditional metrics of trustworthiness, such as
the model’ statistical attributes.

We plot all models and inspect the relationship between gateway usage prediction
and activity at the sources, Fig. 9 shows another one of suchmodels. The ribbon offers
a visualization of the trustability of the predictions (the confidence interval); models
agree where they are constrained by data, and uncertainty increases (models diverge)
in regions of unseen parameter space. In other words, the ensemble’s measurement
of trustability allows quantifying how much one can trust what is already known at
this stage (that is, the behavior at the driver sources of gateway activity that were
discovered using symbolic regression)—this serves as an assessment of the risk
associated with the prediction. Dynamic uncertainty is also a signal of the materiality
of the input to the problem: Ripple related sources display such behavior, while a
less relevant source (e.g. specialized in bitcoin) has a static response.

The fact that trustability can be quantified and visualized using this method is
not trivial. A number of financial systems exhibit fragility to external shocks, but
the exact sources and the expected impact is often unknown. As a case in point, a
key driver and one of the sources in Fig. 9 (Rippex, a Brazilian exchange) ceased
operations suddenly between March and April 2018 [15]. To what extent the service
was used as a utility (e.g. Ripple wallet), or, was used to exchange funds between the
two gateways, is a matter that would require further investigation. However, the fact
is that this particular source was in the transactional conversion path of gateway_b,
and by the trustability profile, it is clear that large variations in the response typically
correspond to large variations in the source behavior. Such behavior might be a
reason for concern: the effect of the source’s flows is material to the performance
of the gateway, and, disseminates high uncertainty into the system. However, by its
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Fig. 8 Model tree plot

nature, this sort of payments system is both adaptable and continually novel, so it
may be the case that other sources take the place of the failing exchange.

4 Conclusion

On a payments network such as Ripple’s, humans shape machine behavior by the
use of gateways, and machines shape human behavior through the distributed ledger
records—and the effect and impact are only compounded and accelerated when algo-
rithmic trading enters the scene. Some machine behavior may spread because it is
‘evolvable’ [6]—easy to modify and robust to perturbations—similar to how some
traits of animals may be common because they facilitate diversity and stability [16].
This calls for the use of a technique such as genetic programming, that can keep the
pace with rapidly changing competitive environments such as fintech, blockchain,
and, distributed ledger technology. Symbolic regression via genetic programming
also offers the benefit of explainability: clearly readable mathematical expressions
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Fig. 9 Trustability profiles. Blue line is the ensemble and gray are its constituent models

enhance trust among decision makers and policymakers, the end-users of artificial
intelligence generatedmodels.We demonstrated how key drivers of financial activity
can be discovered in the multiplex network structures that support the economic
activity at the entry and exit points of the distributed ledger system.Model ensembles
were used to show how the uncertainty associated with such drivers can be quantified
and visualized. Themethod and findings pertain to any decentralized financial infras-
tructure with centralized components, where counterparty risk assessment becomes
a necessity for regulatory, investment, and, operational purposes.
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When Econometrics Met Information
Theory: A Real-Time Approach to Track
Yen Exchange Rate

Nan Wang

Abstract Fluctuations in currency exchange rates have enormous economic impact,
affecting a wide range of market participants including governments, banks, corpo-
rates and individuals. Tracking currency exchange rates is crucial in many perspec-
tives.While the financial press closely tracks and discusses major currency exchange
pairs on a high frequency basis, scientific literature has beenmostly silent in studying
their patterns. This paper proposes an innovative approach in the endeavor of tracking
the yen exchange rate against USDollar (USDJPY), the secondmost traded currency
pair. The proposed approach applies econometrics and information they in a real-
time manner, leveraging the former on compressing high dimensional sparse data
and the latter on quantifying nonlinear dependency. Using merely macroeconomics
information and strictly avoiding look-ahead bias, the resulting tracking index from
this approach achieves significant linear correlation with USDJPY and demonstrates
ability to explain about 37% variances in USDJPY fluctuations over a 13-year
period. The proposed approach has three phases: “vintage” generation, “vintage”
storage and “vintage” transformation. The proposed approach is based on a deployed
system which was started building in 2007. Since then, the system has been evolving
systematically all the time to adapt to the ever-changing global macroeconomic
environments.

The proposed approach is innovative in the following four aspects:
Use a real time database
Cover a broad range of macroeconomic information
Update information in a timely manner
Consider the dependency between countries.

Keywords Foreign exchange · USDJPY · Econometrics · Information theory ·
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1 Introduction

Foreign exchange market is the largest and most liquid financial market in the world.
According to 2019 Triennial Survey of turnover in OTC FX markets from the Bank
for International Settlements, trading in foreign exchange markets valued at $6.6 tril-
lion per day on average in April 2019. Foreign exchange market participants range
from governments and banks (central and commercial), to commercial corpora-
tions, individuals and many others, all exposed to massive foreign exchange risk.
Effectively tracking currency exchange rate is without doubt of high value.

Fluctuations of USDJPY particularly have tremendous economic impact
compared to other currency pairs. According to aggregated Currency Composition of
Foreign Exchange Reserves from IMF, the Japanese yen is the third most commonly
used and the fourth most popular reserve currency as of 2019. Moreover, the yen
has been a crucial indicator for economic activities. Through USDJPY, Investors
express their views regarding the global economy, political event, fiscal policy and
risk appetite [1]. For example, when macro climate is considered as risk-averse, the
yen is usually aggressively purchased. During European sovereign crises in 2011,
demands for the yen were unprecedentedly high, sending the yen to a historical high
at 75.54 per Dollar [2].

Yet USDJPY patterns have received considerably less attention from scientific
literature compared to its economic importance. One reason is that patterns of
currency rates are notoriously difficult to track, and most academic models rarely
work for even a bit longer than a brief period of time. Randomwalk iswidely accepted
as prediction benchmarks.

As a contribution, this paper proposes an innovative approach to effectively track
USDJPY.

The approach is novel in four aspects.
Use a real time database. In the real world, macroeconomics data is changing all

the time due to revisions.1 The past looks different from today’s “vintage”2 than it did
in the past. The proposed approach preserves all the data as they were at the time of
release, and all the modeling are based on the latest published time series available at
that point in time. Therefore, this approach effectively avoids information spillover,
eliminates look-ahead bias,3 or “forward looking bias” [3], and enables more reliable
back testing.

Uses a broad range of economic information as building blocks. It’s widely
acknowledged that foreign exchange markets are primarily driven by macroeco-
nomics factors. Yet macroeconomics covers many aspects. Besides, no single factor
can explain a significant share of variances in exchange rate dynamics. There-
fore, the proposed approach is aimed at covering as much economic information
as possible. To name a few, information collected includes expenditure (i.e., retail

1See Sect. 2 for the definition of “revisions”.
2See Sect. 2 for the definition of “vintage”.
3Look-ahead bias occurs when using information or data in a study that would not have been known
or available during the period being analyzed.
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sales, household spending and passenger car sales), housing (i.e., condo inventories),
Capex4 (i.e., shipments of construction goods domestic use), exports, imports, labor
(i.e., job offerings), industry (i.e., primary machinery orders), services (i.e., tertiary
activity) and sentiment (such as consumer confidence). The source of the informa-
tion could be either official, such as government agencies, central banks, and widely
followed private sources, or unstructured alternative data5 such as public internet
displays, satellite images and social media. The benefits of integrating a broad range
of information is to get earlier, orthogonal, and more detailed views of economic
picture.

Building blocks are updated in a timely manner. Financial markets are pricing
in various sorts of news, surprises or shocks all the time. Therefore, it is vital to keep
the tracking dynamic and adaptive as well. In the proposed approach, the update
frequency of input variables could be streaming, hourly, daily, monthly or quarterly,
depending on the data availability. The proposed approach is designed to synchronize
global economy, capturing and, if needed, factoring in new information at the first
second.

The approach considers economic dependency between countries. Currency
exchange rates are in relative terms only. Yet when modeling the driving force of
exchange rate, common factors employed are individual-focused, such as economic
growth [4], interest rate [5] and inflation [6]. Seeing the world as a highly inter-
twined network, we consider it important to take into account the dependency among
countries and their interactions in terms of risk, trade and economic outlook when
tracking their exchange rates. The proposed approach measures the business cycle
dependency between Japan and the US in the efforts of tracking the relative positive
of their currencies.

The rest of the paper is structured as follows. Section 1 contains definitions of
terms referred in this paper. Section 2 covers the methodology of the proposed
approach, discussing variables, econometrics, information theory metrics and the
architecture of the proposed approach. Section 3 evaluates the experiment. Section 4
draws conclusions.

1.1 Definitions

This section provides definitions of the terms, including revisions, vintage, vintage
point, reference point, real-time database, and alternative data, which are referred in
this paper.

4Capital Expenditure.
5See Sect. 2 for the definition of “alternative data”.
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1.2 Revisions

Revisions, in broad sense, are defined as a change in value for any reference point
of the time series for a statistic when released to the public by an official statistical
agency. Revisions can occur either when new observations (e.g. one additional month
or quarter) become available and some past values are modified, or when the current
and some past values are modified in an updated release of the current time series
[7].

1.3 Vintage, Vintage Point and Reference Point

For a given time series we define vintage as the set of data (sequence of values) that
represented the latest estimate for each vintage point in the time series at a particular
moment of time. And that particular moment of time is considered as a reference
point of the vintage [7].

1.4 Real-Time Database

A real-time database is a collection of historical vintages of the same time series.
The revision on a given reference point for a time series can be identified in a
real-time database as the change in value from an earlier vintage of estimates to a
later vintage. A real-time database is popularly represented by a two-dimensional
array, with vintage points in rows and reference points as columns. If the publication
schedule of the time series has the same frequency as its periodicity (e.g. monthly),
then the real-time databasewill have the appearance of a symmetric triangle as shown
in Table 1 [7].

1.5 Alternative Data

Alternative data refers to data derived from non-traditional sources of information
that might ultimately have investment alpha value.

2 Methodology

In this section, we describe the methodology for the proposed approach. We first
describe input variables and their processing. Next, we introduce the employed
econometrics model and the information theory metric. Finally, we describe the
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system architecture which contains three phases: vintage generation, vintage storage
and vintage transformation. Phase one and two are implemented in a deployed
factor system in DeepMacro, Inc (DFS). The system (DFS) was started building in
2007. Since then, the system has been evolving and improving by keeping bringing
in alternative data, generating high frequency signals and applying nonparametric
techniques.

2.1 Input Variables

Input variables are building blocks of the proposed approach. The DFS system is
searching for candidates of input variables all the time from various sources. Each
variable, whether sourced from an official or alternative source, goes through the
following seven procedures before modeling.

Seasonal adjustment.
Conversion of nominal variables into real6 ones.
Outlier and missing value detection.
“Ragged edge”7 [8] solution (Kalman filtering [9]).
Missing early values solution.
Stationarity.8

Standardization.9

There are great challenges in applying these processes even to highly aggre-
gated time series values from government sources. For some unstructured alterna-
tive data, challenges are magnified. For example, transforming satellite images into
a normalized format requires paramount data reduction techniques.

Generally, there are five major categories of variables as described below.
Expenditure. This category covers four aspects: Capex, Imports, Housing

and Government. Capex includes indices such as heavy trucks and shipment of
computers. Imports include indices import aggregates from all major countries to
the country in concern, or export aggregates from the country in concern to all
major economies. Housing has indices such as new housing starts,10 new home
permits.11 Government covers indices such as new school building construction and
new healthcare building construction.

6The real value is the nominal value adjusted for inflation and other related measures, e.g. the
nominal value of gross domestic product is usually adjusted by a deflator to derive its real values.
7Macroeconomics data is typically not available for today and the immediate past (“ragged edge”)
and subject to revision.
8A stationary time series is one with constant statistical properties such as mean, variance,
autocorrelation, etc.
9Standardization is the process of scaling variables so that they are comparable.
10The number of privately-owned new houses on which construction has been started in a given
period.
11Permits for new-home construction.
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Income. This category covers one aspect: Labor. Labor includes indices such as
new job offers, personal income, average hourly earnings, cash earnings scheduled,
job offers/seekers ratio, unemployed, job opening vacancies and so forth.

Output. This category covers two aspects: Service and Industry. Service includes
indices like real estate, wholesale, finance and insurance and transport. Industry
includes indices such as manufacturers new orders, IP12 motor vehicle and parts, IP
headline, computers and capacity utilization rate total industry.13

Sentiment. This category covers three aspects: Household, Corporate and
Financial. Household has indices such as conference board—present situation
and consumer confidence (overall). Corporates have indices such as ISM non-
manufacturing employment,14 Richmond Fed15 future 6 months, NAHB16 next
6 months, Small business conditions index, Tankan17 services for businesses and
Economy Watchers Nonmanufacturing current.18

Others. This category covers all alternative data. Examples for this category
are high-frequency industrial indicator processed from satellite images, hourly web
traffic data and online job postings.

2.2 Econometrics: Dynamic Factor Modeling

The premise of a dynamic factor model (DFM) is that a few latent dynamic factors,
ft , drive the comovements of a high-dimensional vector of time series variables, xt ,
which is also affected by a vector of mean zero idiosyncratic disturbances, et . The
latent factors follow a time series process, which is commonly taken to be a vector
autoregression (VAR). In equations, the dynamic factor model is,

xt = λ(L) ft + et (1)

ft = ψ(L) ft−1 + ηt (2)

where there are N series, so xt and et are N × 1, there are q dynamic factors, so ft
and ηt are q × 1, L is the lag operator, and the lag polynomial matrices λ(L) and

12Industrial production.
13The percentage of resources used by corporations and factories to produce goods inmanufacturing,
mining, and electric and gas utilities.
14The ISM Non-Manufacturing Index (NMI) is an economic index based on surveys of more than
400 non-manufacturing firms purchasing and supply executives, within 60 sectors across the nation,
by the Institute of Supply Management (ISM).
15Federal Reserve Bank of Richmond.
16National Association of Home Builders.
17Short-Term Economic Survey of Enterprises in Japan.
18The Economy Watchers Current Index measures the current mood of businesses that directly
service consumers, such as barbers, taxi drivers, and waiters.
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ψ(L) are N × q and q × q. The ith lag polynomial λi (L) is called the dynamic factor
loading for the ith series, xit , and λi (L) ft is called the common component of the ith
series. All the processes in (1) and (2) are assumed to be stationary. The idiosyncratic
disturbances are assumed to be uncorrelated with the factor innovations at all leads
and lags.

DFM fits very well with macroeconomics, not only because of its ability to deal
with sparse high dimensional data, but also its premise of latent factors driving
co-movements of high dimensions. As forcefully argued by Lucas [10] and many
others, the business cycle is not about any single economic signal but the dynamics
and interactions of many signals.

The proposed approach uses DFM to extract a one-dimensional latent factor from
all the input economic variables. The resulting latent factor is interpreted as factor
of business cycles, or business cycle factor.

2.3 Information Theory: Transfer Entropy

Let X = (x1, x2, …, xN) and Y = (y1, y2, …, yN) denote two time series of simul-
taneously measured scalar quantities. The state spaces X and Y are reconstructed by
the method of time delay embedding in which the state (or embedding) vectors are
formed by delayed “past” scalar observations of the time series. The m-dimensional
embedding vector is defined as:

xm,τ
t �

(
xt , xt−τ , xt−2τ , . . . , xt−(m−1)τ

)T
(3)

ym,τ
t � (yt , yt−τ , yt−2τ , . . . , yt−(m−1)τ )

T (4)

m is the embedding dimension, τ is the time lag, and t = n, …, N with embedding
window n = (m − 1)τ . Note that the state vectors xm,τ

t , ym,τ
t are points in the

m-dimensional spaces X and Y . Essentially, transfer entropy (TE) measures the
deviation from the generalized Markov property:

p(xt+1|xkt ) = p(xt+1|xkt , ylt ) (5)

p denotes the transition probability. k, l denote time lag, If the deviation from the
generalized Markov process is small, then we can assume that the state of space
y has little (or no) relevance on the transition probability of the state vectors of
space x . However, if the deviation is large, then the assumption of Markov process
is not valid. The incorrectness of the assumption can be quantified by the transfer
entropy which is formulated as Kullback–Leibler distance [11] between p(xt+1|xkt )
and p(xt+1|xkt , ylt ):
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TY→X =
∑

xt+1,xkt ,y
l
t

p
(
xt+1, x

k
t , y

l
t

)
log

p(xt+1|xkt , ylt )
p(xt+1|xkt )

(6)

TE represents the information about future observations of xt obtained from
the simultaneous observation of past values of both xt and yt , after discarding the
information about the future of xt obtained from the past of xt alone.

The proposed approach applies TE in order to measure the dependency of the US
business cycle factor on Japan. As one of the most influential informational methods
to detect directed influence between two stochastic time series [12], TE is chosen
because of its three attributes or functionalities.

• Nonparametric.
• Asymmetric and directional.
• Able to measure nonlinear coupling effects.

2.4 System Architecture

The proposed approach has the following three phases. Phase One and Two are based
on a deployed factor system in DeepMacro (DFS).

Phase One: Vintage Generation. As shown in Fig. 1, Phase One generates
vintages of factors on a daily basis. The process starts with integrating input vari-
ables from various data sources. Size of data sources could be kilobytes, megabytes
or gigabytes. Variables are updated at different frequencies (ranging from streaming
to annually) but are normalized on a fixed frequency basis (daily). Normalization has

Fig. 1 Phase One, vintage generation
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seven steps (as discussed detailly in Sect. 2.1), namely, seasonal adjustment, conver-
sion of nominal variables into real variables, outlier and missing value detection,
“ragged edge” solution, missing early values solution, stationarity and lastly stan-
dardization. After transformation, variables will be fed into dynamic factor modeling
to generate new vintage of business cycle factors.

DFS updates business cycle factors every day, creating a vintage with every
passing day as reference point. All vintages are monthly and 10 years’ history long.

To give examples of business cycle vintages, Fig. 2 shows the 104 vintages of
the US business cycle factor, with reference points being month-end dates between
28 Jul 2009 and 19 Mar 2018. In other words, with every month-end date between
28 Jul 2009 and 19 Mar 2018 being reference point, DFS computed a 10-year-long
monthly time series up to the latest month available. As shown in Fig. 2, business
cycle factor values on the same vintage points are different among vintages with
different reference points. For example, the business cycle factor on Jan 31, 2005
vintage point varies about 1 standard deviation among vintages.

Phase Two: Vintage Storage. As shown in Fig. 3, every day whenever a vintage
is created in Phase One, DFS stores it into a real time database where all the vintages
are preserved.

Phase Three: Vintage Transformation. Phase Three transforms vintages of US
and Japan factor and generates the USDJPY tracking index on a weekly basis (0:00
a.m. NY Eastern Time Every Monday). As shown in Fig. 4, every week, the latest
vintages of the US and Japan factors are retrieved respectively from the real time
database. Then, transfer entropy is applied on those two vintageswith the dependency
direction from Japan to the US, creating the USDJPY index.

Equations (6) and (7) illustrate Phase Three in detail. VUS
d(t)

denotes a vintage of

the US business cycle factor with reference point being d(t) and V Japan
d(t)

a vintage of
Japan factor for reference point d(t).d(t)m denotes the latest vintage point for reference
point dt and d(t)m−N is the N th latest vintage point. FUS

d(t)m
represents the scalar value

of US business cycle factor with vintage point being m and reference point being
d(t).

Fig. 2 Business cycle factor,
US, 104 vintages with
reference points being every
month-end date, 28 Jul
2009–19 Mar 2018
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Fig. 3 Phase two, vintage storage

Fig. 4 Phase Three, vintage transformation

VUS
d(t)

=
(
FUS
d(t)m

, FUS
d(t)m−1

, FUS
d(t)m−2

, FUS
d(t)m−3

· · · FUS
d(t)m−N

)
(7)

V Japan
d(t)

=
(
F Japan
d(t)m

, F Japan
d(t)m−1

, F Japan
d(t)m−2

, F Japan
d(t)m−3

· · · F Japan
d(t)m−N

)
(8)

To calculate the USDJPY index for d(t), we apply TE on VUS
d(t)

and V Japan
d(t)

with
the dependency direction from Japan to the US. The resulting scalar, denoted as
T Japan→US
d(t)

, is the US business cycle dependency on Japan on date d(t).
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Similarly, we can generate a time series of T Japan→US

{dt1 ,dt2 ,dt3 ,...,dtN } for a group of specific
vintage points

{
dt1 , dt2 , dt3 , ..., dtN

}
. The resulting time series is the USDJPY index.

3 Evaluation

In this section, we describe our experimental setup of the proposed approach. We
estimate its performance by evaluating its statistical correlation with the target.

3.1 Experimental Setup

Following the methodology described in Sect. 3, we generate vintages of the US and
Japan business cycle factors and transform vintages into the USDJPY index.

For evaluation, we sample the US and Japan vintages of business cycle factors
with reference points being all Mondays from 08 Jan 2007 to 30 Dec 2019.

3.2 Experimental Data

Business Cycle Vintages. 677 vintages of US and Japan business cycle factors
respectively are used in our experiment to create the USDJPY index tracking
USDJPY.

Figure 5 shows trending of the vintages of the US factor (upper) and Japan factor
(lower).

USDJPY Index. The USDJPY index is generated from business cycle vintages.
It is the proposed tracker for USDJPY. It is a one-dimensional time series with each
scalar indicating the US business cycle dependency of Japan on a reference point.

USDJPY. USDJPY is a one-dimensional time series of daily closing (4.59 p.m.
NY Eastern Time) spot US Dollar Yen exchange rate on selected reference points
(Mondays, from 08 Jan 2007–30 Dec 2019).

3.3 Experimental Results

We examine the results by looking at the correlation between USDJPY and USDJPY
index. Figure 6 shows the correlation between the index and the target.

The index inversely correlates the dynamics of USDJPY in a significant linear
way most of the time during the examining period. There exist some dates when the
relationship deviating from the normal linearity.
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Fig. 5 US (upper) and Japan
(lower) Business cycle
vintages. Reference points:
Mondays, 08 Jan 2007–30
Dec 2019

From the scatter plot in Fig. 6 (upper), we can see that the deviation mainly
happens during two periods, early 2011 to late 2012 and late 2014 to early 2015,
both coinciding with the Bank of Japan unconventional monetary policies. During 14
Mar 2011 to 20 Dec 2012, the Bank of Japan announced enhancement of monetary
easing nine times. On 31 Oct 2014, the Bank of Japan unexpectedly announced
expansion of the Quantitative and Qualitative Monetary Easing, sending the Yen to
its lowest value against the dollar in almost seven years.

An overall linearity in the examined relationship implies that the index is capable
of closely tracking USDJPY in a significantly linear way. Brief deviations during
abnormalmonetary policy periodsmake sense considering that the index only factors
in the dependency of macroeconomic growth.

To further validate the overall correlation, we exclude those two abnormal periods
(14Mar 2011–20Dec 2012 and 31Oct 2014–20Apr 2015) and calculate the Pearson
correlation between the index and USDJPY as well as Pearson correlation between
their percent change transformations. Table 2 shows the result.

With the absolute value of coefficient for correlation being over 80% and that for
the Pct. Chg. correlation being over 16%, together with significantly small p values,
we infer that USDJPY index andUSDJPY are highly correlated in significantly linear
way.

Furthermore, we run an OLS (ordinary least squares) regression analysis. Table 3
shows the result. We can tell from the skew and kurtosis statistics that residuals are
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Fig. 6 Scatter Plot (upper) of USDJPY Index (x axis) and USDJPY (y axis). Colorized by dates.
Jan 2007–Dec 2019. Trend plot (lower) of USDJPY Index (red) and USDJPY (blue), Jan 2007–Dec
2019

Table 2 Correlation between
USDJPY index and USDJPY.
Mondays, Jan 2007–Dec
2019. abnormal monetary
policy periods excluded

USDJPY
USDJPY index

USDJPY Pct. Chg
USDJPY Index Pct.
Chg

Sample count 560 559

Correlation
coefficient

−0.8081 −0.1693

P Value <0.001 <0.001

fairly symmetrical, and a Durbin-Watson test statics of 1.9 indicates that the variance
of the errors is independent of our independent variable here.

With reasonable amount of caution, we conclude that aside from abnormal mone-
tary policy periods, the USDJPY index derived from mere macroeconomics infor-
mation demonstrates ability of explaining about 37% variances in the US Dollar
Japanese Yen exchange rates over a 13-year period.
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Table 3 Regression analysis between USDJPY and USDJPY index

Dependent variable USDJPY

Independent variable USDJPY index

R squared 0.37

F statistic 209

Prob (F-statistic) <0.001

Coef Std Err t P > |t| [0.025 0.975]

Const 119.124 0.946 125.879 <0.001 117.263 120.985

X1 -228.720 15.805 −14.471 <0.001 −259.803 −197.637

Error analysis

Skew 0.430

Kurtosis 2.835

Durbin-Watson 1.930

4 Conclusion

We proposed a real-time approach for tracking the USDollar Japanese Yen exchange
rate. The approach is innovative in the sense that it uses a real time database, leverages
a wide coverage of macroeconomics information, updates in a timely manner and
considers the macro dependency between countries.

The approach has three phases with the first two based on a deployed dynamic
factor system dated and the last phase creatively combining econometrics and
information theory techniques.

Using macroeconomic information only and with strict forward-looking avoid-
ance, our approach achieved a tracking index able to explain about 37% of the
variances of USDJPY dynamics in monetary policy normal days over a 13-year-old
period.

We expect the future work to achieve similarly significant results for other major
currency pairs, such as EURUSD and GBPUSD, using the same methodology.
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An Economic Model Based on the System
of National Accounts and Stock Flow
Consistent Theory

Thomas Wang, Tai Young-Taft, and Harold M. Hastings

Abstract We propose a model of a closed economy based upon the System of
National Accounts (United Nations [11]) and Stock Flow Consistent theory (Godley
and Lavoie [2]) tomodel observed complex dynamics in real economies.We find that
our model displays cyclic behavior while approaching an equilibrium, and simulates
the effects of various shocks.We also find that a more egalitarian economy appears to
be both yield a higher rate of return and be more stable (Marx [5]-Piketty[9] thesis).

Keywords Stock Flow Consistent · Godley-Lavoie · Marx-Piketty thesis ·
Minsky instability

1 Introduction

We propose a model of a closed economy with four interacting components based
upon the System of National Accounts (UnitedNations [11]) and Stock FlowConsis-
tent theory (Godley and Lavoie [2]) to model the complex dynamics of the economy.
This model is similar to the Leontief model, however it examines the economy from
a different perspective.We have added banks as an additional component to the usual
three components, namely households, firms, and the government. Their interactions
will be modeled with a four-by-four matrix. As Minsky [7] states on page 2, “A con-
crete real-world capitalist economy is characterized by an interrelated set of balance
sheets, income statements and statements about sources and uses of funds.” Here
we attempt to realize this description of the economy using the above framework,
and attempt to apply mathematical stability analysis to explain Minsky’s financial
instability hypothesis.

After analyzing the reasons for changes in asset prices that lead to business cycles,
we also propose an asset pricing model that will capture macroeconomic dynamics
in asset markets.We analyze the structure of the economy and its stability by running
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simulations under various conditions. Furthermore, we discuss potential applications
of the model in identifying crises by observing the effects of changes of variables in
the model.

Wefind that ourmodel displays cyclic behaviorwhile approaching an equilibrium,
and simulates the effects of various shocks to the economy fairly realistically. In
addition, we find that a more egalitarian economy appears to be both yield a higher
rate of return and bemore stable (Marx [5]-Piketty [9] thesis). Themodel in its current
state is far from complete or realistic, however its dynamics mimics key features of
real economies. This might provide some policy insights.

2 Network Model of the Economy

We begin with the United Nations [11] framework for accounting of national
economies. To quote the definition of the System of National Accounts [11], “The
System of National Accounts (SNA) is the internationally agreed standard set of rec-
ommendations on how to compile measures of economic activity in accordance with
strict accounting conventions based on economics principles.” Based on this statis-
tical framework [11] and Stock Flow Consistency theory [2], we propose a model of
the economy with four participants: Households, Firms, Banks and the Government.
We will examine their stocks and the flows between the balance sheet of the par-
ticipants. We define our variables in Table 1. Subscripts h represents households, f
firms, c capitalists households and w worker’s households. The difference between
workers and capitalists is that the former could not possess assets. The subscript o
represents an outstanding amount. T represents the maturity on loans. Table 2 shows
flows of funds in our model, yielding the 4 × 4 matrix shown in Eq. 1, below.

As Minsky states [6] “This theory (financial instability hypothesis) leads to the
conclusion that economic instability,...results from the normal functioning of such a
capitalist economy.” As hypothesis indicates, economic crises and business cycles

Table 1 Definition of variables

Item Variable Item Variable Item Variable

Consumption C Investment I Rate of return r

Profit P Wage W Interest rate
(loans)

il

Deposits D Loan maturity N Taxes Ta

Transfers Tr Quantitative
easing

Q Net worth N

Interest rate
(deposits)

id Government
expenditure

G Asset value A

Debt Db Expectations ρ Capital K
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Table 2 System of national accounts for the model of the economy

Household Firms Banks Government Sum

Consumption −C +C 0

Investment −I +I 0

Profit +P −P 0

Wage +W −W 0

New loans +�Lh +�L f −�L 0

Interest payments
on loans

−il ∗ Lho −il ∗ L f o +il ∗ Lo 0

Deposits households −�Dh −�D f +D 0

Interest payments on
deposits

+id ∗ Dh +id ∗ D f −id ∗ D 0

Payment on principles
of loans

−Lh/T L f /T L/T 0

Government expenditure +G −G 0

Taxes −Tah −Ta f +Ta 0

Transfers +Tr −Tr 0

Quantitative easing +Q −Q 0

Net worth −Nh −N f −Nb +Ng 0

Sum 0 0 0 0 0

must exist endogenously with respect to the economy. Here we attempt to replicate
this instability.

H F B G⎡
⎢⎣

⎤
⎥⎦

H �A C + I + �Nh �Dh + (Lh/N ) + il ∗ Lho T a
F P + W r × Fc + �N f �D f + L f /T + il ∗ L f o T f

B �Lh �L f �Nb Q
G Tr G Q �Ng

(1)

3 Asset Pricing Model

We consider constructing an asset pricing model for the model of the economy.
After we combine the economic theories of Friedman [1], Keynes [3], Minsky [8],
and Marx [5], we propose the following asset pricing model.

�A/At−1 = �L/At−1 × (r + ρ)/ i × K/Db (2)

We regard the right hand side of Eq. (2) as the product of three ratios. The first
�L/At−1 is the real money balance from a Chicago Monetarist Model, according
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to Taylor [10] (203). The price of the asset at the previous moment determines how
many assets a particular amount of money newly injected into the market could buy.

The second ratio (r + ρ)/ i is Minsky’s interpretation of the valuation ratio, also
according to Taylor. This term is very straightforward; it asks merely whether the
firm or asset is producing enough returns to payoff the interest on their debt.

The third ratio is the debt to capital ratio described by Taylor [10] on page 273 as
“a natural state variable for dynamic analysis.”

We tested this model in the US housing market from 1993 to 2010, a period which
saw the bubble of 2007. The important observation here is not the asset itself but
price dynamics. We found r2 = 0.62 with p < 0.0001.

4 Simulation

4.1 Parameters and Initial Values

Now we put this model into action first under a hypothetical situation. Before that
there are certain assumptions of the economy thatmust bemade. The first assumption
is that there will be capitalist’s households and worker’s households. The main dif-
ference between the two is that the capitalist households invest in assets whereas the
worker households do not. An assumption about the financial sector is that there
is only savings bank in the economy, and they will only issue loans according
to the exogenous reserve ratio (rr), which means the banks could not issue more
than (1/rr)D of loans in total, thus they will stop issuing new loans at that point.
We are not considering any derivatives or insurances and interest rate on deposits
are zero, because if not, it would considerably complicate the portfolio choice. The
government will increase spending during a recession, when growth becomes neg-
ative. The exact figures for the first iteration of the model economy are as follows
(Table3) below:

Table 3 Parameters and initial values

Item Amount Item Amount

r × K 75 P 0.6 × r × K

W 0.6 × r × K A 1000

K 1000 �A 0.1

Ta 0.02 Dw 1000

Dc 1200 Dbw 150

Db f 150 Dbc 300

Payment on loan − Lh
N G 0.05 × (300 + Ta)
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There are also some special parameters, such as the interest rate under normal
circumstances is 5%, and when loan demand reaches half of loan ceiling, the interest
rates rise to 8% and banks would only issue 80% of loan demanded, and when loan
demand exceeds the loan ceiling, the bank could not issue any loans and the interest
rate rises to 10%. The government would aid the economy when it is in distress or
suffering negative growth by increasing their budget to 5% of 2000 plus taxes, and
often taxes would be negative. This action could be interpreted as government aid
for when people are in distress. Not all funding for corporations could be satisfied,
and we are supposing that 80% of their demand is satisfied.

4.2 Results

As implied by the rate of change of assets and wages as seen in Fig. 1, all other parts
of the economy display cyclic behavior, which periods of high growth are followed
by periods of low or negative growth. The explanation of this is that the capitalists
have demanded too much loan during the up rise, and could not keep up with the
interest payment on loans, thus they are forced to liquidate assets (negative loan
demand). However there is another case of negative loan demand, which is that they
could finance their allocation ofmoney by themselves. In this case, the savings would
increase, in this model the only thing the capitalists can do with extra money is to
save.

In this epoch of slow growth, the firms and capitalists are demanding and provided
with loans continuously, with slow economic growth, they do not demand much
funds, which the bank is capable of providing. However, this tranquil era ends up in
a period of negative growth.

In the end, however as the liquidity or bank savings dry up, the bank could not issue
more loans, and then the economy enters an equilibrium as we see after period 50.
Equilibrium is achievedwhennonew liquidity is injected into the economy, or that the
demand for loans always exceeds the loan ceiling. Also as rate of returns diminishes,
the well-being of the economy is increasingly dependent upon external injections of

Fig. 1 Rate of growth and
rate of return in simulated
economy



200 T. Wang et al.

liquidity, either throughfinancial innovations (implying the ability to issuemore loans
with given amount of money), import of capital or more and persistent government
injection. This dependence will weaken the economy, and each crises more severe
in scale, eventually ending up somewhere similar to Japan’s lost decades [4].

4.3 Effect of Reducing the Time Step

One observes that the model displays approximately cyclic oscillations. One might
explore this problem by reducing the time that passes between updates which might
smooth the cycle. The other problemwemight note from the normal time step version
of the model is that there is negative wage implied by negative rate of return for long
periods of time, which needs to be addressed somehow.

As shown in Fig. 2, we continue to see rapid cycling; however the problem of
persistent negative wage is resolved, and the dynamics is preserved, consistent with
the existence of an attractor.

We now explore the effect of some changes to the model.

4.4 Effect of Reduced Government Aid

Wehad previously set the level of government aid to the economyduring recessions to
be 0.05 ∗ 2000 + Ta.Wenow reduce this to 0.05 ∗ 500 + Ta. As shown inFig. 3, the
economy descends into a persistent crisis, fromwhich the economy does not recover.
This corresponds to Koo’s [4] argument that the reason for second dip recessions of
America in 1938 and Japan in 1996 is insufficient government aid.

Fig. 2 Rate of growth and
rate of return with reduced
time step
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Fig. 3 Rate of growth and
rate of return with reduced
government stimulus

4.5 Effect of Income Distribution

Finally we explore the effects of the distribution of between capitalists and workers.
As shown in Figs. 4 and 5, allocating 80% of the income to workers yields a higher
average rate of return than allocating 80% to capitalists (7.6% vs. 4.8%). This result
corresponds to Piketty’s observation that the capitalism experienced most growth
and stability in the 1950 to the late 1970s period where inequality is the lowest
in the century, and growth decreased in the 1980s when inequality increased. This
would imply that a more egalitarian economy would be more stable and healthy at
equilibrium.

5 Discussion

Limitations. There are other essential aspects of the economy not considered in this
model, such as the bond market. Intervening in the bond market is an important way
for the government to regulate the economy. One can also simulate the effects of
government bankruptcy. Finally, it is necessary to improve the portfolio distribution

Fig. 4 Rate of growth in
capitalist-dominated and
worker-dominated
economies
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Fig. 5 Rate of return in
capitalist-dominated and
worker-dominated
economies

design for smoother performance of the model, and to possibly incorporate more
assets and liquidity preference into the economy.

In this paper, we attempt to explore the dynamics of a Stock Flow Consistent
model of a closed economy and briefly explore connections with the Marx-Piketty
Thesis andMinsky’s financial instability hypothesis. We find that our model displays
cyclic behaviorwhile approaching an equilibrium, and simulates the effects of various
shocks.We also find that amore egalitarian economy appears to be both yield a higher
rate of return and be more stable (the Marx-Pikkety thesis).

As noted above, this framework bears the potential to simulate various scenarios
such as transactions within any sector of the economy, trade networks of any scale,
and most importantly, networks of economies. By then, one could simulate various
events and examine their effect on the economy, and possibly provide insights to
controlling the economy in a more direct and effective way. It would also be inter-
esting to further explore reasons for apparently persistent oscillations in the rate of
returns and more generally to explain stability of the model.

In the future one could build a network of these (now open) models together to
form international assetmarket and trade dynamics,where theworkers and capitalists
could purchase products and assets from other economies and vice versa. One might
also use this kind of model to analyze the flows within a sector, such as money flows
between banks to analyze their stability.
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Does Exist Gap-Filling Phenomenon
in Stock Markets?

Xiaohang Liu, Yan Wang, Ziyan Jiang, Qinghua Chen, and Honggang Li

Abstract To Chartists, there is an axiom about the stock gap which is “gaps always
get filled soon” . However, there is a lack of sufficient academic literature to discuss
this kind of issue carefully. This paper exhibits some characteristics of the gap by
collecting empirical data in Chinese and American stock markets. By applying a
detrending and random exchange process on the original data, the results reveal
that the real data series has some inherent structure behind the price variation and
the overall trend hinders the gaps’ generation and slows down the gaps’ refilling
process to a certain extent. The difference between the original data and the randomly
exchanged data after the detrending suggests that the gap-filling phenomenon may
exist in the stock markets of China and the United States.

Keywords Price gap · Gap-filling · Stock market · Random shuffling process ·
Detrending

1 Introduction

Revealing universal law based on analyzing empirical data, as necessary and essential
part, has significantly promoted the considerable progress of the study on financial
markets. It is well known some stylized facts such as the fat-tailed distribution of
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returns, volatility clustering of returns, and slow decay of auto correlation in absolute
returns etc. [1, 2] have discovered and became useful tools to judge the quality of
theoretical models [3]. But, the process of discoveries and tests for new possible facts
never stopped. For instance, the power law relation between skewness and kurtosis
[4], the universal and stationary price formation mechanism [5], and spurious trend
switching [6]. Consistent empirical findings would inspire relevant theoretical work
and practical application attempts.

This paper is supposed to discuss some features about gap-filling, the interesting
but easily neglected phenomena, empirically. The stock price gaps generally refer
to the presence of a “vacuum” on candle chart, which resulted from the difference
between the highest and lowest prices. Some scholars have long time noticed that
evidences as “the market abhors a vacuum and all gaps will be filled” [7]. It is
consistent with the opinion that only when a gap in the stock price be replenished in
short time, and then the stock price will continue to move forward [8]. However, until
now, there are only a few academic literatures on the gap which mainly focus on the
similarity and difference of statistics of the trade volume in transactions period such
as before, during and after the gap [9, 10]. In short, it remains as only hearsay because
there are insufficient researches in price gaps in stock markets, which deserves to be
attached more importance.

For systematically study on gap-filling phenomena, this paper adopts random-
shuffle and de-trending technology among different markets in several countries.
We attempt to answer whether a market tend to fill price gaps and whether there is
a universal law in gap-filling among different markets. What we do is a statistical
analysis, which is a very beginning of tremendous work. The sections of the article
will be arranged as follows. In Sect. 2, a brief introduction to the gap phenomenon
and our data sources will be present. In Sects. 3 and 4, a stochastic exchange process
will be presented, and the results will be comparedwith the empirical ones. In Sect. 5,
the statistical results of no trend data will be shown. In the last section, we conclude
and discuss.

2 Background and Data Source

2.1 Gap and Gap-Filling Phenomena

The candlestick-graph is a style of financial chart used to describe price movements
and is one of the most convenient tools to find the trend and the gap of the stock[11].
Each candlestick represents four important prices for that day: opening price, closing
price, maximum price and minimum price. In Fig. 1, it is obvious to find 4 vacancies
that appears between some adjacent bars that indicating the gaps.

Price gaps can be divided into up gaps and the down ones by jumping directions.
To form an up gap, the lowest price must be higher than the highest price of the
previous day, and a down gap is formed when the highest price is lower than the
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Fig. 1 Phenomena of gap and gap-filling. The data is got from https://sg.finance.yahoo.com

lowest price of the previous day. There are 2 up gaps on 4th May and 7th May and
2 down gaps on 14th May and 29th May in Fig. 1.

A gap is filled or closed means that the price movement cover the space at a later
time. For an up gap, the lowest price on the day of filling the gap must lower or equal
to the lower boundary of the gap. For a down gap, the highest price on the day of
filling the gap must higher or equal to the upper boundary of the gap. In that case,
the “up gap 2” was filled on 30th May; the “down gap 1” and “down gap 2” were
filled on 25th May and 14th June respectively. Until the end of the period, the “up
gap 1” has not closed yet.

Gaps are meaningful for providing clues about price movements. The breakup in
price continuity implies that something important has happened to the fundamentals
or the psychology of the crowd has triggered for one stock even the whole market. By
the inception of technical analysis, these “holes” can be identified as the possibility
of its profitable exploitation by traders in the stock markets [10].

2.2 Data Description

We collected all the available stock data from Shanghai stock exchange (SHSE), the
main board of Shenzhen stock exchange (SZSE-1), the second board of Shenzhen
stock exchange (SZSE-2), New York stock exchange (NYSE) and NASDAQ stock
exchange (NASDAQ) respectively. We use backward adjusted prices to get rid of
the effect of splits and dividends. These stock markets are representative markets in
both China and the U.S.

https://sg.finance.yahoo.com
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Table 1 Information of empirical data

Stock market Stocks no. Time span Average trade
days

Source

SHSE 1384 2008/1/2-2017/12/29 1605.37 tushare

SZSE-1 1361 2008/1/2-2017/12/29 1751.18 tushare

SZSE-2 733 2009/12/30-2018/10/19 1098.85 tushare

NYSE 2005 2008/1/2-2017/12/29 2508.02 Yahoo

NASDAQ 1838 2008/1/2-2017/12/29 1838.76 Yahoo
aThe data of China Shanghai exchange and Shenzhen exchange are provided by tushare (see more
information at http://tushare.org/)
bThe transaction data in the United States come from the Yahoo Finance (seemore details on https://
finance.yahoo.com)

As shown in Table 1, a ten-year period is taken into consideration. The data pre-
processing includes deleting missing values. Yahoo provides stock data with null
values when the stock is suspended. We have deleted stocks with too many missing
or abnormal values.

3 Random Shuffling

In this subsection, we will present a randomly shuffling process. As a kind of time
series, price features both distribution and time-series characteristics such as volatil-
ity aggregation and time-relevant correlation. By replacing original series with a
randomly distributed series, Random Shuffle would destroy the time-relevant cor-
relation while reserving the distribution characteristic, which is a regular method
broadly applied[12, 13]. Meanwhile, the gap-filling phenomenon reflects short-term
correlation behavior of time series, so if there does exist inherent mechanism of gap
generation and complement, we would break it by Random Shuffle. In short, by
comparing the differences in statistical characteristics of time-series between real
data and the randomly generated data, we can reveal that if the real data is dependent
in time series and then we can find the features of gap and gap-filling in real data.

As shown in Fig. 2a, the process is as follows

– Get real data and make statistics
Figure 2 is the candlestick plot of original empirical data. There are two gaps,
one is an up gap which occurred on day 2, and another one is a down gap on day
4. We define Xt,open , Xt,close, Xt,high and Xt,low to indicate the opening, closing
price, highest and lowest price of a stock on the t th trading day respectively. For
t ∈ [1, 2, 3, . . . , T ] and T represents length of the data.

– Calculate ratios to last close
Calculating the ratios of the four prices per day to the previous day’s closing price
in turn.

http://tushare.org/
https://finance.yahoo.com
https://finance.yahoo.com
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Fig. 2 Randomly switching processing: a the original data; b calculate the daily ratios to close
price on previous trade day; c randomly switch daily ratios; and, d recalculate the price data from
earliest close price with the shuffling daily ratios

rt+1,open = Xt+1,open

Xt,close
, rt+1,close = Xt+1,close

Xt,close
,

rt+1,high = Xt+1,high

Xt,close
, rt+1,low = Xt+1,low

Xt,close
.

(1)

In this way, we can get the relative changes of the price indices of every day.
As shown in Fig. 2b, this ratios are given on a daily mark as vector rt+1 =
(rt+1,open, rt+1,close, rt+1,high, rt+1,low).

– Randomly shuffle ratio vectors
Keep the data of the first day, and randomly rearrange the other daily’s ratio vectors.
In Fig. 2b, new r∗

2 , r
∗
3 , r

∗
4 , r

∗
5 , r

∗
6 are shuffled from old r3, r4, r6, r4, r2 respectively.

i.e. r∗
2,open = r3,open , r∗

2,close = r3,close, r∗
2,high = r3,high , and r∗

2,low = r3,low and so
on.

– Consequently recalculate prices
The new daily prices are recalculated from the first day’s original data and the
rearranged ratios. This process should be carried out in order.

X∗
t+1,open = r∗

t+1,open X
∗
t,close, X∗

t+1,close = r∗
t+1,close X

∗
t,close,

X∗
t+1,high = r∗

t+1,high X
∗
t,close, X∗

t+1,low = r∗
t+1,lowX

∗
t,close

(2)
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There are no gaps in the new candlestick plot 2d. Notice that it is also possible to
generate gaps by randomly adjusting the original data that do not have a gap.

If there is an internal mechanism of gap generation and filling in the time series,
the stock prices before and after would have strong correlation. If we switch the price
sequences randomly, it will eliminate the internal structure and see different statistics
results.

4 Results of Empirical Statistics on Original Data

4.1 The Statistics of Original Data

Table2 exhibits some meaningful statistical norms, such that (N100) the average
number of gaps in the 100 trade date per stock; the average and standard deviation
of T D f ill and ND f ill which presents the number of the trade days and natural days
required to fill the gap respectively; and Nun f illed is the average number of gaps
that were not filled until the end of the period. Besides, Sgap defined as the gap
size or gap width to distinguish how big one is the gap. For an up gap, the size is
St,gap = Xt,low−Xt−1,high

Xt−1,close
and for a down gap St,gap = Xt−1,low−Xt,high

Xt−1,close
respectively. There

are some clear evidences that we could find from Table 2.

1. On average, there is a gap of about 3.5–6.8 in 100 trading days. Both kinds of gaps
in the US stock exchange markets have a larger amount than Chinese markets do.
The less occurrence of the gaps in Chinese markets perhaps due to the “T+1”
trading rules and 10% restrictions. Besides, the number of unfilled gaps is also
significantly larger in America than that in China. The proportion of down gaps
in the US market is almost twice that of up gaps.

2. The average filling time is about 27.6 to 50.5 trading days, and both China and
the U.S. have a large variance. In detail, the gap-filling time of down gaps is much
longer than that of up gaps in China except SZSE-2, while it is almost the same
in the U.S. This may indicate that the development of the Chinese stock market
is relatively weak, and it requires more time to recover from the unexpected
environment impacts.

3. The average gap size is between 0.9 and 1.6%. No matter in up gaps or down
gaps, the order is the same, NASDAQ � SZSE-2 � SHSE � SZSE-1 � NYSE.

4.2 Statistical on Shuffling Data

This paper uses randomly shuffling technology to compare how far in difference of
the actual data to random series. We believe that the differences can reflect the gap-
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Table 2 Gap statistics of actual data from some stock exchanges

Gap type Index SHSE SZSE-1 SZSE-2 NYSE NASDAQ

Up gap N100 1.5579 1.6637 1.8118 3.6070 2.4547

T Dfill 30.171
(101.634)

27.626
(89.562)

36.780
(124.639)

33.417
(124.921)

33.452
(119.584)

NDfill 47.443
(158.724)

44.657
(143.611)

61.423
(210.110)

48.498
(181.419)

48.533
(173.702)

Sgap 0.01464
(0.02501)

0.01446
(0.04997)

0.01577
(0.01889)

0.01021
(0.39952)

0.01638
(0.09832)

Nunfilled 1.3721 1.7355 0.5681 6.6599 4.2136

Down gap N100 1.9666 2.0534 2.1424 3.2272 2.1723

T Dfill 50.531
(161.448)

47.893
(150.297)

27.767
(90.522)

30.140
(108.777)

33.237
(120.140)

NDfill 80.175
(254.046)

76.911
(238.986)

44.973
(143.906)

43.789
(158.284)

48.262
(174.473)

Sgap 0.01137
(0.01391)

0.01127
(0.01492)

0.01271
(0.01506)

0.00943
(0.01860)

0.01630
(0.04216)

Nunfilled 1.7211 1.6032 3.4128 1.5172 1.4469

Total N100 3.5245 3.7171 3.9542 6.8342 4.6270

T Dfill 41.531
(138.606)

38.822
(127.162)

31.896
(107.598)

31.869
(117.585)

33.351
(119.845)

NDfill 65.707
(217.741)

62.474
(202.580)

52.511
(177.521)

46.274
(170.901)

48.405
(174.064)

Sgap 0.01282
(0.01968)

0.01271
(0.03537)

0.01403
(0.01689)

0.00985
(0.29481)

0.01634
(0.07790)

Nunfilled 3.0932 3.3387 3.9809 8.1771 5.6605

filling phenomenon. The results of statistics on shuffling data are shown in Table 3.
Comparing the Table 3 to Table 2, it can be found as follows.

1. Almost in all markets, shuffling data have more gaps than empirical data. Espe-
cially, the down gap in each market has considerable increment. The increment
degree is larger in the U.S. than that in China. It indicates that the transaction
behavior in the actual market would avoid the appearance of gaps, especially in
the U.S.

2. The time to fill an up gap change significantly. Almost all the U.S. markets take
more time to fill the gaps, which indicates that there is a certain phenomenon
of early gap-filling. However, the situation in China is quite complicated. The
average gap-filling time of down gaps in SHSE and SZSE-1 has decreased by
about 40% and the gap-filling time of up gaps has increased by around 25%. This
may indicate that the up gaps tend to be refilled while the refilling of the down
gaps is impeded. Overall, the difference on gap-filling time has been narrowed
down.
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Table 3 Gap statistics on data from randomly shuffling process
Gap type Index SHSE SZSE-1 SZSE-2 NYSE NASDAQ
up gap N100 1.6138 1.6660 1.7014 4.4009 3.2939

TDfill
38.693*

(139.629)
35.967*

(129.187)
29.788

(96.372)
34.442*

(130.213)
34.026*

(125.903)

NDfill
61.118*

(221.774)
57.823*

(207.958)
48.962

(160.567)
49.998*

(189.075)
49.391*

(182.776)

Sgap
0.01212*
(0.02400)

0.01216*
(0.04986)

0.01243*
(0.01573)

0.01049*
(0.36743)

0.01593*
(0.08766)

Nunfilled 1.3171 1.6062 1.1744 5.0613 3.6147
down gap N100 2.3995 2.3731 2.6045 3.7991 2.8963

TDfill
39.447*

(137.351)
39.023*

(132.376)
30.937

(98.115)
38.052*

(132.823)
35.545*

(129.311)

NDfill
62.368*

(217.707)
62.983*

(214.584)
50.664

(161.983)
55.295*

(193.047)
51.588*

(187.646)

Sgap
0.00905*
(0.01150)

0.00918*
(0.01252)

0.01052*
(0.01263)

0.009813*
(0.01835)

0.01538
(0.03994)

Nunfilled 1.7934 1.6466 1.6485 2.6528 2.2409
total N100 4.0133 4.0391 4.3060 8.2001 6.1902

TDfill
39.144*

(138.271)
37.763*

(131.078)
30.484

(97.431)
36.114*

(131.441)
34.737*

(127.511)

NDfill
61.865*

(219.351)
60.855*

(211.891)
49.992

(161.425)
52.452*

(190.943)
50.419*

(185.074)

Sgap
0.01028*
(0.01770)

0.01042*
(0.03537)

0.01128*
(0.01397)

0.01018*
(0.2708)

0.01567*
(0.06971)

Nunfilled 3.1105 3.2527 2.8229 7.7142 5.8556

a ∗means we can reject the null hypothesis that the random result is the same with the original one
at 5% significance level using Kruskal-Wallis rank sum test
bThe red letters mean bigger and blue letters mean smaller than the original results

3. Apart from NYSE, the size of the gap has been reduced to varying degrees. The
overall size of the gap is slightly reduced.

5 Result of Statistics on No-trend Data

5.1 Detrending Processing

The overall trend of the stockmarket does have an influence on the time of gap filling.
For example, an upward gap is difficult to be filled when prices are at rising trend,
so as to a downward gap at down trend. We use the detrending technology to get rid
of the overall trend from the individual stock by the following steps.
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– Step 1: Take the first trading day of the research period as the base period and
calculate the adjustment coefficient.

– Step 2: For the five stockmarkets, the adjustment coefficients are calculated respec-
tively using its market index.

– Step 3: Divide the daily four prices of each stock by the adjustment coefficient of
the corresponding date.

5.2 Statistical Result on No Trend Data and Shuffling Data

Table4 shows the statistic result of no trend data and the statistics on shuffling no-
trend data is shown in Table 5.

Comparing Table 4 to Table 2, we can find some changes.

1. The average number of both kinds of gaps increases, while the changes of unfilled
gaps are not significant. The increment in the U.S. is somewhat larger than China,

Table 4 Gap statistics of no trend data from some stock exchanges

Gap type Index SHSE SZSE-1 SZSE-2 NYSE NASDAQ

Up gap N100 2.1725 3.0157 2.6894 4.2063 3.3948

T Dfill 23.039
(103.802)

17.871
(75.305)

17.976
(75.612)

28.351
(118.555)

25.705
(107.116)

NDfill 36.464
(164.133)

28.729
(122.013)

29.685
(127.049)

41.165
(172.032)

37.312
(155.528)

Sgap 0.01250
(0.02356)

0.01174
(0.02678)

0.01352
(0.01858)

0.00839
(0.03122)

0.01511
(0.08566)

Nunfilled 1.1185 2.0154 0.8595 2.3461 1.6823

Down gap N100 2.2705 3.2461 2.8684 4.0237 3.4649

T Dfill 17.818
(73.020)

17.208
(72.198)

14.654
(61.776)

23.315
(88.606)

23.573
(94.618)

NDfill 28.417
(116.132)

28.034
(116.431)

23.903
(101.689)

33.718
(129.397)

34.215
(137.435)

Sgap 0.00811
(0.01078)

0.00785
(0.01082)

0.00889
(0.01136)

0.00796
(0.01643)

0.01261
(0.03356)

Nunfilled 1.3208 1.4798 1.3656 4.7450 4.8997

Total N100 4.4430 6.2618 5.5578 8.2300 6.8597

T Dfill 20.371
(89.443)

17.527
(73.711)

16.262
(68.839)

25.889
(105.374)

24.628
(101.002)

NDfill 32.352
(141.707)

28.369
(119.152)

26.701
(114.698)

37.536
(152.784)

35.748
(146.676)

Sgap 0.01025
(0.01831)

0.00974
(0.02029)

0.01111
(0.01543)

0.00818
(0.02501)

0.01381
(0.06425)

Nunfilled 2.4394 3.4952 2.2251 7.0911 6.5820
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Table 5 Gap statistics on data from randomly shuffling process
Gap type Index SHSE SZSE-1 SZSE-2 NYSE NASDAQ
up gap N100 2.0299 2.7262 2.5611 4.4780 3.9218

TDfill
24.220*
(98.993)

21.745
(94.686)

16.908
(70.481)

26.276
(110.075)

27.231*
(110.232)

NDfill
38.434*

(157.376)
35.261*

(155.349)
27.729

(117.035)
38.183

(159.997)
39.522*

(159.973)

Sgap
0.01165

(0.02312)
0.01124

(0.02748)
0.01191

(0.01630)
0.00902

(0.03119)
0.01580

(0.08114)
Nunfilled 1.4400 1.9662 1.3070 2.6325 1.7134

down gap N100 2.6938 3.5377 3.3660 4.4492 4.0792

TDfill
18.310*
(90.705)

16.145
(80.146)

12.951
(61.944)

27.634
(116.768)

24.896*
(101.430)

NDfill
29.144*

(144.452)
25.987*

(129.430)
21.259

(104.044)
40.162

(169.686)
36.149*

(147.212)

Sgap
0.007445

(0.009444)
0.007812
(0.01015)

0.008441
(0.009921)

0.008459
(0.01674)

0.01298
(0.03299)

Nunfilled 0.7449 0.9104 0.8336 3.4283 4.4272
total N100 4.7237 6.2639 5.9271 7.1105 5.6352

TDfill
20.850*
(94.401)

18.582*
(86.818)

14.661
(65.797)

26.953*
(113.461)

26.041*
(105.842)

NDfill
33.136*

(150.212)
30.023*

(141.370)
26.701*

(114.698)
39.169*

(164.899)
37.802*

(153.608)

Sgap
0.00927

(0.01697)
0.00932

(0.01985)
0.00996

(0.01321)
0.00874

(0.02503)
0.01433

(0.06107)
Nunfilled 2.1849 2.8766 2.1426 6.0608 6.1406

a ∗means we can reject the null hypothesis that the random result is the same with the original one
at 5% significance level using Kruskal-Wallis rank sum test
bThe red letters mean bigger and blue letters mean smaller than the original results

whereas the SZSE-1 experience the sharpest increment. These may indicate that
the real market will avoid the appearance of gaps.

2. The time to fill a gap is significantly shorter, and the difference between the up
gaps and down gaps are narrow. It takes even less time to close a down gap than
it does to close an up gap in SHSE and SZSE-1, which means the overall trend
in these two markets hinders the refilling process.

3. As to the gap size, the changes in both China and the U.S. are not evident. The
changes go in the smaller direction, and the order of the five markets remains the
same.

Then we focus on the changes on the no-trend data after the random exchange.
Comparing Table 5 to Table 4, it can be found as follows.

1. The changes of almost all statistics after random exchange are reduced. The total
number of the gaps did not change too much, even there are less gaps in the U.S.
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2. What ever types of up or down, time to fill an gap is changed significantly. They
are almost increased after random shuffling except SZSE-2, which implies there
is a certain degree of gap filling phenomena in the original detrending data.

3. The changes in the gap sizes are statistically insignificant.

These may indicate that the patterns in the original data series have been broken
after the detrending process, so the statistic results are quite the same after the random
shuffling process, which means that the gap-filling phenomenon has something to
do with the overall trend.

6 Conclusions and Discussions

In this paper, we discussed a gap-filling phenomenon which does not receive much
attention from academic world. Specifically, we focused on the statistic character-
istics of gap and gap-filling time. Different markets were slightly different in some
statistic characteristics, such as the number of gaps, the gap-filling time, the size of
the gap and so on, but generally they are similar.

To reveal that the existed gap can be recovered in a specific pattern, we proposed
a randomly shuffling process. After the random shuffling process, we found some
significant differences in each characteristic, especially for the gap-filling time. We
can reject that most of the random results are the same as the original one at a 5%
significance level by Kruskal-Wallis rank sum test. In short, we found that the stock
market had some internal pattern in terms of gap-filling and may recognize that this
phenomena are widespread in these countries.

We use detrending technology to remove the trend of the whole market from
individual stocks. We found the changes of statistics after the random exchange
are reduced, which means that the gap-filling phenomenon may possibly be related
to the overall trend. Moreover, regardless of the trend, the number of gaps in the
U.S. market and the number of gaps that have not been filled are larger than those in
China, reflecting the high activity of theU.S. stockmarket, which is related toChina’s
“T+1” trading rules and the daily 10% restrictions. Some differences between real
data and no-trend data suggest that the overall trend hinders the gaps’ generation and
slows down the gaps’ refilling process to a certain extent. After the detrending, the
difference between the original data and the randomly exchanged data suggests that
the gap-filling phenomenon may exist in the stock markets of China and the United
States.

Researches about gap-filling phenomenon could have some guiding significance
for stock traders. For instance, a trading strategy might be established on the possi-
bility of a stock gap being filled in future time. Therefore, it is a subsequent research
direction that to focus on the distribution of gap-filing time. Additionally, the mecha-
nism of how a gap is generated and then filled is also a question worthy of discussion.
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Empirical Scaling and Dynamical
Regimes for GDP: Challenges
and Opportunities

Harold M. Hastings and Tai Young-Taft

Abstract We explore the distribution of gross domestic product (GDP) and per
capita GDP among different countries in order to elucidate differences in the
dynamics of their economies. An initial analysis of GDP data and per capita GDP
data from 1980 and 2016 (and many years in between) typically finds three scaling
regions—signatures of likely differences in dynamics. The GDP of the largest ~25
economies (nations, EU) follows a power law GDP ~1/rank (c.f. Garlaschelli et al.
in Eur Phys J B 57:159–164 [1]); followed by a second scaling region in which
GDP falls off exponentially with rank and finally a third scaling region in which
the GDP falls off exponentially with the square of rank. This broad pattern holds
despite significant changes in technology (enormous growth in computing power,
“intelligent” automation, the Internet), the size of the world economy, emergence of
new economic powers such as China, and world trade (almost free communication,
containerized shipping yielding sharp declines in shipping costs, trade partnerships,
growth of the EU, multinationals displacing the traditional economic role of nation-
states). Thus, empirically, these patternsmay be universal inwhich case one approach
to growth of less developed economies (in the second and third scaling regions of
per capita GDP) may be to identify and target causative differences between these
economies and those in the first (power law) scaling region.

Keywords Power law · Lognormal · Scaling regions · Economic growth

1 Introduction

Many scaling laws have been observed in economic systems [2], and references
therein. Although specific metabolism of biological organisms scales as (mass)−0.25,
per capita productivity of cities growswith population as (population)0.15. Thus cities,
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organizing centers for of economic activity serve as engines of economic growth. as
do many similar activities. See also [2–7].

Here we consider scaling of GDP relative to rank, which implies a scaling rule
for trade links given by the gravity law [8, 9], and also scaling of per capita GDP.
We find that GDP data 1980 and 2016 (and many years in between, not discussed
further here) displays three scaling regions. The GDP of the largest ~25 economies
(nations, EU) follows a power law GDP ~1/rank (c.f. [1]); this is followed by a
second scaling region in which GDP falls off exponentially with rank and finally a
third scaling region in which the GDP falls off exponentially with the square of rank.
The distribution of per capita GDP also displays these three scaling regions.

This broad pattern holds despite significant changes in technology (enormous
growth in computing power, “intelligent” automation, the Internet), the size of the
world economy, emergence of new economic powers such as China, and world
trade (almost free communication, containerized shipping yielding sharp declines
in shipping costs, trade partnerships, growth of the EU, the effect of multinationals
displacing the traditional economic role of the nations-state [10]).

Thus, empirically, these patterns may be universal [11–17], in which case one of
the targets for growth of potentially less developed economies (those in the second
and third scaling regions) may be to identify and target causative differences between
these economies and those in the first (power law) scaling region. For example,
Montroll and Shlesinger [11] suggest a basic lognormal distribution which may be a
consequence of multiplying many independent random variables, with a power law
high-end tail because “the very wealthy generally achieve their superwealth through
amplification processes that are not available to most.” On the other hand, Reed and
Hughes [14] show how power law behavior can arise if “stochastic processes with
exponential growth in expectation are killed (or observed) randomly.”

The rest of this paper is organized as follows. The observed scaling behavior is
discussed in Sect. 2, and its persistence through time in Sect. 3. A few potential
causes are briefly discussed in Sect. 4, followed by a concluding Sect. 5.

2 The Data

Here we consider GDP (US$, purchasing power parity (PPP)) and Per Capita GDP
(US$, PPP) as functions of rank of country (highest to lowest) in 1980 and 2016.
We observed the existence of three apparent scaling regions: a power law for the
highest ranking countries, followed by a region of exponential fall-off, and finally a
region ofmore rapid fall off (∼ exp(−const×rank2)).We located their approximate
boundaries empirically by maximizing R-squared.

Although a lognormal distribution appears similar, the Kolmogorov-Smirnoff
(KS) test shows these distributions of GDP are unlikely to be lognormal (Table
1). Thus, differences in scaling likely represent differences in dynamics.
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Table 1
Kolmogorov-Smirnoff
statistics for distributions of
GDP and per capita GDP

Year Overall GDP Per capita GDP

1980 p = 0.0448 p = 0.0555

2016 p = 0.1505 p = 0.0022

Fig. 1 GDP (US$, PPP) and Per Capita GDP (US$, PPP) as functions of rank of country (highest
to lowest). Note the existence of three empirical scaling regions: a power law for the highest ranking
countries (blue dots), followed by a region of exponential fall-off (orange dots), and the finally a
region of more rapid fall-off (∼ exp(−const1 × (rank − const2)2), gray dots). In particular, the
GDP of high-ranking economies scales as ∼ 1/rank, a Zipf-Pareto distribution. The per capita
GDP of high-ranking economies has a slower dependence on rank, ∼ 1/rankβ , β < 1. Data from
IMF, as reported in easy-to-use tabular form in [18, 19].

Although correlations between 1980 and 2016 data for the KS test are difficult to
determine, the 2016 data meets the p = 0.01 cutoff, and the 1980 data is close to
the p = 0.05 cutoff (Fig. 1).

3 Rank Tends to Persist

As shown in Fig. 2, the distribution of per capita GDP across countries is remark-
ably persistent over the 36-year interval from 1980 to 2016. This that the economic
dynamics of most countries are surprisingly stable, with two notable general trends
and a few exceptions. This has important consequences for reducing poverty in
countries in the lowest scaling region.
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Fig. 2 Per Capita GDP (US$, PPP) in 2016 as a function of per capita GDP in 1980. Colors reflect
scaling regions of per capita GDP in 1980 (Fig. 1). Note that per capita GDP increased significantly
in China, Equatorial Guinea, Sri Lanka, South Korea and Taiwan (among) others, and decreased
significantly in Libya. The slope of the regression line in a log–log plot (0.8356) also suggests a
slight compression in per capita GDP’s. Note that the median per capita GDP of countries in the
lowest group increased by a factor of 5 from $ 464 to $ 2228 over this period

In the highest-ranked scaling region, per capita GDP decreased more slowly with
rank in 2016 (47 countries, 1/rank0.387) than in 1980 (46 countries 1/rank0.664). The
middle scaling region in 2016 included more countries than that in 1980 (96 vs. 67)
and also a slower rate of decrease as function of rank (exp(−0.019 × rank) versus
exp(−0.028 × rank)). Economic development which moves countries from the
lowest-ranked scaling region to the middle scaling region or from the middle scaling
region to the highest scaling region is thus associated with significant increases in per
capita GDP. As seen in the case of China, South Korea and Taiwan in Fig. 2, altering
a country’s dynamics appropriate industrialization provides one way to significantly
increase per capita GDP, thus a useful change in economic “metabolic function.”
is a relevant question to pose with respect to the questions of growth and develop-
ment. As suggested above, the stability of the dynamic regimes overtime suggests
an aggregate metabolic function.

While the data appears remarkably consistent (p < 0.0001), there are some notable
exceptions. China, South Korea and Taiwan rapidly industrialized (c.f. [20, 21]).
Similarly, Sri Lanka progressed from a rural to an industrialized economy [22].
Equatorial Guinea’s growth has been largely fueled by the discovery of oil, and thus
has seen economic deterioration with the recent oil price drops [23]. [https://www.
worldbank.org/en/country/equatorialguinea/overview]. At the same time, we have
seen economic collapses in Libya and South Africa over this period.

https://www.worldbank.org/en/country/equatorialguinea/overview
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4 Causes and Questions

We explore data which may shed light on some of the factors behind apparently
persistent scaling laws: location, level of corruption, connectedness (as a surrogate
for effective size), human development, and GINI index. The following example
suggests that population itself does not drive per capita productivity, as West [2]
shows for cities: Denmark, a member of the EU had a 2016 per capita GDP of $
44,339 and 2019 population of 5.8 million; Pakistan, had a $ 2016 per capita GDP
of 5095 and a 2018 population of 212 million.

As shown in Fig. 3, per capita GDP depends on location: higher levels are seen in
North America and Europe; much lower levels in Africa, and the per capita GDP of
a country is similar to that of its neighbors. Per capita GDP appears inversely related
to level of corruption (the corruption perception index [24, 25] is inversely related to
corruption, thus per capita GDP is directly related to this index), and directly related
to the level of logistics.

There is a complex relationship between inequality asmeasured by theGINI index
and economic growth [28]. At low initial incomes (less than $ 3000), increasing
inequality is associated with greater economic growth; at high initial incomes,
increasing inequality is associated with slower growth. A change of 0.01 in the
GINI index implies a ~1% decrease in growth rate and an ultimate ~5% decrease in
per capita GDP.

According to data in the UN human development index [29], education level
appears closely relatedwith per capita income, both before and after log-transforming
income (Eq. 1). However, the question of cause and effect is complex:more education
likely yields a more productive economy, and a more productive economy can afford
more education.

income = $4382 × (years of education) − $29, 725, R2 = 0.411, N = 189, p < 0.0001,

income = $217 × exp(0.350 × years of education), R2 = 0.700, N = 189, p < 0.0001.
(1)

There are many other potential correlates of economic development, such as
internet access, type of economy, type of government, etc. We plan to analyze
factors associated with economic development and their historical evolution more
extensively in future work.

5 Discussion

We have seen that both overall GDP data and per capita GDP data tends to display
three distinct scaling regions. The large GDP tail appears to follow a power law;
the middle exponential decay GDP = exp(−const × rank), and the low GDP tail
decay as GDP = exp

(−const × rank2
)
.
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Fig. 3 a Per Capita GDP (Int$, PPP) according to IMF, reprinted from [26], CC license. b Corrup-
tions perception index, as defined by [24], source Reprinted from [25], CC license. c World bank
logistic performance index, reprinted from [27], CC license
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In addition, there appears to be distinct dynamics in distinct scaling regions.
For example, the high GDP tail includes both large, industrialized economies and
trading economies such asQatar and Luxembourg. Four countries whichmoved from
the low of middle GDP scaling regions to the high per capita GDP scaling region,
China, South Korea, Sri Lanka and Taiwan developed highly industrial economies.
Equatorial Guinea apparentlymoved from the low per capita GDP scale to themiddle
scaling region from oil exports. Notable collapses included Gabon, Venezuela and
Libya [30].

Althoughwe have not identified an economic explanation, we note that addressing
causes for break points between scaling regions may lead to identification of
opportunities for economic growth.

In future work, we plan to consider evolution of the distribution of per capita GDP
over time and identify potential changes due for example to industrial revolutions,
wars, the structure of innovations, and pandemics.

Acknowledgements We thank our students Cole Peterson, Thomas Wang and Peter Xu for help
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Process Mining Organization Email Data
and National Security Implications

John Bicknell and Werner Krebs

Abstract Many think of processes as sequential, deliberate activities which sustain
businesses and government agencies; employees integrate themselves into defined
organizational processes. From an ecosystem vantage, however, emergent processes
exist and are discoverable. Emergent ecosystems form without human intention and
may be especially influenceable. If emergent organizational processes–especially
critical infrastructure processes–were explicit, they may be exploited. Tremendous
intelligence is contained within semi-structured and unstructured organizational data
sources. Properly analyzed, these data provide government and private organizations
with actionable management and risk mitigation insights. Using explainable process
technologies combinedwith natural language processing, a private critical infrastruc-
ture participant’s organizational process model is discovered from semi-structured
email data. Data derived from the process model are presented which elucidate
internal operations and contribute to automated situational awareness of dynami-
cally evolving events. National security implications and future research needs are
described.

Keywords Process mining · Information warfare · Critical infrastructure ·
Organization modelling

1 Introduction

Many people think of processes as intentional groups of activities which serve
profit maximizing businesses or mission driven government agencies. While this
is true, information ecosystems and complex processes are also emergent and self-
organizing with no human intention [1, 2]. Processes underlie all complex natu-
rally occurring phenomena; indeed, the Earth is a process [3]. Process technologies
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Fig. 1 Process mining is highly interdisciplinary. Source Authors

exist today which are an effective means to analyze time-domain relationships. As
Fig. 1 suggests, process mining is inherently interdisciplinary–providing additive
capability to data scientists, process improvement experts, operations researchers,
organizational design practitioners, and national security analysts.

Process mining has its modern roots in Western Europe and was conceived orig-
inally in a business process improvement context. Data science and management
science practitioners, Fig. 1, use process mining to speed the discovery of business
process models while improving accuracy and preparing organizations for digital
transformation [4]. Process mining is a highly versatile technique with vast utility
beyond corporate process improvement. Poorly understood or opaque processes
are a national security intelligence gap. If corporate, critical infrastructure, govern-
ment, and societal processes were visible and explicit, opportunities for exploitation
become available. Combined with other analytic disciplines such as game theory and
complex systems theory (again, Fig. 1), process mining may inform critical infras-
tructure defense, information warfare (IW) vulnerability detection, network fragility
analysis, geosurveillance, and many other analyses of national security importance.

Organizational process mining projects typically use structured enterprise
resource planning system logs or other structured system data which record explicit
activities, by specific employees, and at specific times. For example, a talent hiring
process might include the following activities: Create Job Requisition; Post Job
Announcement; Conduct Phone Screening; Conduct Phone Interview; Conduct On-
site Interview; ExtendOffer; AcceptOffer. These process steps are defined frequently
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in structured system tables and are suitable for process mining with relatively little
pre-processing.

In this study, we use a simple natural language processing (NLP) AI classifier to
convert non-event email data into an IEEE standards compliant event logXES format
[5], which facilitates process mining. Unstructured or semi-structured data must be
pre-processed using an AI adapter. Previous email process mining efforts sought to
understand business processes with a desire to improve business operations [6, 7] or
to automate workflow discovery [8]; our research focuses on using business email
data in national security contexts such as IW and critical infrastructure vulnerability
detection.

Many defined business processes, as described earlier, produce Markov models
which are absorbing. Our analysis is considerably different, although it uses the same
IEEE data standard.We analyze an informal, emergent email communication process
which is non-absorbing and ergodic; in other words, the process has no definitive
beginning nor ending, and it is characterized by cybernetic looping behavior. Unlike
previous email process mining efforts which required a tag in the subject line to
identify a process activity [6] or which examined the entire email text for keywords
[7], our intent is to show that an adversary may discern process information merely
from untagged subject lines. Email subject lines often are considered less-sensitive
than the full email and appear in SMTP log files.

Unstructured corporate data–including emails–contain significant business intel-
ligence. It is therefore desirable to analyze email data in order to understand how a
business or government agency might improve operations, identify vulnerabilities,
and automate situational awareness of dynamically evolving events. In this paper, we
present a processminingprojectwhichmodelled an emergent corporate process using
email data and process simulation technologies [9, 10].We then discuss implications
and suggest follow-on efforts.

1.1 Methodology

This study uses process mining, a nascent and powerful technique, to analyze the
publicly available Enron email dataset [11].

The goal of process mining is to turn event data into insights and actions [12].
Process technologies elucidate ecosystem information flows, decision-making prob-
abilities and temporal measures. Machine-readable process outputs and models of
complex natural phenomena enable numerous applications. As the name implies,
process mining AIs “mine” data and surface (e.g. Markov or Bayesian) models
of decision-making processes from various input formats with no a priori knowl-
edge. Process mining is also a human-understandable, human-verifiable, and
human-explainable AI.

Structured or unstructured data which chronicle events are usable–cyber security
logs, telemetry, information systems, multispectral imaging, social media data [13],
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etc. Three pieces of information are needed to discover processes; additional features
enrichen the analysis:

• Case ID: An identifier that represents a specific execution of a process.
• Activity: One of several steps performed within a process. For example, cyber

exploit attempts or tweet hashtags.
• Time Stamp: This orders the activities within each case and enables sophisticated

modeling.

Figure 2 contains a trivial example where an event log is converted into a temporal
process model. Process cases 1 through 3 all contain the same activities, labeled “A”
through “E.” In Case 1, the activities happen in natural order. In Case 2, Activity “C”
precedes “B.” Finally, in Case 3, Activity “D” is repeated before concluding with
Activity “E.” The discovered process accounts for these process variations. Real
world processes are significantly more complicated.

Process models are temporal representations of events organized by process case.
The process mining software used in this analysis creates a machine-readable busi-
ness process model notation (BPMN) diagram, calculates various Markov transition
probability matrices, descriptive statistics associated with the process, capacity esti-
mates for process activities, and distribution probabilities associated with activity
state arrival data.

Fig. 2 Trivial process mining example
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Fig. 3 Transition
probability matrix state 1 →
2. Source Authors

The model presented in Fig. 2 may also be represented algebraically as a Markov
transition probability matrix, Fig. 3. Information flows from beginning process
activity states are expressed as probabilities. The beginning state is labelled “State 1”
and is contained in the matrix rows; the ending state is labeled “State 2” represented
by the matrix columns. Referencing the same simple event log contained in Fig. 2,
information flows from Activity “A” to Activity “B” two-thirds of the time, and
from Activity “A” to Activity “C” one-third of the time. When starting at Activity
“D,” there is a 25% probability that Activity “D” repeats and a 75% likelihood that
Activity “E” follows Activity “D.” The software used in this analysis uses a heatmap
color coding scheme to visualize relative values and to suggest noteworthy findings.

Event log quality and richness varies greatly. The concept of a process sojourn is
important. A sojourn comprises the path of a case between activities. Sojourn time
may bemeasured from an event log and represents the entire activity wait and activity
service times combined, Fig. 4. A sojourn for a case may proceed from Activity “A”
to Activity “B”, and so the sojourn time may be calculated as the Activity “B”
End Timestamp minus the Activity “A” End Timestamp. If service start times are
available, then explicit wait and services time calculations are possible. In a business
context, sojourn measures describe waiting queues and service times for defined
operational processes such as: parts manufacturing, loan processing, ecommerce
webform user experience, or employee onboarding. Since this analysis uses email
data, the only available sojourn measure is each email’s send timestamp; therefore,
it is impossible to calculate directly the sojourn wait and service times. So, we use
the time between emails as a rough proxy for how much time is being spent on a

Fig. 4 Deconstructed process activity
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task related to that email. This is an important consideration for estimating capacity
of process activities, explained next.

Capacities for process activities may be estimated one of two ways. First, activity
capacity may be estimated using simple queuing theory (SQT) comprising arrival
rate and service rate estimates for activities derived from the event log; an alternative
method for estimating capacity of an activity from the event log involves computing
fractional spectral downshift in a frequency-domain representation of the event log. In
this paper, we use the first method for estimating process activity capacities. Capacity
is estimated using heuristics derived from SQT. Making a number of hand-waving
assumptions, SQT-based heuristics look at the average number of tasks running in
parallel together with sojourn times to estimate the number of process activities likely
in a wait state at any given time; from this queue lengths, wait states, service times,
and capacity may be estimated. We hypothesized that our very simple NLP email
subject line event analysis, although noisy, would nevertheless serve as a rough proxy
for the tasks employees were engaged in at any time. The resulting timestamps, in
turn, when analyzed with SQT, in turn, provide a useful rough ranking of where
employee bandwidth might be at a premium.

Descriptive statistics such as average, median, mode, skew, and kurtosis describe
process sojourn times associated with state transitions. Probability distribution esti-
mates with labels such as “Gaussian distribution,” “extreme value distribution,” “uni-
form distribution,” “Poisson distribution,” “platykurtic normal distribution,” and so
on are derived by applying heuristics to the statistical characteristics.

These process measures may be used as data-driven input parameters to simulate
the organization. The analytic expression for the capacity parameter, defined above,
is accurate under the assumption that there is only a singleworker or single automated
process processing events in theworkflow. The expression, however, provides at least
an estimate of capacity or utilization that is often directionally accurate as a simulation
input parameter. Similarly, probability distribution descriptions are assumed to be
approximately accurate.

Process mining and social network analysis (SNA) are conflated easily. While
both techniques have a strong network component, process mining is inherently
temporal, as explained earlier. Process models, therefore, may be analyzed using
many of the same centrality, distance, and entropy measures associated with SNA.
We describe future research possibilities which should explore these possibilities.
A number of well-known visualizations and analyses [14–16] can be applied to
the Markov models generated from process mining. Some of the more interesting
outputs (Kemeny constant, relaxation time,mixing time,mean-time-of-first-passage,
entropy, and eigenvalues, when present) have time units in terms of Markov steps.
The process mining software used in this analysis generates “time-inhomogeneous”
or “multiscale” Markov models with uneven time steps along with various time
measures and estimates, including mean sojourn (transition times), and various tech-
niques are known [17–19] to time-normalize or time-homogenize Markov matrices,
after which Markov time step units are roughly proportional to real world time.
Any method that generates XES process log data, including data from previous
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process mining email efforts [6–8] can be subjected to our time-homogeneous,
time-of-first-passage, capacity estimates, and resulting simulations.

Enron Corporation was an American energy, commodities, and services company
based in Houston, Texas. It was founded in 1985. During the late 1990s, Enron was
heralded as an American success story. Famously, Enron went bankrupt in late 2001
after accounting fraud and corporate corruption became public knowledge [20]. The
Enron email dataset contains data from about 150 users, mostly senior management.
The data contains a total of about 0.5 M messages and primarily spanned late 1998
through mid-2002 as Enron’s collapse unfolded (although some spurious emails
as well as incoming emails have timestamps outside this range). These data were
originally made public, and posted to the web, by the Federal Energy Regulatory
Commission during its investigation [11].

There are numerous ways to organize unstructured or semi-structured data for
process mining. Different process event log configurations offer various temporal
perspectives of information flow through an organization. For example, external
email subject lines may be used as the process case in order to understand how
external information flowing into an organization is handled. If department, team, or
supervisory work group information is available, then these data provide aggregate
viewswhich offer comparisons between organizational sub-groups. For this analysis,
the sender’s and recipient’s email addresses were used as CaseIDs (so that each
retained email appeared as at least two events; bulk emails would appear as multiple
events). A portion of the event log is contained in Fig. 5.

Process activities were derived using a simple, case-insensitive bag-of-words
model [21]. We constructed a simple NLP classifier for the emails in Enron’s dataset
by looking at approximately the top-10, top-20, and top-40 non-stop-word email
subject keywords. Emails were classified into unique activity categories (assumed
to be approximately correlated with employee tasks) based on the first such top-10,
top-20, or top-40 keywords that appear in the subject line. Emails with no non-stop-
word subject lines, or emails which had subject lines not containing a top keyword,
were dropped. An alternative, which was also attempted, is to classify such emails

Fig. 5 Enron email event log excerpt
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as ‘other’; this resulted in data which was deemed too noisy. In some of our data, we
made one exception to this rule: noting that Enron frequently sent out emails with
ALL-CAPS subject lines as a way of indicating an urgent email, if an email subject
line was in ALL-CAPS (except for common control stop words like ‘Re:’), this was
assumed to be a proxy for a crisis or urgent matter, and designated as belonging to
the “SHOUT” process activity.

Process mining techniques include a number of filtering strategies for dealing
with noisy datasets. Not all “SHOUT” Enron emails were crisis related; some were
merely social events. Filtering process logs to retain only a top set of the most
common activities is a heuristic referred to as an “activity filter” in the process
mining literature. The subject line keyword in the last email sent or received by an
employee with the top-keyword-set was assumed to be a proxy for that employee’s
current activity in our very simple NLPmodel. The idea was to demonstrate that even
very simple, easily automatable NLP analyses of unstructured corporate data could
yield interesting process mining results. If an employee sent or received multiple
emails containing that keyword in a row (even if this activity was interspersed with
emails not containing subject lines of interest which were removed, as described
previously) the employee was assumed to still be engaged with the subject keyword
line activity, and the duplicate records were deleted.

The Enron dataset includes emails from outside the company, a small but signif-
icant percentage of corrupted emails, and emails from different email software
systems (Enron transitioned off of Lotus Notes during this period). To ensure our
dataset only looked at emails originating from within Enron and avoided bulk mail
duplicates, we limited our data to emails found in ‘sent-mail’ folders, which may
have been specific to one email system. By limiting to emails in employee ‘sent-mail’
folders, we initially processed only a subset of the 0.5 M Enron emails, looking at
37,921 emails, of which 37,830 were deemed non-corrupt, resulting (after ‘activity
filtering’ on top keywords), in 4,994 events (which represented emails spanning
multiple employee/CaseIDs as described above). Since ‘sent-mail’ may have been
an artifact of one email system used by Enron, for comparison purposes we also
did a second analysis of the entire Enron email archive (including emails sent from
outside Enron). This comparison run looked at 517,401 emails, of which 495,466
were deemed non-corrupt. After “activity filtering” to limit events to approximately
the top-10 subject line keywords as described above, this dataset had 63,306 events.
Despite including emails fromoutside Enron and a different date range, this larger but
presumably noisier dataset resulted in reasonably similar process mining statistics
as the smaller ‘sent-mail’-only dataset.

2 Results

Derived process models combined with post hoc manual analysis revealed insights
about Enron corporate culture and how management dealt in email with recurring
corporate issues.



Process Mining Organization Email Data … 233

The Markov model contained in Fig. 6 represents Enron corporate decision-
making or information flow through the lens of general email exchanges. Decision
patterns emerge among Enron employees which are unintended, yet observable. The
matrix includes a “re-work” perspective which is observable as the diagonal values.
Re-work in this context means that an employee sent consecutive emails with a
similar contextual subject, which is interpreted as engagement.

Emails with all capitalizations (“SHOUT”) in the subject line take up a significant
portion of employee email dialogue, as evidenced by the high transition probabilities
going into the “SHOUT” state from other states.Moreover, there is a 55% probability
that Enron employees remain in a “SHOUT” email re-work state. Responding to
“meeting” emails is another large resource expenditure as evidenced with relatively
high inflowprobabilities and 47%probability of sending consecutivemeeting-related
emails (re-work). “Urgent,” “Vacation,” and “Please” are all activities with relatively
little re-work.

The software used in this analysis auto-generates a narrative summary of the
process:

This processmodelwas created by analyzing 172 cases. The average case time is 116.48 days,
and the median case time is 93.07 days. The min case time is 0.00 s. The max case time is
431.99 days. It appears that the case durations are normal skewed to the right. There were
4994 total events processed. The activities which were estimated to take the longest amount
of time are “address” at 7.45 days and “hi” at 7.26 days. There was an average of 29.03 events
per case, and a median of 15.0 events per case. There were a max of 292 events per case and
a min of 1. The most frequent activities are “SHOUT” at 1780 sojourns and “meeting” at
1265 sojourns. The process activities with the highest capacity estimates are “SHOUT” and
“meeting.”

Fig. 6 Enron email transition probability matrix with re-work
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By removing re-work process events, transition probabilities for the “SHOUT”
and “Meeting” activity states are more pronounced, Fig. 7. In fact, all of the matrix
transition probabilities are slightly higher than the results contained in Fig. 6. This
makes sense, as the process case activity event counts are reduced by the amount of
re-work and the matrix row divisors are adjusted accordingly. Comparing the results
from the model with re-work removed with the previous matrix (Fig. 7), we observe
significant percent changes in information flows into “SHOUT” from the “Meeting”
activity state, and vice versa. There is also a 22% change in probability that Enron
employees send a “SHOUT” email following a “Party” email.

This processmodelwas created by analyzing 172 cases. The average case time is 116.48 days,
and the median case time is 93.07 days. The min case time is 0.00 s. The max case time is
431.99 days. It appears that the case durations are normal skewed to the right. There were
2985 total events processed. The activities which were estimated to take the longest amount
of time are “settlement” at 15.10 days and “game” at 12.93 days. There was an average of
29.03 events per case, and a median of 15.0 events per case. There were a max of 292 events
per case and a min of 1. The most frequent events are “SHOUT” at 843 observations and
“meeting” at 677 observations. The process activities with the highest capacity estimates are
“meeting” and “SHOUT.”

We hypothesized that our very simple NLP email subject line event analysis,
although noisy, would nevertheless serve as a rough proxy for the tasks employees
were engaged in at any time and provide a useful ranking of where employee band-
width might be at a premium. Figure 8 compares the capacity estimates for Enron’s
email corporate model with activity event counts. “SHOUT” and “Meeting” have
the largest capacity estimates at 0.92 and 0.85, respectively. The lowest capacity
estimates include: “Urgent” at 0.23, “Training” at 0.24, “Settlement” at 0.26, and

Fig. 7 Enron s email transition probability matrix re-work removed
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Fig. 8 Enron email process
activity capacity estimates
compared to event counts

“Lunch” at 0.27. Although there is a significant positive correlation between event
counts and capacity estimates, r = 0.83, n = 19, p < 0.001, capacity estimates also
looks at event timings and number of parallel tasks, so that “training” appears at
significantly lower capacity than various social activities (“hi”, “holiday”, “lunch”,
“game”) despite the former having higher or equal event counts (Enron was not
noted for its compliance culture, so we might expect social activities to run at a
higher capacity than “training” and “settlement”, although it is even more surprising
somany social-related keywordsmade it into the top keywords list. Given that “party”
is above the median for both activity counts and capacity, it is perhaps not surprising
that Fig. 7 shows a “SHOUT” response frequently following a “party” email, but not
the reverse).

Skew, kurtosis, mean, variance and similar distribution statistics were applied
together with simple heuristics to classify activity time interval probability distribu-
tions in the event logs, Fig. 9. For example, distributions with an absolute value
or skew or excess kurtosis greater than 2 that are not classified as log normal
are classified above as ‘Extreme Value.’ Similar heuristics classify distributions
as likely ‘Normal or Poisson’, “Log normal’, ‘Leptokurtic normal’, ‘Platykurtic
normal’, ‘Discrete’, or ‘Uniform.’ These classifications can provide insights into the
nature of processes and serve as data-driven simulation parameters. For example,
processes with normally distributed sojourn times likely involve manual labor,



236 J. Bicknell and W. Krebs

Fig. 9 Enron email probability distribution matrix

whereas processeswith uniform or discrete time distributionsmay involve automated
processes or indicate insufficient sample sizes. Processes near capacity often show
log normal, leptokurtic or extreme value time distributions, likely due to employees
utilizing triage to prioritize work queues. The Enron email process activities with
the highest capacity estimates, “SHOUT” and “Meeting,” are both estimated to have
“Extreme Value” distributions.

“Normal modes” are a useful classifying characteristic in a number of dynam-
ical systems [22, 23] and are associated with Markov processes when eigenvalues
are present [23]. It is therefore reasonable to expect corporate processes with inter-
esting eigenvectors to have normal modes, which might correspond to a steady-state-
response to crisis (e.g. “SHOUT”) and more relaxed (“game”) corporate modes of
operation. Eigenvalues have units of frequency, or inverse Markov step time, so a
time-homogeneous Markov matrix may be more relevant to eigenvalue analyses.
Not all corporate event traces will have interesting normal modes; typical corporate
order flows have “absorbing” Markov Matrices without interesting loops and thus
without interesting eigenvalues. However, our Enron-derived Markov chains have
many looping processes, consequently they are ergodic and appear to have multiple
interesting eigenvalues, which can be illustrated on a (time-inhomogeneous) eigen
plot, Fig. 10.
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Fig. 10 Enron email process
activity eigen plot

3 Discussion

Email processmining results using simpleNLPAImodel the flow of information and
suggest Enron has a “meetings” culture and presumably has limited bandwidth for
its total meetings and events. Based on our email subject line analysis, Enron meet-
ings fall into different categories: trainings, client calls, conferences, networking or
social event planning, and what appear to be crisis management and internal escala-
tion meetings, all of which spawn each other at different rates. A crisis management
meeting makes a training or conference call email, as well as future crisis manage-
ment or internal escalationmeetings more likely. Similarly, friendlymeetings around
networking or social events seem to make other social event-related meetings more
likely. Thus, observation of the different categories of meetings impacts the prob-
abilities of future instances of other meeting categories. A crisis-related meeting
makes crisis-response and training meetings more likely as the company continues
to respond to an ongoing crisis, whereas a social event meeting makes follow up
social event meetings more likely as the company presumably relaxes and shifts
“meeting bandwidth” towards these friendlier events.

Multiple process loops are present, resulting in a Markov matrix that is non-
absorbing and ergodic with chain and topological entropies, relaxation time, and
eigenvalues present. Since the dataset often shows switching between urgent ALL-
CAPs (“SHOUT”) subject lines and more relaxed social tasks, the Markov matrix
presumably encodes data about Enron’s response to various corporate crises and
subsequent relaxation from those crises. Thus, eigenvectors, relaxation times, and
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chain-entropy in a time-homogeneous Markov Matrix can potentially provide
insights into information diffusion times and corporate response to external stimuli,
one of many ways process-mining statistics may be used to infer corporate vulnera-
bilities or provide business consulting insights.Markov chain walk plots also provide
a useful visualization of corporate task switching within our model.

Despite the noise in the underlying dataset and violations of single server SQT
assumptions, the capacity algorithm nevertheless tends to identify work-related
keywords such as “meeting”, urgent “SHOUT”-related tasks, and other work-related
keywords as among the top candidates for capacity drains, whereas the social-related
keywords tend to receive lower capacity scores. Note that, because task parallelism
is being factored in, this ranking is somewhat different than one achieved via simpler
heuristics such as merely looking at activities with top counts or long-running tasks.
Interestingly, Enron was not noted for its compliance culture, and at least in this
particular time-slice set “training” has the second lowest capacity score of the top
email subject line keywords, perhaps because it is lower priority than “settlement”,
“lunch,” social introductions, or holiday parties. (In fairness to Enron, “training”
would be a lower priority at many companies compared to “customer” if not “[social]
party”, and looking at other time slices suggest Enron’s priorities in this regard may
have changed a little over time. Nevertheless, given Enron’s history, it is interesting
that “training” scored quite low here despite considerable activity counts and sojourn
times spent on the activity). Despite the low capacity score for “training”, it is worth
noting that many other keyword-activities in this same set would be lower ranked
when merely looking at simpler criteria, such as raw activity counts or sojourn times.
These results suggest that SQT analysis may add value as a useful ranking heuristic
even on noisy data where SQT assumptions are violated. The software used in this
analysis is also able to combine the Markov transition results with its activity timing
estimates to automatically generate more accurate agent-based simulations free from
the restrictions of SQT assumptions.

Conceptually, Enron employees are likely doing many tasks in parallel, but due to
lack of data granularity and because this project was a first effort, we modeled Enron
employees asworking on one email task (process activity) at a time, even if therewere
minor distractions in between. Despite this simplification, our consistent approach
appears to present a correct approximate picture of Enron corporate operations.Using
a simple NLP classifier and simplifying assumptions about employee processing
of work, this project constructed a process mining event log from semi-structured
corporate email data. Post hoc analysis suggests promise for future research.

4 Implications and Future Work

In this section, we describe national security implications and future research
considerations.

Government agencies and American corporations–especially critical infrastruc-
ture participants–must assume intelligent, persistent, and resourced adversaries
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are gathering intelligence in order to launch insidious and potentially devastating
IW attacks on the homeland [24–27]. Since the 1960s, Russia has enhanced IW
with systematic psychological understandings of adversary reflexive processes and
continues honing the technique. Known as reflexive control (RC), this highly analyt-
ical method has roots in cybernetics and game theory [24, 28, 29] and is a means of
conveying to a partner or an opponent specially prepared information to incline him
to voluntarily (or reflexively) make a predetermined decision desired by the initiator
of the action [30].

IW enhanced with RC extends beyond human-to-human interactions; in fact,
human-to-human IW RC is a minority use case in the Information Age. Today,
entire societies and all public/private critical infrastructure participants must thwart
human–machine and machine-machine IW attacks [25]. IW RC may be deployed
with devastating effect against machines, information systems, and physical infras-
tructures [30]. Mapping of decision-making patterns, also known as “information
cartography” [31], is a challenging but still achievable task. It is the knowledge of
patterns within the decision-making process that allows an adversary to insert infor-
mation into the process that would ultimately allow manipulation of the decision
[32]. As such, all aspects of critical infrastructure ecosystems should be analyzed
using a process-centric lens.

The informal, emergent corporate process contained in this study, for example,
suggests ways information may be injected into the Enron ecosystem in order to
disrupt operations, distract executives, or drain resources with frivolous activity. The
processes discovered in this study represent probabilistic flows of information in the
Enron corporate ecosystem. Future work should build upon this study and develop
creativemeasures and simulations for elucidating process ecosystems further. Under-
standing ecosystem dynamics empirically answers operational questions of interest
such as: how long will it take for specific information to reach a specific person, what
is the organizational rhythmor tempo, howwill the ecosystem reactwhen information
is injected at various entry points [33], how do adjacent ecosystems interact, and how
long does it take for an ecosystem to recover?Measures such as theKemeny constant,
relaxation time, mixing time, mean-time-of-first-passage, entropy, and eigenvalues
should all be considered. Time-normalized or time-homogeneous Markov matrices
will likely provide additive ecosystem intelligence, as well.

Processmodels representing contextual temporal decisionflows throughorganiza-
tions contain substantial intelligence from which organizational vulnerabilities may
be inferred and mitigation strategies developed. Derived vulnerabilities may include
reflexive reactions to deliberate or incidental stimuli (red team cyber-attack provoca-
tions, major financial upheavals, or weather disasters, for example), decision network
fragilities/network points of failure, and diffusion of information both contextually
and temporally. Future research may reveal important trends with profound national
security implications. If enough organizations are studied and processes catalogued,
generalized reflexive response trends to certain stimuli may emerge and be exploited
in various ways such as using information as a maneuver element in a larger phys-
ical or cyber kill chain. New social engineering techniques may be developed as
well which are, again, generalizable. Future research should include manipulating
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Markov models in various ways to understand ecosystem perturbations empirically,
simulating ecosystems to understand and predict information flows, investigating
concepts like entropy warfare, entropy transfer, or directed entropy [34], devel-
oping cyber-attack/defense software which accepts machine-readable process model
outputs [24, 25] to understand vulnerabilities through a new lens, and developing
mitigation strategies which do not affect organizational operations.

As discussed, pre-processing tools are required for creating event logs; this is
especially true for unstructured or semi-structured data. The simple bag-of-words
NLP classification combined with human analyst adjustments methodology used in
this project extracted keywords from email subject lines. New pre-processing AI
adapters are necessary, however, in order to maximize future research. We hypoth-
esize that useful process mining insights could be derived from the email-derived
event logs using fully-automated contextual NLP AI adapters. If simple NLP tech-
niques yield interesting results, imagine what can be done with more sophisti-
cated natural language understanding (NLU) technologies, such as unsupervised
document clustering, TensorFlow-based open source document NLU classification
systems like Rasa, or proprietary systems like IBM Watson. For example, email
bodies, email attachments, and entire corporate data systems are a much richer
and untapped data source for process technologies. Process mining which combines
customized contextual NLP from various perspectives (human resources, operations,
finance, logistics, marketing, legal, etc.) enables comprehensive multi-dimensional
organizational elucidation with greatly enhanced possibilities for whole-business
optimization simulations and critical infrastructure vulnerability analyses.

5 Conclusion

This paper reported the findings of a novel application of organizational process
mining. Enron corporate emails were analyzed after applying a simple NLPmethod-
ology to extract keywords from the email subject lines. The technique yielded inter-
esting results and tells a logical post hoc story of internal operations which warrant
further research to understand national security and organizational management
implications.
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Efficient Self-organized Feature Maps
Through Developmental Learning

Adit Chawdhary and Ali A. Minai

Abstract Learning and adaptation occur at several temporal and spatial scales in
animals with central nervous systems. In the broadest sense, these include evolution,
development, synaptic learning, and real-time modulation. Of these, artificial neural
networks have focused mainly on learning at the synaptic level with fixed network
sizes and architectures, thus excluding some very important dimensions of adaptation
available to biological systems.With the increasing scale of problems towhich neural
networks are being applied, and the quest to achieve more robust and flexible general
intelligence in artificial systems, it is important to explore learning at other scales as
well, of which developmental learning is the least explored. In this paper, we study
a simple model of developmental learning in self-organized feature maps with the
narrow goal of demonstrating that adding a developmental aspect to synaptic learning
can enhance the performance of neural networks while reducing computational load.
Though simplistic, the approach described represents a general paradigm for neural
learning that mimics the gradual complexification that biological neural networks
undergo in animals. We also argue that this is a crucial step for neural learning to
move beyond narrow applications towards a more general intelligence framework
with continuous learning.
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1 Introduction

Ever since the beginning of the AI project in the 1950s, the goal has been to achieve
intelligence that operates at the same level as humans, or at least at the level of intel-
ligent mammals. However, in spite of repeated predictions about imminent success
[24], the goal has proved to be elusive [27, 30]. The recent explosive growth in AI
systems, led mainly by deep neural networks, has been focused on narrow tasks and
pre-defined goals—often with impressive but brittle performance. It is also based
for the most part on supervised (or at least gradient-based) learning, uses very large
amounts of data, and requires exorbitant computational effort for training. All of
these features make even the most successful current AI very different from natural
intelligence, which is versatile and robust, learns mainly through self-organization
or reinforcement, needs relatively little data, and often learns in very few trials. The
question must therefore be asked: What is missing? The answer is likely to be very
complicated, but one crucial feature that is missing from most neural network learn-
ing today is the exclusion of evolution and development from the learning process.

Two important reasons why animal nervous systems can learn very complex tasks
with relative ease are:

1. Evolution pre-configures useful processing architectures, feature detectors, and
constraints that act as powerful priors for subsequent learning.

2. Development learns complex tasks requiring many degrees of freedom gradually,
beginning with simple learning in a simple (infant) body, and systematically
adding more complexity of task and body in tandem while using the previous
simpler learning as a biasing prior.

In contrast, most current AI systems—both neural networks and robots—usually
begin with a fully complex architecture and use learning to acquire complex capabil-
ities, necessitating computationally intensive, time-consuming learning. This paper
focuses on the second item listed above, making the case that adding a developmental
component to neural learning can make it more efficient and scalable.

2 Background

While the vast majority of work in neural networks has focused on adaptation of fixed
architectures, there has also been significant research in on applying evolutionary
algorithms [38]—primarily in the context of evolutionary robotics [31]. The results
show that this approach can often be very promising, but the ability to truly capture
the power of evolution in actual implementation or even simulation is limited due to
the fact that evolution is fundamentally a slow process that leverages extremely large
populations. These conditions are impossible to replicate artificially, and ultimately,
the evolutionary aspects of biological learning have to be incorporated mostly into
the design process. However, the biological processes of development aremuchmore
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amenable to simulation and implementation because they occur at the level of the
individual animal. But surprisingly, work on incorporating developmental processes
into neural learning or robotics has beenmore limited (see [3] for a notable exception
in the area of robotics).

In neural networks, development usually involves combining learning with
growth—mainly to support incremental learning [33, 35, 39]. Algorithms proposed
for growth or pruning in neural networks [5, 17, 19, 25] are not especially devel-
opmental in their approach. Most importantly, they are grounded in the supervised
learning paradigm whereas biological development occurs in unsupervised or rein-
forcement learning situations. The theme of development in reinforcement learning,
however, has been investigated in particular by Asada and collaborators [2] in the
context of robotics.

Interest in enabling neural networks to show life-long learning has resulted in
several incremental learning strategies. Some of these rely on growing networks in a
manner similar to development.Miller and colleagues [28, 29] have proposed amodel
where neurons are endowedwith the capacity to grownewconnections and neurons in
ways that mimic development in the nervous system. However, the “developmental”
process is actually simulated within an evolutionary algorithm. Perhaps the most
systematic growth-based approaches to incremental learning are the growing neural
gas (GNG) model of Fritzke [7–9] and the subsequently developed self-organized
incremental neural network (SOINN) model of Hasegawa and colleagues [10–12,
20, 36]. In both these models, a SOFM network is grown (and occasionally pruned)
adaptively based on the distribution of neuron activity across the training data. The
goal is to balance the representational load across neurons, to identify the number of
clusters in the data adaptively, or to handle non-stationarity in the data.

The motivation and approach for the study we present are very different. First, the
focus is on scalability and efficiency of learning, so the dataset is neither growing
nor changing. The growth in the network is not driven by any calculated metric (as
in GNG, SOINN and other systems), but rather represents the expanding degrees of
freedom in a growing organism (though we do not claim biological plausibility for
the mechanism used.) The “incremental” aspect in our model is thus hierarchical:
What is increasing is the system’s capacity to perceive and learn the same data with
increasing resolution and in more complex ways, not the ability to keep learning new
data. This is discussed in more detail in the next section.

3 Motivation and General Framework

The supervised learning paradigm will always need large amounts of labeled data
and training iterations. Moving towards more natural general intelligence requires
focusing on unsupervised and reinforcement learning, which are the basis of learn-
ing in animals. The long-term goal of our research is to investigate how develop-
mental methods can help address complex learning tasks in animals, robots, and
AI systems. The Developmental Self-Organized Map (DevSOM) model studied in
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this paper represents the simplest step in that investigation: Showing that a simple,
developmentally-inspired growth process can significantly improve the learning of
feature maps.

The self-organized feature map (SOFM) model first proposed by Kohonen [21–
23] has become one of themost influential and profoundly useful paradigms in neural
networks. In a very simple framework, it captures the cognitively critical function of
learning informative spatial maps from data in complex, high-dimensional feature
spaces [32]. Such maps are seen explicitly in many parts of the mammalian brain
[15]—notably the visual [13, 18], somatosensory [6, 34, 37] and motor cortices
[1, 14, 16, 34]—and very likely occur in more abstract form throughout the ner-
vous system. It is one of the brain’s primary ways of organizing data and learning
meaningful representations based on feature similarity. Thus, we choose the SOFM
paradigm to demonstrate the utility of a developmental approach. A key aspect of
building feature map representations is to cluster data based on feature similarity,
so that distinguishable categories of data are represented in distinct regions of the
map. We use this requirement as a way to quantify the performance of learning in
this paper.

A complex domain with a high-dimensional feature space and a large amount
of data requires a network large enough to represent all the categories, including
small, nuanced differences between samples. But when a large network is trained
on a large amount of high-dimensional data, the process is difficult. It often requires
very slow training with careful tuning of parameters, and even then, it is often dif-
ficult to achieve a sufficient performance level. This is an instance of the standard
situation encountered in most AI paradigms today, where complicated systems are
forced to learn complicated information directly, thus setting up an inherently very
complex learning task. We propose that this can be alleviated by solving the problem
developmentally in a hierarchical fashion as follows:

1. Start with a small network that quickly learns to make gross distinctions in feature
space, thus laying down the foundations of the map at an approximate level.

2. Then grow the network in stages where the neurons in each stage inherit the
imperfect but useful learning of the neurons from the prior stage, but at the same
time, add some variation so that finer features of the data can be learned.

The results in this paper show that significantly better results can be achieved with
this approach with a much lower computational cost.

This profound aspect of developmental learning was explored in an early work
by Elman [4] in the area of learning a language model, though that model still used
supervised learning. Elman showed that a system that starts with initially limited but
gradually increasing information processing capacity can learn complex functions
better than one that is forced to learn the same data at full capacity from the outset.
As he states: “Limited capacity acts like a protective veil, shielding the infant from
stimuli which may either be irrelevant or require prior learning to be interpreted.
Limited capacity reduces the search space, so that the young learner may be able to
entertain a small number of hypotheses about theworld.”TheDevSOMmodel applies



Efficient Self-organized Feature Maps … 247

the same principle in a more biologically plausible—and potentially more broadly
applicable—unsupervised setting. The work presented in this paper is intended as a
“proof of concept” for this more general approach.

4 The DevSOMModel

As in all SOFMmodels, the goal in the DevSOMmodel is to organize data in a high-
dimensional feature space onto a low-dimensional neural surface (or hypersurface)
such that data points with similar features are mapped close together. If the data
has clusters or categories defined by feature similarity, an SOFM would map data
points of the same category to a compact region on the map, and data points of
distinct categories to non-overlapping regions. Thus, an SOFM also functions as a
clustering network if the underlying data has clustered structure. Furthermore, if there
are variations within a category or data points that bridge categories, the structure of
the map would also reflect that. This case provides a convenient way of studying the
capabilities of SOFMs, and is adopted in this paper. In particular, we use data from
the well-known MNIST digit dataset [26] to pose the learning problems on which
the DevSOM model is evaluated.

DevSOM is a hierarchical growth model, where successively larger standard
SOFMs are trained in combination with a simple growth process. At each stage,
the larger network inherits weights from its predecessor as described below. All
networks are trained using the standard SOFM training algorithm with a shrinking
Gaussian neighborhood function. Each neuron, i , in the network has a topographical
location ri on themap, and receives input from allm feature inputs through theweight
vector wi = [wi j ]. When a data point xq = [xq1 , . . . xqm] is presented to the network,
the winner neuron is determined by i∗ = argmini ||xq − wi ||, and the weights of the
neurons are updated using:

�wi j (t) = η(t)�(i, i∗, σ )(xqj − wi j (t − 1)) (1)

with
�(i, i∗, t) = exp

[−(ri − ri∗)
2
]
/2σ 2(t) (2)

σ(t) = σ̄ /(1 + (2t/T )) (3)

η(t) = η̄/(1 + (2t/T )) (4)

where σ̄ is the initial width of the neighborhood function (in grid cells), η̄ is the initial
learning rate, and T is the total number of iterations, which equals number of training
epochs times the number of datapoints in training dataset. Both the hyperparameters
undergo hyperbolic decay.

The process begins with a small infant network, N0, which is a standard SOFM
with randomly initialized weights. In the simulations for this paper, we assume that
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the network is a two dimensional square n0 × n0 lattice. The network is trained only
for a very small number of iterations through the data, which may represent only a
small subset of all available data. This network is not large enough to capture the
details of the complex data, and training results in a relatively low-quality gross map
where categories are only vaguely discriminated and nuances within categories are
not captured at all.

Once the infant network has been trained, it is expanded into the Level-1 network,
N1, with n1 × n1 neurons. For our simulations, we use nk = 2nk−1, so n1 = 2n0. The
neurons of N1 are obtained by replicating each neuron of N0 into a 2 × 2 sub-lattice
of four neurons that inherit their weights from their parent neuron in N0, but with
N (0, 0.2) independent Gaussian noise added to each weight. Thus, this network
inherits the information learned by N0, but with twice the potential resolution in
both dimensions of the map. This network is again trained for a small number of
epochs, after which the same process is repeated to generate the N2 network with
n2 × n2 neurons, and so on. After K -steps of developmental growth, the feature map
is of size 2K n0 × 2K n0. Each stage is trained only for the same small number of
epochs (5 in the simulations).

5 Simulations and Results

5.1 Experimental Protocols

To investigate the potential benefits of the DevSOMmodel, we perform experiments
under four protocols as described below.

The MNIST dataset has 70,000 samples of handwritten digits from 0 through 9,
with 7,000 samples of each digit. Of these, 1,000 samples of each digit are used for
testing and the remaining 6,000 for training in various configurations. The test set
for all protocols is the same. The two main hyper-parameters in SOFM are the σ̄ and
η̄, namely the initial width parameter of the neighborhood function and the initial
learning rate, respectively. All weights are initialized randomly.

The protocols are:

– Direct Training (D): In this case, a 24 × 24 network is trained on the full 60,000
sample training set for 15 epochs, i.e., a total of 900,000 steps. To find good hyper-
parameters, all combinations of σ̄ = {1.5, 3.0, 6.0} and η̄ = {0.025, 0.05, 0.1} are
evaluated in a grid search to find the best combination, which is reported below.

– DevSOM with Full Data (DevFull): This is the baseline developmental case
consisting of three stages: i) A 6 × 6 network is trained with the full training set
for 5 epochs; ii) The network is developed to a 12 × 12 network and trained on the
full training set for 5 epochs; and iii) The network is again developed to 24 × 24
and trained on the full training set for 5 epochs. Thus, the training in this whole
protocol is 15 epochs, as is the case in Direct Training, but 10 of those epochs
are for smaller networks, so the overall computation time is much lower. Since
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Table 1 Results for 24 × 24 networks for all protocols on MNIST dataset

Size of
network

σ η Normalized metric Classification metric

Train split Test split Train split Test split

D 3.0 0.025 0.7453 0.7693 0.8206 0.8232

DevFull 1.5 0.025 0.8135 0.8355 0.8759 0.8872

DevGrow 1.5 0.025 0.8173 0.8371 0.8799 0.8906

DevShrink 1.5 0.025 0.7279 0.7475 0.8082 0.8210

each stage requires its own hyperparameters, doing a grid search is impractical.
However, good values were found by trial and error (see Table1).

– DevSOM with Growing Data (DevGrow): This protocol has the same three
stages as DevFull, but the first stage (6 × 6) uses only 600 datapoints for training
(60 from each digit), the middle (12 × 12) stage uses 6,000 datapoints including
the 600 from stage (i), and the final (24 × 24) stage uses the full training set. This
reduces the computational effort dramatically over the D and DevFull protocols.
This protocol corresponds best to natural developmental learning, where learning
in early stages is done on more limited data than learning in later stages.

– DevSOM with Shrinking Data (DevShrink): Like DevGrow, this protocol uses
different amounts of training data in each stage, but in the reverse order: The 6 × 6
network is trained on the full training set, the 12 × 12 on 6,000 points, and the
24 × 24 network on only 600 points. The computational effort here is much lower
than DevGrow, because the smallest network is using the most data. However, this
is an extreme protocol that is not as consistentwith development asDevGrow, since
intelligent agents typically learn from more data as they become more complex.

The purpose of DevFull is to show that development can match or outperform
Direct learning with less computation. DevGrow shows that a small amount of early
learning can facilitate more complicated learning later. Finally, DevShrink demon-
strates that a large amount of early learning with a small system can be extended
developmentally to a larger system with much less further training.

5.2 Performance Metrics

While the performance of self-organized maps can be evaluated in many ways, we
measure it in terms of category representation, i.e., to what extent the ten classes are
mapped distinctly in the final network. This is done using a visualization and two
numerical metrics, calculated separately on the training and testing sets:

1. Visualization of Neuron Tuning: This metric quantifies the degree to which
each neuron becomes tuned to data from a specific class. Let M be the number
of classes Ci , i = 1, . . . , M (M = 10 is these experiments). Consider the set of
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all neurons that win for any sample in the dataset (i.e., neurons that do not win
at all are excluded). Given a neuron with coordinates (x, y), let m(x, y) be the
total number of datapoints for which the neuron is the winner, and ni (x, y) the
number of these that come from class Ci . Then pi (x, y) = ni (x, y)/m(x, y) is
the fraction of the datapoints for which (x, y) wins that come from class Ci . The
vector p(x, y) = [p1(x, y) . . . pM(x, y)] is then the probability distribution of
class representation by (x, y). If only one pi (x, y) = 1 and the rest are all 0, the
neuron is responding purely to one class. At the other extreme, if pi (x, y) = 1/M
for all i , then the neuron responds equally to all classes, and thus does not represent
any class. This is quantified using the entropy of p(x, y):

E(x, y) = −
M∑

i=1

pi (x, y) log(pi (x, y)) (5)

A neuron that represents only one class has entropy 0, and a neuron that responds
equally to all classes has entropy logM > 0. Thus, looking at the entropy of all
neurons in the network through a heatmap gives a visual impression of how well-
tuned the map has become to the classes in the data. A well-tuned map will have
most neurons with entropy near 0.

2. Normalized TuningMetric: The entropymetric above captures the specificity of
tuning in individual neurons, but not the localization of each category to specific
neurons. To get a measure of the latter for the whole network, a normalized global
performance metric is calculated which would be 1 if each class is represented
by neurons that respond only to that class. Let N be the size of the dataset and Ni

be the number of samples for class Ci . Define qi (x, y) = ni (x,y)
Ni

as the fraction of
datapoints inCi for which neuron (x, y) is the winner. Then the class-wise metric
Qi is defined as:

Qi =
∑

x

∑

y

qi (x, y)pi (x, y) = 1

Ni

∑

x

∑

y

n2i (x, y)

m(x, y)
(6)

Thus, if all the neurons that win for any datapoint in class Ci win only for that
class, Qi = 1, indicating that class Ci is very well-discriminated.
Finally, the normalized global performance metric Q is defined as the mean of
the tuning quality over all classes:

Q = 1

M

M∑

i=1

Qi (7)
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3. Categorization: This metric quantifies how well the trained map can function
as a simple classifier. To do this, every winner neuron (x, y) is assigned class
label i if ni (x, y) > n j (x, y) ∀ j �= i , i.e., the class for which it wins the most in
the training set. Then, each sample in the test set is applied to the network, and
assigned the class label of the winning neuron. If the winning neuron had not won
for any training sample (and thus has no class label), the datapoint is assigned a
random class label. After all test samples have been labeled, the fraction correct
(hit-rate) is calculated as the categorizationmetric.While the information captured
by this metric is closely related to that of the previous one, it is a more direct test
of categorization capability and—very importantly—checks for generalization
from the training set to the test set explicitly.

5.3 Results

The performance results for all four protocols are summarized in Tables1 through
5. Table1 provides a comparison of both metrics on the 24 × 24 networks of each
protocol. It also lists the hyperparameters used in each case. It should be noted that,
for the D protocol, the network was run with these hyperparameters—obtained via
a grid search—for 15 epochs with all training data. For the three developmental
protocols, the hyperparameters for the smaller networks were different, as listed in
Tables2, 3, 4 and 5. The comparisons in Table1 show the following:

Table 2 Results for the D protocol

Size of
network

σ η Normalized metric Classification metric

Train split Test split Train split Test split

6× 6 3.0 0.1 0.4536 0.4577 0.5163 0.5152

12× 12 2.25 0.05 0.6582 0.6701 0.7349 0.737

24× 24 3.0 0.025 0.7453 0.7693 0.8206 0.8232

Table 3 Results for the DevFull protocol

Size of
network

σ η Normalized metric Classification metric

Train split Test split Train split Test split

6× 6 3.0 0.1 0.4551 0.4657 0.5137 0.5267

12× 12 2.25 0.05 0.6526 0.6674 0.7469 0.7666

24× 24 1.5 0.025 0.8135 0.8355 0.8759 0.8872
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Table 4 Results for the DevGrow protocol

Size of
network

σ η Normalized metric Classification metric

Train split Test split Train split Test split

6× 6 3.0 0.1 0.4752 0.4718 0.5368 0.5247

12× 12 2.25 0.05 0.6551 0.6480 0.7434 0.7482

24× 24 1.5 0.025 0.8173 0.8371 0.8799 0.8906

Table 5 Results for DevShrink protocol

Size of
network

σ η Normalized metric Classification metric

Train split Test split Train split Test split

6× 6 3.0 0.1 0.4757 0.4852 0.5340 0.5436

12× 12 2.25 0.05 0.6553 0.6415 0.7378 0.7405

24× 24 1.5 0.025 0.7279 0.7475 0.8082 0.821

Table 6 Time taken in training the networks on MNIST dataset

Protocol Size of network Time taken (sec) Total time taken (sec)

D 6× 6 179.21 4926.36

12× 12 941.58

24× 24 4926.36

DevFull 6× 6 170.28 2266.43

12× 12 450.77

24× 24 1645.38

DevGrow 6× 6 1.18 1414.55

12× 12 33.86
24× 24 1379.51

DevShrink 6× 6 181.17 227.26
12× 12 33.94

24× 24 12.15

1. The DevFull protocol does significantly better than the base D protocol on both
metrics and both datasets (training and test), while using far less computation
time (see Table6).

2. The DevGrow protocol shows a slight improvement even over DevFull, even
though it uses even less computation.

3. The DevShrink protocol has performance only slightly worse than D but signifi-
cantly worse than DevFull and DevGrow, but uses far less computation time.
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Fig. 1 Map of entropy values for the final 24 × 24 network obtained via the four protocols: Direct
training (upper left); DevFull (upper right); DevGrow (lower left); and DevShrink (lower right)

Since the three developmental protocols required training of 6 × 6 and 12 × 12
networks, these were also simulated in the D case. Tables2, 3, 4 and 5 show the
results and hyperparameters for networks of all three sizes for each of the protocols.
This gives a good idea of the progression of developmental learning.

Figure1 shows the neuron entropy distributions over the final 24 × 24 networks
obtained in each of the protocols. Recalling that well-tuned neurons have entropy
near 0 (lighter colors), it can be seen visually that the DevFull and DevGrow maps
are better tuned than the D and DevShrink networks—a fact reflected in their perfor-
mance metrics as well. It is also interesting to observe the formation of boundaries
between regions tuned to distinct classes in each case. These boundaries—which
show up as darker neurons—represent regions of overlap between classes, and are
narrower in the DevFull and DevGrow maps.
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Fig. 2 Feature map for the final 24 × 24 network obtained via the D protocol

Another informative way to assess what the networks have learned is to look at the
features to which each neuron has become maximally tuned. These can be obtained
simply by looking at the 784 weights of each neuron as a 28 × 28 image. Figures2,
3, 4 and 5 show these feature maps for the final 24 × 24 networks for each protocol,
which demonstrate which region became tuned to which digit. Issues of interest here
are: (a) Were all the digits well-represented? (b) What are the sizes of the regions
representing each digit? and (c) Which digits are represented close to or far from
which ones? As can be seen from the maps, most digits get good representations,
except the digit 4 which is very narrowly represented in all four cases.
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Fig. 3 Feature map for the final 24 × 24 network obtained via the DevFull protocol

As the number of epochs over the training dataset remained constant in all pro-
tocols, there was a significant reduction in training time of the network in the devel-
opmental cases. Table6 shows that DevFull starting with a 6× 6 network and with
2-step developmental learning achieves an approximately 50% reduction in training
time for a 24× 24 network over the D Protocol, and DevGrow 70% reduction—both
with a significant performance improvement over D. While DevShrink uses only
about 5% of the training time needed for D, it comes at the cost of a very small loss
in performance (see Table1).
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Fig. 4 Feature map for the final 24 × 24 network obtained via the DevGrow protocol

6 Conclusions

This paper has reported a pilot study of using a developmental approach for unsu-
pervised learning in self-organized feature maps. The results show that, with this
developmental approach, superior results can be obtained with significantly lower
computational load. This is achieved by letting limited learning in small networks
to create the gross organization on which larger networks in subsequent stages can
build more effectively. In contrast, training a naive large network directly requires
more training and may still fail to match the results of the developmental approach.
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Fig. 5 Feature map for the final 24 × 24 network obtained via the DevShrink protocol
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Modeling and Simulation Analysis
of a Complex Adaptive Systems
of Systems Approach to Naval Tactical
Warfare

Bonnie Johnson

Abstract A complex adaptive systems of systems approach is an engineered solu-
tion to a highly complex problem domain. Highly complex problems are comprised
of many diverse objects and events that are interrelated, rapidly changing, and give
rise to unpredictable, severe, and often destructive consequences. A recent study
produced a grounded theory that defines complex adaptive systems of systems as a
new class of engineered systems that can address highly complex problem domains.
Naval tactical warfare was identified as a highly complex problem domain and used
as a use case to study the complex adaptive systems of systems theory. A modeling
and simulation analysis of a complex naval tactical scenario produced a comparative
analysis of the existing traditional approach to naval warfare with the new theoret-
ical complex adaptive systems of systems approach. This paper describes the naval
tacticalmodeling and simulation approach and presents the results of the comparative
analysis—providing insight into engineered complex adaptive systems of systems
solutions and demonstrating theory validity.

Keywords Complex adaptive systems of systems · Naval tactical warfare ·
Modeling and simulation

1 Introduction

Arecent study of highly complex problemdomains produced a theory for engineering
complex adaptive systems of systems (CASoS) as solutions to address these domains
[1]. This paper presents the results of a case study modeling and simulation (M&S)
analysis that applied the CASoS approach to naval tactical warfare as an example
of a highly complex problem domain. The M&S analysis provided insight into the
behavioral characteristics of a CASoS approach and provided a venue for comparing
the CASoS approach with the existing approach to managing naval warfare assets.
The quantitative results of theM&S analysis support validation of the CASoS theory.
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Highly complex problem domains present a large number of diverse, distributed,
interrelated, and unexpected events that are changing states rapidly, are difficult to
understand or gain awareness of, and result in potentially severe consequences [1].
According to Calvano and John [2] they arise from two phenomena: an unprece-
dented level of integration and processes and the rapid pace of technological change.
Alberts [3] asserts that humans have entered the Age of Interactions in which deci-
sions and events are inextricably linked with many other decisions and events, and
these complex interactions produce many emergent outcomes that are often unpre-
dictable. Bar-Yam [4] describes many examples of highly complex problem spaces
including military conflict, health care, education, international development, large
scale natural disasters, ethnic violence, and terrorism.

Legacy systems that are traditionally engineered and often monolithic, are ill-
equipped to deal with the complexity of these problem spaces. Complex problems
require engineered solutions that adapt and even evolve over time as the environment
will be unpredictably changing with a volatile tempo at times. System solutions
must anticipate change and be able to quickly ascertain when adaptation is needed.
Solutions must have situational awareness and self-awareness and must be able to
self-organize to produce desired emergent behavior to address the changing problem
space.

This paper describes how naval tactical combat presents an example of a highly
complex problem domain and describes how naval warfare resources could be engi-
neered to behave as a CASoS solution capability. The paper explains how amodeling
and simulation analysis was conducted to study how a CASoS solution approach
could address a complex naval threat scenario. The paper presents the results of the
analysis showing how warfare assets can self-organize and adapt collaboratively to
produce desired emergent defense actions.

2 The Highly Complex Tactical Environment

The naval tactical domain encompasses aspects of the maritime environment that
pose a combative threat. A tactical situation can very quickly and unexpectedly
escalate into a highly complex environment, as in the case of an unconventional
or surprise attack, or more slowly as tension builds with a known adversary. The
offensive use of naval warfighting assets also initiates a tactical situation. The naval
tactical domain can occur in deep water or in a littoral region and can involve threats
and assets in the sea, air, space, cyberspace, underwater, and on land. The domain can
include affected civilians and participating coalition partners. Actions and events in
the tactical domain include threats, countermeasures, evasion, retaliation, defensive
and offensive measures, stealth, sensing and tracking, jamming, blinding, cyber-
attacks and combat readiness. The tactical domain includes military assets that are
in a state of combat readiness—either in a defensive or offensive posture—preparing
for a warfighting situation. In this tactical domain, the actual warfighting is a fraction
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in duration of strategic campaigns and often spans a smaller area that is part of a
larger theater of war.

Naval tactical warfare is highly complex [4]. The domain is comprised of poten-
tially large numbers of diverse, distributed, and often interrelated threat objects
and events. Threats include ships, aircraft, missiles, countermeasures, submarines,
decoys, surveillance systems, and cyber means. Threat events include weapon
deployment, asset placement, sensing, jamming, and hacking. The enemy is gener-
ally attempting to increase its tactical advantage by avoiding detection, presenting a
false depiction of its location and capabilities, and attempting to outmaneuver and
overwhelm our military forces [5].

The tactical domain is constantly changing and presenting a continuum of unique
operational environments. Many tactical objects are in motion, have dynamic inter-
actions, and are surrounded by both fixed and changing environmental features. The
climate, weather, atmosphere, humidity, sea states, hydrography, and topography can
affect sensor andweapon performance and affect the ability to gain situational aware-
ness. Nearby urban areas and other civilians in the area can confuse combat identi-
fication and change the dynamics of combat. These features contribute to creating a
dynamic and complex environment.

The tactical domain is unpredictable and often challenging in terms of gaining
complete and accurate situational knowledge. Adversaries purposely attempt to
create a fog of war to confuse naval forces [6]. Methods include unexpected attacks,
stealth, denied access, distributed assets, decoys countermeasures, and cyber actions.
Gaining and maintaining shared battlespace awareness, or “collective consciousness
among the elements of the warfighting ecosystem” [7] is a critical enabler of tactical
effectiveness. Human warfighters must manage uncertainty in the data collected by
sensors and processed. Often the uncertainty, coupled with the amount and diversity
of information and the shortened decision timescales, overwhelms human cognitive
abilities [8].

Complexity in the tactical environment often results in severe and dire conse-
quences such as warfighter casualties, civilian casualties, and destruction of military
and civilian assets. The severity of consequences places a criticality on making
effective tactical decisions.

The Navy has the mission of preparing its forces to achieve and maintain tactical
superiority. In practice, this involves understanding and anticipating the tactical envi-
ronment and adversarial threat. The Navy has recognized the tactical environment’s
growing complexity and actively seeks engineered solutions to address this chal-
lenge. Figure 1 highlights some of the limitations of current naval tactical systems
when faced with highly complex tactical problems. Examples of these limitations
include when naval forces cannot defend against threats that are unexpected, too
fast moving, or too-numerous; or friendly fire incidents when civilians or blue force
partners are mistaken for threats. These situations arise when the reaction time is too
short, or the decision space is too complex for an effective decision.

Two types of naval capabilities limit overall tactical ability: the performance
of individual resources (sensor detection range, sensor resolution, sensor multi-
function ability, weapon range, weapon accuracy, weapon destructive ability, etc.)
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Fig. 1 Limitations of existing traditional naval approaches to address the complex tactical domain
[1]

and the decision making process, which relies on the naval architecture, to use these
individual assets most effectively. Improving these capabilities is a critical part of
achieving tactical success.

Current naval approaches rely on a combination of human decision-making and
automated processes to make tactical decisions. The process of threat detection,
involving collecting and processing sensor data, is largely automated. However,
humans play a role in threat identification. Fully automated engagement decisions are
possible for air and missile self-defense on some naval ships—this capability (using
the Aegis weapon system) is platform-centric, relying on only resident (or organic)
sensors and weapons [9]. However, in general, engagement decisions rely on manual
decision-making, groups of decision-makers, and significant negotiation between
humans on the multiple platforms [10]. The Navy is working on future capabilities to
enable collaborative engagements involving distributed platforms, such as the ability
for a weapon to be fired based on remote data (the Navy Integrated Fire Control—
Counter Air (NIFC-CA) program plans to use Cooperative Engagement Capability
(CEC) data from a remote aircraft sensor to provide tracking data to support aweapon
system on a ship) [11]. However, these capabilities are currently limited to threat cues
[12]. These cues provide an alert, identifying the existence of an incoming threat.
The weapon platform must still use its resident (organic) sensor to detect and track
the threat to provide this data to the weapon system [12]. Thus, the current use of
naval weapon systems for air and missile defense is a largely platform-centric capa-
bility. As tactical warfare missions become more complex, human decision-makers
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become overwhelmed by information uncertainty, diversity, and overload and by
the challenge of identifying effective decision options involving distributed warfare
assets [13]. The time-critical nature of many tactical warfare missions often provides
only minutes to make these complex decisions [10].

3 Complex Adaptive Systems of Systems Approach
to Naval Tactical Warfare

This section describes how a CASoS approach would be implemented in the naval
tactical domain. TheCASoSapproachwould identify the systems in the tactical realm
that constitute constituent systems. For this domain, the constituent systems would
be the distributed warfare assets: platforms (ships, aircraft, submarines, helicopters,
etc.), weapons, sensors, jammers, decoys, countermeasures, and other resources
that contribute to tactical operations. The CASoS approach would reengineer these
existing assets by implementing an adaptive architecture to support enhanced inter-
action and collaboration and embedding each platform with an intelligent agent
(software and computing environment) for enhanced decision-making. Figure 2 illus-
trates a future CASoS approach with an adaptive architecture connecting distributed
naval assets that are embedded with intelligent agents. The CASoS approach would
maximize the use of the distributed warfare assets by requiring the means for
purposeful, adaptive, collaborative, and emergent behavior, thus improving overall
tactical operations.

Fig. 2 Illustration of the CASoS architecture and intelligent agents embedded in naval tactical
systems [1]
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The mission-oriented SoS approach designs constituent systems to meet the
required capabilities of the SoS, as a whole, to address different missions [14, 15].
The CASoS approach enables a mission-oriented approach during the design phase
as well as during operations. The naval CASoS approach, as illustrated in Fig. 2,
provides the capabilities desired in mission-oriented SoS—to identify what desired
behaviors are needed from the constituent systems according to overall mission
needs. The CASoS intelligent agents and adaptive architecture enable the constituent
systems to individually and collectively self-organize to address naval missions
adaptively and in near-real-time during operations.

3.1 Naval Tactical CASoS Adaptive Architecture

The CASoS adaptive architecture connects the distributed warfare platforms and
assets through their embedded intelligent agents. The architecture shares data, infor-
mation, and knowledge so each intelligent agent can develop and maintain both situ-
ational awareness and self-awareness. The architecture shares data between them to
support synchronization of these internal models and synchronization of the COA
decision options. The architecture enables the distributed warfare assets to collabo-
rate to an automated degree that is not currently possible. As a CASoS, the distributed
warfare assets are effectively managed as if they were all collocated on one ship or
aircraft. The CASoS architecture, as illustrated in Fig. 3, enables the distributed ships
and aircraft to truly become a fully integrated system of systems.

The CASoS architecture enables the naval battle group to adapt as a whole to
the dynamic threat environment through the interaction of the distributed ships and
aircraft. Enabling these interactions creates many more permutations of possible
force-level behaviors—limited only by the number and types of warfare assets
participating.

The CASoS architecture supports the changing boundary of this solution system.
For the naval tactical domain, warfare assets (constituent systems) can join (or leave)
the CASoS as new aircraft or ships move near (or away from) a CASoS or as assets
are damaged or destroyed during combat.

The CASoS architecture provides interaction mechanisms for the naval tactical
domain to support collaborative operations. For integrated fire control, in which
distributed weapons and sensor participate in an engagement, the architecture
provides “handshakes” of commitment between these assets to support the collabo-
ration for the duration of the engagement. Participation from a remote sensor may
include providing a precision cue that detects the threat, fire control quality data
to the weapon system, in-flight-target-updates to a missile interceptor in flight, or
illumination of a target for endgame missile guidance.

The CASoS architecture must support the following types of adaptation:

• Adaptation in the relationships of the warfare resources, resulting in multi-level
and multi-minded responsiveness (at system level and force level).
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Fig. 3 Adaptive architecture with embedded intelligent agents [1]

• Adaptation as changes occur for the rules, doctrine, plans, and polices governing
tactical missions and engagements.

• Adaptation in the level of collaboration: formation of new SoSs, addition or dele-
tion of systems from a collaborative SoS, different levels of collaboration within
a SoS.

3.2 Naval Tactical CASoS System of Intelligent Constituent
Systems

In the naval tactical CASoS solution, an identical intelligent agent is embedded
in each distributed warfare platform (ship, aircraft, submarine, etc.). The intelli-
gent agents work together to develop shared knowledge and collaborative deci-
sions regarding tactical courses of action (COA). Through this system of intelligent
constituent systems approach, the CASoS empowers each platform—giving each
a “god’s eye” view of the operational environment (shared situational awareness)
and a “god’s eye” view of the distributed warfare resources (shared self-awareness).
With this knowledge, each platform develops force-level COAs—meaning they can
collectively use their distributed warfare resources from a holistic perspective. The
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adaptive architecture allows the intelligent agents to share data, information, knowl-
edge, and decisions (COAs), so that COAs are synchronized and coordinated across
the CASoS. Figure 4 is a context diagram of the CASoS intelligent agent—showing
high level functionality, external interactions, and interactions with the other CASoS
intelligent agents.

By avoiding a central warfare decision-maker, theCASoS approach of distributing
intelligence allows each warfare platform to participate collaboratively as a strike
group or to operate independently when stealth or “emissions control” operations are
tactically advantageous. Figure 4 shows that each intelligent agent develops internal
models, performs mission and threat evaluation, performs wargaming (predictive
analytics), and uses the analysis results to manage the distributed warfare resources
by developing COA tasks. The models, analysis, wargaming, and COA tasks are
synchronized with the other participating intelligent agents within the CASoS.

Several domain specific aspects of the naval tactical environment contribute to
CASoS complexity. One aspect is a dynamic feedback loop that exists between the
warfare resources and the intelligent agents. Tactical sensors, for example, provide
the primary source of data and information by which the intelligent agents develop
knowledge and make decisions. These sensors are also resources that are managed
by the intelligent agents. Another aspect is that many warfare resources are multi-
functional and multi-mission. Some tactical sensors have the ability to sense the
environment for broad area coverage and threat detection, focus their energy on a

Fig. 4 CASoS intelligent agent context diagram [1]
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specific target for higher resolution and higher update rate tracking, and illuminate
threat targets to support endgameweapons guidance. In a highly complex operational
environment, warfare resources may be in high demand and choices will have to be
made about how best to use them.

3.3 Naval Tactical CASoS Knowledge Discovery
and Predictive Analytics

Discovering knowledge (or gaining battlespace awareness) and predicting outcomes
of actions are both key to a CASoS solution to the naval tactical domain. CASoS
knowledge discovery is the attainment and management of knowledge of the entire
domain (both problem space and solution space) within the naval tactical decision
space. This includes situational awareness (knowledge of the operational environ-
ment or problem space) and self-awareness (knowledge of all the assets and resources
comprising the solution space). The CASoS knowledge is shared and synchronized
among constituent systems to ensure that each constituent has the same knowledge.
Figure 5 illustrates examples of shared and self-awareness information in the naval
tactical domain.

The four blocks on the left side of Fig. 5 describe types of situational aware-
ness information concerning the problem domain. For the naval tactical domain,
this includes: a “track picture” or representation of objects (ships, aircraft, drones,
submarines, missiles, etc.) in the environment. CASoS intelligent agents would
process, fuse, and analyze different types of data to determine the location, kine-
matics, and identification of the objects. The intelligent agents would perform object
identification (i.e., friendly, neutral, or adversarial), object intent (i.e., neutral or
hostile), and object attribution (identifying which country or organization it belongs
to). The intelligent agents would develop an internalmodel of the environment for the
region of interest to be considered for calculating environmental effects on resource

Fig. 5 CASoS internal models for knowledge discovery [1]
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capability predictions. The intelligent agents would develop a predictive model of
the adversary’s situational awareness—the adversary’s internal model—to support
wargaming analysis.

The right side of Fig. 5 shows three types of information that contribute to
shared self-awareness: knowledge of the distributedwarfare assetswithin theCASoS,
knowledge of rules and policies affecting the CASoS, and knowledge of defended
assets within the area of interest. By developing an internal model of the partic-
ipating distributed warfare resources, each intelligent agent is able to manage
CASoS resources with a “god’s eye” perspective. This opens up a much larger
selection of behavior based on the many combinations of interactions between
distributed resources that can produce desired emergent behavior. Managing knowl-
edge pertaining to rules and policies that guide allowable courses of action ensures
that the tactical operations are compliant. Keeping track of defended assets within
the area of interest supports courses of action that maximize objectives. In a highly
contested area, if resources are limited, the CASoS can prioritize engagements to
defend the highest value targets.

Conceptually, the CASoS acquires data fromCASoS sensor assets as well as from
data and information sources external to the CASoS. This data is shared among the
constituent system intelligent agents. The intelligent agents perform data fusion and
processing and the adaptive architecture supports synchronization among the agents
to develop the shared internal models. The intelligent agents analyze these models
for uncertainty and incompleteness. The results of this analysis are used to update
the tasking of sensor assets—to collect more data for specific objects or regions
to improve the uncertainty or incompleteness in the situational awareness. Thus,
the CASoS process of developing situational awareness is an adaptive process of
managing knowledge uncertainty through continuous analysis and sensor feedback
tasking.

CASoS predictive analytics (PA) provides a real-time wargaming capability to
assess decision options during all phases of tactical operations: for force readiness,
offensive operations, and even during defensive and combat operations when the
decision reaction time is very short. The CASoS PA concept is illustrated in Fig. 6.
The PA is a set of data analytics that assess decision options based on knowledge
and information from the internal models. The PA capability produces assessments
of COA decision options.

Input to the CASoS PA capability includes COA decision options and knowledge
from the internal models of the operational environment (situational awareness and
the environmental model), self-awareness, defended assets, and the prediction of the
adversary’s picture. The PA capability uses this information to predict and assess the
situation and the possible decision options (COAs).

PA assessments include predicting environmental effects on the COAs based on
the current and projected weather, turbulence, sea states, day/night condition and
atmospheric conditions. They may also include the prediction of adversarial elec-
tronic warfare, jamming, and clutter conditions based on possible adversary capabil-
ities. Environmental effects can greatly influence sensor performance and can there-
fore be used to assess the sensor tasking options. Environmental effects can also affect
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Fig. 6 Predictive analytics for a naval tactical CASoS [1]

weapon selection—weapons that depend on sensors may diminished performance
in certain conditions. Directed energy weapons performance is largely affected by
environmental effects. Weapons may be affected by possible adversarial jamming or
countermeasures.

PA assessment includes the performance projection of warfare assets. The PA
capability would assess COA options based on the warfare resource internal model
of self-awareness. For example, from this knowledge, the PA could calculate the
probability of detection or probability of kill based on sensor or weapon status,
location, and expected capability performance.

The PA capability could perform longer-term assessment of CASoS force readi-
ness. This prediction capability would coordinate tactical readiness with planning
and strategic goals. The PA could predict the adversary’s projected capabilities and
intent and then develop and assess longer-term tactical plans and strategies to prepare
warfare resources (sensor coverage, weapons load-out), platform locations, stealth
and emission control operations, and overall force readiness.

The PA capability could also provide a real-time tactical wargaming capability
that adds strategic thinking to time critical tactical operations. PA wargaming would
predict the effects of COA options—predicting adversarial responses based on the
estimated adversarial internalmodel (situational awareness of the blue forces), strate-
gies, and capabilities. Predicted adversarial responses could be taken into account
in the selection of COA alternatives. PA wargaming would also assess COA alterna-
tives to determine which has the highest probability of success and the best chance of
protecting defended assets. Consequence prediction and assessment would provide
additional insight into the selection of COAs for tactical operations.
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4 Modeling and Simulation Approach

This section describes the M&S approach taken to study the CASoS solution to the
naval tactical domain. This analysis provides evidentiary support for the CASoS
theory by presenting data results showing tactical improvements using a CASoS
solution as compared with a baseline non-CASoS approach.

The M&S analysis was conducted using the Map Aware Non-Uniform Automata
(MANA) tool. MANA is an agent-based, time-stepped, stochastic mission-level
modeling environment developed by the New Zealand Defense Technology Agency
[16]. The MANAmodeling environment is based on the ideas of complexity science
and was developed to represent some of the non-linear dynamics inherent in complex
combat environments. It accomplishes this by treating many aspects of combat
behavior as simple rules subject to stochastic random probabilistic processes.

The model represented abstractions of a complex tactical problem domain
and naval tactical solution to highlight the differences between a baseline (non-
collaborative) approach with a CASoS approach. Many aspects of a real-world
tactical scenario were simplified in the model; however, the model provides further
understanding into how the collaborative and adaptive behavior of distributed
constituent systems produce desired emergence. The model did not provide an exact
and exhaustive solution to the tactical problemdomain; but instead, used this complex
domain as a use case to explore the CASoS approach.

In order to validate theCASoS theory, theM&S scenario had to contain the charac-
teristics of a highly complex operational environment. Table 1 lists the characteristics
of highly complex operational environments and describes how these characteristics
are represented in the model’s scenario.

The resulting scenario in MANA is a littoral A2/AD missile threat environment
able to demonstrate the characteristics of a highly complex operational environment.
Incorporating sea-based and shore-based components enabled the scenario to easily
represent geographically-distributed red force ships and land-based launchers. This
allowed the simulation to randomly generate two different types of missile threats
being fired from distributed locations in relation to the blue force strike group. As
listed in Table 1, this created a model scenario with objects, features, and events that
were distributed, randomly-generated, unpredictable, kinematically diverse, rapidly
occurring, and lethal. The incoming missiles were given an initial set of parameters:
number of missiles (32 anti-ship and 12 anti-aircraft), lethality (0.8), and speed
(1111 km/hr anti-ship and 5186 km/hr anti-aircraft); which could be increased to
represent higher levels of complexity. The initial parameters were set so they would
present a complex situation without overwhelming and quickly annihilating the blue
force. The intentwas to study how the blue force’s systems behavior could address the
threat environment as a comparison of a baseline non-CASoS set of blue force actions
with a CASoS approach of blue force collaborative interactions. The randomness of
red force missile launches presented unique and unexpected threat scenarios for each
simulation run. This created an environment that was challenging in terms of the blue
force’s ability to gain adequate situational awareness and defend with engagement
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Table 1 Characteristics of a highly complex problem domain represented in the model [1]

Characteristics of a highly complex
environment

How the characteristics are represented in the
model

Large numbers of objects/events/features A relatively large number of red force missile
threats

Heterogeneity and/or diversity of environment
objects/events/features

Multiple types of threats: anti-ship missiles and
anti-aircraft missiles

Geographically distributed The red force launch sites are distributed in the
scenario

Diverse kinematics among objects in the
environment

Threat missiles are launched from different
locations and at different (random)
times—results in diverse threat kinematics

Environment’s objects/events/features are
highly interrelated and/or highly related to the
solution

The threats are aimed at the blue forces, thus
creating a highly interrelated situation between
the blue force and its environment

Highly dynamic/rapid tempo of change The kinematics and speed of the threats creates
a rapidly dynamic tempo of events

Uniqueness of situations or states The randomly generated threats create a unique
set of states in each run of the model

Severe consequences of environment
behaviors and events

The threats can kill blue forces if not
successfully engaged

Unexpected and rapid shifts in states;
behaviorally unpredictable

The threats are unexpected and can only be
known by the blue forces once they enter the
sensor detection range

Unknowable—difficult to gain accurate
situational awareness

The threats are unknown until they enter the
detection range of the blue force sensors

Accompanied by constraints, rules, and
parameters

The threats cannot be engaged until they are
within the allowable weapons engagement
range

weapons. The blue forces were equipped with sensors with set detection ranges and
weapons with set parameters for engagements. The sensor and weapon constraints
represented real world limits on the abilities to detect and engage missile threats.

The M&S scenario, illustrated in Fig. 7, contains a blue force high value unit
(HVU) ship escorted by a strike group consisting of six destroyers (DDG), and
two airborne early warning (AEW) aircraft. Two blue force fighter aircraft happen
to be nearby. The blue force strike group must safely escort the HVU through
highly contested waters. The A2/AD littoral region contains a red force with threats
consisting of 32 anti-shipmissiles launched from ships and eight anti-aircraftmissiles
launched from land.

The blue force strike group must traverse the operational area, reach land, and
then traverse back out of the operational area. The blue force strike group consists of
a HVU ship, accompanied by six DDGs and two surveillance aircraft (AEW). The
blue force is also aided by two fighter aircraft that are not initially part of the force
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Fig. 7 Naval tactical modeling and simulation scenario [1]

group but join in the battle. The overall mission objective is for the HVU to safely
reach the land and then safely traverse back out of the A2/AD region.

The threat consists of anti-ship missiles which only attack the HVU and DDGs,
and anti-aircraft missiles which are land-based and only attack the AEWs and fighter
aircraft. The HVU and destroyers can engage both anti-ship and anti-aircraft red
force missiles. The fighter aircraft can only engage anti-aircraft red force missiles.

The blue force strike group moves together at a constant speed and in a constant,
fixed formation (distances between the ship and aircraft platforms are set and with
an approximate separation of 20 nautical miles). They are traveling at a higher-than-
normal cruising speed of 30 nm/hour as they are in an A2/AD environment. They
approach the land along a perpendicular trajectory, and then leave the land along the
same trajectory. The two fighter aircraft move at a higher speed and each enters the
scenario at a random time after the start.

Tables 2 and 3 contain the initial model parameters for the blue and red force
assets. These parameters include the sensor detection ranges, the weapon ranges
and lethality (probability of kill), and the speeds of the blue force assets. The threat
parameters include the numbers of missiles, the missile lethality (probability of kill),
and the missile speeds.

Two approaches were modeled: (1) a baseline (or non-CASoS approach) repre-
senting the current approach to naval tactical operations, and (2) a CASoS alternative
representing a CASoS approach to naval tactical operations.
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Table 2 Initial model parameters for blue force assets [1]

Warfare asset # Detection
capability

Weapon Speed (nmi/hour)

Surveillance
aircraft—airborne early
warning (AEW)

2 100 mi range (all
directions)

None 300

High value unit (HVU)
ship

1 30 mi range Short range weapon:
20 mi range
Pkill = 0.9
1 launch per second

30

Destroyer ship (DDG) 6 30 mi range Long range weapon:
100 mi range
Pkill = 0.9
1 launch per 10 s

30

Short range weapon:
30 mi range
Pkill = 0.9
1 launch per second

Fighter aircraft 2 30 mi range AMRAAM:
30 nmi range
Pkill = 0.9
1 launch per 2 s

400

JDAM:
15 nmi range
Pkill = 0.7
1 launch per 2 s

Table 3 Initial model
parameters for red force
assets [1]

Threats Lethality Number Speed ( km/hr)

Anti-ship
missiles

Pkill = 0.8 32 (8 per each
of 4 red ships)

1111

Anti-aircraft
missiles

Pkill = 0.8 12 (4 per each
of 3 launchers)

5186

4.1 Baseline (Non-CASoS Approach)

Currently, naval ship and aircraft assets are connected through Link-16, over-the-
horizon message types, chat, message traffic and voice communications [10]. Miller
[13] explains that a variety of naval decision-makers, including the Joint Interface
Control Officer (JICO), the Command, Control, Communications, and Computer
(C4) Officer and the N2 (Naval Intelligence) officer, are equally responsible for
ensuring the assets work together. The current approach is highly manual and slow
in response and decision time; and, miscommunication and misunderstanding are
rampant [13].
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The model represented the naval baseline approach as a set of distributed blue
force assets without shared situational awareness for this real-time scenario. Each
asset used only its own organic (or resident) sensor to gain detection of the threat.
Further, the distributed blue force assets did not coordinate their defensive engage-
ments. Each individual ship and fighter aircraft was configured to fire at an enemy
threat missile after detection and when the threat was within range of its defen-
sive weapon. In the baseline model, the two fighter aircraft were configured with
random movement, independent situational awareness and engagements with red
force anti-aircraft missiles.

4.2 CASoS Alternative

In the CASoS alternative, the model was configured to represent a CASoS approach
to naval warfare. In this model, the distributed blue force assets functioned collab-
oratively as a CASoS. The blue force ships and aircraft have shared situational
awareness, meaning that as soon as one of their sensors detects a threat, all of the
blue force assets gain this knowledge. The blue force also shared self-awareness, or
knowledge of each other’s weapon capabilities. This is represented in the model as
coordinated engagements against the threats. This was modeled by selecting the blue
force asset closest to the threat to fire an engagement shot first and then allowing
another asset to fire if the first shot failed.

In the CASoS alternative model, the two fighter aircraft are initially not part of
the CASoS. As soon as each fighter aircraft gets within 30 miles of one of the blue
force strike group’s assets, it becomes part of the CASoS force structure network
and gains shared situational awareness (both as a contributor of detected threats and
as a recipient of the blue force’s detected threats). The aircraft joins the formation
and changes its speed to cover the strike group. Its movement is no longer random,
but instead matches the strike group movement. The fighter aircraft are equipped
with Joint Direct Attack Munitions (JDAM) for bombing red force missile launchers
and Advanced Medium-Range Air-to-Air Missiles (AMRAAM) for engaging anti-
aircraft missiles.

5 Modeling and Simulation Analysis Results

Two M&S analyses were conducted. The first M&S analysis compared the behavior
of the baseline approach with the behavior of the CASoS approach using the initial
threat scenario parameters. The secondM&S analysis studied the effects of increased
complexity in the environment by comparing its effect on the baseline and CASoS
alternatives. In the secondM&Sanalysis, an increase in theoperational environment’s
complexity was modeled by increasing the number, lethality, and speed of the red
force threats. The same set of evaluation metrics were used in both analyses. Each
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M&S experiment involved 200 simulation runs (100 for the baseline and 100 for the
CASoS). The metrics for the analyses are shown in Table 4.

The evaluation metrics provide insight into the interactions of the blue force
solution approaches with their complex operational environment. Collecting data
showing the number of blue force casualties, the time required to defend against (or
kill) red forces, and the expenditure of weapons resources, provided evidence of the
differences between a CASoS and non-CASoS approach to implementing a set of
distributed constituent systems, or in this case, blue force assets.

The number of blue force casualties is an overarching indicator of the performance
of the layered defense—of how well and how quickly the distributed and heteroge-
neous weapons resources are used. This metric indicated the contributions of an
adaptive and collaborative architecture and purposeful emergent behavior, which the
CASoS approach provided. It also showed implementation of important CASoS prin-
ciples such as the information principle, the contextual principle, the goal principle,
and the principle of holism.

The time required to kill 50% of the red forces provided a means to evaluate
whether the CASoS approach would be able to decrease the decision reaction time,
thereby defending assets more quickly. This evaluation measure demonstrated the
contribution of shared and improved situational awareness, which is enabled by the
CASoS collaborative architecture, information principle, and contextual principle.

The amount of weapons resources expended is indicated by the evaluation
metrics for numbers of DDG long and short range weapons fired and fighter
aircraft AMRAAMs and JDAMs launched. These metrics provided insight into
the ability of the two approaches to provide a layered defense. They measured
how well the two approaches were able to make use of the different types of
distributed weapons resources. The results indicated the contributions of CASoS
characteristics (adaptiveness, collaboration, purposefulness, self-organization, emer-
gence, constituent variety, changing boundary) and principles (holism, high flux,
information, contextual, requisite variety).

Table 4 Evaluation metrics for M&S analysis [1]

Metric Metric description

Blue force casualties Total blue assets killed

Time required to kill 50% of the red threat Time, in time steps, that it took to kill 50% of the
red force

Number of DDG long range weapons fired Total DDG long-range weapons used (sum over
all 6 DDGs)

Number of DDG short range weapons fired Total DDG short-range weapons used (sum over
all 6 DDGs)

Number of fighter AMRAAMs fired Total Fighter AMRAAMs used (sum over both
fighters) (AMRAAM = Advanced medium range
air-to-air missiles)

Number of Fighter JDAMs Fired Total Fighter JDAMs used (sum over both
fighters) (JDAM = Joint direct attack munition)
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The following two subsections contain the results of the two M&S analyses.

5.1 M&S Analysis #1—Comparison of the Current
(Baseline) Approach with a CASoS Approach

The first M&S analysis compared the baseline and CASoS alternatives to study the
similarities and differences of naval tactical behavior in the two approaches. Each
model variant was run 100 times and data was collected according to the evaluation
metrics shown previously in Table 4.

For the case of the CASoS alternative, there were significantly fewer blue force
casualties and the time required to kill 50% of the red force was significantly lower.
The ability for the distributed blue force assets to function collaboratively and exhibit
desired emergent behavior in terms of shared and increased situational awareness and
cooperative engagements, resulted in these tactical improvements.

In the CASoS alternative, the DDGs used many fewer short range weapons and
many more longer range weapons because they had greater situational awareness
and could detect threats in time to support the longer range weapons engagement
requirements. The CASoS approach was, in effect, able to employ a layered defense
tactic; whereas the baseline approach was only able to employ a short-range close-in
defense tactic.

In the CASoS alternative, the fighter aircraft usedmore of the AMRAAMmissiles
because they were called into the fight much sooner and could respond adaptively to
the threat. This indicated that the fighter aircraft took many more shots (or exhibited
more purposeful and participatory behavior) when they were able to collaborate as
part of the CASoS.

Table 5 contains a summary of the M&S #1 analysis results. The analysis demon-
strated that the CASoS improved layered defense options, reduced casualties, and
improved the engagement decision reaction time.

The improvements in blue force defense and decision reaction time demon-
strate the benefits of a CASoS approach. The adaptive architecture connecting the
distributed blue force assets enable the strike group to function as a CASoS. This
enables solution behavior that is multi-level, emergent, adaptive, purposeful, and
collaborative. The model demonstrates that enabling a changing boundary and maxi-
mizing the use of constituent variety (a diverse set of warfare resources) provided a
layered defense approach that resulted in tactical improvements.
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Table 5 M&S #1 analysis results [1]

Evaluation metrics Baseline mean CASoS mean Analysis results

Blue force casualties 2.01 0.78 Alternative hypothesis
accepted:
Mean number of blue
casualties was lower in the
CASoS alternative

Implications for the
CASoS theory
validation:

Indicates that the distributed, collaborative, and adaptive architecture,
which enables shared situational awareness and behavior that is
collaborative, adaptive, and purposeful led to fewer blue force casualties

Time required to kill
50% of the red threat

40.9 min 25.53 min Alternative hypothesis
accepted:
Mean time required to kill
50% of the red forces was
lower in the CASoS
alternative

Implications for the
CASoS theory
validation:

Indicates that the CASoS architecture and behavior leads to increased
and shared situational awareness which decreases the time required to
make engagement decisions and increases the effective engagement
range of the blue force weapons. Earlier and more effective engagement
shots lessens the amount of time required to defend against the red force
threats

Number of DDG long
range weapons fired

26.43 174.7 Alternative hypothesis
accepted:
Mean number of DDG
long range weapons was
higher in the CASoS
alternative

Implications for the
CASoS theory
validation:

Indicates that the CASoS architecture and behavior enables increased
and shared situational awareness. This earlier and shared detection of
red force threats increases the number of long range weapons that can
be fired—giving the blue force a significantly improved layered defense

Number of DDG
short range weapons
fired

60.02 48.83 Alternative hypothesis
accepted:
Mean number of DDG
short range weapons fired
was lower in the CASoS
alternative

Implications for the
CASoS theory
validation:

Indicates that the CASoS’s increased use of long range weapons
decreases the number of short range weapons that need to be used. This
is due to the fact that the red force threats are engaged by the long range
weapons at larger ranges from the blue force assets. Fewer red force
threats get close enough to the blue force assets to require the use of the
short range weapons

(continued)
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Table 5 (continued)

Evaluation metrics Baseline mean CASoS mean Analysis results

Number of fighter
AMRAAMs fired

3.96 21.8 Alternative hypothesis
accepted:
Mean number of fighter
aircraft AMRAAMs fired
was higher in the CASoS
alternative

Implications for the
CASoS theory
validation:

This indicates that the ability of the fighter aircraft to join the Blue
Force CASoS enables them to participate in the CASoS mission of
defending the blue force HVU. Upon joining the CASoS, the fighter
aircraft have increased and shared situational awareness with the rest of
the blue force assets. They have significantly improved awareness of red
force threat location and can purposefully coordinate their use of
AMRAAM weapons as part of the blue force layered defense

Number of fighter
JDAMs fired

7.64 7.38 Null hypothesis accepted:
The mean numbers of
fighter aircraft JDAMs
fired was equivalent in the
baseline and CASoS
alternatives

Implications for the
CASoS theory
validation:

There was not a significant difference in the number of JDAMs fired in
the baseline and CASoS alternatives. In the baseline alternative, the
fighter aircraft motion was random. In the CASoS alternative, the fighter
aircraft moved in conjunction with the blue force strike group. The blue
force movement and random movement created approximately the same
number of opportunities for the fighter aircraft to launch JDAMs

5.2 M&S Analysis #2—Effects of Increasing the Complexity
of the Scenario Environment

The second M&S analysis increased the complexity of the threat scenario by
increasing the number, speed, and lethality of the red force threat to analyze these
effects on the baseline and CASoS alternatives. The purpose of this analysis was to
study the behavior of the two approaches (baseline andCASoS) as they encountered a
heightened level of complexity in the operational environment with a greater number
of events (more missiles), a faster tempo of events (with greater missile speed), and
more deadly consequences (greater missile lethality). The same evaluation metrics
(listed in Table 4) were used in this second M&S analysis.

A design of experiments (DOE) was conducted to vary the number, speed, and
lethality of the red force threats to identify values for these threat parameters that
would provide a more stressing environment without completely overwhelming
the blue force strike group. The DOE crossed a model alternative factor (2 levels,
CASoS/baseline) with a 33 Design Point (DP) Nearly Orthogonal Latin Hypercube
(NOLH) for the three threat factors, resulting in 2 × 33 = 66 DPs, each run with
100 stochastic replications. The analysis was based upon 6600 runs. The evaluation



Modeling and Simulation Analysis of a Complex Adaptive Systems … 281

produced the following parameters to represent the more stressing environment: a
threat number of 12 missiles per launcher, a threat speed of 6000 km/hr, and a threat
lethality (probability of kill) of 0.9. Therefore, there were 48 anti-ship missiles and
36 anti-aircraft missiles in this second M&S scenario, as compared with 32 anti-ship
missiles and eight anti-aircraftmissiles in the firstM&S scenario. The threat speeds in
the first M&S scenario were 1111 km/hr for the anti-aircraft missiles and 5186 km/hr
for the anti-aircraft missiles. These speeds were increased to 6000 km/hr for both
the anti-aircraft and anti-ship missiles in the second scenario. Finally, the probability
of kill was raised from 0.8 in the first M&S scenario to 0.9 in the second M&S
scenario. These values increased the complexity of the threat environment without
completely destroying the blue force assets as represented in both the baseline and
CASoS approaches.

For the more stressing threat scenario of M&S #2, the CASoS solution alternative
continued to have fewer blue force casualties, and a shorter time required to kill
50% of the red forces than the baseline approach. This demonstrates the tactical
benefits of implementing the distributed warfare assets as a CASoS—a collaborative
and adaptive system of distributed constituent systems with desired (purposeful)
emergent behavior.

In M&S #2, the CASoS used a significantly greater number of long-range DDG
weapons and fighter aircraft AMRAAMS than the baseline approach. However, the
CASoS used approximately the same number of short-range DDG weapons and
fighter aircraft JDAMs, on average, as the baseline approach. The use of the fighter
aircraft weapons resources followed a similar behavior as in M&S #1. Upon joining
the CASoS, in the CASoS alternative, the fighter aircraft were able to fire many more
AMRAAMs, benefitting from the collaborative, adaptive architecture with improved
and shared situational awareness (earlier threat detection), and changing boundary
to allow the fighters to join the CASoS. This clearly demonstrates the utility of these
CASoS characteristics and principles.

The use of fighter aircraft JDAMs followed a similar behavior pattern as in M&S
#1. In both the first and second M&S analyses, the fighter aircraft fired a little over
seven JDAMs on average in both the baseline and CASoS solution approaches. This
coincidedwith the number of red force launch sites, which in bothM&S #1 andM&S
#2, was seven. On average, the fighter aircraft destroyed the seven red force launch
sites in the simulation runs and then ran out of targets. In some cases, the JDAMs
missed their target and fired again—resulting in more than seven total JDAMs fired.
In some cases, fewer than seven JDAMs were fired because the fighter aircraft were
not close enough proximity to the launch sites. The use of JDAMs in the modeling
analyses did not end up being a distinguishing factor between the baseline andCASoS
alternatives; however, it provided more insight into the behavior and utility of having
constituent variety in the available resources. A closer examination of individual
simulation runs, showed that in both the baseline and CASoS variants, there were
instances in which the JDAMs destroyed red launch sites early in the run, resulting
in fewer blue force casualties and decreasing the time required to kill 50% of the red
forces. The CASoS approach could evolve to improve the use of the JDAMs with
more sophisticated predictive analytics and intelligent agents.
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Table 6 contains a summary of the M&S #2 analysis results. The analysis demon-
strated that the CASoS continued to decrease blue force casualties, improve decision
reaction time, and maximize the use of distributed heterogeneous assets as a layered
defense; even as the threat situation grew in complexity.

The improvements in blue force defense and decision reaction time demon-
strate the benefits of a CASoS approach. The adaptive architecture connecting the
distributed blue force assets enable the strike group to function as a CASoS. This
enables solution behavior that is multi-level, emergent, adaptive, purposeful and
collaborative. Analyzing how the CASoS solution approach behaved in a more
complex environment, provided more insight into the value of the CASoS charac-
teristics and principles. The model demonstrated that the CASoS solution approach
was able to adapt to the changing threat environment by doubling its use of short
range weapons to continue to provide tactical advantages over the baseline approach.
The CASoS adapted its behavior and maximized the use of its constituent variety
(diverse warfare resources) to provide an improved layered defense strategy.

6 Conclusion

In summary, the CASoS solution alternative demonstrated tactical improvements
over the baseline alternative in an initially complex threat environment; and continued
to demonstrate improvements in a more stressing threat environment. The results
showed significant improvements in (1) blue force defense (lowering the number of
casualties), (2) decision reaction time (destroying red forces more quickly), and (3)
layered defense (maximizing the use of different warfare weapon assets).

As the threat environment grew in complexity (from M&S #1 to M&S #2), the
mean number of blue force casualties increased for both the baseline and CASoS
approaches. However, there were fewer blue force casualties using the CASoS
approach; and therefore, the CASoS was better able to address the increased threat
than the baseline approach.

The overall time required to kill 50% of red forces, for both the baseline and
CASoS alternatives, decreased as the threat environment becamemore complex. The
scenario had a much faster tempo as the speeds of the incoming red threat missiles
were much faster in the second scenario. The CASoS alternative had a significantly
higher speed of defense—killing 50% of red forces much faster than the baseline,
even as the threat environment was more stressful.

The CASoS alternative employed a layered defense—making better use of the
variety of weapons than the baseline alternative. The baseline approach used a close-
in defense, depending primarily on the DDG short range weapons to defend the
blue force ships. The baseline used only roughly 15% of the amount of long range
DDG weapons and 18% of the AMRAAMs used by the CASoS. These percentages
stayed the same as the threat environment became more complex. The baseline also
took advantage of the random path of the nearby fighter aircraft to launch JDAMs
at the red force launch sites if they happened to be within proximity. The CASoS
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Table 6 M&S #2 analysis results [1]

Evaluation metrics Baseline mean CASoS mean Analysis results

Blue force casualties 3.56 2.74 Alternative hypothesis
accepted:
Mean number of blue
casualties was lower in the
CASoS alternative

Implications for the
CASoS theory
validation:

Demonstrates that the distributed, collaborative, and adaptive
architecture, which enables shared situational awareness and behavior
that is collaborative, adaptive, and purposeful led to fewer blue force
casualties

Time required to kill
50% of the red threat

28.3 min 20.84 min Alternative hypothesis
accepted:
Mean time required to kill
50% of the red forces was
lower in the CASoS
alternative

Implications for the
CASoS theory
validation:

Demonstrates that the CASoS architecture and behavior leads to
increased and shared situational awareness which decreases the time
required to make engagement decisions and increases the effective
engagement range of the blue force weapons. Earlier and more effective
engagement shots lessens the amount of time required to defend against
the red force threats

Number of DDG long
range weapons fired

22.14 167.42 Alternative hypothesis
accepted:
Mean number of DDG
long range weapons was
higher in the CASoS
alternative

Implications for the
CASoS theory
validation:

Demonstrates that the CASoS architecture and behavior enables
increased and shared situational awareness. This earlier and shared
detection of red force threats increases the number of long range
weapons that can be fired—giving the blue force a significantly
improved layered defense

Number of DDG
short range weapons
fired

77.38 82.16 Null hypothesis accepted:
The mean number of DDG
short range weapons fired
were not dissimilar
enough between the two
alternatives to reject the
null hypothesis

Implications for the
CASoS theory
validation:

Demonstrates that given a more stressing threat environment, the
CASoS relied as heavily on short range DDG weapons as the baseline
approach. This indicates that the CASoS adapts its behavior to use both
long range and short range weapons in a collaborative way as the threat
grows in complexity

(continued)
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Table 6 (continued)

Evaluation metrics Baseline mean CASoS mean Analysis results

Number of fighter
AMRAAMs fired

4.31 23.19 Alternative hypothesis
accepted:
Mean number of fighter
aircraft AMRAAMs fired
was higher in the CASoS
alternative

Implications for the
CASoS theory
validation:

Demonstrates that the ability of the fighter aircraft to join the Blue
Force CASoS enables them to participate in the CASoS mission of
defending the blue force HVU. Upon joining the CASoS, the fighter
aircraft have increased and shared situational awareness with the rest of
the blue force assets. They have significantly improved awareness of red
force threat location and can purposefully coordinate their use of
AMRAAM weapons as part of the blue force layered defense

Number of fighter
JDAMs fired

7.54 7.86 Null hypothesis accepted:
The mean numbers of
fighter aircraft JDAMs
fired was equivalent in the
baseline and CASoS
alternatives

Implications for the
CASoS theory
validation:

There was not a significant difference in the number of JDAMs fired in
the baseline and CASoS alternatives. In the baseline alternative, the
fighter aircraft motion was random. In the CASoS alternative, the fighter
aircraft moved in conjunction with the blue force strike group. The blue
force movement and random movement created approximately the same
number of opportunities for the fighter aircraft to launch JDAMs

approach used a layered defense strategy, making the most of the different types of
weapons available. In the initial scenario, the CASoS primarily depended on long-
range DDG weapons as well as fighter aircraft AMRAAMs and JDAMs. As the
scenario became more complex, the CASoS approach doubled the number of short-
range DDG weapons fired while still using about the same numbers of long-range
weapons, AMRAAMs, and JDAMs. This demonstrated the ability of the CASoS to
adapt to the changing circumstances and to take advantage of the constituent system
variety.

Table 7 compiles the results of M&S #1 and #2 to summarize the mean values
computed for each evaluation metric. The table compares the results gathered in the
initial complex scenario of M&S #1 with the more stressing scenario of M&S #2.
The last column in the table contains descriptions of how the results demonstrate the
CASoS theory.
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Table 7 Summary of M&S analysis results [1]

Evaluation
metrics

Initial complex
scenario: baseline
mean

More stressing
scenario:
baseline mean

Initial complex
scenario: CASoS
mean

More stressing
scenario: CASoS
mean

Blue force
casualties

2.01 3.56 0.78 2.74

Implication for
the CASoS
approach:

Demonstrates that the CASoS distributed, collaborative, and adaptive
architecture, which enables shared situational awareness and behavior that
is collaborative, adaptive, and purposeful, led to fewer blue force casualties;
even with an increase in threat complexity

Time required to
kill 50% of the
red threat

40.9 min 28.3 min 25.53 min 20.84 min

Implication for
the CASoS
approach:

Demonstrates that the CASoS architecture and behavior leads to increased
and shared situational awareness which decreases the time required to make
engagement decisions and increases the effective engagement range of the
blue force weapons. The CASoS’s earlier and more effective engagement
shots decrease the amount of time required to defend against the red force
threats

Number of DDG
long range
weapons fired

26.43 22.14 174.7 167.42

Implication for
the CASoS
approach:

Demonstrates that the CASoS architecture and behavior enables increased
and shared situational awareness. This earlier and shared detection of red
force threats increases the number of long range weapons that can be
fired—giving the blue force a significantly improved layered defense

Number of DDG
short range
weapons fired

60.02 77.38 48.83 82.16

Implication for
the CASoS
approach:

Demonstrates that the CASoS approach enabled adaptive behavior by
doubling the number of short-range weapons fired as the scenario became
more complex. The CASoS used its adaptive behavior and constituent
variety to employ a more layered defense to address the increased threat

Number of fighter
AMRAAMs fired

3.96 4.31 21.8 23.19

Implication for
the CASoS
approach:

Demonstrates the CASoS changing boundary, adaptive architecture,
purposeful collaborative behavior, and constituent variety. The CASoS
continued to take advantage of the fighter aircrafts’ contributions even as the
threat increased

Number of fighter
JDAMs fired

7.64 7.54 7.38 7.86

Implication for
the CASoS
approach:

Demonstrates that the baseline and CASoS alternatives took advantage of
the fighter aircraft JDAMs. In the baseline, the fighter aircraft’s random
movement placed them in proximity of red force launch sites. In the
CASoS, the fighter aircraft joined the CASoS and then fired JDAMs as the
strike group as a whole approached red force launch sites
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Deterministic Chaos Constraints
for Control of Massive Swarms

Josef Schaff

Abstract Problems such as the control of massive swarms or MANET radios in a
Battlespace on the order of tens of thousands of entities is challenging with conven-
tional approaches. Entities that enter or leave this space need to have either some
means of coordination or known constraints.Moreover, each entity should have some
limited awareness of the relative positioning of all the others, without the massive
computational expense incurred by a combinatorial explosion. This may rule out the
quantum state space type of approach where each entity is a computationally-unique
unit vector. To control such behaviors, and allow self-organizingMANET relay nodes
aswell as collective swarm control, the author uses a topological structure based upon
deterministic chaos—the fractal. Constraining the entities to “believe” that they exist
only within the boundaries of an adaptive fractal forces their topological layout to
map to topological clusters. The invariant features of a fractal topology allow each
node to compute the IFS (IterativeFunctionSystem) to effectively “know” the relative
positions of all the other entities, and form adaptive, self-healing MANET or swarm
clusters. One of many possible equations for the adaptive fractal is given, which
computationally is of O(n). Since it uses one floating point number, the computa-
tions for each entity/node to determine the relative positions of all Battlespace entities
is trivial, therefore each entity can achieve situational awareness in near-realtime.
A simulation of the dynamics for different adaptive fractal topologies written in
Mathematica, can be demonstrated during the paper presentation.
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1 Problem: Scaling in Spatially Distributed Large Dynamic
Networks

The Congressional Research Report [1] showed scaling limitations impacting the
large numbers of networked nodes needed for large-scale dynamic networks, such
as a Battlespace, with the loss of edge node communications. Current methods
to determine dynamically changing network connectivity result in a combinatorial
explosion from the massive numbers of route permutations. To increase availability
and resiliency in network-centric clouds and intelligent swarms, ad-hoc nodes must
rapidly self-organize by using shared topology data.Additionally, topology can affect
the network failures or successes for cyber offense and defense. The effective sharing
of topological information between dynamic nodes onmassive networks allows rapid
self-organization to take place, thereby providing network resiliency. An emergent
macroscopic (i.e., multi-agent world) perspective could address computationally
intractable solutions—e.g., the large-scale (10,000 + nodes) that impact the self-
organization of ad-hoc networks and adaptive swarms. Amethod needs to be defined
to accomplish such a solution.

1.1 Large Ad-Hoc Network Routing Issues and a Possible
Path to a Solution

Some limitations for large-scale system of systems (SoS) may be caused by emer-
gent phenomena that are common in complex systems. Bar-Yam [2] discussed the
potential impact of complexity science upon large network-centric topological envi-
ronments. While these emergent behaviors of complex systems may cause issues if
not constrained, they may also present a solution to emergent network topologies.
Since the topologically distributed nodes need to share both local and distant infor-
mation, as described by Bar-Yam [2], it would be prudent to observe how nature
creates self-organization. One method used in nature is called stigmergy [3]. This is
the sharing of sparse amounts of dense information [4], where behaviors are impacted
by different topologies in this instance specifically for distributed network nodes [5].

The internet and smaller network topologies have been well studied to understand
their positive attributes and potential weaknesses, as described by Kleinberg et al.
as resilience to random failures while being vulnerable to attacks targeted at a few
critical nodes [6]. Additionally, this provides a rationale for developing a resilient
topology, unlike the internet [7], while mitigating unwanted emergent behaviors due
to the magnitude of the number of nodes [2]. The mathematical descriptions of
complex networks [8], their construction [2], and the emergent order [9] have helped
to direct us to look for a mathematical topology for resilient ad-hoc networks.
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1.2 From Chaos to Iterative Order: Applying Fractals
and the Iterated Function System (IFS)

Many real-world phenomena are self-similar (i.e., a smaller section of the whole
can be scaled iteratively to represent the whole). Examples include trees, broccoli,
cauliflower, and their respective branches; planets with multiple moons that can scale
to a solar system with multiple planets; coastlines that can scale both upward and
downward; and many other phenomena. Many phenomena can be represented by
recursive generating functions, or Iterated Function Systems (IFS), which typically
generate fractals [10–12]. The IFS generates a fractal shape by constructing many
copies of itself and overlaying these to produce the fractal pattern. The copies are
affine transformations of the original shape, and are typically contractive-affine, or a
reduced size copy of the original. This IFS is the result of a set of contractive affine
elements, by use of the Hutchinson operator, which converges to a unique attractor
[13]. The overlays of these affine transformations are mathematically the union of
these functionally transformed shapes, which create a fractal topology.

These generating functions can be iterated to the desired degree of behavioral
fidelity with respect to real-world observations. This means that although the true
fractal may be infinite, we can take the IFS computation to almost any arbitrary
level and still see some of the resulting emergent pattern (similar to a hologram,
where each small element of the hologram still contains enough critical attributes to
reconstruct the complete picture).

Static or Dynamic?

The above approach will give us a static picture, but what about dynamical systems
in general? That is indeed the nature of our world—dynamic. What if we consider
another approach, i.e., to use an adaptive, stand-alone IFS to generate unique self-
organizing sets of patterns, and let these evolve into a representation of an ordered
structure? This dynamic IFS would adapt, morph, and distort the fractal to include
new points as they are acquired (e.g., entities could join or leave swarms or ad-hoc
networks). Because fractals are self-similar, their elementary parts can each represent
an aspect of the real world. Such a “rubber” fractal can stretch and adapt, and by
its nature coalesce or contract to a stable set of patterns. The vertices on this fractal
would be related by analogy to real-world parameters. This produces a paradigm that
allows a machine to behave more like the dynamics of natural phenomena.

The Dynamic IFS—What Is It?

The dynamic IFS described below is just one of possibly infinitely many new or
unknown mathematical functions that, instead of being derived from formal proofs
and existing mathematical functions, is a product of research using experimental
mathematics. In this case, it was discovered by the author after deriving it from
one aspect of Barnsley’s “chaos game” [11, 14], and is a simple linear algorithm
that takes minimal computational power to generate a repeatable and predictable
complex system. This specific algorithm, named by the author Non-predetermined
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Parametric Random (NPPR) IFS [15], creates an adaptive fractal whose shape is
formed from many points in self-similar or repeating patterns, analogous to the way
that tree branches are similar to a twig at the smallest scale, and trunks at the largest
end.

This dynamic IFS is created from points that topologically represent the positions
of nodes or simple agents. The positions of these nodes are mapped to the IFS
equation, which is dependent upon several parameters, specifically a small subset of
initial points or vertices that become attractors (e.g., targets or waypoints for mobile
entities), and a contractive scaling factor. When the scaling factor approaches either
+1 or −1, the system displays what appears to be a random scattering of node
points. When the scaling factor approaches 0, the points coalesce in clusters around
an arbitrary attractor, covering all the attractor vertices. These emergent clusters
provide the topology needed for point-to-point node communication links, as well
as a choice of inter-cluster routing topologies.

This solves several problems, including those associated with a topologically
distributed network or swarm. It also solves some of the currently intractable
distributed information problems by creating emergent solutions through sharing
of information. A stigmergic solution results when the small amount of data that is
information-dense is shared among all nodes—in this case, the vertex positions and
the scaling factor value. By each node knowing this sparse amount of data, they can
each reconstruct the entire topology of the SoS.

This has narrowed down our approach to using a dynamic IFS, which produces
an emergent solution that depends upon a relatively small change in one or more
variables. The solution would also need to represent the random changes in a large
ad-hoc network. Finally, the results would need to be repeatable each time that the
dependent parameters are set to the same values. By adding networked sensor data
into the system, the NPPR IFS could modify (adapt) itself to a dynamically changing
environment or changing threat behavior. Networked inter-agent communication
would allow shared knowledge to enhance and update each agent’s knowledge map
[13], promoting a consistent shared knowledge of the networked environment.

NPPR Adaptive Fractal—How It Works, and What Is Displayed by the Software Tool

Similar to the appearance of the simple point-slope equation for line, the deterministic
chaos equation is given as:

X(n) = M ∗ X(n − 1) + Z (1)

X(n − 1) is the current point, X(n) is the next point, M is the scale parameter,
which controls the distance that the next point is generated from the current point,
and Z corresponds to one of the randomly selected “vertices.” These vertices are the
set of initial points that constrain all network node points, and for our example can
represent network hubs. The number of initial points can range from three [16] to
over 100 if needed, although experimental results show that most unique emergent
behaviors are observed with 12 or less initial points. The specific Z is randomly
selected out of this set of initial points. The value of M is 0 < |M| < 1, and it takes
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experimental discovery to determine what values of M give the desired emergent
behaviors.Once these values are determined, any random run of this equationwith the
selectedMand the samenumber of initial points in similar topologieswill produce the
same topological structure overall. This is particularly interesting, since changing the
random number seed produces almost no visible change to the topologies generated,
despite the fact that all the points are newly generated, and justifies this mathematical
function belonging to the area of deterministic chaos. Both variables M and Z share
interdependencies that affect the overall network topologies, including controlling
the degree of clustering, and implicit mappings between specific cluster subsets at
different scales.

The algorithm has “tunable” values that control the repeatable transition from
order to chaos. This is controlled by the variable M coupled with the initial set of
vertices. The resulting data points, in addition to producing a topological map for
network routing, may also be used to create several categories of information. The
information may result from sensor data that consists of several features to be asso-
ciated with feature categories and can be represented by topological relationships. If
several sensors at different locations detect something from a common location, but
categorize it differently, the sensors’ data maps into multiple interrelated categories.
The “topological map” would contain the sensor positions and data and correlate
the relationships between them while preserving the differences. This allows shared
information to define distinct yet common features. A small amount of data trans-
ferred between sensor elements could be used to share the global picture for the sensor
nodes, i.e., a stigmergic relationship. Nature uses a similar stigmergic approachwhen
ants and other social insects mark a location that is of interest. As other ants pass the
marked location, they too mark it, and a sufficient number of marks cause all ants to
follow that trail of landmarks. This small chunk of information can become extremely
powerful and is analogous to the sparse data elements used for defining behaviors in
the NPPR algorithm. For the investigation of the NPPR algorithm, a tool was built in
Mathematica® to display parametric changes as they are made dynamically by the
user.

Comparing the two pictures in Fig. 1, one can see the relationship between the
initial points, which can also be considered as topological representation for five cate-
gories, with each attractor/vertex representing a category. As described previously,
the top left (smaller) rectangle in each picture contains five points that represent the
initial categories (in this data analytics example) that are spatially separated. The set
of clustered points in the large rectangle in each picture represents the data. The left
picture shows symmetric clusters resulting from a symmetric layout of categories.
When the lower left category vertex is moved so that it is closer to some of the other
categories, the clustering data points change to match the relative category positions.

To see the impact of parameterM on the topology, in Fig. 2,M is chosen as a value
greater than 0.5, and the resulting pattern for five initial points is random scattering,
which would be the default pattern guess anyone would make for a simple function
with the random aspect of NPPR. NowM is changed to around 0.33 in Fig. 3, and the
resulting pattern resembles the classic video game of Space Invaders. Other example
patterns are included at the end of this chapter.
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Fig. 1 A vertex is shifted

From above, we can see that the emergent pattern of clusters in Fig. 3 resulted
from the seemingly random cloud of points in Fig. 2. Therefore, in this case for 5
vertices, changing the scaling parameter M from about 0.5 or more to about 0.33
causes the order to emerge. The lines that divide the pictures into tile-like sections
are the result of applying a Voronoi function mapping to the points on the screen. The
Voronoi tessellations provide an unbiased method of determining which points map
to a particular cluster. This avoids the human errors or biases that would result from
estimating just where a cluster begins and ends, or the illusion of a cluster being at
a location, i.e., pareidolia. The Voronoi is not infallible, as occasionally some parts
of a cluster will appear on the line between two tessellations. It provides a general
metric for when clusters are readily separable.

1.3 A Proposed Solution: Apply NPPR to Solve the Ad-Hoc
Routing Problem

We now have enough information to provide a solution to our large ad-hoc network
routing problem. Using the previous highly structured topology shown in Fig. 3, we
now add routing, and define a communication distance. This result is shown in the
marked-up version of Fig. 3, labeled as Fig. 4.

The five major clusters in the picture, i.e., one major cluster per Voronoi tile, is
divided into five sub-clusters, one of which, as an example, is circled in purple. These
are again divided into sub-sub-clusters, and onwards due to the self-similar nature
of the IFS. Let’s assume that the window with the clusters is a two-dimensional map
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Fig. 2 M > 0.5

of a region within which these points are located. Let’s assume that each one of the
smallest points on the screen corresponds to an ad-hoc radio (or IoT device) possibly
within an agent or autonomous vehicle. Note that each individual point in this picture
is not explicitly visible since this run of the tool plotted 20,000 unique points, many
of which are tightly clustered. For the sub-cluster circled in purple, let’s assume that
the circle’s diameter is the typical range of a point-to-point communication between
two nodes. Finally, two nodes have been selected (actually for ease of viewing, two
sub-sub-clusters were selected) and are circled in green. For the purpose of showing
the routing, the green circled nodes were selected at diagonally opposite ends of the
window.

Since each node would be capable of calculating the general layout of all the other
nodes, it would be able to determine which direction to forward its message for the
next leg or “hop” of its route, shown as red arcs in Fig. 4. The emergent self-similarity
makes it easier since despite the nodes being randomly iterated, the overall topology
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Fig. 3 M ~ 0.33

will remain self-similar, at least for certain values of the scaling parameter M. If
each node knows its range limitations, i.e., the diameter of the purple circle, then it
would broadcast to the sub-sub-clusters at the edge of its range and in the appropriate
direction in order to reach the destination node.

Each node has the information needed to calculate the positions of all other nodes,
which in this example consists of the positions of the five vertices and the value of
the scaling factor M. As positions of vertices are changed, or M changes, these
values can be broadcasted to all nodes in a short transmission. The recalculation
would be trivial for any modern processing node, since it consists of a linear addition
with a single floating-point number as multiplier. These internal calculations of node
topologies provide all nodes with the ability to create their internal world model that
is consistent with the overall topology, hence the ability to derive a shared world
model. This imparts a shared understanding for communication between the nodes,
even when parameters dynamically change.
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Fig. 4 Routing mark-up of Fig. 3

Walking Through the Point-to-Point Network Connection

As we walk through the route from the source node to the destination, it would
be easiest to number the clusters and sub-clusters in some order. Arbitrarily, let’s
go clockwise within each cluster and sub-cluster, starting with the lower left, and
ending with the lower right. So, for the green circled nodes in the lower left, we can
refer to these cluster elements by three numbers (cluster, sub, and sub-sub) as 1, 2,
1. The red arcs represent the paths for each hop that is within the range limit of each
node. The approximate sequence of hops from the green circled nodes in 1, 2, 1 to
the destination green circled nodes in 4, 4, 5 is as follows:

1, 2, 1 to 1, 3, 3 to 2, 5, 1 to 2, 4, {3, 4, or 5} to 3, 2, 1 to 3, 3, 2 to 3, 4, {1 or 2}
to 4, 2, 2 to 4, 3, 2 to 4, 4, {3, 4, 5}.

The braces represent the approximate number of hops, since all the nodes within
braces are in range, so if some are unavailable, others nodes can take their place.

While the exact routes chosen may not be optimal every time, this type of routing
topology provides a measure of resilience for both edge-nodes and more centrally
located ones, as the communication routes can work even if some sub-clusters and
sub-sub-clusters lose up to half of their nodes. This has a clear advantage over
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current ad-hoc routing protocols, e.g., AODV (Ad-hoc On-Demand Distance Vector
Routing), which suffers from large latency time in route discovery. Instead, this
approach using NPPR consists of calculating just a few route permutations to find
an efficient, albeit not optimal, route.

This adaptive fractal topology can also apply to the emergent organization of
massive swarms, since a change in one parameter can cause the entire swarm of
autonomous vehicles to either produce emergent flocking behaviors [17], or scatter
into a random pattern. A shared stigmergic world model can still be known, and
additional messages can also be routed despite the randomly scattered appearance
of the nodes. The swarm application can also provide a single-point control for
many vehicles whose objective is to arrive at a few destinations (i.e., the vertices can
represent destinations).

2 Conclusion and Future Work

Emergent behavior is generally treated as a liability, even though emergence is effec-
tively used in nature (e.g., crystallization, flocks of birds, etc.). Current methods of
addressing SoS do not leverage, and may not even take into account the emergent
behavior that occurs in large-scale systems [18]. Generally, these SoS will exhibit a
wide range of complex behaviors which range from well-ordered predicted behav-
iors to completely chaotic ones. Several problems of scale up to now have not been
successfully solved, such as large swarmbehaviors and the routing dynamics of large-
scale ad-hoc communication networks. Using the appropriately selected constraints,
random IFS such as NPPR can converge to ordered patterns [19] and dynamically
adapt to changes in the environment. Such emergent topologies provide insight into
solutions for massively distributed agents awareness [20], and apply to cognitive
sensors, communication nodes, and intelligent swarms.
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Complex Systems and Classical Military
Theory

David J. Lyle

Abstract War has always been an emergent phenomenon, comprised of count-
less, constantly interacting physical and cognitive elements of individuals, groups,
societies, and nation states competing violently for power, influence, and access to
resources. If war is the sum total of these multiple levels of competition, can war be
any less complex than any of the phenomena that play a part in it? Schools of mili-
tary theorists have largely followed the same tensions that schools of science have
followed between “positivist” schools of thought born during the Enlightenment who
believed that the world is inherently ordered and controllable via by formal scien-
tific description and method, and those “romantics” who suspected that randomness
played a much greater role in the universe than our scientific tools and reason could
handle on their own. Various military writers throughout the centuries have sought
to offer prescriptive principles that can be used to make warfare more predictable
and manageable. But modern understandings of complex systems can help us better
understand the true degrees of efficacy we can hope to achieve through our calcu-
lations of war, and help us to avoid coming to false conclusions about what we can
hope to achieve through the force of arms alone.

Keywords Complex systems ·Military · Theory

1 First Section

War has always been an emergent phenomenon, comprised of countless, constantly
interacting physical and cognitive elements of individuals, groups, societies, and
nation states competing violently for power, influence, and access to resources. If
war is the sum total of these multiple levels of competition, can war be any less
complex than any of the phenomena that play a part in it?
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Any new theory should not only replicate the success of the old ones, but should
also explain things that the previous theories could not account for, and also do
it in a more elegant manner, a concept described as “Occam’s Razor” [1]. Claims
that any new theory will “change the nature of war” should rightfully be looked
upon with suspicion. But complex systems theory makes no such promises, complex
systems theory gives us a better way to look at the nature of war that has always
existed, with the nature defined as the basic interaction rules of human systems that
don’t change, and character defining the interactions themselves which can change.
Complex systems theory explains many of the key insights of the classical military
theories, and also offers new ways to both expand on their original insights and
correct some of their deficiencies. Using complex systems concepts as the foundation
of military theory is nothing new, but our dawning recognition of this currently
constitutes the leading edge in military thought.

1.1 The Ancient Military Classics

Thucydides’ History of the Peloponnesian War and Sun Tzu’s The Art of War, both
written approximately 2400 years ago, are ancient classics of military strategy that
have maintained their relevance in modern times. Among Thucydides’ most famous
contributions is his proposition that the actions of individuals, groups, societies,
and states can be understood in the context of an attempt to simultaneously balance
the prioritized social forces of fear, honor, and interest [2]. In complex systems
terms, these are the powerful psychological attractors that guide all basic individual
decisions, with fear being the primary motivator geared toward physical survival,
honor being focused on the survival of one’s sense of identity within the contexts of
groups, and interest guiding decisions when the previous two imperatives are satis-
fied.While an understanding of these attractors cannot guarantee accurate prediction
of individual decisions in specific instances, they can often be used to describe and
predict what psychological behaviors will drive human behavior from the bottom up
in aggregate, as well as in the long term. This serves as the foundation for prediction
that all sound strategy relies on.

The story of Athens and Sparta itself is a classic case of two complex adaptive
systems competing against each other within the larger complex adaptive system of
theAncientMediterranean andPersianworlds. For decades, the seapowerAthens and
land power Sparta two sides clashed with futility, neither side being able to overcome
the strengths of each other, in what students of military strategy describe as “elephant
vs. whale” stalemate. Then, both sides began the process of adaptation, each adopting
the means of the other in order to break through the defenses of the other, and ending
ironically when the land power, Sparta, defeated the sea power, Athens, in a decisive
naval engagement, after they allied with their traditional enemies, the Persians. But
in winning, Sparta illustrated another key takeaway from complex systems theory: in
complex adaptive systems, you can “never do merely one thing.” [3]. In making an
alliance with Persia to defeat Athens, Sparta weakened the entire alliance of Greek
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city states that had traditionally banded together to defend the region from foreign
invasion. Only decades later, after even more Greek internecine warfare, all of the
weakened Greek city states eventually fell separately to Phillip of Macedon and his
son Alexander the Great. Thus, the real admonition of Thucydides in writing is book
may be his warning echoed by the most important principle of complex systems.
If your own definition of the system is too narrow, as was both the Athenian and
Spartan definitions of victory, your solution set will be to narrow, and if you fail to
understand how competition and cooperation work at various levels of scale, you
cannot hope to adapt successfully within the context of the larger system.

Sun Tzu (or the group of scholars represented by him) is very possibly the earliest
known advocate for systems thinking in warfare, as a holistic understanding of the
system and the environment in which a military commander competes is crucial to
success according to his theory. If the acme of skill is to win without fighting—by
first defeating the enemy’s strategy, as Sun Tzu suggests—then one must not only
be able to adapt oneself to the situation and the enemy, but also be able to predict
how the enemy is adapting, and factor that into your own model for adaptation [4].
Sun Tzu seeks to use knowledge of the potentialities inherent within the total system
in his favor, using deception to maneuver the enemy into positions of geographic
and material disadvantage that can then be exploited with minimal effort and risk, a
concept described by Francois Julien as seeking “efficacy.” [5]. Successful generals
recognize the fundamental nature of the system and the environment, and pattern their
actions (or inaction) to take advantage of three different potentials: moral potential,
topographic potential, and potential of adaptation. It is the third of these aspects of
potential that the maneuver of military forces can influence. The potential of the
situation cannot be anticipated, as it “proceeds from continuous adaptation…” [6].

1.2 Theories of War During the Enlightenment

Schools of military theorists have largely followed the same tensions that schools
of science have followed between “positivist” schools of thought born during the
Enlightenment who believed that the world is inherently ordered and controllable
via by formal scientific description andmethod, and those “romantics”who suspected
that randomness played a much greater role in the universe than our scientific
tools and reason could handle on their own. Various military writers throughout
the centuries have sought to offer prescriptive principles that can be used to make
warfare more predictable and manageable. In the emerging “scientific” theories of
war, some even believed that “Bellona, the furious goddess of war, was to be rendered
tractable, tamed like a kitten on the hearth.”

Theorist after theorist designed systems of war built upon principles that if
followed, would practically ensure victory for those who had the diligence to study
and master them. This school of thought was a natural follow-on from the era of
“cabinet wars” in which fortification had dominated the character of war, and was
represented by a geometric style of calculation best represented by the theoretical
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works of Sébastien Le Prestre de Vauban, Maurice De Saxe, Louis Pierre de Chas-
tenet, comte de Puységur, Count Turpin de Crisse, Paul Gideon Joly deMaizeroy, and
Dietrich Heinrich Von Bulow. This positivist school described by Gerhard Ritter in
The Sword and the Scepter, “Many people hoped that war would ultimately eliminate
itself, having become a pure, universal science by means of mathematical equations
that ruled out chance and the fortunes of war.” And perhaps the most famous of the
positivists, BaronAntoine Jomini advocated prescriptive theories based on principles
of war that would help you recognize “decisive points” that have a greater impact on
the system than others, and should therefore be the focus of one’s efforts in warfare
[7].

But others were not so sure. Carl Von Clausewitz—would write in his magnum
opus OnWar that “…all military action is intertwined with psychological forces and
effects”, and elsewhere that “One might say that the physical seem little more than
the wooden hilt, while the moral factors are the precious metal, the real weapon, the
finely honed blade.” Those unquantifiable moral factors “will not yield to academic
wisdom. They cannot be classified or counted. They have to be seen or felt.” [8].
While Clausewitz did acknowledge the usefulness of principles of war and the study
of history to search a for a useful general theory, he was firmly against the idea that
war could ever be subjugated or controlled mathematically, as Clausewitz described
war’s main driving forces as psychological passion that drove the combatants to
conflict, irreducible chance that creates both challenge and opportunity for military
leaders, and the attempt to subordinatewar to reason and rationality by those directing
the war [9].

1.3 A Modern Diagnosis of the Old Debates

The deeper insight Clausewitz and the others above intuited on—the core issue
of misapplied scientific philosophy driven by positivist thinking—can today be
described as technical rationalism, a variant of the positivism that fueled the French
Enlightenment, the sense that the world was inherently ordered and would eventually
be brought under control by a combination of good science and deliberate effort. As
described by MIT’s Donald Schön, Technical Rationality is the “dominant episte-
mology of practice,” an “instrumental problem solving made rigorous by the appli-
cation of scientific theory and technique”, a scientific philosophy that is “implicit in
the institutionalized relations of research and practice, and in the normative curricula
of professional education.” Under this positivist paradigm, “real knowledge lies in
the theories and techniques of basic and applied science.” [10]. But what if those
scientific theories and techniques imply a degree of order or stability of outcomes
that don’t exist in real world?

Technical rationalism falls far short when it comes to evaluating competing
moral factors, or evaluating the tradeoffs between competing value-laden options
or balancing irreducible ethical dilemmas. These are the intangible and often capri-
cious social dynamics that describe the difference between knowledge and wisdom,
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a distinction that cannot be described in formal or universal logical functions minus
specific contexts, but must be fit to the unique contexts of specific situations. Tech-
nical rationalism offers a seductive but false sense of certainty when applied to prob-
lems of strategy, and despite several near misses and certain disasters in the recent
past caused by its application inwar, technical rationalism continues to ensnare senior
leaders who fail to understand its obvious inadequacies above the level of tactics, as
it did with Robert McNamara’s quantitatively focused “Whiz Kids” in Vietnam, who
later confessed that “I had always been confident that every problem could be solved,
but now I found myself confronting one – involving national pride and human life
– that could not.” [11].

Technical rationalism continues to seduce those not steeped in the realities of
complex systems, as was demonstrated in the 1990s with the overreaches of Network
Centric Warfare and Effects Based Operations which sought to make war tamable
by digitized, algorithmic logic run by increasingly powerful computer and commu-
nications systems [12]. More recently, the “Third Offset”, led by former Deputy
Secretary of Defense Robert Work sought to describe war as a series of grids, hear-
kening back to the technical rationalists of the French Enlightenment [13]. Taken
metaphorically, these descriptions are valuable, but too many continue to literally
believe that war can be reduced to formal logic, and “gonculated” via algorithm,
neglecting the true difficulties of formally describing the connected, contingent, and
ever changing human value functions that accompany real social intercourse—the
same point Clausewitz made in the early 1800s. This “chessmaster” tactical focus
has been commented on repeatedly, and can perhaps be summed up by the following
observation on the US military by the late éminence grise of strategic studies, Dr.
Colin Gray: “The problem, to repeat, is that the United States has a severe strategy
deficit. It is, and has long been, guilty of what is known as the “tacticization” of
strategy. US military power does tactics well and tends to expect success at that level
to translate automatically into strategic victory.” [14].

The good news is that complex systems theory does indeed help to bolster the
military theories that have resonated with generations of military thinkers, giving us
new insights into why these ideas indeed seem to be timeless. As more and more
military thinkers become familiar with complex systems concepts, and relate the
new ideas to the old ones, there is a much better chance of larger organizational
acceptance of intellectual models that better approximate war as it really is, reducing
surprise even when it cannot eliminate uncertainty. But it’s extremely critical that we
adopt the conceptual frameworks of complex systems to complement those classical
scientific rationalist approaches that work we with well-structured problems—if we
fail to discern the difference between complicated and complex tasks, we’ll apply
the wrong types of tools to the wrong types of problems, and risk creating “Weapons
of Math Destruction” that will force us to learn the lessons of complex systems far
too late to achieve our intended goals.
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On the Middleware Design,
Cyber-Security, Self-monitoring
and Self-healing for the Next-Generation
IoT

Predrag T. Tošić

Abstract Internet-of-Things (IoT) is one of the most important technological
advances in the realm of Internet-powered cyber-physical and cyber-secure systems
of the last decade and likely for many years to come. As such, IoT poses a number of
research challengeswhen it comes to systemscalability, availability, inter-operability,
security and reliability.We study the programming abstractions, “smartmiddleware”,
multi-agent systems and cyber-security aspects ofwhat itwill take to enable a reliable,
secure, inter-operable and human-friendly next-generation IoT. In particular, three
important aspects of the NG IoT are discussed in this paper. One, we address soft-
ware design challenges and appropriate programming abstractions for the software
agents that would provide IoT’s inter-operability, enabling different users, devices
and platforms to effectively communicate and coordinate with each other. We revisit
agent-based computing, and especially the Actor model as a potentially perfectly
suited programming paradigm for an inherently open, distributed and heterogeneous
infrastructure such as NG IoT. Second, we discuss some critical capabilities of the
next-generation IoTmiddleware. Last but not least, to address cyber-security aspects
of IoT holistically, we outline several key elements of computational intelligence
that could enable the self-healing and self-recovery capabilities of the NG IoT. With
such self-defense/self-healing/self-recovery capabilities, future cyber-attacks would
be less likely to cause a major disruption to the IoT infrastructure and users.
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1 Introduction: Future of Internet-of-Things

Internet-of-Things (IoT) is arguably one of the most significant and impactful tech-
nological advances in the realm of the “consumer”, Internet-powered cyber-physical
systems of the last decade. Moreover, IoT technologies are expected to become even
more pervasive and of practical importance to how we work, live, play and interact
with technology in general in the years to come. This is why IoT and its many
R&D challenges have been a focus of both industry leaders in the Internet technolo-
gies, smart devices, platforms, and applications, as well as increasingly among the
academic researchers, as well.

Due to inherently open and heterogeneous nature of IoT, as well as the needs
for preserving user’s data privacy, confidentiality and integrity, IoT architectures
and deployments need to address security and privacy from the get-go, as first-
order design and implementation concerns [1]. On the other hand, a large (and ever
growing) number of heterogeneous devices necessitates the design that will ensure
interoperability, integration and scalability across a variety of users, devices and
compute platforms [2]. From a system architecture standpoint, these challenges of
IoT design and deployment imply that the IoT middleware needs to be more flexible,
layered/modular and complex than the familiar middleware platforms deployed with
“traditional” distributed and cyber-physical applications.

The list of technological and research challenges behind enabling the next-
generation IoT is quite long and versatile. We are particularly interested in the
programming abstractions, the middleware architecture aspects, as well as the
applied AI (especially distributed intelligence and multi-agent systems) aspects, of
what it will take to enable the reliable, secure, inter-operable and human-friendly
next-generation IoT.

The promise of IoT lies in enabling different users, devices, platforms and tech-
nologies to effectively interact with each other, including communication, coordina-
tion, and various forms of cooperation. Since different agents in this “soup” of users
and devices called IoT in general represent different human users or organizations,
these agents will in general have different goals from each other [3]. Sometimes,
these goals might be mutually exclusive or conflicting. Further, just like in human
societies, certain groups of agents will have better aligned interests and goals with
each other than with agents outside of their “circle”. Similarly, again just like in
human societies, certain agents will be more reputable or trustworthy than others
when it comes to delivering on commitments made as a part of a multi-agent coop-
eration, or with respect to the quality of expertise they provide about a particular
domain [4].

Some research prototypes of IoT architectures have attempted to incorporate
cognitive-like capabilities into the IoT middleware design; one such prominent
example is the iCOREproject, based on theVirtualObjects (VO) paradigm [5]. These
VOs are semantically rich virtual representations of the capabilities and resources
provided by real-world objects and devices. As such, the VO paradigm and prototype
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design based on it build on the past research on distributed resource and task alloca-
tion in heterogeneous multi-agent systems, a classic example of how computational
intelligence and Distributed AI contribute to advancing the IoT state-of-the-arts.

These observations suggest some of the key elements, perhaps a partial roadmap,
for the next-generation AI/MAS research and design of effective autonomous soft-
ware agents for the up-and-coming Internet of Agents (IoA). For instance, the focus
in [3] is on the desiderata pertaining to intelligent agents’ abilities to coordinate and
cooperate with other agents and in particular create coalitions, while taking into the
account those other agents’ capabilities, “expertise” and reputations.

The rest of the paper organizes our main ideas into three main parts. First, we
discuss the key middleware desiderata and, related to that, appropriate programming
abstractions for theNG IoT; in that context, we revisit Agent-Oriented Programming,
and argue that an extended Actor model is a suitable programming paradigm for the
next-generation IoT. We then discuss some key general desiderata for the NG IoT
middleware design. Third, we briefly address the self-monitoring/healing/recovery
aspects of IoT, and argue that reinforcement learning techniques combined with
appropriate computational “capture” of the self-defending and self-recovery capa-
bilities of biological organisms, hold a promise of providing the right high-level
design guidelines for making an intrinsically open, heterogeneous and very unpre-
dictable system such as NG IoT capable of adapting to and surviving various types
of future cyber-attacks.

2 Agent-Oriented Programming for IoT and the ACTOR
Model

Agent-oriented programming (AOP) [6] emerged in the 1990s as a novel program-
ming paradigm spurred by the growth in intelligent agent software technologies
and applications at that time. Tracing history of programming languages and how
the nature of dominant applications has been driving the most popular program-
ming paradigms during different eras of computing, AOP can be contextualized (in
hind-sight) as a very natural successor to the object-oriented programming (OOP)
paradigm; see, e.g., [7]. In particular, the transition from object-oriented towards
agent-oriented programming was motivated by the emergence of open distributed
computing platforms in the late 1980s and throughout the 1990s, which natu-
rally required that concurrency and resource sharing be explicitly controllable and
therefore easy to capture and exploit in the underlying programming model.

As computing started becoming increasingly distributed both physically and logi-
cally, and these distributed systems getting increasingly heterogeneous, complex
and open, the individual components of complex software systems started being
transitioning from non-autonomous components of typically either monolithic or
else hierarchical architectures towards each such component becoming increasingly
sophisticated, autonomous and complex (sub)system on its own, with the system
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architecture entailing only a loose coupling of many such components into an over-
arching larger system. Further, such systemswere growing rapidly in scale, becoming
highly decentralized, and would usually be based on a peer-to-peer (P2P) paradigm,
as opposed to being either centralized or hierarchical. This is how the AOP paradigm
rose to prominence, striving to meet the increasing demands in terms of autonomy
and flexibility of the individual components in such open distributed systems [6].

We emphasize some key characteristics of (whatwere back then, emerging) agent-
based applications of the 1990s that required new programming paradigms with
respect to the “old school” procedural imperative programming (and, to some extent,
also with respect to the traditional object-oriented programming the way it was done
in the 1980s and early 1990s, with the rise of first Object-C and then C++ ):

• larger scales and higher degree of system complexity;
• physical and logical decentralization of compute tasks, resources and data;
• increasing heterogeneity of computing resources, platforms, tasks and users;
• inherent openness, where new “actors” come and go, and it cannot be anticipated

at the design time, how many or how diverse tasks, resources and/or users may
“join” the infrastructure at various points of time in the future;

• great need for fault-tolerance, reliability, and availability in the likely presence of
individual “compute node” and/or communication link failures;

• concerns about data privacy, confidentiality and integrity, as well as access control
to resources;

• preparedness for and resilience to cyber-attacks of known and unknown vari-
eties, from familiar and unfamiliar “bad guys” trying to disrupt the infrastructure,
compromise or steal data of individual users, etc.

Reflecting upon the above list, it is immediate that today’s and tomorrow’s IoT has
virtually all of the above characteristics—if anything, the “features” listed above are
even more pronounced in the IoT context than what was the case with agent-oriented
and service-oriented software architectures of the 1990s and early 2000s. This is
why, in our view, revisiting and especially identifying how to appropriately adapt
those methodologies and programming abstractions based on the Service-Oriented
Architecture (SOA) and Agent-Oriented Programming (AOP) paradigms will be of
utmost importance for NG IoT, specifically for the IoT software architecture and
middleware design, in the years to come. Due to space constraints, we discuss here
only one such programming abstraction—the Actor model of distributed computing.

The Actor model was introduced with a particular goal of specifying distributed
computation in large-scale, open distributed systems [8]. An actor encapsulates its
internal state, as well as its behavior, which includes both data on which to compute,
andprocedures ormethods to be applied to that data. Each actor has a uniquenameand
a “mail box” to which other actors can sendmessages; actors communicate with each
other via asynchronous message passing. In OOP, an object has a state and a set of
procedures ormethods that can change that state. An actor, additionally, encapsulates
a thread of control thereby enabling concurrency (based on asynchronous exchange
of messages among actors). A new actor can be created as desired, and various actors
might be entering or leaving a given actor system, that is, this “soup” of actors, at
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various times. All these characteristics of the actor model make it very versatile and
suitable for open distributed systems.

We note the Actor model was originally introduced in the 1980s, with the main
goal of extending the OOP to capture multi-threading and concurrency as the first-
order entities. The Actor model was later expanded to provide a simple yet versa-
tile communication and concurrency programming model for Distributed AI and
designing multi-agent software systems (see [9, 10] and references therein). Many
years later, we find the general actor-based computing paradigm quite appealing
for the middleware as well as “application software” (running on top of that shared
middleware) for the next-generation IoT, precisely because the model was designed
with large-scale, highly heterogeneous and intrinsically open distributed systems in
mind—i.e., systems such as IoT.

In summary, theActormodel hasmany highly desirable properties from the stand-
point of middleware and software design for the next-generation Internet-of-Things.
What the original actors do not have, however, are mechanisms explicitly addressing
the (actor data and/or state) integrity, privacy, confidentiality and related aspects;
likewise, the actor model does not provide for self-healing defensive mechanisms in
the presence of cyber-attacks. An open distributed software system based on actors
will be fault tolerant with respect to individual actors joining or leaving the system,
becoming too slow or unresponsive, or dying.

However, the original Actor model can do little about more Byzantine types of
“bad behavior”—for example, dealing with malicious actors in the system. There-
fore, should the future software infrastructures for IoT be based on some variation
or extension of the Actor model, the cyber-security, self-monitoring and self-healing
capabilities for such software infrastructure would need to be provided as “extras”.
One possible direction for future R&D on the programming abstractions and models
for the NG IoT, therefore, is how to extend the original Actor model so that certain
“core” cyber-security aspects too are captures in the extended model as “first order
entities”. An alternative approach would be to design an actor-based architecture
which would include “non-user”, special-purpose actors ensuring data and system
integrity, user privacy and confidentiality, providing monitoring and defensive mech-
anisms in case of cyber-attacks, and so on. Some ideas along this latter direction will
be discussed in the subsequent sections of this paper. Of course, we are well-aware
that how to actually design a scalable cyber-secure system deploying such “protec-
tion actors” will pose significant research, technology development and real-world
deployment challenges.

3 Smart Middleware for the NG IoT

The rise of middleware technologies and underpinning R&D was prompted by the
evolution in computing and a paradigm shift from tightly coupled multi-processor
systems towards distributed, loosely coupled systems in which each node is usually
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a standalone computer, and all these “nodes” are interconnected in a local or wide-
area or other network, communicating and cooperating with each other on various
data and/or compute/CPU intensive tasks [10]. Once deployments of “clustered”
systems involving “nodes” that run different software including different under-
lying Operating Systems (OS) became commonplace (in the 1990s), an additional
layer of abstraction between the applications and the underlying hardware became
necessary—a layer enabling different compute nodes in the system, especially when
running on different operating systems, being able to communicate, coordinate, share
tasks and resources with each other, etc.

However, the traditional clustered distributed systems were not characterized by
the levels of openness and unpredictability found in IoT: addition of new nodes
(computers or other interconnected devices) to the system, for example, was in
general infrequent and predictable. In stark contrast, in IoT context, new devices
or even platforms (with potentially many “attached” devices) can join or leave the
existing “soup” of devices, users and software agents at any time, with arbitrary
frequency, and in unpredictable time patterns. Hence, designing a highly flexible,
portable, adaptable and capable of self-reconfiguration middleware layer for the IoT
kind of distributed systems is much more challenging, than for the more predictable
and structured (and less open) traditional distributed clustered systems.

3.1 Some Examples of IoT Middleware Prototypes

Recent years have seen an upsurge in research and prototype design on middleware
for IoT. Some prominent examples of R&D efforts include [1, 2, 5, 11–14]. One
frequently encountered theme in this pursuit of the “right” kind of middleware for
IoT, is the SOA design as the guiding principle: abstracting users and devices into
“smart objects” andweb services, and then providing a semantics-rich layer on top of
that abstraction, that in turn enables those smart objects and services to exchange data,
knowledge, tasks and resources with each other. Given the heterogeneity of devices
found in IoT, the need for this kind of abstraction providing a uniform interfacing
framework of interaction appears quite natural. What is tricky here, of course, is
finding the right kind(s) of abstraction and interfacing, meeting the needs not only
of the existing devices and applications but also predicting new types of devices and
especially applications that will likely “want to join” IoT in the upcoming years.

The EU-sponsored ebbits project [12] has focused on allowing businesses to
semantically integrate the IoT into themainstreamenterprise IT systems, thusmoving
a step closer to interoperable, real-world (as opposed to research prototype), end-
to-end interaction among different business applications. The ebbits architecture is
an attempt to bridge different backend enterprise applications with each other, as
well as with people, various services and the physical world. The semantically rich
information is generated from the tags, smart sensors, and other devices and data
streams involved in IoT. In particular, “the ebbits platform will feature a Service
oriented Architecture (SOA) based on open protocols and middleware, effectively
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transforming every [organization’s] subsystem or [individual] device into a Web
service with semantic resolution. The ebbits platform does enables the convergence
of the Internet of People (IoP), the Internet ofThings (IoT) and the Internet of Services
(IoS) into the [integrated] ‘Internet of People, Things and Services’ (IoPTS) for
business purposes” [12].We note that any platform striving to enable interoperability
of different “backends” needs to be aware, that the organizations to whom those
backends belong need not trust each other, and that any such shared platform needs
to provide security, reliability, privacy and confidentiality guarantees, as well as
agreed-upon policies, to all stakeholders in order to be adopted and actually for
important business interactions among different organizations.

Some researchers have realized early on the utmost importance of dealing with
security, privacy, confidentiality and trust issues in the IoT context. In [13], the
key idea is to integrate the (human) user directly into the “trust chain”, ensuring
visibility and transparency in the IoT security and reliability properties. The prototype
described in [13] also provides manufacturers of devices and platforms with a unified
interface of conveying the security, reliability and trust considerations to the users
in simple, non-technical language—so that the users can reason about the tradeoffs
or potential issues, and make decisions accordingly, without being cyber-security
experts. The downside of this approach is fairly obvious: while human users are
indeed given more direct, explicit control, the cognitive burden on the human is
increased; and most people want to go about their daily lives and have their various
devices and technology doing the work for them, without having to worry much
about how or why something may malfunction, and how to fix it.

The Butler IoT middleware prototype [14] allows its users to manage their indi-
vidual profiles by allowing data replication and identity control (incl. access control)
across different applications “belonging” to the same user. The objectives behind
this are two-fold: to give the users sense of control, and to provide a middleware
framework capable of integrating various user data (e.g., location, interests, current
activity) in the overarching privacy and security protocols. From the standpoint of
those designing such privacy and security protocols, this is good news: highly individ-
ualized, contextual information about users and their behaviors may provide infor-
mation to those protocols helping them detect anomalous or suspicious behavior,
trigger cyber-protection mechanisms as appropriate, and similar. However, again,
the proposed approach does place an additional burden on the users, majority of
whom can be safely assumed not to be particularly “cyber-savvy”.

In a nutshell, based on the common themes among these research prototypes, our
conclusion is that finding the right tradeoff between (near-)full automation and flex-
ible computational intelligence that humans can trust on one hand, and still leaving
humans in control but without cognitive or physical “overload”, will likely remain a
major challenge in this area for many years to come.
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4 Towards the Design of Self-*Next-Generation IoT

An intrinsically open, heterogeneous and complex decentralized such as IoT can be
expected to be inherently difficult to control, formally reason about, or be able to
predict the behavior of. Additionally, such complex open distributed cyber-physical
systems are hard to protect from various types of attacks from the outside, and
especially from malicious behaviors by “intruders” or “bad apples” from the inside.
Well-knownDistributed Denial-of-Service (DDOS) attacks on the IoT infrastructure
in the eastern parts of the United States, that took place in the fall of 2016, exposed
some of the vulnerabilities of the present-day IoT, as well as demonstrated how
disruptive and harmful a cyber-attack of a fairly modest sophistication can be [15].

While educating the users is very important, relying IoT’s security on human users
of smart phones, smart ambient sensors and other devices to always do the “right
thing” won’t suffice: IoT technologies are meant to enter every household, and their
user base will keep growing, including children, the elderly and adults with little
or no IT or “cyber-anything” training or understanding. Technologies supposed to
be an invisible “helping hand” with daily lives, yet that put too big a cognitive or
other burden on users, likely either won’t be used correctly or may get jettisoned
altogether. Hence, IoT needs to be made cyber-secure without excessive reliance on
the users going an extra mile in changing all the passwords on multiple devices,
monitoring and validating appropriate access or other settings, etc. Instead, cyber-
security of IoT devices, services and platforms should be seamlessly integrated,
and made user-friendly, low-maintenance and as little cumbersome to end-users as
possible.

Further, while the traditional cyber-security measures applied to wireless commu-
nications, software infrastructures and individual devices will continue being crucial
components of the overall IoT’s cyber-security, in our view these measures and
methodologies won’t suffice by themselves. Given the intrinsically open and unpre-
dictable nature of IoT, it will be practically impossible to predict all types of future
users, devices and applications—and consequently, all possible kinds of malicious
or other undesirable behaviors—at the design time (or even, for that matter, at the
time of initial deployment).

Hence, the IoT systems need to be enabled with adaptation, self-monitoring,
self-recovery and self-healing. For those objectives to be achieved, taking advan-
tage of advanced AI, machine learning and computational intelligence will be of
essence. Some particular aspects in which machine learning, data mining and other
AI techniques are needed to enable the self-*capabilities of IoT, include the following:

• Collecting, storing and analyzing behavioral patterns from a variety of devices,
services, applications and users (including which devices “belong” to each user);

• Identifying anomalous behavior patterns, and as appropriate either recom-
mending to the human user(s), or in some cases automatically and autonomously
performing corrective actions;
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• Pattern mining including inferring and predicting new types of malicious or
abnormal behavior; for example, abnormal patterns of some of the agents’
interactions that have not seen before;

• Being able (re)-act similarly to the immune system of a biological organism
with respect to identified intruders or other causes of trouble, without necessarily
having an a priori knowledge in what forms intruders may appear;

• Ability to reason and meta-reason about devices, applications, users, and
behaviors;

• Reinforcement Learning and Meta-Learning over the good policies, behaviors,
and corrective actions to “fix problems” in the past, in order to improve over time
in how are various cyber-attacks to be dealt with;

• Generating appropriate triggers and alerts, and notifying as appropriate either
other agents within the IoT/IoA, or the human end-user; and more.

Securing wireless communications, protecting the integrity, privacy and confi-
dentiality of users’ data, applying a variety of existing digital forensics, information
assurance and related techniques all already have important roles in cyber-security
of IoT, and those roles—and importance of quality solutions in those areas—will
only grow in importance in the years to come.

Our main message, however, is that the “traditional” cyber-security methodolo-
gies and solutions almost certainly won’t suffice for an intrinsically open and highly
complex system such as the NG IoT. Further, we argue that the role of AI, computa-
tional intelligence and data analytics (each of those, broadly defined) will be abso-
lutely crucial to make this NG IoT (more) secure, and to keep it as safe, reliable,
available and secure as possible in the years and decades to come.

4.1 Self-monitoring, Self-healing and Smart Threat
Detection

Our discussion so far of some of the anticipated key cyber-security challenges, as
well as the desired properties of the adaptable, “smart” middleware for the next-
generation IoT, brings us to the final sub-topic, which is, how to use some AI and
Machine Learning techniques, to enable such middleware to learn over time, so it
can more effectively predict and prevent future cyber-security threats and attacks.

In [16], we argued how certain biological paradigms, more specifically, the work-
ings of the human immune system, can serve as a foundation of the self-healing
NG IoT. The immune system does not have a “crystal ball” (or, in the computing
context, a knowledge base) with where will attacks on the organism occur, or by what
kind of attacking agents. It adapts and reacts to all kinds of attacks, by known and
unknown agents; it learns about new types of attacks, and “stores” effective strategies
in combatting them. (This, in essence, is why an individual can get sick from certain
types of viral diseases only once in his or her lifetime, becoming immune to future
attacks by the same agents.) Biological organisms and the external environments in
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which they operate are intrinsically open systems,with those environments (to use the
lingo of AI) being only partially observable and to a considerable extent unknown.
Yet, biological organisms succeed in surviving for a while, and, in that process,
they successfully combat all kinds of “attackers”, due to resilience, adaptability, and
capability of “striking back” of their immune systems. These observations were what
motivated us to seek the core design principles for IoT cyber-security—specifically,
how to enable the NG IoT platforms (in particular, IoT middleware) to effectively
self-monitor, self-recover and self-heal in the presence of various malicious agents
and behaviors—in the immune systems of biological organisms.

However, how does one design immune system-like resilient IoT middleware,
capable of persistently monitoring system’s “health”, identifying various threats,
responding to them appropriately, and providing recovery and self-healing capabil-
ities to the IoT infrastructure? Clearly, “hard-coding” all the desired capabilities,
especially with respect to being able to identify and effectively respond to previ-
ously unknown types ofmalicious agents and attacks (the so-called zero-day attacks),
won’t work. While a knowledge base of malicious behaviors should be maintained
and expanded as new attacks are discovered and learned about, a resilient NG IoT
system needs to be able to pro-actively learn, adapt and react to new types of attacks
and othermalicious behaviors that have not been previously observed and “recorded”
in the said knowledge base.

Should, then, those active, real-time learning capabilities also be based on biolog-
ical paradigms? This is a harder proposition to support, even at the conceptual level,
for biological evolution can certainly be argued to be very slow and inefficient, insofar
as how many generations it takes, to create organisms resilient to certain types of
viruses or other diseases. With the pace of technology development in general, and
how fast different devices, communication protocols, IT platforms and use scenarios
keep changing and entering the aforementioned “soup” that is Internet of Things, in
particular, clearly a cyber-secure IoT middleware needs to be able to learn and adapt
many orders of magnitude faster than what we observe in the biological world.

Is there, then, a better metaphor or learning paradigm for the IoT’s learning and
adaptation to new threats and attacks? In particular, since not all possible threats
and attacks can be “hard-wired”, how do we enable a smart, adaptable self-*NG
IoT middleware to learn about new threats and how to respond to them quickly?
And further, going from the very abstract towards the more concrete system design
principles, how would this quick learning, adaptation, self-defense and self-healing
of IoT middleware be designed using an appropriately extended Actor-based model
for open large-scale distributed infrastructures? A possible answer may be found in
the kind of reinforcement learning that has recently been found to be highly effective
in mastering complex games of strategy, in particular, learning rapidly how to best
deal with previously unseen scenarios (concretely, game positions).
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4.2 Reinforcement Learning for Adaptable NG IoT
Middleware

In many complex cyber-physical, cyber-secure and multi-agent systems, adapting to
various changes in the system’s environment and, in particular, learning over time is
necessary to ensure the underlying system’s effectiveness or evenmere survival. This
general observation applies to a broad range of socio-economical, socio-technical,
biological and physical complex systems. It has been argued in various contexts, that
this learning and adaptation oftentimes needs to take place at different “granularity
levels” and time scales. By different granularity levels, we mean learning at the level
of individual “agents” (whatever may correspond to an individual agent in a concrete
decentralized complex systems), small groups of agents (for example, in the form of
so-called co-learning, awell-knownparadigm from the biologicalworld that has been
gaining popularity inMachine Learning and AI worlds, as well), sizable sub-systems
made of many agents, or even at the level of the entire large-scale distributed system;
see, for example, [17] for a discussion ofmulti-tiered learning in the context ofmicro-
UAVs (small autonomous unmanned aerial vehicles). By different time-scales, we cf.
mean online, real-time (or near-real-time) learning and adaptation, as differentiated
from offline learning, usually based on complex symbolic learning and reasoning
using a domain-specific knowledge base (KB), and updating the knowledge in that
KB as appropriate (see, e.g., [17, 18]).

Biologically-inspired learning and adaptation for the purposes of protecting self-
*NG IoT from threats old and new, discussed briefly in the previous subsection and
elaborated upon in much more detail in [16], remains a promising paradigm for
the offline, long-term learning of agent-based IoT middleware on how to effectively
detect and fight against various threats and attacks, as well as enable IoT’s recovery
from cyber-attacks that were not prevented sufficiently fast. However, biological
evolution is a rather slow process.While “simulated evolution” is indeedmany orders
ofmagnitude faster than the biological evolution (as is well-known frommany exper-
iments using, for example, genetic algorithms and other “generational”, biologically-
inspired computational techniques), its ability to learn about and adequately respond
to “zero-day” attacks likely still won’t be “fast enough” for the purposes of protecting
NG IoT from previously unseen types of cyber-attacks.

What would, then, be some provably faster ways of predicting, learning about and
responding to novel cyber-attacks? One promising such paradigm is reinforcement
learning based on what has been dubbed “self-play”, stemming from how advanced
AI-based programs were trained to very quickly master highly complex games of
strategy, such as Chess or Go. In that context, we find the AI approach adopted in
the design of AlphaGo and its successors particularly promising. In 2016, AlphaGo
succeeded in convincingly defeating one of the best Go players, Korean Lee Sedol.
Since then, AlphaGo and its successors have made further major breakthroughs both
for the game of Go (as likely the most complex 2-player game of strategy that is
being played by millions of people across the globe; in particular, combinatorial
complexity of Go on its standard 19× 19 board by far exceeds that of chess) and for
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Artificial Intelligence. For instance, in addition to defeating one of the best human
players in the world, AlphaGo achieved an astonishing win rate of 99.8% over other
top Go programs [19].

What we find even more fascinating, however, is that this program’s successors,
AlphaGoZero and AlphaZero, have rapidly achieved high-level mastery of Go (way
above the best human players, or the best other Go programs, so far), using rein-
forcement learning (RL) based on “self-play”: generating millions of new games
and positions, playing against themselves, evaluating bad versus good versus best
strategies based on the outcome of those self-played games, and rapidly iterating
that process [20]. Namely, once Google acquired the UK company DeepMinds (the
original creators of AlphaGo), Google’s researchers decided to test the AI’s ability
to master the game of Go without “prior knowledge”, that is, without an appropriate
knowledge base (KB) containing the existing “wisdom” on how to play Go well.
(Note, such KBs have been at the foundation of the first successful checkers and
later on chess programs back in the 1990s.) In particular, AlphaGoZero did not have
any prior knowledge about how to play Go well, and was trained solely on self-play
reinforcement, starting from essentially random play, and then rapidly learning from
there [20]. It turned out, that not having “hard-coded” prior knowledge of Go did not
slow AlphaGoZeromuch at all. Advanced artificial neural network and Monte Carlo
search tree techniques were used to facilitate effective training and reinforcement
learning, which took place at a fascinating speed.

Another key aspect of DeepMind’s stellar success with AlphaGoZero was the
ability to generate millions and millions of self-played games, including many posi-
tions and particular games (sequences of legal Go moves by the two players) never
previously played by the humans (or for that matter, other computers). Self-play and
learning from these previously unseen positions provided AlphaGoZero and its vari-
ants a major advantage over even the best human Go players. While many millions
of self-played games were generated as a part of AlphaGoZero’s training process,
what is quite remarkable is that the original training only took about 72 h [20]. In a
sense, an AI playing against a previously unseen opponent’s strategy is rather akin
to a “smart” adaptable middleware being tasked to figure out and prevent (or else,
quickly heal and recover from) previously unknown, “zero-day” cyber-attacks.

Since 2017, Google/DeepMind have released, in addition to superb Go-playing
AIAlphaGoZero, also its de facto generalization calledAlphaZero, that in addition to
Go can play other strategy games such as Chess and Shogi [21]. AlphaZero is based
on the same foundational principles as its predecessor, rapidly learning from self-play
and reinforcement how to play these various games of strategy basically from the
scratch [21, 22].AlphaZero has proven itself quite successful against the other best AI
programs for all games of strategy it can play, showing versatility and universality of
the approach adopted in its design—approach based on seemingly very simple idea
of neural network implemented reinforcement learning from rapidly and massively
iterated self-play [21].

Turning back to self-*IoT, we envision an adaptable, distributed IoT middleware,
made of many software agents or actors, that would be able to adapt and learn
dynamically, in near-real-time, based on the paradigms behind AlphaGoZero and
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AlphaGo. Namely, the software foundation of IoT would be designed as a large-
scale multi-agent system made of many (millions or more) of autonomous software
agents (akin to actors outlined in Sect. 2 and discussed in this IoT context in much
more detail inRef. [16]). Since not all possible future threats and attacks can be “hard-
coded” or anticipated and hence captured in the IoTmiddleware’s “knowledge base”,
the idea of reinforcement learning from self-play would be applied instead.

How could this be made to work, in the context of designing adaptable, scalable,
distributed, and above all, resilient agent-based middleware for the next-generation
IoT? In particular, how can the ideas of iterated self-play and reinforcement learning
be applied to the design of adaptable and capable of rapidly learning IoT software
infrastructure? Let us outline briefly a general scenario: while some of the software
agents (that constitute the IoT’s software platform and provide various “middleware
services”) are providing resources to various IoT devices and doing other “productive
work” on behalf of either the IoT infrastructure or directly of some of its many end-
users, a designated subset of agents would “play games” in order to learn about
possible future threats and attacks. In particular, some of those agents would play a
role of “the bad guys”, thus enabling “the good guys” involved in these simulated
scenarios (or, in the parlance ofAlphaGo, engaging in “self-play”), and ultimately the
entire IoT infrastructure, to learn about new behaviors (in particular, new malicious
behaviors) from such “self-play”—rather akin to how AlphaZero (or its variants)
rather quickly and effectively masters the highly complex strategy games solely
from rapidly iterated reinforcement learning applied to “self-play”,more specifically,
from generating great many possible games and positions according to the applicable
rules of Go or Chess or another strategy game (including the many new ones, not
previously seen or recorded in the existing “knowledge bases” for those respective
games), and then iteratively learning how to most effectively “deal with” all those
possible game scenarios.

In summary, reinforcement learning based on simulated self-play appears ideally
suited for an intrinsically open, very large-scale, heterogeneous and decentralized
system such as IoT. In particular, it is the case with IoT today and will remain so
in the future, that it’s virtually impossible to predict ahead all possible behaviors of
the individual agents or of various other parts or sub-units of the large-scale, highly
complex system, and in particular to anticipate and prepare for all possible future
threats and attacks. Therefore, being able to quickly and effectively “learn from the
scratch”will be the key to designing resilient, secure, self-healing and self-recovering
NT IoT.

5 Summary

We have overviewed some of the key challenges in a prominent next-generation
cyber-physical/cyber-secure system, the (NG) Internet-of-Things. IoT offers a
promise of making many aspects of our daily lives easier, more comfortable and
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enjoyable, and less encumbered with menial tasks and worries—but it also poses a
number of technological, R&D and even policy-making challenges.

In this paper, we discuss some of the key R&D challenges pertaining to the soft-
ware design and computational intelligence to enable the NG IoT, with an emphasis
on its openness, decentralization, cyber-security, self-monitoring and self-healing
needs. In particular, among a rich set of those research challenges, we have focused
on three: what are the suitable programming abstractions and models for the soft-
ware infrastructure for IoT, what are some key capabilities and also challenges when
it comes to the design of flexible and adaptable middleware for IoT, and last but
not least, how can AI, Machine Learning and computational intelligence improve
IoT security—in particular, how to enable the NG IoT to become a self-healing,
self-correcting autonomous system capable of protecting itself from cyber-threats of
both known and unknown varieties.

Our goal in this paper is to highlight the above-mentioned research and system
design challenges, focusing on the software design (especially when it comes to
the NG IoT’s middleware). We have also offered a partial roadmap of what will be
required, in our opinion, to adequately address those challenges in order to fulfill the
promise of the NG IoT. And, that promise is indeed grandiose: to become a reliable
and secure ambient intelligence system that helps us improve how we work, live,
play and interact with each other, thus improving quality of people’s lives at a scale
not seen since the world-wide adoption of the Internet.
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Abstract Protecting high consequence facilities (HCF) from malicious attacks is
challenged by today’s increasingly complex, multi-faceted, and interdependent oper-
ational environments and threat domains. Building on current approaches, insights
from complex systems and network science can better incorporatemultidomain inter-
actions observed inHCF security operations. These observations and qualitativeHCF
security expert data support invoking a multilayer modeling approach for HCF secu-
rity to shift from a “reactive” to a “proactive” paradigm that better explores HCF
security dynamics and resilience not captured in traditional approaches. After explor-
ing these multi-domain interactions, this paper introduces how systems theory and
network science insights can be leveraged to describe HCF security as complex,
interdependent multilayer directed networks. A hypothetical example then demon-
strates the utility of such an approach, followed by a discussion on key insights and
implications of incorporating multilayer network analytical performance measures
into HCF security.

Keywords High consequence facility security · Complex systems ·Multilayer
network

1 Introduction

According to the Cybersecurity and Infrastructure Security Agency (CISA) of the
U.S. Department of Homeland Security, critical infrastructure are those assets, sys-
tems, or networks whose incapacitation or destruction would have a debilitating
effect on national security, economic prosperity, or public health/safety [1]. Simi-
larly, CISA identifies several sectors of critical infrastructure that consists of “high
consequence facilities (HCF)” whose benefits are tied to materials, processes, or sys-
tems that pose unique risks, including the chemical, energy, and the nuclear reactors,
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materials, and waste sectors. Protecting HCFs from malicious attacks is challenged
by increasing complexity observed in today’s operational environments and threat
domains.

This complexity is driven by a multi-faceted–and interdependent–set of trends.
The first is the analytical challenge of modeling the intentionality of possible adver-
sary actions–which can range from unwitting or accidental (almost random) acts
to actions tailored to optimize chances of successfully completing a malicious act.
Second, potential adversaries are demonstrating both evolutionary and revolutionary-
type improvements in their resources, capabilities, and tactics. Consider the use of
advancedunmanned aerial systemsbyYemeni rebels to attackSaudiArabianoil facil-
ities in September 2019 [2], the cyber-attack on the Kudankulam nuclear power plant
in India in October 2019 [3], and a 2011 DHS memo stating that “violent extremists
have, in fact, obtained insider positions” for damaging physical and cyber-attacks
[4] as representative examples. Third, the operating environment in which HCFs
must exist is changing, including increased digitization [5], interdependency [6],
and operations in non-traditional (e.g., remote) locations [7]. Whether considered
individually or taken together, these changes reduce levels of control over the oper-
ational environments–which has been a long-standing pillar of security for HCFs.
Thus, there is a need to better incorporate elements of operating environments into
HCF security [8]. Lastly, as these challenges engender more stringent and compre-
hensive security responses, levels of organizational (and individual) inertia grow as
such changes are seen as opposing normal workplace activities. Thus, in addition to
a more complete understanding of threats facing HCFs, there is an additional need
to better understand how organizational and human influences impact HCF security
performance [9].

Current approaches to HCF security are primarily based on a solution developed
by Sandia National Laboratories (Sandia) in the late 1970s and early 1980s. This
approach, called the Design Evaluation Process Outline (DEPO), was a response
to a 1973 Congressional mandate to improve the security of nuclear materials [10].
Borrowing from the success of probabilistic risk assessment in nuclear safety, DEPO
calculates the ability of a collection of security components to achieve a defined
probability of defeating a specific adversary along a specific attack path [11, 12].
This methodology defines system effectiveness as the product of the conditional
probability that detection and delay system components assess an adversary in time
for response forces to arrive onsite to engage (e.g., the probability of interruption) and
the conditional probability that, upon arriving, the response force can kill, capture or
cause the adversary to flee (e.g., the probability of neutralization). DEPO uses this
detect, delay, respond paradigm to fully describe the necessary functions of HCF
security.

Yet, DEPO and its derivatives struggle to account for the previously discussed set
of challenges to HCF security. At the same time, DEPO provides a strong legacy on
which to explore next generation HCF security approaches. Previous arguments [13]
havemade the case for exploring themultidomain interactions often observed inHCF
security operations in terms of complex system behaviors and models. Such interac-
tions include, but are not limited to, the relationships between adversary mitigation
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mechanisms (e.g., physical security systems and cybersecurity architectures); facility
personnel and security procedures; security mechanisms and facility infrastructure;
or enhanced adversary capabilities and HCF security upgrades.

2 Multidomain Interactions in HCF Security

To further understand these challenges to HCF security, interviews and focus groups
with subject matter experts (SMEs) were conducted to capture the dynamics and
perceptions underlying these interactions in HCF security. Using a semi-structured
approach, pre-determined, open-ended questions were used to elicit more coherence,
depth, and density with which to understand and unpack interviewee responses [14].
This qualitative data collection probed perceptions of the current state of security
assessments; strengths and weaknesses of current HCF-related security approaches;
and, depictions of ideal future states for HCF security. These interviews and focus
groups (summarized in Table 1)–with participants from a diverse set ofHCF security-
related backgrounds–provided data for describing and better understanding the inter-
actions and dynamics that need to be captured in next generation HCF security
approaches.

Analysis of this qualitative data relied “less on counting and correlating and more
on interpretation, summary and integration” [14]. Evaluation focused primarily on
finding themes in the data and identifying insightful outlier comments germane to bet-
ter understanding how multidomain interactions impact HCF security. For example,
though most of our interviewees supported our research goal, one outlier comment
came from Interviewee Q who strongly expressed that it was time to move past
current HCF analytical paradigms that are “static and dated.”

One theme that emerged was the current siloed nature of HCF security-related
activities. The data identified limited (if existing) interactions between security and
facility personnel, security designers and implementers, and different domain secu-
rity personnel (e.g.., physical versus cyber), crystallized by Interviewee P who said
“stovepipes kill us.” The data also suggests that bridging these siloes extends beyond
technical alignment and includes overcoming challenges related to different cultures
among different perspectives of HCF. In response was the consensus that a systems
approach could help bridge some of these siloes by clarifying specific role(s) and
objective(s) for each perspective (e.g., security operations personnel focus on ensur-
ing power supply versus cyber security personnel focus on preventing hackers) and
illustrating how these role(s) work together to achieve HCF security.

A second theme from the data related to the inadequate consideration of the role
of human actors in HCF security. Whether a need to better address complacency
in security personnel, overcoming the “prevalence effect” [15], better understand-
ing impacts from nuisance/false alarm rates, or mitigating insider threats, our data
suggests the role of human actors needs to be better understood and more explicitly
accounted for in HCF security approaches. For example, Interviewee Q discussed an
anecdote relating to HCF security that concluded with the sentiment that having the
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Table 1 Summary description of interviews and focus groups with HCF security professionals

Int. HCF
security-related
role

Training in
current HCF
approaches

Years involved in
HCF
security-related
role(s)*

Formal analytic
background

A 1 Formal >10 No

B 1 Formal >10 No

C 2 Informal >2 Yes

D 1 Informal >10 No

E 3 – >6 Yes

F 4 Formal >2 Yes

G 5 Informal >5 No

H 5 Formal >10 No

I 3, 4 – >5 Yes

J 4 – >10 Yes

K 1 Formal >20 No

L 5 – >10 No

M 4, 6 Formal >30 Yes

N 7 – >10 Yes

O 4, 6 Informal >30 No

P 3, 4 Formal >15 Yes

Q 1, 4 Informal >5 Yes

Focus group 1 6 Informal 2 to 30+ Some

Focus group 2 1, 5 Informal 0.5 to 7 No

1. HCF Security Engineering; 2. Cyber Security Analysis; 3. HCF Resilience Analysis; 4. HCF
Security SystemAnalysis; 5. HCF Security Technology Development; 6. HCF Security Operations;
7. Human Cognition in HCF Security
*This refers to cumulative years in HCF security-related roles, not just the current role

best security system is still not beneficial if the human elements within the system
do not use or access the information provided by technological elements.

A third theme from our data is the impact of the incomplete characterization of
HCF-related threats. For example, Interviewee D described how many in the HCF
security community still have to “see it to believe it,” while Interviewee P depicted
a prevailing attitude of “what’s happening overseas could not possibly happen in the
U.S.”Rather than relying on purely quantitative descriptions of threats (like the popu-
lar design basis threat [12]), our interview data identified benefits in a threat-agnostic
paradigm that would improve HCF security capabilities for responding to various
emerging–includingun-anticipatable–future threats. Such aparadigmatic shiftmoves
the HCF security design objective, according to one interviewee, from identifying
“what is the probability of adversary success” to “influenc[ing] the attacker’s deter-
rence” (Interviewee P).
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Evaluation of our interview and focus group data highlighted the need for HCF
security solutions to not onlymeet desired security objectives, but also to consider the
impact on overall HCF safety and operations. Across our data, there was a positive
response to the goals of this research to more formally identify and incorporate
multidomain interactions into HCF security analysis. Moreover, our interviewees
further supported taking a systems approach toHCF security and recasting traditional
thinking on security performance in broader, more interdependent terms to describe
HCF security system stability and dynamics in emerging environments and against
adapting adversaries.

3 Multilayer Network Model for HCF Security

Leveraging insights from the complex systems and network theory domains provides
potential pathways for closing the gaps identified in our data and current best practices
for HCF security. From a complex systems theory perspective, linear concepts of
cause and effect are replaced with a non-linear understanding of cause and effect
as parallel processes because “meaning is achieved through connections” [16]. Yet,
these many, simple interacting components can produce performance different from
what would be expected from individual components. This suggests an opportunity
to identify more dynamic performance measures better able to describe the efficacy
and efficiency of HCF security amidst previously described challenges.

Building on the argument that relationships (or, interactions) can characterize rel-
ative priority between nodes (or, system components) to describe emergent behaviors
[16], network theory provides additional insights useful to overcome current chal-
lenges to HCF security [17]. There has long been a link between network theory and
complex systems [18], but more recent efforts (e.g., [19, 20]) are investigating the
impacts of multiple, interacting layers within a single network. For example, apply-
ing traditional network theoretic approaches to multiple layers provides performance
measures such as multilink community detection, versatility, and multilayer commu-
nicability [21] that may be able to capture complex characteristics underlying HCF
security system design.

This breadth of performance measures effectively expands the definition of HCF
security andmoves closer to meeting the calls for “threat-agnostic” approaches high-
lighted in the interview and focus group data. From an analytical perspective, shifting
toward threat agnosticism provides greater flexibility in responding to revolutionary
changes in security threats than traditional approaches that are tied to smaller, evo-
lutionary threat changes captured in more quantitative models like the design basis
threat. For example, multilayer communicability–defined as “a centrality measure
which quantifies the number of paths taking both intralinks and interlinks that join
a given node of a given layer to the other nodes of the multilayer structure” in
[21]–helps describe the potential for digital manipulations to cascade through other
domains of HCF security performance. As implied by this example, a multilayer
network-based approach also helps take advantage of a larger portion of generated
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data and better positions HCF security analysis to incorporate dynamic measures of
performance.

Coordinating these rich insights lays the foundation for describing the multi-
domain interdependencies necessary to align next-generation HCF security capa-
bilities with current dynamic trends. From experience, observation, and confirmed
by our data, applying such a “layer-based” approach is a promising solution for
capturing the interdependencies, dynamism, and non-linearity that challenges cur-
rent approaches. In earlier work [13], these layers were described in terms of tradi-
tional HCF terms, namely: physical protection systems, cybersecurity architectures,
human/organizational actors, and facility infrastructure. (It is of note, however, that
these latter two layers–let alone their interactions with the former two–receive mini-
mal consideration in current approaches.) In this work, we propose a function-based
layer framework that enables capturing various capabilities within the HCF and
framing them in a manner that enables calculating and evaluating related interac-
tions using network analysis techniques. A representative set of notional layers to
describe HCF security include:

• Data and Communications Layer: Consisting primarily of the components that
support data flows for HCF security, these components are modeled as data gen-
erators (which collect or manipulate data, like exterior microwave sensors) and
data receivers (which typically process, store, and display information to human
operators, like command control display system (CCDE) monitors). Many of the
traditional detection-related aspects of HCF security are captured in the relation-
ships between these nodes.

• Supporting Infrastructure Layer: Though often overlooked in traditional
approaches, strong HCF security is dependent on physical infrastructure com-
ponents that act as an underlying skeleton to provide the necessary operating con-
ditions (e.g., adequate power, temperature control, or fluid flow) for other nodes
(and layers).

• Human Actor(s) Layer: Perhaps most challenging, this layer is intended to more
explicitly describe the role(s) of human inmeetingHCF security operations.While
the “nodes” in this layer consist of human actors, the structure of this layer helps
describe their relative impact in terms of connectedness between nodes. Many of
the traditional delay and response-related aspects of HCF security are captured in
the relationships between these nodes.

4 Demonstration Case: HCF Security Scenarios

A hypothetical high consequence facility (H2CF) security system was generated to
explore the effectiveness and efficacy of a multilayer network representation of the
components and relationships described in the previous section. A modified version
of the hypothetical facility used in [13], this H2CF security system is composed
of ten distinct perimeter intrusion detection zones (i.e., sectors). Figure 1 shows
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Fig. 1 Example multilayer representation of a ten-sector hypothetical high consequence facility.
Red nodes correspond to elements within the data and communications layer, green nodes corre-
spond to elements within the human actors layer, and blue nodes correspond to elements within the
supporting infrastructure layer

the multilayer representation of this ten-sector perimeter intrusion detection system.
FollowingHCFsecurity best practices (e.g., [11]), each sector contains sensor devices
and cameras that capture data from their areas of responsibility. In addition, these
sensors and cameras are connected to junction boxes that exist within the data and
power layer, and serve as aggregating points within each sector for communication
and power. All related sensor and video data is directed towards the command control
display systems (CCDE), which acts as the primary human interface to determine
the state of the H2CF security system.

For the multilayer model of the H2CF in Fig. 1, nodes in the data layer consist of
forty data generators (e.g., twenty sensors, ten cameras, ten algorithmic processors),
ten data transfer elements (e.g., network switches), and two data aggregators (e.g., the
CCDE and video management system (VMS)). This representative H2CF security
system embeds redundancy in both the data communication and power layers. For
example, network components within junction boxes are connected in a ring con-
figuration. Such a design ensures that both communication and power continually
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(a) Aggregate (b) Data Layer

(c) Human Layer (d) Power Layer

Fig. 2 Histograms of in (red) and out (blue) degree for the network shown in Fig. 1. a is the
aggregate (i.e., flattened) degree histogram, b is the degree histogram for all data edges, c is the
degree histogram for all human edges, and d is the degree histogram for all power edges

operate even when one link is broken. Similarly, the supporting infrastructure layer
focuses on power generation and delivery. A backup power supply is connected to
the network, adding additional redundant power if a connection to the larger power
grid is severed. These elements are represented within the power layer. Lastly, the
human layer illustrates organizational relationships between human actors in the
H2CF–including the CCDE operator, HCF security supervisors, and HCF security
officers/HCF response forces.

The in and out degree distribution was calculated for the aggregate (i.e., flattened)
network, as well as for different edge types across the multiple H2CF security sys-
tem layers (e.g., power, data, human). The resulting degree distribution histograms
are shown in Fig. 2 and illustrate several interesting characteristics. First, the in and
out degree is generally unequal across layers, indicating an increased importance
of the directionality in relationships between elements. For example, more unifor-
mity between in and out degree would suggest a higher measure of redundancy or
decentralization in the network. Yet, the large number of in degree and small number
of out degrees in the power layer points towards highly centralized and directional
infrastructure relationships with respect to power within the H2CF–indicating higher
levels of system dependency. Second, the large number of small degree nodes and
small number of high degree hub nodes indicates the potential emergence of power-
law relationships among elements within the H2CF. For example, several nodes in
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Fig. 3 PageRank values displayed as node size for the H2CF shown in Fig. 1. Blue circles rep-
resent the highest page rank values of the flattened network, with the top ten valued nodes being
CCDE1, CCDE2, jboxdata10, jboxdata7, jboxdata5, jboxdata4, jboxdata2, jboxdata1, algorithm6,
and jboxdata8 (which also matches Fig. 4a)

the data layer–like the CCDE systems–act as network hubs. Identifying hub nodes
can aid in making economical design decisions to optimize system resiliency, data
processing, and system efficiency.

The PageRank algorithm was performed on this multilayer network, and consid-
ers both the combined multilayer PageRank [22], as well as the traditional PageRank
algorithm applied to the flattenedmultilayer network. In the ten sector H2CF, PageR-
ank applied to the flattened network identified the primary and secondary CCDE
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(a) Aggregate (b) Data Layer

(c) Human Layer (d) Power Layer

Fig. 4 PageRank analysis results as the top ten most valuable nodes for the for the network shown
in Fig. 1. a is the aggregate (i.e., flattened) network, b is the combined multilayer data layer, c is
the combined multilayer human layer, and d is the combined multilayer power layer

systems, as well as the network equipment in junction boxes on the data layer, as
the most important nodes within the network–indicating they play vital roles in the
H2CF security system. The flattened PageRank network is shown in Fig. 3. Figure 4a
shows the ten highest PageRank nodes within the system across the different H2CF
layers for the aggregate (i.e., flattened) network. This PageRank analysis indicates
the primary and secondary CCDE systems are the highest ranking nodes–which
matches intuition from current HCF security approaches. Yet, this aggregate PageR-
ank analysis also highlighted the important role of other data layer elements–like the
junction boxes and algorithmic switches that aggregate data across data generators
within each sector–not captured in traditional approaches.

Figure 4b–d also shows the ten highest PageRank nodes for the combined mul-
tilayer PageRank values with respect to the data, human, and power layers. The
combined multilayer PageRank is a combination of the additive and multiplicative
multilayer page ranks. It measures the influence of a node’s centrality in one layer
on the centrality of that node in other layers. Additional, more nuanced insights are
gained from the application of thismultilayer algorithm to theH2CF. For example, the
combined multilayer PageRank analysis for the data layer identifies the highly con-
nected algorithms, the primary and secondaryCCDE systems, networking equipment
among its highest value nodes. This again matches intuition from traditional HCF
approaches, though the high rank of certain algorithmic elementsmay indicate oppor-
tunities to increase system resiliency through alternative data layer connections to
these elements. The human layer combined multilayer PageRank identified the oper-
ational commanders as overwhelmingly valuable nodes as compared to the response
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force members and security operators that round out the top ten. This matches intu-
ition, considering the highly connected nature of operational commanders within
the organizational structure and concept of operations (CONOPS) for HCF security.
Finally, the power layer combined multilayer PageRank analysis clearly indicates
the importance of oft-overlooked junction boxes to ensuring adequate HCF security
system performance.

5 Insights and Implications

Constructing a multilayer model-based approach enabled investigation of tradition-
ally qualitative insights and design best practices for HCF security in a more quanti-
tative manner. The PageRank algorithm applied to the aggregate multilayer network
indicated that the central data aggregating points were of high importance. This maps
closely to qualitative insights held by traditional HCF security approaches, such as
the previously described DEPO method. However, this analysis quantitatively iden-
tified the critical nature of the junction box elements within the H2CF, as well as
the potentially critical nature of highly interconnected algorithmic elements within
an H2CF not explicitly captured in current approaches. These insights could point
towards new strategies to decentralize, protect, or optimize sub-components within
the HCF for a more balanced distribution of importance within the network.

The themes and insights from the data set supported this approach to security
and helped establish the conceptual translation between network-based performance
measures and HCF security behaviors. For example, the ability to calculate quantita-
tive network-metric comparisons–based on PageRank in this preliminary analysis–of
components in an HCF enable analyses and evaluations that move away from a pre-
scribed threat-based paradigm towards a threat-agnostic, holistic system architecture
perspective.Modeling HCF asmultilayer systemswithmany interdependent compo-
nents enables capturing relational impacts between traditionally segregated domains
of security design (e.g., cyber, physical) and results in deeper insights into HCF
security behaviors.

These insights imply the potential to expand the multilayer network represen-
tation from a static system and move towards dynamic representation. This would
enable the calculation of network metrics and analyses that capture the interactiv-
ity observed within HCF security operations. Evolving this modeling capability to
look at HCF security would shift underlying design, implementation, evaluation, and
inspection perspectives from a “reactive” to a “proactive” ethos. Further study and
development is needed to adequately incorporate such dynamism and resilience. Yet,
this multilayer network model provides a strong start to better address the role(s) of
human actors, multidomain interactions, and non-linear operational environments
that impact HCF security performance against real-world complexities, innovative
adversaries, and disruptive technologies.
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The Darkweb: A Social Network
Anomaly

Kevin P. O’Keeffe, Virgil Griffith, Yang Xu, Paolo Santi, and Carlo Ratti

Abstract We analyse the darkweb and find its structure is unusual. For example,
∼87% of darkweb sites never link to another site. To call the darkweb a “web” is thus
a misnomer—it’s better described as a set of largely isolated dark silos. As we show
through a detailed comparison to the World Wide Web (www), this siloed structure
is highly dissimilar to other social networks and indicates the social behavior of
darkweb users is much different to that of www users. We show a generalized pref-
erential attachment model can partially explain the strange topology of the darkweb,
but an understanding of the anomalous behavior of its users remains out of reach.
Our results are relevant to network scientists, social scientists, and other researchers
interested in the social interactions of large numbers of agents.

Keywords Social networks · Graph theory · Computational network science

1 Introduction

Studies of the World Wide Web (www) have had much impact. An understanding of
its topology have let us better understand how its information is stored and can be
retrieved [1, 2]. Insight into its paradoxical resilience [3] have allowed us to design
more fault tolerant networks [4], and the universal dynamics of it growth patterns [5]
have shed light on the behaviors of many others classes of networks [6]. And perhaps
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most importantly, being one of the earliest studied networks1 [1, 2], the www helped
give rise to the flame of attention that network science enjoys today.

This paper is about the www’s shady twin: the darkweb. Though the darkweb is
similar to the www, both being navigated through a web browser, a key difference the
two is that the identities of darkweb users are hidden—that’s what makes it ‘dark’.
This gives the darkweb an infamous air of mystery, which, along with the sparse
academic attention it has received [8, 9], makes it ripe for analysis. And beyond
satisfying curiosity, its reasonable to think studies of the darkweb could have as
much applied impact as the studies of the www.

There are many natural questions to ask about the darkweb. Does it have the same
topology as the www, and therefore hold and distribute information in the same
way? Is it resilient to attack? Social questions can also be posed. Results from psy-
chology and game theory show people behave more socially when they are watched
[10, 11] or have reputations to uphold [12]. Do darkweb users, with whose identities
masked, therefore behave more selfishly than www users, whose faces are bare?
Finally, beyond the academic impact that answering these questions might generate,
insight about the structure or dynamics of the darkweb could have societal benefit,
potentially allowing policy-makers to better police its more sinister aspects.

Here we address some of these questions by performing a graph theoretical anal-
ysis of the darkweb (we define exactly what we mean by the darkweb below) and
comparing it to the www. We find the topologies of the darkweb and the www are
starkly different—in fact, the darkweb is much different to many social networks—
and conjecture this is due to their users’ differing social behaviour.We hope our work
stimulates further research on the darkweb’s structure as well as the social dynamics
of its users.

2 Data Collection

There is no single definition of the darkweb. It is sometimes loosely defined as
“anything seedy on the Internet”, but in this work we define the darkweb as all
domains underneath the “.onion” psuedo-top-level-domain [13] (which is sometimes
called the onionweb). Specifically, we mean the subset of the web where websites
are identified not by a human-readable hostname (e.g., www.yahoo.com) or by a
IP number (e.g., 206.190.36.45), but by a randomly generated 16-character address
(specifically, a hash fingerprint). Each website can be accessed via its hash, but it
is very difficult to learn the IP number of a website from its hash—this is what
makes the web ‘dark’; without an IP number, it is exceedingly difficult to trace the
geographical origin of a communication.

Crawling the darkweb is not much harder than crawling the regular web. In
our case, we crawled the darkweb through the popular tor2web proxy onion.link.
Onion.link does all of the interfacing with Tor, and one can crawl all darkweb pages

1Alongside smallworld networks [7].

www.yahoo.com
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without a login simply by setting a standard crawler to specifically crawl the domain
*.onion.link. Darkweb pages are written in the same HTML language as the
regular web which means we could crawl onion.link using the commercial service
scrapinghub.com. Starting from two popular lists of darkweb sites,2 we accessed
each page and crawled all linked pages using breadth-first search.

Most analyses of the www are at the page-level, where each node is an individual
URL. One could adopt this model for the darkweb; it would be a natural choice
for engineering motivated research question, such as studying crawlability. But the
page-level model is not natural for socially motivated research question, which we
are interested in in this study, because the page-level graph is influenced more by
the various choices of content management system, rather than by social dynamics.
So we instead follow the modeling choice in [14] and aggregate by second-level
domain (for the onionweb the second-level domain is equivalent to [14]’s “pay-
level domain”). This means that links within a second-level domain are ignored as
socially irrelevant self-connections. In this formulation, each vertex in the darkweb
is a domain and every directed edge from u → v means there exists a page within
domain u linking to a page within domain v. The weight of the edge from u → v is
the number of pages on domain u linking to pages on domain v.

The Tor Project Inc. (the creators and custodians of the darkweb) state there are
∼60,000 distinct, active .onion addresses [15]. In our analysis, however, we found
merely 7,178 active .onion domains. We attribute this high-discrepancy to various
messaging services—particularly TorChat [16], Tor Messenger [17], and Ricochet
[18]. In all of these services, each user is identified by a unique .onion domain.

The darkweb has a notoriously high attrition rate; its sites regularly appear and
disappear. This complicates our analysis because it creates dead links, links to pages
which have been removed. We do not want the dead links in our datasets so we
collected responsive sites only; if we discover a link to a page on domain v, but
domain v could not be reached after >10 attempts across November 2016–February
2017, we delete node v and all edges to node v. Before pruning nonresponding
domains, our constructed graph had 13,117 nodes and 39,283 edges. After pruning,
it has 7,178 nodes and 25,104 edges (55% and 64% respectively). The pruned graph
is the one used in the rest of this paper, which from now on we call “the darkweb
graph”.

We note that the darkweb as defined above is different from the network described
in [9]. There, the network represents volunteer-operated nodes that could be con-
nected in the sense that they could appear as consecutive nodes in a path through the
Tor network. This is completely different from our network.

2http://directoryvi6plzm.onion and https://ahmia.fi/onions/.

http://directoryvi6plzm.onion
https://ahmia.fi/onions/
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Table 1 Summarized network level properties between the www and the darkweb. Asterisk for the
entries requiring conversion to an undirected graph

Measure www [14] darkweb

Num nodes 43M 7,178

Num edges 623M 25,104

Prop. connected pairs ∼42% 8.11%

Average SPL 4.27 4.35

Edges per node 14.5 3.50

Network diameter* 48 5

Harmonic diameter ∼9.55 232.49

3 Graph-Theoretic Results

Table 1 reports summary statistics of the darkweb and www. In what follows, we
discuss these and other statistics.

3.1 Degree Distribution

We begin with statistics on degree distributions, reported in Fig. 1. Panels
(Fig. 1a, b) show the in and out degree distributions of the darkweb resemble
power laws,3 just like the www, but with one crucial difference: the location of
the y-intercept. In Fig. 1a we see ∼30% of domains have exactly one incoming link
(kin = 1), with 62% come from one of the five largest out-degree hubs. In Fig. 1b,
we see a whopping 87% of sites do not link to any other site (kout = 0)!—these are
the dark silos that we mentioned in the abstract.

These findings tell us the darkweb is a sparse hub-and-spoke place. The bulk of
its sites live in seclusion, not wanting to connect with the outside world. Panel (Fig.
1c) confirms this picture by showing the vast majority of pages have low pagerank
(and so are isolated). Panel (Fig. 1d) shows that when a site does link to another,
32% of the time it’s only a single page linking out.

As we show in the next section, this siloed structure is not shared by many social
networks.

3Unfortunately however, we were able to confirm the power laws quantitatively. Following [19],
which describes how to fit to power laws rigorously, we tried to fit the degree distribution data using
the python package plfit, but the fitting failed on account of there not being enough data (the
range of the data didn’t cover enough orders of magnitude.).
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(a) darkweb in-degree (b) darkweb out-degree

(c) darkweb pagerank (d) darkweb edgeweights

Fig. 1 The distribution of the in-degree, out-degree, pagerank, and edgeweights. In c we exclude
the three domains with the highest pagerank because they are such extreme outliers. For all plots
with a log-scale axis, we follow following [14, 20] to use the Fibonacci binning from [21]

3.2 Bow-Tie Decomposition

A useful way to describe directed graphs is via bow-tie decomposition, where the
nodes are divided into six disjoint parts [22]:

1. CORE—Also called the “Largest Strongly Connected Component”. It is defined
as the largest subset of nodes such that there exists a directed path (in both direc-
tions, from u → · · · → v as well as v → · · · → u) between every pair of nodes
in the set.

2. IN—The set of nodes, excluding those in theCORE, that are ancestors of a CORE
node.

3. OUT—The set of nodes, excluding those in the CORE, that are descendants of a
CORE node.

4. TUBES—The set of nodes, excluding those in the CORE, IN, and OUT, who
have an ancestor in IN as well as a descendant in OUT.

5. TENDRILS—Nodes that have an ancestor in IN but do not have a descendant in
OUT. Also, nodes that have a descendant in OUT but do not have an ancestor in
IN.

6. DISCONNECTED—Everything else.
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World-Wide-Web Darkweb

CORE 22.3M 51.94% 297 4.14%
IN 3.3M 7.65% 0 0.0%
OUT 13.3M 30.98% 6881 95.86%
TUBES 17k .04% 0 0.0%
TENDRILS 514k 1.2% 0 0.0%
DISCONNECTED 3.5M 8.2% 0 0.0%

Fig. 2 Bow-tie decompositions of the www and darkweb. The figures for the www were taken
from [14]

Figure 2 compares the bowtie decompositions of the darkweb and www. The
www numbers are taken from [14, 20, 23]. We chose these works because of the size
of their crawls and the rigor of their analyses. Notice the www has each of one the 6
components of the bow-tie decomposition, whereas the darkweb only has a CORE
and an OUT component. Moreover, the OUT component of the darkweb contains
∼96% (these are the dark silos), leaving the CORE with just ∼4% of the mass. This
is unusual for a social network; most have large COREs. The www’s CORE has
>50% of the mass, while the cores of Orkut, YouTube, Flickr [24] and Twitter [25]
are even larger. In this sense, the darkweb is a social network anomaly.

3.3 Diameter Analysis

Next we examine the darkweb’s internal connectivity by computing the shortest-
path-length (SPL) between nodes. Figure 3a, b shows the SPL’s for the www and
darkweb. For all pairs of nodes {u, v} in the darkweb, only 8.11% are connected by
a directed path from u → · · · → v or v → · · · → u. This is drastically lower than
the ∼43.42% found in the www [14]. We again attribute this to the low out-degree
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(a) wordwideweb
µ=4.27

(b) darkweb µ=4.35 (c) darkweb CORE
µ=3.97

Fig. 3 Comparing shortest path lengths between the world-wide-web and the darkweb considering
directed edges. Whereas in the www 56.65% of node pairs have have ∞ path-length (no path
connecting them), in the darkweb 91.89% of node-pairs have no path connecting them. Moreover,
even within that 8.11% of pairs with a directed path between them, the darkweb’s average SPL
(μ = 4.35) is higher than that of the www (μ = 4.27)

per Fig. 1. Of the connected pairs, the darkweb’s average shortest path length is 4.35
compared to the 4.27 in the world-wide-web [14]. It’s surprising to see a graph as
small as the darkweb have a higher mean SPL than the entire world-wide-web, and is
a testament to how sparse the darkweb graph really is. Figure 3c plots the distribution
of SPLs for the 297 nodes of the CORE. To our surprise, the mean SPL within the
CORE is 3.97, only 9% less than the entire darkweb. From this we conclude the
CORE is not densely interconnected.

3.4 Robustness and Fragility

Does the peculiar structure of the darkweb make it resilient to attack? Fig. 4 shows
it does not; as seen, the entire network (WCC) as well as the CORE quickly disin-
tegrates under node removal. In Fig. 4a, b we see the familiar resistance to random
failure yoked with fragility to targeted attacks, in keeping with the findings of [26].
Figures 4b shows that, unlike the www [14], the WCC is more susceptible to high
in-degree deletions than the CORE. This elaborates the view from Fig. 4c that the
CORE is—in addition to not being strongly interconnected—is also not any kind of
high in-degree nexus.

Figures 4c, d show the breakdown when removing central nodes. In Fig. 4c,
the CORE is largely unaffected by low centrality deletions. In Fig. 4c we see that
although the CORE isn’t disproportionately held together by high in-degree nodes,
it is dominated by very central nodes.

Comparing Fig. 4b, f we see the CORE relative to the entire network consists
of more high-pagerank nodes than high in-degree nodes. This implies CORE nodes
are not created by their high-indegree (Fig. 4b), but by their high centrality, amply
corroborated by Fig. 4c, d. Likewise, Fig. 4e recapitulates Fig. 4a, that nodes with
especially low in-degree or centrality are, unsurprisingly, not in the CORE.
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(a) removing nodes by lowest in-degree (b) removing nodes by highest in-degree

(c) removing nodes by lowest harmonic
centrality

(d) removing nodes by highest harmonic
centrality

(e) removing nodes by lowest pagerank (f) removing nodes by highest pagerank

Fig. 4 Deleting nodes from the darkweb graph and seeing how quickly the WCC and CORE
disintegrate. In all plots, we shuffled the order of nodes with the same value until reaching stable
statistics, e.g., in 1c, 98% of nodes are tied for the lowest pagerank; so when removing only 10% of
the nodes (e.g., Fig. 4e), it’s ambiguous which nodes should be deleted first. So in our analysis we
shuffled the ordering of the nodes with the same value and recomputed sizes of the WCC/CORE
until the median was stable
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3.5 Reciprocal Connections

The authors of [23] stress the importance of reciprocal connections inmaintaining the
www’s graph properties.We compute two of their measures. First, we compute [23]’s
measure 〈kinkout 〉

〈kin〉〈kout 〉 = E[kinkout ]
E[kin ]E[kout ] , to quantify in-degree and out-degree’s deviation from

independence. For the darkweb, we arrive at 〈kinkout 〉
〈kin〉〈kout 〉 = 3.70. This is in the middle of

the road of prior estimates of the www, and means that the out-degree and in-degree
are positively correlated. For greater clarity, we also plot the average out-degree as
a function of the in-degree, given as,

〈kout (kin)〉 = 1

Nkin

∑

i∈ϒ(kin)

kout,i , (1)

which is simply “For all nodes of a given in-degree, what is the mean out-degree?”.
The results are depicted in Fig. 5. In short, in the darkweb there’s no obvious pattern
to the relationship between in-degree and out-degree.

Fig. 5 a Scatter plot of kin and kout . b Plot of averaged kout versus kin . c Comparing the rates of
the darkweb sites linking to the www versus linking to other darkweb sites. They are essentially
the same
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3.6 Network Growth Model

Are standard network growth models able to capture the topology of the darkweb?
Here we show a generalized preferential attachment model approximately can. In
regular preferential attachment, nodes of only one type are added sequentially to a
network. Here, we generalize this procedure to two types of nodes: pages and portals.
Page nodes model the nodes in the darkweb which do not link to anyone (and so
have kin = 0). Portals model the rest of the nodes, which act as ‘portals’ to the page
nodes. The dynamics of the ‘page-portal’ model are defined as follows.

At t = 0 N0 portals are arranged in a given network. At each time step after
t > 0, a new page is added to the network and m different portals are chosen to link
to m end nodes (these end nodes can be either pages or portals). The portal which
does the linking is chosen according to preferential attachment, that is, chosen with
probability ∝ (1 + kβ

out ), where kout is the out degree and β is a free parameter. The
end node chosen with probability ∝ (1 + kβ

in). Notice this scheme means that only
portals can link, which means page nodes forever remain with kin = 0, as desired.
The model has three free parameters m, β, N0. We chose N0 = 397 so as to match
the number of portals in our datasets (defined as all nodes with kin > 0) and ran the

Fig. 6 Comparison of in (kin) and out (kout ) degree statistics of darkweb and page-portal model. a
Probability density functions of kin and kout for page and portal model. c, d Histograms of above
quantities
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model for 6242 timesteps i.e added 6242 page nodes) so that there were 7178 nodes
at the end of the process which again matched the dataset.

Figure 6 shows the page-portal model with parameters (m, β) = (4, 2) approxi-
mates the darkweb, the in and out degree distributions of the model approximately
mimicking the data. We report exponents of best fit, found using the powerlaw pack-
age python. But keep inmind that asmentioned earlier, there are not enough orders of
magnitude in the data for the estimates of the exponents to be reliable; thus the page
and portal model is intended as a first step in modeling the darkweb. The values were
(αin, αout )data = (3.09, 2.10) and (αin, αout )model = (4.3 ± 1.3, 2.4 ± 0.2), where
the model figures report means of 10 realizations and the error is given as half the
range. The fitting was performed using the python powerlaw package. αin was much
more difficult to measure than αout . As much as half of realizations led to estimates
αin > 50, which we interpret as the failure of the fitting to converge, and so were
discarded.

4 Conclusion

Our primary finding is that the darkweb is a social network anomaly. Its light CORE
and massive OUT components distinguishes it from other popular social networks.
In fact, calling it a ‘web’ is a connectivity misnomer; it is more accurate to view it as a
set of dark silos—a place of isolation, entirely distinct from the well connected world
of the www and other social network. What causes the darkweb to be so isolated?
We see two possible explanations:

– The technological explanation. In the darkweb, sites go up and go down all the
time. Why bother linking if there’s little chance that the destination will still exist?

– The social explanation. People who create sites on the darkweb are cut from a
different social cloth than those who create sites on the www (or at least when
using the darkweb, these people behave differently).

To test the technological explanation, we performed a second crawl collecting
instances of darkweb sites linking to the www and compared the relative rates of
outbound linking in Fig. 5c. There are essentially equal rates of outbound linking to
the www as well as the darkweb which tells us (i) the low outbound linking is not
due to the impermanence of onion sites and (ii) if onion sites got drastically more
stable, we would still see very low rates of linking. Taken together, these indicate
the technological explanation is likely untrue. Thus, the social explanation is likely
cause of the darkweb’s anomalous structure.

Rigorously testing the social hypothesis is however beyond the scope of this
work. Although, in a sense we have taken a first step in this direction by generalizing
preferential attachment which itself can be viewed as model of social behavior; it
is a model of trust: highly linked nodes are perceived as ‘trustworthy’ sources of
information, and so receive a disproportionate number of links; the rich get richer.
The isolated silos of the darkweb, however, indicate trust does not play a role in
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the dynamics governing its evolution. Rather, one might say it indicates that distrust
does. The passive pages of the page and portal model (which recall, do not link to
anybody through the dynamics, and are in that sense passive) were a crude way to
incorporate this effect. But a more principled behavioral model (i.e. which consistent
with known results from psychology) is needed, which were were unable to develop.
We hope psychology-fluent researchers will take up this task in future work.

Future work could also study the temporal aspects of the darkweb. Is the topology
we have found stationary? For example, in the work most closely related to ours
[9], it was found that the resilience of the studied ‘darknet’ evolved over time (as
discussed in the Data Collection section, our darkweb graph is much different to the
darknet in [9]). It would be interesting to see if the resilience of our darkweb graph
behaves like this too.

Acknowledgements The authors would like to thank all members of the MIT Senseable City Lab
consortium.
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Abstract We discuss possible interpretations of “(in)efficient” and
“(un)predictable” systems when those concepts are applied to discrete networks and
their dynamics.We are interested in computational notions of the network dynamics’
predictability and efficiency. Deterministic discrete network’s dynamics is efficient
if it settles fairly quickly into an appropriate stationary pattern; that is, efficiency is
essentially synonymous with a short transient chain until a stationary system state
is reached. An inefficient dynamical system, then, is one that takes a long time
to converge to a stationary behavior. The issue of (in)efficiency is related to, but
different from, that of the network dynamics’ (un)predictability. We call dynamics
predictable, if the “ultimate destiny” (i.e., convergence to a stationary behavior) can
be efficiently determined or predicted, without performing a step-by-step simulation
of the network’s dynamics—unless such simulation itself can be done efficiently.
For discrete systems with finite configuration spaces, all properties of their dynamics
are decidable; however, for non-trivial network sizes, various properties may or
may not be possible to predict within reasonable computational resources. In that
context, we discuss how computational complexity of reachability problems and
enumeration problems about several classes of cellular and network automata
relate to whether those networks’ dynamics are predictable. We then discuss some
examples of cellular automata and other Boolean networks whose dynamics are
(i) both predictable and efficient, (ii) efficient but unpredictable, (iii) predictable
yet inefficient, and finally (iv) both unpredictable and inefficient. In particular, we
briefly overview several classes of Boolean networks that fall into the categories (i),
(ii) and (iv).
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1 Introduction and Motivation

We are interested in discrete networks and their asymptotic dynamics. For simplicity,
we focus on deterministic such discrete networks, in which each node can be in
one of two states, denoted 0 and 1; a node updates its state according to a single-
valued Boolean function; and the nodes update their states in discrete time steps.
Such models are called Boolean Networks (BNs) or Boolean Network Automata
(BNA). These models have been extensively studied in physics, theoretical biology,
as well as network science and agent-based modeling of a broad variety of physical,
cyber-physical, socio-technical and other large-scale decentralized systems. In these
models, each node is a simple two-state finite-state machine, where the behavior of
each node is some deterministic function of its own current state and those of (some
subset of) its neighboring nodes [14, 21, 27]. Classical Cellular Automata (CA) are
perhaps the best-known example of such discrete networks. A cellular automaton is
defined over a regular graph such as a line or ring (1-dimensional cellular spaces) or
a higher-dimensional grid or torus (for 2- and higher-dimensional cellular spaces).
Each node in aCAupdates its state according to the same update rule—some function
of the current state of the node itself, and the current states of some of its neighbors
[26, 27].

CA generalize to various other network or graph automata models, in which
(i) the network topology can be more general than the cellular spaces of CA, and
(ii) different nodes are allowed to update according to different update rules [17,
18]. There have been a number of such generalizations studied in various contexts.
One of the best-known classes of such models are the (discrete) Hopfield networks
[8]. Hopfield nets have been used since the 1980s to model various phenomena
both in statistical physics and theoretical biology [8, 9]. More recently, application
of Hopfield networks to abstract modeling of computational brains as associative
memories has gained traction among the research community; see, e.g., [4, 22].
Various discrete networkmodels have been used in other theoretical biology contexts,
as well—such as, for mathematical modeling related to protein networks and gene
regulatory networks (see, e.g., [6, 10]). Yet other, descriptively fairly similar, discrete
network models have been studied in the context of modeling cyber-physical, socio-
technical and multi-agent systems [1, 2, 16, 17, 21, 23].

Among many interesting questions about the dynamics of these various discrete
network models, their asymptotic dynamics, starting from either an arbitrary or a
specific initial configuration, has beenof arguably the greatest interest. In that context,
characterizing in howmany different ways can such a network evolve, and, in partic-
ular, enumerating (exactly or at least approximately) all of its stable configurations
(or “fixed points”) has been studied in the context of Hopfield networks since the
1990s [5, 12, 13]; more recently, this line of research has resulted in tighter theoret-
ical results about possible asymptotic dynamics, as well as interesting interpretations
in terms of the storage capacity of associative memories [22].

Enumeration of possible dynamics in general, and stable configurations in partic-
ular, has been investigated in the context of discrete network models of large-scale
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multi-agent and cyber-physical systems, as well; see, e.g., [15, 17, 20]. In partic-
ular, attempts have been made to characterize “phase transitions” between relatively
simple and predictable network dynamics on one hand, and provably complex and
unpredictable dynamics, on the other—as the network parameters such as the under-
lying “topology” and the local update rules are “tweaked” in different ways [20,
23]. In particular, the present work, focusing on the computational notions of effi-
ciency and predictability, is a continuation of research on phase transitions in network
dynamics’ complexity found in [23, 24]. We define several discrete network models,
previously used in applications as broad as statistical physics, theoretical biology,
multi-agent and networked cyber-physical systems, in the next Section, focusing on
Boolean networks.

We are interested in efficiency and predictability of the asymptotic dynamics of
these discrete (Boolean) networks. Both efficiency and predictability can be defined
in different ways; for example, efficiency of a system can be measured in terms of
energy flow and dissipation, information flow in and out of the system, etc. However,
we are specifically interested in providing intrinsically computational definitions of
these two concepts. Since we restrict our discussion to finite, fully deterministic
discrete dynamical systems, all properties of such systems’ dynamics can be deter-
mined “in principle”, that is, they are computationally decidable. The problems of
efficiency andpredictability, then, reduce towhich aspects about the systemdynamics
pertaining to how efficient and how predictable that dynamics is, can be determined
computationally efficiently, andwhich aspects would take prohibitively large compu-
tational resources for non-trivial network sizes. We consider the number of nodes of
a discrete network to be the parameter that, for our purposes, adequately captures
the “network size”.

2 Preliminaries and Definitions

In this section, we define the discrete network models of interest; we focus on their
Boolean variants, inwhich each node in the underlying graph or network can be in one
of two distinct states, 0 or 1. In this paper, we study only deterministic such Boolean
networks. We also formulate some fundamental properties of asymptotic dynamics
of the general Boolean Networks and, as their prominent special cases, classical
Cellular Automata [14, 26, 27] as well as Discrete Hopfield Networks [8, 9].

Definition 1 A Boolean Network, also called Boolean Network Automaton (BNA
for short) is a directed or undirected graph so that each node in the graph has a state,
0 or 1; and each node periodically updates its state, as a function of the current states
of (some or all of) its neighboring nodes (possibly, but not necessarily, including
itself).

A BNA dynamically evolves in discrete time steps. If the node vi has k neighbors
denoted vi1, …, vik (where this list may or may not include vi itself), then the next
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state of vi is determined by evaluating a Boolean-valued function fi(vi1, … vik) of
k Boolean variables; fi is called the local update function or transition rule for the
node vi. For simplicity, we restrict our attention to the models where each node’s
next state depends on its own current state (the so-called “automata with memory”),
although we point out, all our results herewith hold irrespective of this particular
assumption.

Some clarifications are appropriate here. First, in general Boolean Network
Automata, different nodes vi may use different local update functions fi. This applies
to Discrete Hopfield Nets [4, 5, 8, 9], as well as many other classes of Boolean
Networks, such as those originally introduced by S. Kauffman in the context of
systems biology [6, 10], and also several loosely related models proposed in the
context of modeling large-scale decentralized cyber-physical and socio-technical
systems and infrastructures; see, e.g., [2, 3, 11, 18]. Classical Cellular Automata
(CA), on the other hand, can be viewed as a special case of BNA, where all the nodes
use the same local update rule fi [14, 20].

The individual node updates can be done either synchronously in parallel, or
sequentially, one at a time.While other communicationmodels areworth considering
(see, e.g., [19, 21]), the above two possibilities have been studied the most. In this
paper, we will focus on the parallel, meaning perfectly synchronous node updates.
That is, the next state of the node vi is determined according to

vt+1
i ← fi

(
vti1, . . . , v

t
ik

)
(1)

where the super-script t denotes a discrete time-step.
The tuple of all fi’s put together, F = (f1, …, fn), denotes the global map that acts

on global configurations of a Boolean Network. When all fi are the same, as is the
case with classical cellular automata, the notation is usually slightly abused so that
no differentiation is made between the local transition function fi, acting on a state
of a single node, and the global map F, that acts on all the nodes. In most Boolean
Network models (other than the classical CA), different nodes in general update
according to different local rules. This applies also to Hopfield networks, defined
next.

Definition 2 ADiscrete Hopfield Network (DHN) is made of n binary-valued nodes.
Associated to each pair of nodes (vi, vj) is (in general, real-valued) their weight, wij.
The weight matrix of a DHN is defined as W = [wij]i,j=1…n. Each node also has a
fixed real-valued threshold, hi. A node vi updates its state xi from time step t to step
t + 1 according to a (binary-valued) linear threshold function of the form.

xt+1
i ← sgn

(∑
wi j · xtj − hi

)
(2)

where the summation is over j = 1, …, n; the term hi is the threshold that the
weighted sum needs to exceed in order for the node’s state to update to + 1; to break
ties, we define sgn(0) = + 1. For consistency across all discrete network models, we
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assume that possible states of a single node are {0, 1} and apply the same convention
to Hopfield networks (for which, in much of the literature, the “default states” are
labeled {−1, + 1}).

We summarize insights about efficiency and predictability of network models
(and, in particular, Boolean Networks as the simplest kind of such discrete networks)
based on their asymptotic dynamics. Some of our results were originally formulated
in the DHN context [22]; yet other results in our prior work were formulated in
the context of two other types of Network Automata (whose nodes’ states come
from a finite set and, in particular, need not necessarily be Boolean-valued), called
Sequential and Synchronous Dynamical Systems [2, 15, 16].

Hopfield Networks were originally inspired by biology and especially compu-
tational neuroscience; in particular, they were introduced as a model of associa-
tive memory [8]. Subsequently, in addition to theoretical models in computational
biology and neuroscience, Hopfield Networks were used for as a connectionist, self-
organizingmapmodel for “learning” and “searching for a solution”, i.e., as a powerful
tool for various search and optimization problems in computer science, operations
research and other areas [9].

We note that some of the earliest Boolean Network models were also originally
introduced in the context of systems biology, albeit not specifically neuroscience.
Indeed, the very name Boolean Networks comes from the seminal work in theoret-
ical biology by Kauffman [10]. In contrast, Sequential and Synchronous Dynamical
Systems (SDS and SyDS, respectively) were specifically introduced in the context
of agent-based simulation of complex cyber-physical, socio-technical and physical
systems [3, 11, 15–17]. We will not formally define these S(y)DS models; instead,
we refer the reader to references [2, 3, 11, 15, 17, 18]. We note that the results
below, and their implications for the discrete dynamical system’s (in)efficiency and
(un)predictability, apply to all of the above models (CA, DHNs, SDSs and SyDSs),
and indeed other similar discrete-time Boolean (or other finite-domain) Networks
found in the literature.

Since Cellular Automata, Boolean Networks and DHN are all deterministic
discrete-time dynamical systems, for any given current configuration Ct at time
t, there is a unique next-step configuration Ct+1. We can therefore define the BN
or DHN configuration spaces, and also various types of global configurations (i.e.,
tuples capturing the states of all nodes in a network) of interest:

Definition 3 A(global) configuration of a cellular or network automaton or a discrete
Hopfield network is a vector (x1, …, xn) ε {0,1}n, where xi denotes the state of the ith
node. A global configuration can also be thought of as a function F: V {0,1}, where
V denotes the set of nodes in the underlying graph of a CA, BN or DHN.

Definition 4 A fixed point (FP) is a configuration such that, once a BN or DHN
reaches that configuration, it stays there forever. A cycle configuration (CC) is a
global state that, once reached, will be revisited infinitely often with a fixed, finite
temporal period of 2 or greater. That is, a temporal cycle is made of two or more
CCs. A transient configuration (TC) is a global configuration that, once reached, is
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never going to be revisited again. A Garden-of-Eden configuration is a TC that has
no predecessors.

How do we relate predictability of a discrete network to its asymptotic dynamics?
We call a discrete dynamical system locally predictable, if, starting from a given
configuration, we can predict the system’s “ultimate destiny”, without necessarily
having to run step-by-step simulation. What can that ultimate destiny be? For the
deterministic discrete models such CA, more general Boolean networks (including
but not limited to the aforementioned Sequential and Synchronous Dynamical
Systems) and the discrete Hopfield networks, eventually the system behavior will
become stationary, i.e., one of the following two things will happen: either a FP
configuration, or else a temporal cycle (of some fixed finite length), will be reached.
The underlying system’s dynamics is then predictable, if we can tell which FP or
temporal cycle will be reached—and if we can do so in a computationally efficient
manner, that is, using a computation that takes a number of steps polynomial in the
number of network nodes, n.

For certain discrete networks, one can determine that “ultimate destiny” analyt-
ically. For others, simulating the system step-by-step might be acceptable, if such
convergence to a FP or a temporal cycle takes a number of steps polynomial in
the number of nodes (which, in particular, means polylogarithmic in the size of the
configuration space, 2n). For yet others, there may not be a computationally feasible
way of determining the asymptotic behavior without step-by-step simulation and,
moreover, such simulation may take a number of steps that is exponential in n. The
first two types of systems, according to our notion of predictability above, would
be considered predictable; whereas the third kind of system would be considered
unpredictable.

We note that, due to deterministic dynamics and finiteness of configuration spaces
involved, it is always possible to determine asymptotic dynamics (or any other aspects
of network dynamics) by simulating the system step-by-step, starting from each of
the possible 2n configurations. The global predictability question, then, boils down to
when can these questions about the asymptotic dynamics be answered (analytically or
via simulation), across all possible evolutions from all possible initial configurations,
in a number of steps that is polynomial, as opposed to exponential, in the number
of network nodes n. Thus, local predictability can be formulated in terms of deter-
mining reachability of a particular stationary state (such as, a FP) from a specified
initial state; whereas, global predictability relates to both reachability (of partic-
ular stationary configurations) and counting or enumeration of different possible
dynamical evolutions, across all possible initial configurations.

Definition 5 The reachability problem for deterministic discrete dynamical systems
is to determine, given two configurations C and C′, whether C′ will eventually
be reached starting from C. A variant of this problem, capturing local asymptotic
dynamics of the system, is this: starting from a given initial configuration C, can
we tell, what will be the ultimate destiny of that system’s dynamics, in particular,
whether a FP or a temporal cycle will be reached—and which one?
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It has been established that, for broad classes of discrete networks, the reachability
problem in general tends to be PSPACE-complete [3]; this means that, under the
usual assumptions in computational complexity theory, the reachability questions
cannot be answered in time polynomial in the size of the network. On the other
hand, for certain restricted classes of Boolean Networks, as well as several important
(finite-sized) CA and Hopfield networks, the reachability question can be answered
efficiently, in polynomial time. In particular, if reachability can be determined in
polynomial time for all possible starting configurations, we define the dynamics of
such system to be predictable.

This discussion brings us to the second key property of network dynamics that
we are interested in: how efficient is that dynamics? In our context, we define a
computational notion of efficiency to simply mean the following: starting from an
arbitrary configuration, how quickly will the system settle down to its asymptotic,
stationary behavior—whatever that ultimate behavior may be? That is, we don’t care
here, whether the ultimate destiny will be a particular point or a temporal cycle, nor
which FP or temporal cycle will it end up being. We only care, how long it will take
to get there. Going back to the fundamental configuration space properties as defined
in Definition 4 above, this boils down to asking, how long is the transient chain prior
to reaching the stationary state.

While the proposed computational notions of network dynamics’ efficiency, local
and global predictability are related, they are not synonymous. So, which discrete
networks have efficient versus inefficient dynamics, and which networks’ dynamics
are predictable versus unpredictable? We summarize what is known about a few
popular classes of finite CA, Boolean Networks/BNA and Hopfield Networks in the
next section.

3 Some Examples of Discrete Dynamical Systems that Are
Both Predictable and Efficient

Given the above computationally based notions of dynamics’ predictability and effi-
ciency, whatwould be some examples of interesting classes of CA,Boolean networks
and discrete Hopfield networks that are (un)predictable and/or (in)efficient? It turns
out, there are interesting classes of such models in each of the four “quadrants” with
respect to these two dimensions, viz., predictability and efficiency. In some sense,
those systems whose dynamics are predictable yet inefficient, as well as those whose
dynamics are efficient yet in general unpredictable, are arguably the most interesting
ones. In particular, in this Section, we discuss several examples of discrete dynamical
systems that are already known to be, or else can analytically or computationally be
shown to be, both efficient and predictable. We then summarize in the next Section a
few structurally and description-wise rather simple BN and Hopfield Net classes that
are unpredictable; some of those classes turn out to be unpredictable yet efficient,
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others to be both unpredictable and inefficient, and yet for others, the efficiency status
is not known.

We start with the classical CA with some fixed, finite number of nodes n. It has
been known for over 30 years, based on the seminal work by S. Wolfram [26, 27]
and others, that there are certain node update rules that lead to highly complex and
in general unpredictable behavior of even 1-dimensional CA, that is, a finite string
(or ring) of nodes, where each node updates according to the same local rule fi.
However, when the local rule fi is appropriately restricted, then usually one obtains
the resulting dynamics that is both predictable and efficient. What are some specific
examples of such update rules?

Consider 1-dimensional CA in which each node updates according to the Boolean
AND function; to how many inputs (that is, neighboring nodes) this AND is applied
to, is determined by the rule radius; let’s say, the input radius is some integer r > 0
(typically, this means the input values to the local update rule are the k neighbors to
the left, the current state of the node in question itself, and the k neighbors to the right,
for the total of 2r + 1 inputs). It is not hard to convince oneself that, for any starting
configuration other than 1n, eventually the CA will converge to the FP “attractor”
0n. Further, 1n is also a FP, however, its entire “basin of attraction” is itself (that is,
there are no incoming transients). Likewise, either analytically or via simulation, one
can also readily establish that, starting from an arbitrary configuration C �= 1n, that
the convergence to the attractor 0n will happen fairly fast, certainly in a number of
steps polynomial in the number of nodes. (In fact, it can be shown that the speed of
convergence is always O(n) and, within a constant multiplicative factor, the bigger
the radius k of the local update rule AND, the faster the convergence).

The analysis for the CA in which each node updates according to Boolean OR is
basically identical to the analysis for AND, with the roles of states 0 and 1 reversed.
In particular, it then immediately follows that cellular automata in which all nodes
update either according to Boolean AND or according to Boolean OR, have (asymp-
totic) dynamics that is both efficient (the convergence is fast) and predictable (we
can tell, to which FP will the system converge from a given starting configuration).

Are there update rules more interesting than Boolean AND and OR, that also lead
to provably efficient and predictable dynamics? It turns out, there are a number of
other such rules, especially in the context of classical CA, in which all the nodes
update their states according to the same local update rule. We discuss here just one,
perhaps most studied such CA rule across a number of research disciplines, from
biology to social sciences to political science to statistical physics: cellular automata
all of whose nodes update according to theMajority (MAJ) local rule. For simplicity,
we focus on the 1-D MAJ CA of radius r ≥ 1: a node xi updates its state to 1 if at
least r + 1 (out of 2r + 1 input values total, that include the current state of the node
xi itself) of its neighbors are currently in state 1; and the node updates its state to 0,
otherwise.

How complex is the dynamics of MAJ CA? In particular, for various under-
lying cellular spaces and initial configurations, how predictable and efficient is that
dynamics? It turns out, some aspects of MAJ CA dynamics are relatively complex;
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for example, for many cellular spaces and rule radii r, even in the simplest 1-
dimensional case, MAJ CA have exponentially many fixed point (FP) configurations
[14]. However, it turns out that convergence to each of those FPs happens rather
quickly, in time that is linear in the number of CA’s nodes, that is, O(n). Moreover,
this fast convergence takes place from basically all initial configurations (and, as it
turns out, is even faster if the nodes update sequentially one at a time, than if they
update in parallel [14, 19]). Therefore, the dynamics of MAJ CA, while non-trivial,
is always very efficient.

Insofar as the MAJ CA’s predictability, guaranteed fast convergence to a FP (as
well as the ability to characterize analytically, under what circumstances and from
which initial configurations a temporal cycle might be reached), indicate that these
networks are inherently predictable, as well. In particular, given an arbitrary starting
configuration and the cellular space (“network topology”), not only can we effec-
tively determine whether the system will evolve to a FP (and how quickly!), but
we can also tell, to which among possibly exponentially many FPs will the system
converge.While the step-by-step simulation is, as seen in the discussion of efficiency,
quite efficient in this particular case, in turns out these questions about the “ultimate
destiny” of the system evolving from a given starting state can also be answered
analytically; see our prior work [14, 19] for mathematical details.

The AND, OR and MAJ local update rules all belong to a class of arguably
the simplest local update functions, called simple threshold rules [14]. In 1-D CA
case, each simple threshold update rule can be defined as “at-least-l-out-of-k” for
appropriate values of integers l and k. That is, a node will update its state to 1 if and
only if at least l out of its k input values (typically, including its own current state)
are 1; and it will update to 0, otherwise. So, for example, for a CA with rule radius r,
the MAJ update rule can be described as “at-least-(r + 1)-out-of-(2r + 1)”. It turns
out, that all these CA with simple threshold (Boolean-valued) functions for their
local update rule, have asymptotic dynamics that are both predictable and efficient
in our sense [14, 17, 19]. In fact, most of these update rules lead to a small number of
different possible dynamics; the only exception is the MAJ rule which, as discussed
earlier, results (in general) in a number of fixed points, and therefore a total number
of different possible evolutions, that is exponential in the number of CA’s nodes n
[14, 19].

How complex can the Boolean network dynamics get, once we generalize from
the classical CA to more general BN models? If we restrict the local update rules
to simple threshold functions, and we require that all the nodes use the same update
rule, thenmaking the network topologymore complex than the simple cellular spaces
such as lines, rings, 2-D rectangular grids or tori, actually won’t make much of a
difference—the resulting BN dynamics will still remain, in general, both predictable
and efficient.

However, once more complex network topologies are combined with not all
the BN’s nodes having to update their respective states according to the same
local rule, the dynamics complexity threshold gets quickly crossed. In particular,
once the underlying BN’s nodes are allowed to use just two different update
rules, even if both rules are restricted to simple threshold functions, the resulting
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dynamics can become quite complex. This includes the problem of determining
the total number of possible evolutions (i.e., different asymptotic behaviors from
all possible initial configurations) becoming computationally intractable—formally,
#P-complete. These remarks, cf. based on our work on BNs only “slightly more
general” than the classical finite CA, are a good transition point for us to wrap-up
the discussion of those Boolean networks that are both efficient and predictable, and
turn to several classes of similar networks that are provably unpredictable—some of
which also happen to be provably inefficient in our sense, whereas others, while still
unpredictable, turn out to be quite efficient.

4 Some Examples of Discrete Networks Whose Dynamics
Are Unpredictable and (In)efficient

That the dynamics of a sufficiently general BN will in general be both unpredictable
and inefficient (or at least, inefficient starting from some of the initial configurations),
is not at all surprising. By “sufficiently general” here, we mean with respect to any or
all of the three key parameters characterizing the structural complexity of a discrete
network: (i) the underlying graph (called cellular space in case of CA; and usually
referred to as “network topology” formore general BNs); (ii) the local update rules fi;
and (iii) the level of diversity, that is, how many different local update rules (perhaps
of a particular restricted kind, as prescribed in ii) are different nodes of a BN allowed
to use.We note, that it has been known for a long time, that allowing some complexity
with respect to (ii) alone can lead to rather complex—and, in particular, unpredictable
and inefficient in our sense—dynamics, as shown for the classical one-dimensional
CA with a sufficiently general (single) local update rule [26, 27].

On the other hand, generalizing rather minimally with respect to (i) and (iii), while
imposing restrictions on the complexity of local update rules in (ii), hasmore recently
also be shown, to potentially lead to rather complex dynamics. A “minimal gener-
alization” with respect to criterion (iii) simply means, allowing each network node
to choose one of two different update rules, rather than every node having to update
according to the same update rule [20]. Criterion (i) about the underlying graphs is
more complex, and can be generalized (starting with regular cellular spaces of the
classical CA) in different ways. The “minimal generalizations” we have investigated,
focus on allowing more general underlying graphs that were however still required
to be uniformly sparse, that is, where each node hasO(1) neighbors. In fact, we have
succeeded obtaining highly complex network dynamics, even when the underlying
BN’s graph is required to be not just uniformly sparse, but also regular—for example,
such that deg(v) = 3 for each node v in the graph [20, 23–25].

Limiting our focus to the network dynamics efficiency and predictability, we now
state some results about the computational (in)tractability of the reachability-flavored
problems, such as: starting from an arbitrary initial configuration, canwe (efficiently)
tell, whether a FP or a temporal cycle will be eventually reached? In systems that



On Efficiency and Predictability of the Dynamics … 359

have mostly (or exclusively) fixed points and no temporal cycles, the FP-reachability
question becomes, starting from an arbitrary initial configuration, can we tell, to
which (among possibly many) FPs will the system’s dynamics eventually converge?
Examples of systems with no temporal cycles include Sequential CA with simple
threshold update rules [14], as well as certain types of discrete Hopfield networks
[22].

So, what are some results on the FP (or other types of) reachability, for appro-
priately restricted sub-classes of BNs and DHNs, that would immediately imply
both unpredictability and inefficiency of those systems’ asymptotic dynamics? We
summarize some of the strongest known to us such results next.

Theorem 1 (based on [3], rephrased): The reachability problem for an arbitrary
BN whose nodes are restricted to update according to the threshold update rules
(and different nodes are allowed to use different such rules), is in general PSPACE-
complete.

This result immediately implies both general unpredictability and inefficiency
of the dynamics of such BNs. To see why such systems are also inefficient in our
sense (for at least some initial configurations), notice that, if the systemwere actually
efficient starting from any initial state, that system would converge to its ultimate
stationary behavior relatively quickly, and certainly in a number of steps at most
polynomial inn, contradicting the establishedPSPACE-completeness of determining
what will that ultimate stationary behavior be (a FP vs. a temporal cycle; as well as,
which FP or CCs).

For the sufficiently general systems, therefore, it is computationally intractable to
determine, starting from an arbitrary initial state, whether a FP or a temporal cycle
will be reached. Many systems, however, have a few or none temporal cycles—but
may have many FPs. To argue that such systems are predictable, it does not suffice
to say, OK, we know the system will converge to an FP—we also want to be able
to say, to which (among possibly exponentially many) FP will it converge, given the
initial configuration?The related computational problems are those of (i) determining
how many FPs a given system has; (ii) determining the size of each FP’s basin of
attraction; and (iii) given an arbitrary configuration, to which FP’s basin of attraction
does that configuration belong? It turns out, answering these questions becomes
computationally intractable for even much more restricted Boolean networks than
those in Theorem 1.

Theorem 2 (based on [20, 23]): The following problems are all #P-complete, even
when the underlying graphs of a BN or DHN are restricted to star-graphs or wheel-
graphs, and all local update rules are monotone Boolean functions:

• Determining the exact number of all FPs;
• Determining the exact number of all TCs;
• Determining the exact number of only those TCs that are Gardens-of-Eden;
• Determining the total number of predecessors of an arbitrary configuration.
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Note that the established complexity of certain properties of the system dynamics,
as summarized in Theorem 2, still do not imply that those systems are necessarily
inefficient. Namely, it is possible that, for an arbitrary starting configuration, the
convergence to the eventual stationary pattern (typically, to an FP), actually takes
place fast, implying dynamics’ efficiency. For sufficiently general BNs, instances can
be found where this convergence is not fast, implying inefficiency. However, with
some further restrictions on the update rules, such as that they all be monotone or of
simple threshold variety, the convergence to a FP can be shown to actually always
be fast, thus resulting in systems with many possible dynamics and, in particular,
where determining that number of different evolutions is computationally intractable;
hence, these systems are globally unpredictable, yet uniformly efficient. Another
similar example of unpredictable yet efficient systems is discussed in [22] in the
context of Hopfield networks.

Our last theoretical results, establishing complex dynamics of descriptively simple
and structurally rather constrained sparse networks, and in particular showing the
unpredictability of that dynamics (with the question of efficiency being, as far as we
are aware, as yet unanswered), is summarized in the following theorem (based on
[23]):

Theorem 3 Let a Boolean Network be defined over a uniformly sparse graph; and
let all BN’s local update rules be simple threshold functions. Enumerating all possible
dynamics (in particular, all FPs) of such BN is #P-complete and therefore computa-
tionally intractable, even when these restrictions simultaneously hold: (i) each node
in the underlying graph has at most (alternatively, exactly 3) neighbors; and (ii)
each node gets to choose from just two given simple threshold functions, that is, the
“diversity” of the local interactions across the entire BN includes just two different
update rules.

5 Summary

We study discrete Boolean networks from a computational standpoint; in particular,
we focus on those networks’ dynamics predictability and efficiency.While those two
concepts can be defined in differentways,we choose computation-centric definitions.
We re-interpret a number of results about CA and BN dynamics in terms of our
computational notions of efficiency andpredictability. Lastly,we showseveral classes
of such networks whose dynamics are both efficient and predictable, those that are
unpredictable yet efficient, and those that are both unpredictable and inefficient.
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Joint Lattice of Reconstructability
Analysis and Bayesian Network General
Graphs

Marcus Harris and Martin Zwick

Abstract This paper integrates the structures considered inReconstructabilityAnal-
ysis (RA) and those considered inBayesianNetworks (BN) into a joint lattice of prob-
abilistic graphical models. This integration and associated lattice visualizations are
done in this paper for four variables, but the approach can easily be expanded to more
variables. Thework builds on theRAwork ofKlir [22], Krippendorff [26], andZwick
[44], and the BNwork of Pearl [33–36], Verma and Pearl [39], Heckerman et al. [20],
Chickering [9], Andersson et al. [1], and others. The RA four variable lattice and the
BN four variable lattice partially overlap: there are ten unique RA general graphs,
ten unique BN general graphs, and ten general graphs common to both RA and BN.
For example, the specific graph having probability distribution p(A)p(C)p(B | AC) is
unique to BN, the RA specific graph AB:AC:BC, which contains a loop, is unique to
RA, and the specific graph ACD:BCD with probability distribution p(A | CD)p(B |
CD)p(D | C)p(C) is common to both RA and BN. The joint RA-BN lattice of general
graphs presented in this paper expands the set of general graphs with unique inde-
pendence structures beyond what was previously available by either RA alone or
BN alone, thus allowing for representations of complex systems which are (i) more
accurate relative to data and/or (ii) simpler and thus more comprehensible and more
generalizable than would be possible by modeling only with RA or only with BN.

1 Introduction

Reconstructability Analysis (RA) is a data modeling approach developed in the
systems community ([2, 4, 7, 14, 15, 21–23, 25, 26, 43–46]; and others) that
combines graph theory and information theory. Its applications are diverse, including

M. Harris (B) · M. Zwick
Portland State University, Portland, OR, USA
e-mail: maharris@pdx.edu

M. Zwick
e-mail: zwick@pdx.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
D. Braha et al. (eds.), Unifying Themes in Complex Systems X, Springer Proceedings
in Complexity, https://doi.org/10.1007/978-3-030-67318-5_24

363

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67318-5_24&domain=pdf
mailto:maharris@pdx.edu
mailto:zwick@pdx.edu
https://doi.org/10.1007/978-3-030-67318-5_24


364 M. Harris and M. Zwick

time-series analysis, classification, decomposition, compression, pattern recogni-
tion, prediction, control, and decision analysis [45]. It is designed especially for
nominal variables, but continuous variables can be accommodated if their values are
discretized. Graph theory specifies the structure of the model (the set of relations
between the variables), which is independent of actual data (except for specifica-
tion of variable cardinalities); information theory uses the data to characterize the
strength and the precise nature of the relations. Data applied to a graph structure
yields a probabilistic graphical model of the data.

In RA, graphs are undirected, although directions are implicit if one variable is
designated as the response variable (dependent variable), while all other variables
are designated as explanatory variables (independent variables). In this paper, such
IV-DV designations are not made, so we are concerned with only what are called
“neutral systems.” Graphs are either general or specific. A general graph identifies
relations among variables that are unlabeled; a specific graph labels the variables.
For example, for a system consisting of variables A, B, and C, AB:BC is a specific
graph where nodes A and B are linked and B and C are also linked. In this notation,
the order of variables in any relation is arbitrary, as is the order of the relations.
Relations include all of their embedded relations. For example, the relation ABC
includes embedded relations AB, AC and BC and the univariate margins A, B, and
C. Specific graphs AB:BC, BA:AC and AC:CB are all instances of the same general
graph that contains a unique independence structure regardless of variable labels.

For a three variable neutral system with loops there are 5 general graphs and 9
specific graphs; for four variables there are 20 general graphs and 114 specific graphs.
The number of graphs increases hyper-exponentially with the number of variables.

A Bayesian Network (BN) is another graphical modeling approach for data
modeling that is closely related to RA; indeed where it overlaps RA the two methods
are equivalent, but RA and BN each has distinctive features absent in the other
methodology. BNs have origins in the type of path model originally described
by Wright [40, 41], but it was not until the 1980s that BNs were more formally
established [32–34, 36].

As does RA, BN combines graph theory and probability theory; graph theory
provides the structure and probability theory characterizes the nature of relation-
ships between variables. BNs are represented by a single type of graph structure; a
directed acyclic graph, which is a subset of chain graphs [28]. Graphs in RA can be
hypergraphs, i.e., can include relations between more than two variables. BN graphs
have only pairwise links, but V-structures (explained below) are interpreted as higher
ordinatlity relations. For a three variable BN lattice, there are 5 general graphs and
11 specific graphs; for four variables there are 20 general graphs and 185 specific
graphs.

This paper integratesRAandBNand visualizes their joint lattice of general graphs
for four variables.
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2 RA Lattice

The lattice of four variable RA general graphs of Fig. 1 (adapted from [22, 26])
represents all four variable RA graphs with unique independence structures. In these
graphs, lines (which can branch) are variables; boxes are relations between variables.
Where only two lines extend from a box, the relation is dyadic. If more than two
lines extend from a box, the graph is a hypergraph. Bolded general graphs in Fig. 1
do not have loops whereas non-bolded general graphs have loops. The figure shows
all 20 general graphs for four variables. G1 is the most complex general graph, in
which all four variables are connected in a tetradic relation. Graphs below G1 are
increasingly less complex decompositions of G1, endingwith G20, the least complex
graph, representing complete independence among all four variables.

A general graph represents a unique independence structure which disregards
all possible ways that variables could be labeled. For example, the left-most and
right-most variables in G7 in Fig. 1 are independent of one another given the two
central variables that connect both relations, where these four variables have not been
assigned any specific identities.

When, in RA or BN, the variables of a general graph are labeled, it is called
a specific graph equivalence class or specific graph. A specific graph, given data,
produces a unique probability distribution. (This is the case for RA; as explained
below, two different directed specific BN graphs can have the same probability distri-
bution.) Since the number of graphs increases hyper-exponentiallywith the number of
variables, searching the entire lattice for the best model can be very computationally
expensive as the number of variables increases.

The colon notation for RA specific graphs represents marginal or conditional
independence between variables. For example, G20 from Fig. 1, having notation
A:B:C:D, has the independence structure (A _|_ B, C, D), (B _|_ C, D), (C _|_ D);
A, B, C, and D are all marginally independent of each other. G17, having notation
AB:BC:D, has the independence structure (D _|_ A, B, C), (A _|_ C | B); A, B, and C
are all marginally independent of D, andA is conditionally independent of C given B.
The overlap of B in the AB and BC relations encodes the conditional independence
of A and C given B.

3 BN Lattice

The primary differences between RA and BN are two-fold: (1) BNs are directed and
acyclic whereas RA graphs are undirected and can have loops or not have loops, and
(2) some BN graphs contain converging edges, called a V-structure, which encodes
a unique independence structure not found in RA general graphs.

As in RA, there are BNgeneral graphs andBN specific graphs, in the BN literature
referred to as essential graphs and labeled essential graphs respectively [1]. BN
general graphs of Fig. 2 represent unique independence structures of variables, edges,
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Fig. 1 RA general graph
lattice
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Fig. 2 BN general graph
lattice
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and edge orientations, where specific identities are not assigned to the variables.
Figure 2 shows the hierarchy of BN general graphs for four variables. There are 20
BN general graphs in the lattice, i.e., 20 unique general independence structures for
four variable BNs.

In Fig. 2, general graphs are labeled BN1, BN2…BN19, BN20. Solid squares
represent variables, edges are represented by directed arrows from one square to
another. The dashed lines with arrows from one general graph to another represent
the hierarchy of general graphs, with parent graphs being above child graphs. Child
graphs result from the deletion of one edge from the parent graph. The bottom-right
addition to the lattice that tabulates equivalent general graphs is discussed in Sect. 3.2.

The alphabetic notation that we use for BN specific graphs is derived from the RA
notation described previously. For a BN graph without a V-structure, the notation is
identical to the RA notation. As in RA, the colon represents marginal or conditional
independence among variables. For a BN graph with a V-structure, the notation adds
subscripts to represent the independence relations encoded by the V-structure, which
are unique to BNs and not found in RA. For example, BN17 from Fig. 2, with labels
A, B, C, D in order of top left, top right, bottom left, bottom right respectively, is
given the notation BCDB:C:A, where the colon between BCDB:C and A states the
independency (A _|_ B, C, D), namely that A is marginally independent of B, C, and
D. The subscript B:C encodes marginal independence between B and C within the
triadic BCD relation.

3.1 Generating the Lattice of BN General and Specific
Graphs

The BN literature on lattices predominately focuses on search algorithms to find the
best BN given a scoring metric. Implicit in these search algorithms is a lattice of
candidate graphs being explored in search of the best model. Chickering [13] and
others have shown the search problem to be NP-hard, with four variables there are
543 possible BNs, with 10 variables there are O(10ˆ18) [31]. Because of this, the
BN literature has focused less on the description of the exhaustive lattice of BN
structures, and more on advancing search heuristics to efficiently identify the best
BN given a scoring metric ([3, 5, 6, 9, 11, 12, 16–18, 20, 24, 27, 29]; and others).

Heckerman et al. [20] first showed that BNs with differing edge topologies can
have the same independence structure and thus the same probability distribution,
herein called specific graphs. In contrast to heuristics that search all BNs, search
heuristics for BN specific graphs have proven to be more efficient because they
reduce the dimensionality of search space ([1, 8–10, 19, 37, 38, 42]; and others). For
four variables, this reduces the search space from 543 BNs to 185 specific graphs [1].
Removing variable labels, these specific graphs can be summarized by 20 general
graphs.
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Building from the RAwork of Klir [23] and Zwick [44], and the BNwork of Pearl
[33–36], Verma and Pearl [39], Heckerman et al. [20], Chickering [9], Andersson
et al. [1], and others, the following procedure was used to generate the four variable
BN general and specific graph lattice in a way that can be integrated with the four
variable RA general graph lattice. While this procedure is applied in this paper to
four variables, it could be used for any number of variables.

Procedure to generate the BN general and specific graph lattice for any number
of variables

1. Generate all graphs for n variables by permuting all possible variable labels, edge
connections and edge orientations. Eliminate any graphs with loops. The result
is the set of all directed acyclic graphs for n variables.

2. For each directed acyclic graph, evaluate the specific independence structure
following the d-separation procedure [30] to generate the exhaustive list of
independencies for each graph.

3. Organize graphs with the same labeled independencies into specific graph
equivalence classes.

4. From each specific graph equivalence class, select a single edge topology to
represent the general graph equivalence class. List any additional equivalent
general graphs with unique edge topologies separately, as done in Fig. 2.

5. Organize general graphs into levels based upon the number of edges in each
general graph and link nested general graphs in the lattice to reflect parent-child
general graphs.

3.2 Additional Representations of BN General Graph
Equivalence Classes

There are 20 general graphs in the four variable BN lattice. However eight of these,
marked with asterisks in Fig. 2, can be represented by additional unique edge topolo-
gieswhich, however, result in identical probability distributionswhen applied to data.
These are BN2*, BN4*, BN5*, BN9*, BN11*, BN14*, BN15*, and BN16*. Thus,
for example, BN2b has edge orientations that are different from (and cannot be
mapped onto) those of BN2*, but when variables are labeled in BN2* and BN2b,
identical probability distributions result. This property is unique to BN and is not
found in RA, in which there is a single unique representation of each RA general
graph.

4 Integrating the Rho, RA and BN Lattices

This section integrates the RA and BN general graph lattices using the four variable
Rho lattice [22]. The joint RA-BN lattice of general graphs presented in this paper
expands the set of general graphs with unique independence structures beyond what



370 M. Harris and M. Zwick

was previously available by eitherRAalone orBNalone. The lattice identifies general
independence structures unique to RA, general independence structures unique to
BNs, and general independence structures that are equivalent across RA and BNs.
Where two or more RA or BN graphs have the same general independence structure
regardless of variable labels, they are equivalent.

4.1 Lattice of Four Variable Rho Graphs

The four variable Rho (ρ) lattice of Fig. 3 (adapted from [22, p. 237]) is a simpli-
fication of the RA lattice of general graphs of Fig. 1. The Rho lattice represents all
possible undirected relations between four variables, an even more general lattice
than that of the RA general graph lattice and general enough to map both RA and BN
four variable general graphs to one of the eleven represented structures. Solid dots
represent variables; lines connecting dots represent relations between variables. In
terms of the RA general graph lattice of Fig. 1, if two variables are directly connected
by any box (a relation of arbitrary ordinality), a line connects them in the Rho lattice.
Arrows from one Rho graph to another represent hierarchy, i.e., the generation of a
child graph from a parent graph. The graph ρ1 represents maximal connectedness,
or interdependence, between variables, and the graph ρ11 represents independence
among all variables. Graphs in-between ρ1 and ρ11 represent a mix of dependence
and independence among variables. Each RA or BN graph corresponds to one, and
only one, of the eleven Rho graphs.

4.2 Equivalent RA and BN General Graphs

Out of 20 RA general graphs and 20 BN general graphs, there are 10 RA general
graphs, comprising all of the graphswithout loops in theRA lattice that are equivalent
to BN general graphs. Each of these RA-BN equivalent pairs corresponds to one of
the 11 Rho graphs from Fig. 3, with the exception of ρ4. ρ4 has corresponding RA
and BN general graphs, but these do not have equivalent independence structures,
and are discussed in the following section on non-equivalent RA and BN general
graphs.

Figure 4 shows an example of equivalent RA and BN graphs, namely G7 and
BN2*, respectively. Labeled variables in G7 results in independencies (A _|_ B | C,
D) and thus the RA specific graph notation ACD:BCD. Assigning labels to BN2*
yields the same independencies and thus the same specific graph ACD:BCD.

Table 1 shows the list of all equivalent Rho, RA and BN four variable general
graphs, an example of their specific graph notation, and their independences. These
specific graph examples alignwith the BN general graphs of Fig. 2 assuming labeling
of nodes A, B, C, D in the order of top left, top right, bottom left, bottom right.
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Fig. 3 Rho lattice
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ρ2 RA G7 BN2*

(A _|_ B | C, D)

Specific Graphs

A B

C D

A B

C D

A B
C
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ρ2 RA G7 BN2*

( . _|_ .. | … , ….)

General Graphs

Fig. 4 RA G7 and BN2* general and specific graph example

Table 1 Rho, RA and BN equivalent graphs

Rho graph RA general graph BN general graph Specific graph
example (RA
notation)

Independencies

ρ1 G1 BN1 ABCD No independencies

ρ2 G7 BN2* ACD:BCD (A _|_ B | C, D)

ρ3 G10 BN5* BCD:AD (A _|_ B, C | D)

ρ5 G13 BN10 BCD:A (A _|_ B, C, D)

ρ6 G15 BN11* AD:BD:CD (A _|_ B, C | D), (B
_|_C | D)

ρ7 G16 BN14* AD:BC:BD (A _|_ B | D), (C _|_
A, D | B)

ρ8 G17 BN16* BD:CD:A (B _|_ C | D), (A _|_
B, C, D)

ρ9 G18 BN18 AD:BC (A, D _|_ B, C)

ρ10 G19 BN19 CD:A:B (B _|_ C, D), (A _|_
B, C, D)

ρ11 G20 BN20 A:B:C:D (A _|_ B, C, D), (B
_|_ C, D), (C _|_ D)

4.3 Non-equivalent RA and BN General Graphs

In addition to the 10 equivalent RA and BN general graphs, there are 10 general
graphs unique to the RA lattice and 10 general graphs unique to the BN lattice.
All 10 non-equivalent RA general graphs in the four variable lattice have loops and
require iteration to generate their probability distributions. BNs are acyclic and have
analytic solutions, so there are no BN graphs that are equivalent to these RA graphs
with loops. Since RA graphs with loops are undirected, one might think that there
could be some equivalent directed acyclic BN graphs, but this is not the case, because
BN graphs that are acyclic when directions are considered but cyclic if directions
are ignored have V-structure interpretations, as described previously. All 10 non-
equivalent BN graphs have such V-structures, which encode independence relations
unique to BNs.
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To illustrate: the structure A → B, B → C, C → D, D → A is cyclic and not a
legitimate BN structure, but the directed structure of A→B,B→C,C→D,A→D,
which has the same undirected links, is not cyclic, and is a legitimate BN structure,
namely BN9b. However, this latter structure is not interpreted as a set of dyadic
relations, which would be written in RA notation as AB:BC:CD:AD. Rather, the V-
structure consisting of C → D and A → D is interpreted as a triadic relation, which
contributes a p(D|AC) to the probability expression, p(A) p(B|A)p(C|B) p(D|AC),
which does not correspond to any RA structure.

4.4 Joint Lattice of RA and BN General Graphs

The joint lattice of RA and BN general graphs is organized using the Rho lattice
[22] of Fig. 3, the RA general lattice of Fig. 1 [22, 26] and the BN general lattice of
Fig. 2. All 20 RA general graphs and all 20 BN general graphs for each Rho graph
are shown in the joint lattice of RA and BN general graphs of Fig. 5.

In Fig. 5, within each Rho graph, where RA and BN general graphs are equivalent,
that is, their independence structures are identical, the BN graph is placed underneath
the RA equivalent graph. Where RA or BN graphs are not equivalent, representing
an independence structure unique to RA or to BN, they stand alone side-by-side.
Arrows from one graph to another in the joint lattice represent the hierarchy of the
RA lattice only.

5 Conclusions

The joint lattice of RA andBN general graphs for four variables increases the number
of general graphs with unique independence structures from 20 in the four variable
RA lattice and 20 in the four variable BN lattice to 30 in the joint RA-BN lattice,
and when variable labels are added, increases the number of unique specific graphs
from 114 in the RA lattice and 185 in the BN lattice to 238 in the joint lattice.

The integration of the two lattices offers a richer and more expansive way to
model complex systems leveraging the V-structure unique to BN graphs and the
allowability of loops in RA graphs. The joint RA-BN lattice of general graphs
presented in this paper expands the set of general graphs with unique independence
structures (or, equivalently, with unique interdependence structures) beyond what
was previously available by either RA alone or BN alone, thus allowing for repre-
sentations of complex systems which are (i) more accurate relative to data and/or
(ii) simpler and thus more comprehensible and more generalizable than would be
possible by modeling only with RA or only with BN. This joint lattice thus demon-
strates how these two related frameworks—RAandBN—bothmembers of the family
of probabilistic graphical modeling methodologies, can be integrated into a unified
framework. Extension of this work will include designing algorithms to search this
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joint RA-BN lattice, analysis of RA and BN predictive models in which the IV-DV
distinction is made, consideration of “hybrid” RA-BN models, and other topics.
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Hypernetwork Science: From
Multidimensional Networks
to Computational Topology

Cliff A. Joslyn, Sinan G. Aksoy, Tiffany J. Callahan, Lawrence E. Hunter,
Brett Jefferson, Brenda Praggastis, Emilie Purvine, and Ignacio J. Tripodi

Abstract As data structures and mathematical objects used for complex systems
modeling, hypergraphs sit nicely poised between on the one hand the world of net-
work models, and on the other that of higher-order mathematical abstractions from
algebra, lattice theory, and topology. They are able to represent complex systems
interactions more faithfully than graphs and networks, while also being some of the
simplest classes of systems representing topological structures as collections of mul-
tidimensional objects connected in a particular pattern. In this paper we discuss the
role of (undirected) hypergraphs in the science of complex networks, and provide
a mathematical overview of the core concepts needed for hypernetwork modeling,
including duality and the relationship to bicolored graphs, quantitative adjacency and
incidence, the nature of walks in hypergraphs, and available topological relationships
and properties.We closewith a brief discussion of two example applications: biomed-
ical databases for disease analysis, and domain-name system (DNS) analysis of cyber
data.

1 Hypergraphs for Complex Systems Modeling

In the study of complex systems, graph theory has been the mathematical scaffold
underlying network science [4]. A graph G = 〈V, E〉 comprises a set V of vertices
connected in a set E ⊆ (V

2

)
of edges (where

(V
2

)
here means all unordered pairs of

v ∈ V ), where each edge e ∈ E is a pair of distinct vertices. Systems studied in
biology, sociology, telecommunications, and physical infrastructure often afford a
representation as such a set of entities with binary relationships, and hence may be
analyzed utilizing graph theoretical methods.

Graph models benefit from simplicity and a degree of universality. But as abstract
mathematical objects, graphs are limited to representing pairwise relationships
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between entities, while real-world phenomena in these systems can be rich in multi-
way relationships involving interactions among more than two entities, dependen-
cies between more than two variables, or properties of collections of more than two
objects. Representing group interactions is not possible in graphs natively, but rather
requires either more complex mathematical objects, or coding schemes like “reifica-
tion” or semantic labeling in bipartite graphs. Lacking multi-dimensional relations,
it is hard to address questions of “community interaction” in graphs: e.g., how is a
collection of entities A connected to another collection B through chains of other
communities?; where does a particular community stand in relation to other com-
munities in its neighborhood?

The mathematical object which natively represents multi-way interactions in
networks is called a “hypergraph” [6].1 In contrast to a graph, in a hypergraph
H = 〈V, E〉 those same vertices are now connected generally in a family E of hyper-
edges, where now a hyperedge e ∈ E is an arbitrary subset e ⊆ V of k vertices,
thereby representing a k-way relationship for any integer k > 0. Hypergraphs are
thus the natural representation of a broad range of systems, including those with the
kinds of multi-way relationships mentioned above. Indeed, hypergraph-structured
data (i.e. hypernetworks) are ubiquitous, occurring whenever information presents
naturally as set-valued, tabular, or bipartite data.

Hypergraph models are definitely more complicated than graphs, but the price
paid allows for higher fidelity representation of data which may contain multi-way
relationships. An example from bibliometrics is shown in Fig. 1.2 On the upper left is
a table showing a selection of five papers co-authored by different collections of four
authors. Its hypergraph is shown in the lower left in the form of an “Euler diagram”,
with hyperedges as colored bounds around groups of vertices. A typical approach
to these same data would be to reduce the collaborative structure to its so-called “2-
section”: a graph of all and only the two-way interactions present, whether explicitly
listed (like paper 1) or implied in virtue of larger collaborations (as for paper 2). That
co-authorship graph is shown in the lower right, represented by its adjacency matrix
in the upper right. It can be seen that the reduced graph form necessarily loses a great
deal of information, ignoring information about the single-authored paper (3) and
the three-authored paper (2).

Hypergraphs are closely related to important objects in discrete mathematics used
in data science such as bipartite graphs, set systems, partial orders, finite topologies,
abstract simplicial complexes, and especially graphs proper, which they explicitly
generalize: every graph is a 2-uniform hyergraph, so that |e| = k = 2 for all hyper-
edges e ∈ E . Thus they support awider range ofmathematicalmethods, such as those
from

1Throughout this paper we will deal only with “basic” hypergraphs in the sense of being undirected,
unordered, and unlabeled. All of these forms are available and important [3, 16].
2Hypergraph calculations shown in this paper were produced using PNNL’s open source hypergraph
analytical capabilities HyperNetX (HNX, https://github.com/pnnl/HyperNetX) and the Chapel
Hypergraph Library (CHGL, https://github.com/pnnl/chgl); and additionally diagrams were pro-
duced in HNX.

https://github.com/pnnl/HyperNetX
https://github.com/pnnl/chgl
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Fig. 1 Bibliometrics example comparing graphs and hypergraphs. (Upper left) Collaborative
authorship structure of a set of papers. (Lower left) Euler diagram of its hypergraph. (Upper right)
Adjacency matrix of the 2-section. (Lower right) Co-authorship graph resulting from the 2-section

computational topology, to identify features specific to the high-dimensional com-
plexity in hypernetworks, but not available using graphs.

Hypergraph methods are well known in discrete mathematics and computer sci-
ence, where, for example, hypergraph partitioning methods help enable parallel
matrix computations [9], and have applications in VLSI [22]. In the network sci-
ence literature, researchers have devised several path and motif-based hypergraph
data analytics (albeit fewer than their graph counterparts), such as in clustering coef-
ficients [31] and centrality metrics [14]. Although an expanding body of research
attests to the increased utility of hypergraph-based analyses [17, 20, 24, 30], and are
seeing increasingly wide adoption [19, 28, 29], many network science methods have
been historically developed explicitly (and often, exclusively) for graph-based anal-
yses. Moreover, it is common for analysts to reduce data arising from hypernetworks
to graphs, thereby losing critical information.

As explicit generalizations of graphs, we must take care with axiomatization, as
there aremany, sometimesmutually inconsistent, sets of possible definitions of hyper-
graph concepts which can yield the same results (all consistent with graph theory)
when instantiated to the 2-uniform case. And some graph concepts have difficulty
extending naturally at all. For example, extending the spectral theory of graph adja-
cency matrices to hypergraphs is unclear: hyperedges may contain more than two
vertices, so the usual (two-dimensional) adjacency matrix cannot code adjacency
relations. In other cases, hypergraph extensions of graph theoretical concepts may



380 C. A. Joslyn et al.

be natural, but trivial, and risk ignoring structural properties only in hypergraphs. For
example, while edge incidence and vertex adjacency can occur in at most one vertex
or edge for graphs, these notions are set-valued and hence quantitative for hyper-
graphs. So while subsequent graph walk concepts like connectivity are applicable
to hypergraphs, if applied simply, they ignore high-order structure in not accounting
for the “widths” of hypergraph walks.

Researchers have handled the complexity and ambiguity of hypergraphs in differ-
ent ways. A very common approach is to limit attention to k-uniform hypergraphs,
where all edges have precisely k vertices (indeed, one can consider graph theory
itself as actually the theory of 2-uniform hypergraphs). This is the case with much
of the hypergraph mathematics literature, including hypergraph coloring [11, 25],
hypergraph spectral theory [7, 8], hypergraph transversals [2], and extremal problems
[32]. k-uniformity is a very strong assumption, which supports the identification of
mathematical results. But real-world hypergraph data are effectively never uniform;
or rather, if presented with uniform hypergraph data, a wise data scientists would be
led to consider other mathematical representations for parsimony.

Another prominent approach to handling real-world, and thus non-uniform, hyper-
graph data is to study simpler graph structures implied by a particular hypergraph.
Known by many names, including line graph, 2-section, clique expansion, and one-
mode projection, such reductions allow application of standard graph-theoretic tools.
Yet, unsurprisingly, such hypergraph-to-graph reductions are inevitably and strik-
ingly lossy [10, 23]. Hence, although affording simplicity, such approaches are of
limited utility in uncovering hypergraph structure.

Our research group is dedicated to facing the challenge of the complexity of
hypergraphs in order to gain the formal clarity and support for analysis of complex
data they provide. We recognize that to enable analyses of hypernetwork data to
better reflect their complexity but remain tractable and applicable, striking a balance
in this faithfulness-simplicity tradeoff is essential. Placing hypergraph methods in
the context of the range of both network science methods on the one hand, and
higher-order topological methods on the other, can point the way to such a synthesis.

The purpose of this paper is to communicate the breadth of hypergraph methods
(which we are exploring in depth elsewhere) to the complex systems community. In
the next section we survey the range of mathematical methods and data structures
we use. Following that we will illustrate some uses by showing examples in two
different contexts: gene set annotations for disease analysis and drug discovery, and
cyber analytics of domain-name system relations.

2 Hypergraph Analytics

A hypergraph is a structure H = 〈V, E〉, with V = {v j }nj=1 a set of vertices, and
E = {ei }mi=1 an indexable family of hyperedges ei ⊆ V .Hyperedges come indifferent
sizes |ei | possibly ranging from the singleton {v} ⊆ V (distinct from the element
v ∈ V ) to the entire vertex set V .
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Table 1 Incidence matrix of
example hypergraph Fig. 1

1 2 3 4 5
a 1 1 0 1 0
b 0 0 0 1 1
c 0 1 0 0 1
d 1 1 1 0 0

Fig. 2 Dual hypergraph H∗
of our example

Ahyperedge e = {u, v}with |e| = 2 is the same as a graph edge. Indeed, all graphs
G = 〈V, E〉 are hypergraphs: in particular, graphs are “2-uniform” hypergraphs, so
that now E ⊆ (V

2

)
and all e ∈ E are unordered pairs with |e| = 2. It follows that

concepts and methods in hypergraph theory should explicitly specialize to those
in graph theory for the 2-uniform case. But conversely, starting from graph theory
concepts, there can be many ways of consistently extending them to hypergraphs.
The reality of this will be seen in a number of instances below.

Hypergraphs can be represented in many forms. In our example in Fig. 1 above,
letting V = {a, b, c, d} for the authors and E = {1, 2, 3, 4, 5} for the papers, we first
represent it as a set system

H = {{a, d}, {a, c, d}, {d}, {a, b}, {b, c}}.

We commonly compress set notation for convenience, and when including edge
names as well, this yields the compact set system formH = {1:ad, 2:acd, 3:d, 4:ab,
5:bc}. This representation in turn points to the fact that a hypergraphH is determined
uniquely by its Boolean incidence matrix Bn×m , where Bji = 1 iff v j ∈ ei , and 0
otherwise. The incidence matrix for the example from Fig. 1 is shown in Table 1.
Note that hypergraph incidence matrices are general Boolean matrices, rectangular
and non-symmetric, unlike the adjacency matrices typically used to define graphs;
while the incidence matrices of graphs are restricted to having precisely two 1’s
in each column. Also, adjacency structures for hypergraphs are substantially more
complicated than for graphs, and in fact are not matrices at all.

The dual hypergraphH∗ = 〈E∗, V ∗〉 ofH has vertex set E∗ = {e∗
i }mi=1 and fam-

ily of hyperedges V ∗ = {v∗
j }nj=1, where v∗

j : = {e∗
i : v j ∈ ei }. H∗ is just the hyper-

graph with the transposed incidence matrix BT , and (H∗)∗ = H. We thus consider
that hypergraphs always present as dual pairs, which we call the “forward” and the
“dual” somewhat arbitrarily, depending on how the data are naturally presented. But
this is not true for graphs: the dual G∗ of a graph G is 2-uniform (and hence still a
graph) if and only if G is 2-regular (all vertices have degree 2), in which case G is a
cycle or disjoint union of cycles. The dual of our example is shown in Fig. 2.
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Fig. 3 Two different layouts
of the bicolored graph
representation of the
hypergraph H

There is a bijection between the class of hypergraphs and that of bicolored
graphs3 G = 〈V, E, φ〉, where now E ⊆ (V

2

)
is a set of unordered pairs of vertices

(graph edges), and φ : V → {0, 1} with {vi , v j } ∈ E iff φ(vi ) �= φ(v j ). Conversely,
any bicolored graph G determines a hypergraph H by associating the vertices and
hyperedges of H with the two colors respectively, and then defining Bj,i = 1 if and
only if {vi , v j } ∈ E . Figure 3 shows two different layouts of the bicolored graph form
of our example hypergraph H.

Moving from the bijection between bicolored graphs and hypergraphs to establish-
ing canonical isomorphisms still requires careful consideration, ideally in a categor-
ical context [12, 15, 33]. While a number of complex network analytics for bipartite
graph data can be applied naturally to hypergraphs, and vice versa, depending on
the semantics of the data being modeled, questions and methods for data with this
common structure may be better addressed in one or another form, if only for algo-
rithmic or cognitive reasons. Nor does it mean that graph theoretic methods suffice
for studying hypergraphs. Whether interpreted as bicolored graphs or hypergraphs,
data with this structure often require entirely different network science methods than
(general) graphs. An obvious example is triadic measures like the graph clustering
coefficient: these cannot be applied to bicolored graphs since (by definition) bicolored
graphs have no triangles. Detailed work developing bipartite analogs of modularity
[5], community structure inference techniques [26], and other graph-based network
science topics [27] further attests that bipartite graphs (and hypergraphs) require a
different network science toolset than for graphs.

In graphs, the structural relationship between two distinct vertices u and v can only
be whether they are adjacent in a single edge ({u, v} ∈ E) or not ({u, v} /∈ E); and
dually, that between two distinct edges e and f can only be whether they are incident
at a single vertex (e ∩ f = {v} �= ∅) or not (e ∩ f = ∅). In hypergraphs, both of
these concepts are applicable to sets of vertices and edges, and additionally become
quantitative. Define adj : 2V → Z≥0 and inc : 2E → Z≥0, in both set notation and

3Typically the concept of a bipartite graph is used here, which is a graph that admits to at least one
bicoloring function. The resulting differences are interesting, but not significant for this paper.
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(polymorphically) pairwise:

adj(U ) = |{e ⊇ U }|, adj(u, v) = |{e ⊇ {u, v}}|

inc(F) = | ∩e∈F e|, inc(e, f ) = |e ∩ f |

for U ⊆ V, u, v ∈ V, F ⊆ E, e, f ∈ E . In our example, we have e.g. adj(a, d) =
3, adj({a, c, d}) = 1, inc(1, 2) = 2, inc({1, 2, 3}) = 1. These concepts are dual, in
that adj on vertices inH maps to inc on edges inH∗, and vice versa. And for single-
tons, adj({v}) = deg(v) = |e  v| is the degree of the vertex v, while inc({e}) = |e|
is the size of the edge e.

This establishes the basis for extending the central concept of graph theory, awalk
as a sequential visitation of connected nodes, to hypergraphs. Consider a (graph)walk
of length � as a sequenceW = v0, e0, v1, e1, . . . , e�, v�+1 where vi , vi+1 are adjacent
in ei , 0 ≤ i ≤ �, and (dually!) ei , ei+1 are incident on vi+1, 0 ≤ i ≤ � − 1. Then W
can be equally determined by either the vertex sequence v0, . . . , v�+1, or the edge
sequence e0, . . . , e�. In contrast, with quantitative adjacency and incidence in hyper-
graphs, sequences of vertices can be adjacent, and sequences of hyperedges incident,
in quantitatively different ways, and need not determine each other. Indeed, vertex
sequences become hyperedge sequences in the dual, and vice versa. For parsimony
we work with edgewise walks, and define [1] an s-walk as a sequence of edges
e0, e1, . . . , e� such that s ≤ inc(ei , ei+1) for all 0 ≤ i ≤ � − 1. Thus walks in hyper-
graphs are characterized not only by length �, indicating the distance of interaction,
but also by “width” s, indicating a strength of interaction (see Fig. 4).

For a fixed s > 0, we define the s-distance ds(e, f ) between two edges e, f ∈
E as the length of the shortest s-walk between them, or infinite if there is none.
Note that a graph walk is a 1-walk. We have proved [1] that s-distance is a metric,
and can thus define the s-diameter as the maximum s-distance between any two
edges, and an s-component as a set of edges all connected pairwise by an s-walk.
Connected components in graphs are simply 1-components, and our example graph is
“connected” in that sense, having a single 1-connected component. But it has three 2-
components, the hyperedge sets {1, 2}, {4}, and {5}. Other network science methods
generalize from graphs to hypergraphs [1], including vertex s-degree, sclustering
coefficients, and both s-closeness and s-betweenness centralities.

Fig. 4 Two s-walks of length � = 2. (Left) Lower width s = 1. (Right) Higher width s = 3
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In graphs, two edges e, f are only incident or not, but in hypergraphs, there could
additionally be an inclusion relationship e ⊆ f or f ⊆ e. Indeed, define a toplex
or facet as a maximal edge e such that � ∃ f ⊇ e, and let Ě ⊆ E be the set of all
toplexes. Then the inclusiveness I (H) ∈ [0, 1) of a hypergraphH is the proportion
of included edges, that is, the ratio of non-facets to all edges: I (H) : = |E \ Ě |/|E |.
For a hypergraphH, let Ȟ =

〈
V, Ě

〉
be the simplification ofH, andwe callH simple

when H = Ȟ. I (H) = 0 iff H = Ȟ is simple, so that all edges are toplexes. In our
example, there are three toplexes Ě = {acd, ab, bc}, so that I (H) = 2/5.

Maximal I (H), on the other hand, is more complicated, and the case when all
possible sub-edges are present, so that E is closed by subset. This yields H as an
abstract simplicial complex (ASC), so that if e ∈ E and f ⊆ e then f ∈ E . Let
Ĥ = 〈

V, Ê
〉
be the ASC generated by H, so that Ê = {g ⊆ e}e∈E is the closure of

the hyperedges by subset. Each hypergraph H then maps to a class of hypergraphs
we call a hyperblock [H], so that each pair of hypergraphs H′,H′′ ∈ [H] have the
same ASC: Ĥ′ = Ĥ′′. It follows that they also have the same toplexes: H′∧= H′′∧.

This results in another representation we call a simplicial diagram, shown for
our example in Fig. 5. The toplexes Ě of H are shown as a collection of hyper-
tetrahedrons joined where they intersect. This is also sufficient to indicate the ASC
Ĥ, and, indeed, all the hypergraphs H′ ∈ [H] in the hyperblock of H are included
in the diagram. They are distinguished by additionally labeling the hyperedges (and
circling singletons) actually included in a particular hypergraphH′ ∈ [H], including
both their toplexes and their included edges. In our example, these are 3 = {d} ⊆ 1 =
{a, d} ⊆ 2 = {a, c, d}. Contrast with the singleton {b} or graph edge {a, c}, which
are only in the ASC Ĥ, and not edges inH itself.

Given a hypergraphH, we can define its k-skeleton k-skel(H) = {e ∈ E : |e| =
k} as the set of hyperedges of size k. Each k-skel(H) is thus a k-uniform sub-
hypergraph of H, and we can conceive of H as the disjoint union of its k-uniform
skeletons: H = ⊔

k k-skel(H). Where the k-skeleton is the set of all edges of size
k present in a hypergraph H, in contrast the k-section is the set of all edges of size
k implied by H, that is, all the vertex sets which are sub-edges of some hyperedge.
Formally,Hk = k-skel

(Ĥ)
, so that the k-section is the k-skeleton of the ASC ofH,

and the ASC is the disjoint union of the sections: Ĥ = ⊔
k Hk .

Fig. 5 Example hypergraph
H as a simplicial diagram
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Since the k-skeletons are all uniform, and any k-section or union of k-sections is
smaller than the entire hypergraph H, there is substantial interest in understanding
howmuch information about a hypergraph is available using only them.The 2-section
in particular, which is a graph with adjacency matrix BBT , can be thought of as a
kind of “underlying graph” of a hypergraph H. Also of key interest is the 2-section
of the dual hypergraph H∗, called the line graph L(H) = (H∗)2, which dually is a
graph with adjacency matrix BT B. As noted above in the discussion of Fig. 1, these
are particularly widely used in studies when confronted with complex data naturally
presenting as a hypergraph. The limitations of this are evident in the example in
Fig. 6. On the left are our example hypergraph and its dual, and in the center the
2-sectionH2 and the line graph L(H) = (H∗)2. On the right are the results of taking
the maximal cliques of the 2-sections as hyperedges in an attempt to “reconstruct”
the original hypergraph H. It is clear how much information is lost.

The ASC Ĥ is additionally a topological complex, that is, a collection of different
k-dimensional structures attached together in a particular configuration or pattern.
Indeed, the hyperblock [H] of a (finite) hypergraphH generates a number of (finite)
topological spaces of interest [13]. The most cogent of these is the Alexandrov
topology with a sub-base consisting of m open sets Tj = {e ⊇ e j }e∈E ; that is, for
each hyperedge e j ∈ E , the sub-base element Tj is constructed by collecting all
its superedges. The full topology T (H) is generated by taking all unions of all
intersections of these sub-base elements Tj .

The topological space T (H) will reflect the inherent complexity of the over-
all “shape” of the hypergraph H. This includes those portions which are con-
nected enough to be contracted, and also the presence of open loops, “holes”
or “voids” of different dimension, which can obstruct such contractions. This is

(a) Forward hyper-
graph H.

(b) Forward
2-section
H2.

(c) Forward clique re-
construction.

(d) Dual hypergraph
H∗.

(e) Line graph
L(H) = (H∗)2.

(f) Dual clique recon-
struction.

Fig. 6 2-sections and their clique reconstructions
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Fig. 7 An example simple hypergraph Ȟ with β = 〈1, 1, 1〉. (Left) Euler diagram of Ȟ. (Right)
Simplicial diagram of H∧

called the homology of the space T (H), and is characterized by its Betti num-
bers βk, 0 ≤ k ≤ max |e j | − 1, of H, indicating the humber of holes of dimen-
sion k present in H. We collect the Betti nubmers to create a Betti sequence
β = 〈βk〉max |e j |−1

k=0 .
The presence of such gaps may invoke questions or hypotheses: what is stopping

the connectivity of these holes, of filling them in? In our example, β1 = 1 because
of the single open 1-cycle indicated by edges ab, bc, and ca. Contrast this with the
similar cycle acd, which is closed in virtue of the hyperedge 2.β0 = 1, indicating that
H is 1-connected; while β2 = 0, so that β = 〈1, 1, 0〉. By comparison, the simplicial
diagram of the simple hypergraph Ȟ shown in Fig. 7 contains a hollow tetrahedron
(four triangles surrounding a void), in addition to the open cycle of graph edges on
the left. Thus its Betti sequence is β = 〈1, 1, 1〉.

3 Example Applications

Herewe illustrate some of themathematical structures andmethods introduced above
in brief reports of two example case studies.

3.1 Human Gene Set Example

While network science using graph theory methods is a dominant discipline in
biomolecular modeling, in fact biological systems are replete with many-way inter-
actions likely better represented as hypergraphs. Genes interact in complex com-
binations, as recorded in a panoply of biomedical databases. We have begun an
exploratory examination of the usefulness of hypergraphs in elucidating the relation-
ships between human genes, via their annotations to semantic categories of human



Hypernetwork Science: From Multidimensional Networks to Computational Topology 387

Table 2 Distribution of annotations across biological databases

Database Annotations

GO biological process 12,305

Reactome pathways 2,291

Chemicals 3,289

Diseases 2,683

Total 20,568

biological processes in the Gene Ontology4 and the Reactome pathway database,5

chemicals from the Chemical Entities of Biological Interest ontology,6 and diseases
from theHumanDiseaseOntology.7 These data were selected to help us better under-
stand potential overlaps between gene sets with causative relations in metabolic rare
diseases, like phenylketonuria and Alpha-1 antitrypsin deficiency, and their known
biological processes and chemical interactions. We also seek to explore potential
overlaps in pathway, biological process, and chemical gene sets as a means to elu-
cidate novel gene targets for drug repurposing, which can then be evaluated in the
lab.

Data for this analysis were obtained from PheKnowLator v2.0.0.8 We compiled a
hypergraph H = 〈V, E〉 with |V | = 17,806 human genes as vertices against |E | =
20,568 annotations as hyperedges, distributed across the source databases as shown
in Table 2 (noting that there is substantial overlap among these sources). Of these
edges, 8,006 are toplexes, yielding an inclusivity of I (H) = 61.1%, and the density
of the incidence matrix B is 0.000926. Figure 8 shows the distribution of vertex
degree deg(v) = adj({v}) and edge size |e| = inc({e}), with the expected expoential
distribution.

Figure 8 shows only the lowest, “first order” distribution of the hypergraph struc-
ture, the adjacency and incidence of singletons. Consideration of higher-order inter-
actions would require expensive combinatorial calculations of, for example, k-way
intersections and hyperedge inclusions of arbitrary sets of vertices. A modest step
towards that goal in ourmethodology is first to focus on toplexes,which determine the
topological structure, and then their pairwise intersections: inc(e, f ) for e, f ∈ Ě .
This is shown in the left of Fig. 9, which reveals a long tail, indicating a significant
number of pairs of annotations with large intersections of genes. Attending to inci-
dences of even higher order would reveal the increasingly rich complex interactions
of gene sets.

4http://geneontology.org/docs/ontology-documentation.
5https://reactome.org.
6https://www.ebi.ac.uk/chebi/.
7https://disease-ontology.org/.
8https://github.com/callahantiff/PheKnowLator, downloaded on 03/05/20, see also https://github.
com/callahantiff/PheKnowLator/wiki/v2-Data-Sources.

http://geneontology.org/docs/ontology-documentation
https://reactome.org
https://www.ebi.ac.uk/chebi/
https://disease-ontology.org/
https://github.com/callahantiff/PheKnowLator
https://github.com/callahantiff/PheKnowLator/wiki/v2-Data-Sources
https://github.com/callahantiff/PheKnowLator/wiki/v2-Data-Sources
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Fig. 8 Distributions of: (Left) Vertex degree deg(v) = adj({v}); (Right) Edge size |e| = inc({e})

Fig. 9 (Left) Distribution of the size of toplex intersections: inc(e, f ) for e, f ∈ Ě . (Right) #
components (orange) and size of largest component (blue)

Of even more interest is the right of Fig. 9, which shows distribution information
about the connected s-components for different intersection levels s. On the top the
number of s-components is shown in orange, and the size of the largest component
in blue, all as a function of increasing s. Expectedly these appear monotonic increas-
ing and decreasing respectively, but it’s notable that even for large s there persist
some very large components, again demonstrating the large multi-way interactions
amongst these gene sets.

3.2 DNS Cyber Example

The Domain Name System (DNS) provides a decentralized service to map from
domain names (e.g., www.google.com) to IP addresses. Perhaps somewhat counter-
intuitively, DNS data present naturally as a hypergraph, in being a many-many rela-
tionship between domains and IPs. While typically this relationship is one-to-one,
with each domain uniquely identifying a single IP address and vice versa, there are
a number of circumstances which can violate this, for example domain aliasing,

www.google.com
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Fig. 10 Portion of the incidence matrix for ADNS data

hosting services where one IP serves multiple websites, or duplicated IPs to manage
loads against popular domains.

ActiveDNS (ADNS) is a data set maintained by the Astrolavos Lab at the Georgia
Institute of Technology.9 It submits daily DNS lookups for popular zones (e.g., .com,
.net, .org) and lists of domain names. Using data from April 26, 2018 as an example,
this day consists of 1,200 Avro files with each file containing on average 900K
records. Our hypergraph representation coded each domain (hyperedges e ∈ E) as
a collection of its IPs (vertices v ∈ V ). A small portion of the incidence matrix B is
shown in Fig. 10.

To identify some of the simplest hypergraph-specific properties, we looked [21]
specifically at the 2-components, and identified the one with maximum 2-diameter
(6), which is shown in Fig. 11. The IP addresses in this component all belong to
the IP range 103.86.122.0/24 and the domains are registered to GMO INTERNET,
INC according to WHOIS records. Moreover, current DNS queries for most of these
domains at a later date resolve to IPs in the range 103.86.123.0/24 and have a “time
to live” of only 120s. This pattern of quickly changing of IP address is consistent
with the “fast flux” DNS technique which can be used by botnets to hide malicious
content delivery sites and make networks of malware more difficult to discover [18].

9https://activednsproject.org.

https://activednsproject.org


390 C. A. Joslyn et al.

Fig. 11 The 2-component with largest 2-diameter, possibly indicating fast flux behavior

Fig. 12 Three 2-components with non-trivial homologies

Other 2-components reveal non-trivial homologies, three of which are shown
in Fig. 12. DNS1 has β = 〈1, 1, 0, 0, . . .〉, with a visible hole surrounded by a 1
dimensional loop on the top. DNS2 has β = 〈1, 1, 2, 0, . . .〉, and DNS3 has β =
〈1, 3, 1, 0, . . .〉, indicating one and three 1-dimensional holes, and two and one 2-
dimensional voids, respectively. The open loops in DNS2 and DNS3 are harder
to visualize, so Fig. 13 shows a simplicial diagram of one of the two 2-dimensional
voids inDNS2. There are two solid tetrahedrons for the domains potterybarn.comand
pbteen.com, eachwith four IPs, three ofwhich (those ending in .160, .9, and .105) they
share. Then wshome.com is a triangle in the foreground, and westelm.com a triangle
behind (see caption for details). These are effectively “transparent window panes”
surrounding a hollow tetrahedral space. Identification of such multi-dimensional
open-loop structures affords the opportunity to consider these as hypotheses: on
what basis is the Pottery Barn company structuring its multiple domains over their
multiple IPs in this complex pattern?
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Fig. 13 Simplicial diagram of the complex pattern of IPs shared by some Pottery Barn domains
around one of the two 2-dimensional voids in DNS2 of Fig. 12. wshome.com is the transparent
foreground triangle with IPs ending in .160, .88 and .98; and westelm.com the background triangle
with IPs ending in .98, .88, and .9. Potterybarn.com and pbteen.com are solid tetrahedrons with
four IPs each
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Multi-level Co-authorship Network
Analysis on Interdisciplinarity: A Case
Study on the Complexity Science
Community

Robin Wooyeong Na and Bongwon Suh

Abstract Determining interdisciplinarity has become crucial as the importance
of such collaboration is increasingly appreciated. We aim to demonstrate the
interdisciplinarity of the complexity science community through a multi-level
co-authorship network analysis. We conduct a multi-level analysis to avoid the
pitfalls between multidisciplinarity and interdisciplinarity. We build a weighted co-
authorship network and label each author’s disciplines based on their self-declared
interests available in the Google Scholar account. Our work uses an applied form of
Shannon entropy tomeasure the diversity of disciplines.While showing themultidis-
ciplinarity throughmeasuring the diversity at the global level, we utilize a community
detection algorithm and show the interdisciplinarity via a group level analysis. We
also conduct an individual level analysis by measuring the neighbor diversity for
each node and comparing it with the author’s degree centrality. Our research shows
that the diversity of disciplines in the complexity science community comes from the
interdisciplinary characteristics at the group-level and individual-level analysis. The
model can be applied to other heterogeneous communities to determine how truly
interdisciplinary they are.

Keywords Interdisciplinary studies · Diversity · Complexity science ·
Co-authorship network · Network communities · Multi-level analysis

1 Introduction

As problems encountered by scientists get increasingly complex, collaboration
between experts in different fields have become more common throughout the years
[1, 2]. This has led to the emergence of many interdisciplinary fields and programs.
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The intangible aspects of interdisciplinarity however, has risen questions about its
concept. Does heterogeneity of fields in a research group imply solid collaboration
between them? To answer this question, a lot of earlier researches have worked on
measuring the interdisciplinarity of research groups [3].

Many researches on interdisciplinarity use complex networks approach to map
the characteristics of science communities, mostly through bibliographic methods.
A literature review summarizes how different units such as authors, documents,
journals, and words can be used to assess interdisciplinarity [3]. Among these,
author-based analysis is not preferred in most earlier researches because informa-
tion about their disciplines are not readily available in most datasets. It has also
been suggested by an author-based study that reviewing the affiliations of authors
by going through their manuscripts can be tedious [4]. Also, departmental affilia-
tion in manuscripts may not successfully embed authors to disciplinary fields [5].
Given these drawbacks, many researches for measuring interdisciplinarity adopt
bibliographic methods through journal citation data [6–17].

Nonetheless, some researchers acknowledge that author-based analysis has a great
potential. Not only has author-based analysis been suggested as one of the simplest
ways to collaborate between different fields [13], it is also considered as an effective
way of examining the social and intellectual structure [18]. Therefore, the approach
of measuring interdisciplinarity is shifting from semantic analysis to author-based
network analysis [5]. Co-authorship analysis is widely used in solving questions
related to authors’ collaboration [19].

While a few studies on interdisciplinarity provide effective methods of author-
based analysis, they do not use powerful co-authorship network analysis tools
such as community detection algorithms. Furthermore, many researches concentrate
exclusively on low-level analysis such as individual author or article.

We aim to build a co-authorship network of a well-known interdisciplinary field,
complexity science, to illustrate the field’s interdisciplinarity in multiple levels. We
collect the data from the Google Scholar database by searching for every author who
has labeled their interest in complexity science. For the classification of disciplines,
we analyze the self-declared interests of each researcher in addition to their affiliation
enlisted in the Google Scholar profile. We measure the diversity using an applied
form of Shannon entropy for each level.

We start with demonstrating the multidisciplinarity of the complexity science
community bymeasuring the diversity of disciplines on the global level. At the group
level, we divide the co-authorship network using a community detection algorithm
and show that the diversity of disciplines for each divided community remains high.
Compared with the global level diversity, this implies that authors do not form their
groups based on their traditional disciplines. At the individual level, we measure the
interdisciplinarity of each author by measuring the diversity of disciplines in their
neighbors called neighbor diversity and compare them with the degree centrality.
The high correlation between these demonstrate that researchers are very open to
collaborating with scholars in diverse disciplines.

Our research has threemain contributions. First, we conduct amulti-level analysis
on the interdisciplinarity using a social network approach, contrast to many single



Multi-level Co-authorship Network Analysis … 395

level analyses relying on bibliographic methods. Secondly, we demonstrate the rela-
tionship between neighbor diversity and degree centrality and discuss how the rela-
tionship can show the interdisciplinarity of a community. Lastly, we propose a new
way of collecting author data and labeling them to disciplines by the self-declaration
each scholar has made. Our research design can be applied for determining inter-
disciplinarity in many other heterogeneous communities such as multidisciplinary
fields, research institutes, or liberal arts programs in universities.

2 Concepts of Interdisciplinarity and Diversity

2.1 Multidisciplinarity Versus Interdisciplinarity

Interdisciplinarity is defined as approaches to integrate separate disciplinary data,
methods, tools, concepts, or theories [3]. Unlike interdisciplinarity, multidisci-
plinarity is no more than a simple sum of separate disciplines where each discipline
retains its original identity. Hence, the process of integration should be considered
while assessing interdisciplinarity. Literature review observes bibliographic analysis
and citation-basedmeasurements to be the most common in capturing the integrating
properties [3]. Meanwhile, teamwork is suggested as a crucial part of interdisci-
plinarity which is difficult to capture through these bibliographic analyses [20]. This
strengthens our pursuit for co-authorship networks.

The difference between multidisciplinarity and interdisciplinarity is a caveat for
this study, which is why interdisciplinarity should be assessed through both high-
level and low-level approaches. An example of this pitfall is demonstrated in the
interdisciplinary analysis in the field of nanoscience [4]. Although nanoscience can
be considered multidisciplinary given its heterogeneity in disciplines, it cannot be
considered interdisciplinary since not many scholars show cross-disciplinary co-
authoring process andmerely share the prefix “nano” in their publication titles or jour-
nals. Therefore, there is no effective interaction among disciplines. To demonstrate
the presence of heterogeneous teamwork, we measure the diversity of complexity
scientists in three different levels.

2.2 Diversity Measures

Earlier studies propose diversitymeasures asmethods of assessing interdisciplinarity
[12, 15, 21]. High diversity implies heterogeneity of research fields in our observa-
tion. It should be handled with care, however, since heterogeneity may imply multi-
disciplinarity but not necessarily interdisciplinarity. Integration must be considered,
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which is why we do not stop at measuring diversity but compare them using commu-
nity detection algorithms in the group level and degree centralities in the individual
level.

In this research, the Shannon entropy from information theory is used to measure
the diversity. In n types of disciplines with each of it holding the ratio of pi , the
entropy is measured through logarithmic function of a base b in the following form.
The entropy is higher when we have a larger n and when pi are equally distributed.
Therefore, even if there are many fields in our system, entropy will not be high if it
is highly biased towards a few disciplines.

S = −
n∑

i

pi logb pi (1)

In measuring interdisciplinarity, the Shannon entropy is suggested to be more
effective compared to the diversity index of the Gini coefficient where it is usually
used to measure inequality [8]. The entropy is effective for measuring the variety
and balance of an interdisciplinary system [21]. Recent studies also use the Shannon
entropy to measure multidisciplinarity or interdisciplinarity [22, 23].

In our research, we apply an exponential transformation to this entropy to show
diversity. The Shannon entropy can be misleading in terms of scales because a two
times larger Shannon entropy does not imply a two times larger diversity [24]. There-
fore, the concept of “true diversity” is suggestedwhere the base b is taken to the power
of entropy S. True diversity is intuitive in describing the heterogeneity. For example,
if there is only one discipline in a group, the entropy would be 0 and thus making
the true diversity 1. If there are two disciplines equally composed in a group, the
true diversity would be 2. In this case, the latter system is two times more diverse
than the former. To sum up, true diversity refers to the number of disciplines equally
contributing in our system. We use this true diversity to intuitively estimate how
diverse each group or individual is in terms of disciplines.

3 Research Design

3.1 Analytical Framework

To demonstrate the interdisciplinarity of a co-authorship network of complexity
scientists, we conduct a three-phase research. As depicted in Fig. 1, this involves data
acquisition, classification and network construction, and interdisciplinarity analysis.
We first collect author information about complexity scientists by searching through
the Google Scholar pages. In the next phase, we classify the disciplines of scholars
based on their interests and affiliation while constructing a weighted co-authorship
network involving all of them. Lastly, we measure the diversity at three levels. At
the global level, co-authorship network is not used but only the true diversity of
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Fig. 1 Research flow chart

disciplines is measured. On this level, the multidisciplinarity is demonstrated but not
the interdisciplinarity. It is in the group level and the individual level that we use co-
authorship networks to analyze interactions that underlie in the multidisciplinarity
at the global level. For the group level, we use the community detection algorithm
and measure the diversity of each divided community. For the individual level, we
define a diversity index called neighbor diversity for each node and compare them
with the degree centrality.

3.2 Collecting and Preprocessing the Data

In our data acquisition phase, we aim to collect author datawhich include information
that can be used to label their disciplines. We collect the names, user ids, affiliations,
lists of research interests, and lists of publication titles for 4,763 complexity scien-
tists from Google Scholar at May 15, 2019. Many studies collect author data either
by searching for publications in journals [18, 25] or specific institutions such as
universities [5, 7, 14, 26, 27]. However, they are not easily applicable in the case of
complexity science. First, due to the nature of interdisciplinarity, topics related to
complexity science is not exclusively published in certain domains or types of jour-
nals. Also, many complexity scientists are affiliated in institutions where complexity
science division is not explicitly organized.

Out of other databases, three significant reasons make the Google Scholar data
suitable for our research. First, Google Scholar provides a list of research interests
for each author. Since it is difficult to determine whether a scholar is a complexity
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scientist, we rely on their self-declared interest which is the list of research inter-
ests from the Google Scholar account. We collector authors who possess a Google
Scholar account and has included “complexity science” or other synonyms in their
research interest. Synonyms include “complex system(s),” “complexity(ies),” “com-
plexity sciences,” “complex system(s) science”, “complex network(s),” “complex
dynamical network(s),” “complex adaptive system(s),” “complexity theory(ies),”
“network and complexity science” and “complex dynamics.” Subfields of complexity
science such as “networks” or “nonlinear dynamics” are not included since not all
researchers of those fields are likely to declare themselves working in the field of
complexity science. For example, scholarswith interest in networksmayhave interest
in computer networks but little interest in complex networks.

Secondly, while studies on co-authorship network suffer the issue of homonomy
[28], Google Scholar helps us circumvent it. Users with the same name but different
Google Scholar ID can reasonably be assumed as different people. There are few
situations where an author is suspected to run two different Google Scholar accounts,
specifically when their name, affiliation, research interest, and list of publications
match significantly. These cases are easily removed through inspection.

Lastly, collecting author information from journals related to complexity science
may include scholars who are doubtful to be considered as complexity scientists. It
is possible to collect complexity science related articles through keywords [29] or
publication data provided by complex systems science institutes such as the Santa Fe
Institute. Nevertheless, making an author list from publications can be problematic.
Not every author in those publications co-author for the sake of being a complexity
scientist, especially in fields where it is common for tens of authors to collaborate on
a paper. For these reasons, we rely on interests listed in the Google Scholar profile
for each author and apply this method in classifying their traditional disciplines as
well.

3.3 Labeling of Disciplines

In this process, we label the disciplines of each author also based on their self-
declared interest. Identifying the traditional disciplinary background of complexity
scientists is difficult as it requires an expert judgement [3]. Though some researches
categorize them based on their affiliated department [4, 5, 30], they acknowledge the
possible inaccuracy that may be caused through inconsistent naming. Working in an
interdisciplinary field, complexity scientists are assumed to have higher possibility
of falling into situations where their departmental affiliation does not fully represent
their disciplines. For example, a researcher with a doctorate degree in physics may
work in an economics department for postdoctoral position and become a faculty at
an information science department. Such cases are not uncommon among complexity
scientists.

Therefore, it is very difficult to label the disciplines of scholars unless each one is
closely examined with expertise. However, a solution can be reached by relying on
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their own declaration of interest. More precisely, we use the list of research interests
for each author in their Google Scholar account once again.We also use the affiliation
information available for some Google Scholar users. For instance, if an author has
included subfields of physics in their interest or is affiliated to a physics department,
we label that person’s disciplines as physics.

Google Scholar users enter their research interest without strict guidelines or
restrictions, contrary to choosing several topics from a drop-down menu. Hence,
classification for each research interest label is not officially provided. Thus, we
develop our own method of mapping each interest into traditional disciplines. To
begin with, we make a list of disciplines to label based on the list of departments
of Seoul National University, a well-established research university where the two
authors are affiliated.

Next,we design amodel tomap each author’s research interest to these disciplines.
Examining the entire research interests in our dataset, we make a list of expressions
that can be categorized into specific disciplines. For example, a researcher including
“medic” or “physio” in their research interest is labeled as a medical scientist. If a
researcher has an interest in “econophysics” and “ecology,” we label their disciplines
to physics, economics and ecology without any weight. Thus, one author can be
labeled into more than one discipline and on average, there are 1.35 disciplines
assigned for each author. To show the validity of this criteria, the interrater agreement
has been measured between the two authors of this work. The Kippendorff’s alpha
value is 0.80.

While designing themodel, wewere careful not to include interdisciplinary topics
such as “artificial intelligence” to the list since that will increase the risk of misclas-
sification. Also, we were strict on distinguishing “computer science” from “com-
putational science.” Computational skills are mandatory in most cases to conduct
research on complex systems, and computer scientists concentrate on different issues
compared to computational social scientists.

3.4 Building the Co-authorship Network

We construct a co-authorship network of 4,763 nodes and 12,663 edges using about
274 thousand publications. Authors are set as nodes and undirected links between
them are added with weight equal to the number of papers co-authored by each pair
of nodes. This way, authors who have co-authored many times have stronger ties and
it is considered during the community detection.

In our network, the true diversity of disciplines is measured in the following
manner. Author A with disciplines labeled “mathematics” and “physics” have their
own diversity of 2 since the two disciplines are unweighted. If Author B is labeled
with “social science” and “computer science,” the group of Authors A and B carry
the true diversity of 4. If Author C is labeled with “physics,” the group of Authors
A, B and C carry the true diversity of 3.79. This is smaller than 4 since there are 4
distinct disciplines but they are not equally frequent.
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3.5 Multidisciplinarity at the Global Level
and Interdisciplinarity at the Group Level

We first calculate the diversity of discipline in our whole network of complexity
scientists using the true diversitymeasurement.As discussed above, the high diversity
at the global level may prove multidisciplinarity but not interdisciplinarity. To assert
interdisciplinarity, we need to show that there are essential interactions between
distinct disciplines. For this purpose, we proceed a group level analysis by using the
modularity-based community detection algorithm [31]. We measure the diversity of
21 subcommunities with the number of nodes larger than 40.

3.6 Interdisciplinarity at the Individual Level

For the individual level analysis, we assess if authors are capable of co-authoring
with scholars in diverse disciplines. We measure the neighbor diversity for each
node. Neighbor diversity of an author is the diversity of a group that includes the
author and their first-degree neighbors. Degree centrality is the number of first-
degree neighbors for each node. We compare these two values for analysis. Since
higher degree centrality increases the chance for connecting with people in diverse
disciplines, it is reasonable to predict that neighbor diversity anddegree centralitywill
have positive correlation. To determine interdisciplinarity however, it is important to
examine how strongly correlated they are. For example, if a scholar with discipline
placed as physics and mathematics have many neighbors but most of them from the
same disciplines, their neighbor diversity should stay low regardless of their high
degree centrality. Hence, we provide an exponential variogram fit to discuss how this
relationship could be used to assess interdisciplinarity.

4 Results and Discussions

4.1 Multidisciplinarity at the Global Level

According to the global level analysis, the complexity science community is highly
multidisciplinary to say the least. Figure 2 shows that there are 28 disciplines
contributing to the field of complexity science according to our labeling criteria.
The red bar at Fig. 3 shows that the true diversity at the global level is about 17.19.
This means that about 17 out of 28 disciplines can be thought to fairly compose the
science community. Thus, from a global-level analysis, complexity science is highly
multidisciplinary to say the least.
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Fig. 2 Number of complexity scientists in each field. Each scholar may be affiliated to more than
one discipline

Fig. 3 Comparison of true diversities at the global level and at the group level. Groups are ordered
by the size of each subcommunity with the white number for each bar representing the size. The red
horizontal line indicates the global diversity while the black horizontal line represents the average
of diversity for the 21 communities

4.2 Demonstrating Interdisciplinarity at the Group Level

The diversity for divided communities are mostly low compared to the whole
network, but not extremely low since the 21 communities show the mean diversity of
12.58 and minimum of 9.17 with standard deviation of 2.44. Given that communities
are divided according to theweighted edges between authors, each community shows
the divided social groups based on network properties [26]. Measuring the diversi-
ties of these social groups, we can discuss whether authors tend to co-author with
researchers from different disciplines. Since the minimum value is 9.17, more than
9 disciplines are equally composed in these social groups. On average, more than 12
disciplines are fairly contributing in a social group of size more than 40. Note that
the largest community is less than 6% of the total size and the smallest community
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is less than 1%. Even in the small-sized social groups, the diversity of disciplines is
still maintained, strengthening our argument that the complexity science community
is truly interdisciplinary.

4.3 Demonstrating Interdisciplinarity at the Individual Level

We examine how degree centrality relates to neighbor diversity with the goal of
showing interdisciplinary interactions at the individual level. In Fig. 4, we fit the
relationship with the following exponential variogram function with the r-squared
value of 0.6980. At the low degree centrality domain, linear relationship is shown
through the orange line. At the high degree centrality domain however, saturation
occurs. This shows that the rate of diversity growth per new neighbor decreases
exponentially. The two domains show different characteristics, and we can analyze
both domains to assert interdisciplinarity.

For the high degree domain, we measure the value of saturation point which is
the fitting parameter b in the following equation. Given that x is the degree centrality
while f (x) is the neighbor diversity, b shows the typical limit of neighbor diversity
for authors, which is measured to be 9.61. This means that 9.61 disciplines equally
contribute to the neighbors for a typical author with high degree centrality.

f (x) = b − ae−cx (2)

For the low degree domain, we measure the rate at which neighbor diversity
increases per every new neighbor. We can get the rate by differentiating the function
near the origin. In this case, f ′(0) = ac should be the rate that neighbor diversity

Fig. 4 Relationship between degree centrality and neighbor diversity of each node. The R-squared
value for variogram fit is 0.6980 with b = 9.61 and ac = 0.73 in f (x) = b − ae−cx
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Fig. 5 Distribution of the five measurements for every author in our data

increases before it gets close to the saturation point. This is also the slope value for
the orange line at Fig. 4, which is measured to be 0.73. This indicates that authors
with low degree centrality or neighbor diversity less than 5 typically experience an
0.73 increase in neighbor diversity per every new neighbor. This means that scholars
are comfortable with making connections and co-authoring with colleagues from
different disciplines. Also, a few authors follow the orange line even in high neighbor
diversity level, proving that there exist authors not experiencing the saturating effect
suggested in the variogram fit.

The boxplots in Fig. 5 strengthens our assertion that the complexity science
network is interdisciplinary in the individual level. If (c) showed much lower distri-
bution compared to (b), it means that authors have biased distributions in their neigh-
bors’ disciplines. Therefore, the very similar boxplots of (b) and (c) show that many
authors co-author with scholars in various disciplines, not being significantly biased
to some fields.

Furthermore, comparing (a), (b) and (d), we can see that the number of disciplines
an author gets to connect with increases significantly when they get to know their
first-degree and second-degree neighbors. (d) Shows the whisker at 28, showing that
it is not highly unlikely for an author to be connected to all 28 fields from our list.
This resembles the small-world network property where it does not take too many
steps in the network to connect with a random node [32]. In our case, it is suggested
that it does not take many steps to get to know every discipline in complexity science.
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5 Conclusion

5.1 Summary of Our Findings

Through amulti-level analysis of the co-authorship network, we demonstrate that the
field of complexity science is truly interdisciplinary. Co-authorship network helps
us analyze interdisciplinary interactions in a social context rather than a bibliometric
context. By connecting network properties with the true diversity index, this study
shows how complexity scientists tend to co-author significantly with scholars of
different disciplines.

The global level analysis in multidisciplinarity states that out of 28 distinct fields
in complexity science, the author network can be thought as a community with
about 17 equally contributing disciplines. Our group level and individual level anal-
ysis suggests that this multidisciplinarity comes from interdisciplinary interaction
between authors.

The group level analysis implies that in every subcommunity with size larger
than 40, at least 9 disciplines equally contribute to the subcommunity (Fig. 3). This
implies that complexity scientists do not tend to form discipline-based groups such
as “complexity physicists,” or “complexity economists” that exclude scholars from
other disciplines. For the best of our knowledge, this is one of the few co-author-
based analyses on measuring interdisciplinarity and the first research in diligently
applying community detection methods with their social implication.

For the individual-level analysis, instead of relying on linear fitting or Pearson
correlation measurement to explain the relationship between degree centrality and
neighbor diversity, we take the saturation point into account and fit the relation to an
exponential variogram function (Fig. 4). This shows that scholars with high degree
centrality can expect their neighbor diversity almost up to the value of 9.61 while
authors with low degree centrality can expect their neighbor diversity to increase by
0.73 for every new connection. This shows how comfortable complexity scientists are
in co-authoring with scientists outside of their disciplines. Also, no significant differ-
ence in the neighbor diversity (Fig. 5b) and number of fields of neighbors (Fig. 5c)
shows how unbiased complexity scientists generally are in terms of collaborating
with scholars of various disciplines.

We also introduce newways of collecting data, labeling authors in disciplines, and
measuring interdisciplinarity through network analysis. Unlike the worries that using
Google Scholar and author-based analysis is undesirable due to the unavailability of
data, we overcome this problem by using the Google Scholar profile information and
relying on each author’s declared research interests.

Our research can be applied to measuring interdisciplinarity of other science
communities.Whilemany studies on interdisciplinaritymeasurement concentrate on
measuring the interdisciplinarity of disciplines, journals or individuals, we measure
the interdisciplinarity of the interdisciplinary community itself. This can be combined
with other co-authorship network studies that analyzes interdisciplinary research or
claim the presence of interdisciplinarity but do not provide quantitative measurement
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in their network analysis [1, 28]. Furthermore, our methods can be used in social
network studies in measuring how diverse a community is in terms of disciplines. For
example, social network from a liberal arts institute may be analyzed to demonstrate
whether students are familiarwithmaking connections to other studentswith different
majors.

5.2 Limitations and Future Work

Since we collect author data solely fromGoogle Scholar, our analysis may not reflect
the characteristic of the whole population of complexity scientists. Given that we rely
on each author’s own declaration of their interests, the information extracted from
our data may lack consistency. Some scholars may declare themselves as complexity
scientist or be affiliated at complexity science institutes but do not bother listing
the specific word in their Google Scholar profile. Some scholars may want to list as
many interests that comes to their mind while others may list only a few subjects they
find themselves most devoted into. Also, not weighting the disciplines for authors
classified into more than two fields may inaccurately describe their expertise.

Toovercome this issue,we can perform text analysis on abstracts of the publication
data. By extracting relevant keywords that can be classified into certain disciplines,
we can assign a vector to each author representing how close they are to each of
the disciplines. Also, this vectorization can be applied to measure distances between
individual authors or network communities, giving idea on how a pair of disciplines
is close to one another in the field of complexity science.
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Complexity and Corruption Risk
in Human Systems

James K. Hazy

Abstract This paper applies concepts from complexity science to describe corrup-
tion risk in the context of various types of uncertainty intrinsic to social interaction
systems [12]. This is in contrast to typical approaches that focus on individual ethics
and agency issues that are observed during human organizing (cf. [23]). More specif-
ically, this article argues that disequilibrium conditions in organizations [15, 16]
emerge as opportunity tension [7] creates value potential which perturbs the align-
ment of attention among the agent population related to their expectations about the
benefits of participating in the organizational system.

As new value potential captures the attention of some agents, disequilibrium condi-
tions increase the complexity of the decision space encountered by each agent. Rather
than just going along with others and following the momentum of internal processes,
they have alternatives: Does one continue going along with what the organization is
doing or take a chance on this new opportunity? On the margin, this dilemma reduces
the level of participation in ongoing activities further weakening the system’s internal
process momentum. This further increases the perceived relative value of the new
opportunity. As a consequence of this intensifying value-identifying positive feed-
back loop [8, 9], more agents consider acting outside the norm in an effort to realize
this new value. In contrast, in a healthy organization, information about any new
value would be fully integrated into the system.

Corruption enters the calculation when local decisions involve contingent path-
ways that might disproportionally advantage decision-makers while harming others
in the organization [2, 19]. Decisions along potentially harmful pathways support
‘value sinks’ which, like heat sinks in thermodynamics, drain value from the system.
Thus, corruption risk is systemic and is present as networks absorb new information
from more complex networks in the ecosystem [24].
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1 Three Pillars of Structure in the Literature

This article explores the notion of ‘corruption risk’ in the context of three specific
challenges that agents face as they are driven to use organizing as ameans tomaintain
or improve predictability across scale. Recent research, primarily from the computa-
tional sciences, has uncovered conditions that enable information exchange among
complex networks in the context of scale-free relationships evident in the probability
density functions (PDFs) of certain agent states in the population [14, 24, 25]. Hazy
[11] argues that agents intentionally act to further these dynamics in the popula-
tion by constructing what are called structural attractors [1]. These are recognizable
physical, social or conceptual objects that increase local predictability for agents who
participate in them. One might consider a road sign that identifies one’s position, for
example.

Hazy [11] identifies three distinct types: spatial (including relative position in
an abstract as well as physical space), temporal, or social, according to the type
of complexity that each type is intended to navigate. These sources of attraction
‘draw’ participation by enhancing predictability—and thus value—in the face of
three aspects of complexity: uncertainty about ‘where,’ that is, the spatial complexity
regarding where opportunities and threats will be found, uncertainty about ‘when’
opportunities and threats will occur, that is, the temporal complexity of unfolding
events; and uncertainty about ‘who,’ that is, who know what, who will do what,
who can decide what, who will cooperate, and who will compete with the agent.
This paper argues that the contingent nature of intentional construction of these
structural attractors around newly discovered sources of value offers a new lens to
study corruption.

To explore this idea, I propose a conceptual framework that reimagines the defi-
nition of value creation. In particular, it defines ‘value’ as a type of discovered or
constructed predictability with respect to access to a relevant object—be it phys-
ical, temporal, social, or even abstract—that persists whether it does so in some
physical or abstract space, over time, or though social exchange. Notably, as can be
seen in Table 1, the tri-partite nature of ‘value’ in the proposed framework, aligns
roughly with the three analogous macro-level structuration processes of Giddens
[6], the three analogous micro-level factors of Vroom’s [22] expectancy theory, and
three of the dynamic states identified by Tunstrøm et al. [21] to define cognition
during organizing. The framework also aligns with the mutually reinforcing normal-
izing processes that Ashforth and Anand [3] suggest operate to embed corruption in
organizations.

Using Vroom’s language, but framed in the context of human organizing, each of
the three types of structural attraction exerts its own putative force called respectively,
spatial, temporal or social ‘value search’. Each draws agents to participate in the
social dynamics that these structures promote enable to increase local predictability
during their search for value along spatial dimensions, with respect to the timing of
unfolding events, and through social exchange within the larger ecosystem.
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Table 1 Structural attraction as constructed predictability creates value

Name Complexity Macro Micro Predictability and value

Expectancy
alignment

Spatial Signification Expectancy Resolves opportunity
tension through goals and
objectives by focusing
attention where
predictable opportunities
and treats are located

Instrumental
momentum

Temporal Domination Instrumentality Identifies value in
temporal patterns (e.g.,
periodicity) that predict
events, resource flows,
rewards and incentives, or
coercion from others

Following
valence

Social Legitimation Valence Reduce risk by clarifying
who is trusted to share
knowledge, or with
authority to act as ‘us’
that includes ‘me’ when
sharing resources

2 Three Structural Pillars of Human Organization

For the purpose of this analysis, I define an ‘organization’ as an observable potentially
relevant conceptual object shared by member agents in the context of predictable
interacting dynamically stable scale free patterns of human interaction. Further, I
posit that three dynamically stable patterns can be objectively quantified in a popu-
lation. These are: Expectancy Alignment (EA), Instrumental Momentum (IM), and
FollowingValence (FV). These patterns emerge asmetrics during interactions among
subsets of agents as they collectively identify ‘value’ opportunities for participating
agents by exploiting predictable coarse-grain organizational properties [5]. As shown
in Fig. 1, these patterns are observed in the context of inverse power law (IPL) rela-
tionships within distinct probability distribution functions (PDFs) of identifiable
shared dimensions of the agents’ decision space.

Each metric emerges as a defined quantity when IPL conditions are such that the
statistical mean and variance in the relevant PDF is defined, that is, when the c ≥ 3
for the critical exponent, −c, or when, although the mean is defined, the variance is
not finite, that is, when 2 < c < 3. For example, in cases where c ≥ 3 for EA in the
population, each agent can assume that on average, ‘we’ are aligned with a particular
‘opportunity’ in the ecosystem. This emergent predictability related to “like others”
along the three relevant dimensions, EA, IM, and FV, each of which crosses scale,
facilitates the identification and gathering of resources [8]. These, I argue, are the
tri-partite genesis of structural attraction, the social-force that enables human orga-
nizing to add predictive value for participating agents. Structural attraction guides the
interaction dynamics of value creation observed during interactions among agents.
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Fig. 1 Corruption risk exists when a stable sub-organization might form around a value sink

To sustain baseline predictability in a population and realize the benefits of social
ordering, agents are therefore driven to maintain the characteristic exponent of
−c, where c ≥ 3 in the IPL for PDFs of one or more of their EA, IM, or VL states.
This is the human equivalent of a ‘defensible nest’ in evolutionary biology [20].
Thus, for agents, an ‘organization’ is a zone of higher predictability (and thus less
perceived complexity) and is experienced simultaneously by a bounded collection
of agents within a complex ecosystem. This analysis suggests three propositions:

Proposition 1: In a stable organization, the PDF of a metric for ‘Expectancy Align-
ment’ of states among subsets of agents in the face of ‘opportunity tension’ reflects
an IPL with critical exponent −c such that c ≥ 3.

Proposition 2: In a stable organization, the PDF of ‘Instrumental Momentum’ of
states among subsets of agents in the face of ‘informational differences’ reflects an
IPL with critical exponent −c such that c ≥ 3.

Proposition 3: In a stable organization, the PDF of ‘Following Valence’ of
states among subsets of agents who viscerally ‘trust’ one another reflects an IPL
with critical exponent −c such that c ≥ 3.
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3 Corruption Risk in Organizations

Corruption enters the picture when agents build structural attractors that allows
locally realized value to be exploited in a way that the new value is lost to the
broader reference system. In particular, a value sink is defined as a self-contained
‘organization’ nested within another organization such that the value created from
an opportunity is preserved for ‘insiders’ of the value sink, and is done in a way that
harms others or denies ‘outsider’ members of the reference organization access to
that value. To do this, a renegade subset of organized agents destabilizes one or more
of the pillars of the reference organization by increasing the critical exponent, −c,
beyond the threshold where c < 2 making choices and rewards along that dimen-
sion less predictable. This creates conditions such that for a rational agent, there is
a reasonable loss of confidence in the predictability of existing internal interactions
because both mean and variance are no longer defined [24]. As described in more
detail in the next paragraphs, risk of corruption, that is, risk that a dissipative value
sink structure will emerge to replace lost predictability, occurs as any of these pillars
becomes unstable in the variance, i.e. where c < 3.

3.1 Risk 1: Expectancy Alignment Instability Increases
the Probability that a Value Sink Will Emerge

The first stabilizing pillar that crosses levels of scale relates to mechanisms which
help to resolve opportunity tension by identifying and sharing broadly among agents
the ‘what’ and ‘where’ of an opportunity or threat around which individuals might
align. For example, individuals might align toward a water source, marketplace, or
warehouse. In stable organizations, agents align with operationally relevant oppor-
tunities and goals and form projects that are focused on specific opportunities or
threats [10]. Signification structures such as project plans and priority lists, attract
individuals to their use, and in their use bias the choices that agents take in ways that
to align their attention and expectations with like-others—what would be called ‘us’.
These activities promote and maintain a significant, observable level of ‘expectancy
alignment’ (EA) in the population.

I posit that when the PDF that measures the level of EA across agent states reflects
an IPL pattern with a critical exponent −c such that c ≥ 3 the pattern enables a level
of predictability for each agent with respect to the expectations of other agents in the
population. This emergent predictability adds value to the collective by providing
relevant information about opportunities in the ecosystem. For example, activities
that ‘inspire a vision’ of the future, or ‘set clear objectives’ would be examples of
individuals using signification and the expectancy alignment pillar to attract agents
to the organization’s goals as they evaluate their own expectations and make deci-
sions. The emergence of sudden collective order as reflected in covariant choices
and action across a population’s members has been called “collective cognition” [4].



414 J. K. Hazy

These activities along with social contagion dynamics [13] align the polarity of fine-
grain attention among agents and this literally stores an information bit about the
opportunity in its structure.When this bit of information is erased, rational processing
by agents is less efficacious which increases the risk that a value sink will emerge.
This suggests a proposition:

Proposition 4: If the IPL of the PDF of Expectancy Alignment among subsets of
agents of the organization has a critical exponent −c such that c < 3, then there is
risk of corruption.

3.2 Risk 2: Instrumental Momentum Instability Signals
a Nascent Value Sink

The second stabilizing pillar reflects the ‘when’ of access to existing internal
resources and information. For example, this includes processes such as promo-
tions and pay treatment, bureaucratic process structures that distribute resources,
and services such as payroll and incentive payments. These scale-free structural
mechanisms sustain the momentum of the nested internal dynamics of resource
acquisition and distribution as they operate predictably within a population. These
domination structures include mechanisms like periodic forcing actions that use, for
example, incentive payments and bonuses or the threat of punishment, to sustain
and increase temporal oscillations and repeated patterns in the organization. These
predictable domination structures attract agents to belong to organizations due to the
predictability of trusted institutional events, for example meals, work hours, payroll
cycles etc.

Activities that build and sustain ‘Instrumental Momentum’ promote and sustain
an observable level of predictability over time and across scale while leveraging
the relative levels of political, economic and positional power of certain individuals
across the social network. These structures support agents’ choices and actions by
storing information about and thus stabilizing the relative predictability of the stocks
and flows of requisite resources, like bi-weekly pay checks. These activities build and
sustain the instrumentality that engenders collective efficacy. The presence of internal
momentum as reflected in changing relative patterns among agents, are elements of
“collective cognition” [4]. If this predictability dissipates, corruption risk increases.
This analysis suggests a proposition:

Proposition 5: If the IPL of the PDF of Instrumental Momentum states among
subsets of agents of the organization has a critical exponent −c such that c < 3, then
there is risk of corruption.



Complexity and Corruption Risk in Human Systems 415

3.3 Risk 3: Following Valence Legitimizing a Value Sink
Signals Structural Reconfiguration

The third stabilizing pillar reflects the ‘who’ of legitimate access to the benefits and
value created by the ‘organization’ as a distinct ontological entity. For example, the
PDF structure of social identity differences among ‘us’, as well as between ‘us’ and
‘them’, and how this distribution, perhaps displayed during rituals, determines claims
to the organization’s resources, past, present and future, as well as guarantees with
respect to the agent’s health and safety with respect to various threats internal and
external to the organization. Thus, the third stabilizing pillar consists of interactions
within a collective that, due to generalized trust or ‘valence level’ among individual
interactions, creates a level of viscosity during social interactions that resists an
agent’s tendency to go its own way.

This stored information allows agents to form cognitivemodels that predict persis-
tent levels of covariance in localized choice and action within subgroups. This nested
conformity among agents in groups form communities of otherwise independent
actors as they imitate or follow one another’s choices in complex decision spaces
[17, 18]. For example, this would involve knowing who has legitimate authority
with respect to resource distribution and thus deserves loyalty and imitation. The
“valence” of “us” has the enabling effect of identifying for individuals, the subset of
others who “we” can trust, and therefore whom “I” should follow instinctively absent
other information. When this structural predictability breaks down, corruption risk
increases. This suggests a final proposition:

Proposition 6: If the IPL of the PDF of Following Valence among subsets of agents
of the organization has a critical exponent −c such that c < 3, then there is risk of
corruption.
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A Novel Viewpoint on Social Complexity
and the Evolution Model of Social
Systems Based on Internal Mechanism
Analysis

Wei Wang

Abstract Social systems are composed by people and the environments they lived
in. The systems reflect the relationships among people, and the relationships between
human beings and environments. Because individuals are with different beliefs,
wishes or demands, and the environments are with a series of uncertainties, the
complexity of social systems is inevitable. To analyze and understand the complex-
ity is very important. It is helpful or useful for us tomodel and predict the systems and
to reconstruct a better society. In this chapter, some of the definitions and methods,
such as, the definitions of the complexity, the components of social systems, hier-
archical and multiscale analysis of social systems, networks methods of the social
factors, statistical methods, index methods, and so on, are summarized. From the
viewpoint of original motivations of the social development, the analysis on the
complexity of social systems is considered. For modelling the evolution of the main
social indexes, a novel spatial-temporal model is proposed, in which, the spatial part
is a fractal structure model which is iterated by the self-interactive process with the
external factors, and the temporal part is a diffusion process which is determined by
the temporal natural, social, and political conditions.

Keywords Social system · Complexity · Internal mechanism · Spatial- temporal
model

1 Introduction

During the long history of social developments, people have been struggling for
improving their living conditions and pursuing for their rights of freedom. In such
periods, science and technology provide convenient and efficient thoughts, tools,
and means for people’s working and living. Science and technology also provide
more chances or opportunities for people to develop their skills and careers. On the
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other hand, because of the differences in the possession of natural resources and
the abilities to adapt the societies, the conflicts or the fights for the equalities or
rights have been going on and on. That is a part of the main reasons causing social
complexity. Complexity analysis has been one of the recent emerging topics in the
study of animal and human societies [1]. It is the eager for better understanding and
describing the social complexity that raises new requirements for us to get to know
the social phenomenon and to reveal the internal mechanism of complexity in the
procedures of social developments.

In fact, there have been many methods proposed for analyzing the complexity
of social systems, for example, the components in social systems (see [1] and the
references therein), human cooperations [2], and regression models of social factors
(see [3] and the references therein), and the index methods for the comprehensive
analysis of the social developments [4], and so on.

Because of inconsistent definitions and operationalization on key social traits of
the fundamental components of social complexity, to compare the across studies and
species, as distinct components of a social system, the definition and characteriza-
tion of social organization, social structure, mating system, and care system were
discussed [1].

Existing theories are usually formulated as verbal models and, as a result, do not
yield sharply defined, quantitative predictions that could be unambiguously tested
with data [5]. In [5], a cultural evolutionary model, that predicts where and when the
largest-scale complex societies arose in human history, was developed.

A systematic review of statistical physics research was provided to advance our
understanding of human cooperations, in particular focusing on the application of
MonteCarlomethods, the theory of phase transitions to understand pattern formation,
the spatiotemporal dynamics of the systems, and the principles of self-organization
that may lead to socially favorable evolutionary outcomes [2].

However, the concept remains both poorly defined and understood [1]. Although
the emergence of complex societies has been identified as one of the major transi-
tions in evolutionary biology [6], it is frequently unclear what is meant by ’social
complexity’ and definitions vary [1].

At the same time, many of the methods are based on the regression analysis on the
relevant factors of the social phenomena. That is to say, they are about the statistical
analysis or the analysis on the relevance of different factors. There is little concerns
about the complexity from the internal mechanism of social phenomena or social
systems [7].

In this chapter, firstly, we will give a very brief summary on the analysis methods
for social complexity, such as the correlation analysis of factors, the components
analysis and the regression models, index methods, and cultural models, etc. and we
point out the limitation and challenge of the analysis methods. Secondly, we intend
to analyze the complexity from another point of view, i.e., the origin motivations
of social systems. Thirdly, we establish the primary model, a novel spatial-temporal
model, on the social developments.

The arrangement of this chapter is as follows. In Sect. 2, some of the methods
proposed for the analysis of social systems are reviewed briefly. In Sect. 3, from the
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viewpoint of the original motivations of the social developments, the analysis on the
complexity of social systems is considered. In Sect. 4, for modelling the evolution of
the social processes derived from the internal mechanism, a novel spatial-temporal
model is proposed, in which, the spatial part is a fractal structure model, which is
iterated by the self-interactive process with the external factors, and the temporal
part is a diffusion process, followed by some conclusions.

2 Summary on Definitions and Methods for the Complexity
of Social Systems

As mentioned above, there have been some definitions and methods proposed for
the analysis on social systems or social complexity, such as, the definitions of social
complexity, the components of social systems, the structure models, cultural devel-
opment models, regressive models, indexmethods, and qualifying models, etc. Here,
we will give a very brief summary on those methods.

2.1 Definitions on Social Complexity

Generally speaking, complexity and simplicity are oppositive. A system is said to
be complex if the system is with the following features: (1) the diversity of its
components; (2) the hierarchical and multiscale of its structure; (3) the diversity,
overlap, dynamic variable of their interactive, and its parts are all neither arranged
completely randomly nor completely ordered [1, 6, 8].

According to the very general definition, which also applies to phenomena in
physics or molecular biology, complex systems are made up of multiple parts that
interact in multiple ways, generating non-linear emergent effects that are greater than
the sum of their parts [9, 10].

Social interactions and relationships contribute to more social complexity when
interactions take multiple forms and occur in different contexts, when individuals
recognize each other, memorize past interactions, havemany opportunities to interact
with the same individuals again in the future, and if they modify their behavior in
response to previous interactions [11].

Such kind of definitions gives us a more intuitive description to the relationship
among the different factors or integrants. It is helpful for the analysis of social
systems.

Based on the definitions of social complexity, the mode and the potential process
of social systems, the definitions and characterization on social organization, social
structure, mating system, and care system as distinct components of a social system
were discussed [1].
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Moreover, aspects of reproduction and parental care have also been invoked to
characterize levels of social complexity, so that no single comprehensive measure is
readily available [2].

2.2 The Components of Social Systems and Physical
Approach to Complex Systems

Typically, natural or social systems consist of a large number of nonlinearly inter-
acting elements. These systems are open systems, they interchange information or
mass with environment and constantly modify their internal structure and patterns
of activity in the process of self-organization. As a result, they are flexible and easily
adapt to variable external conditions. However, the most striking property of such
systems is the existence of emergent phenomena which cannot be simply derived or
predicted solely from the knowledge of the systems structure and the interactions
among their individual elements.

It is just the social complexity that raises a demand on the analysis about it. The
property related to the complexity points to the holistic approaches which require
giving parallel descriptions of the same system on different levels of its organization.
There is strong evidence—consolidated also in the present review—that different,
even apparently disparate complex systems can have astonishingly similar charac-
teristics both in their structures and in their behaviours. One can thus expect the
existence of some common, universal laws that govern their properties.

Physicsmethodology proves to be helpful in addressingmany of the related issues.
In the reviews [2, 12], the authors advocate someof the computationalmethodswhich
in their opinions are especially fruitful in extracting information on selected—but
at the same time most representative—complex systems like human brain, finan-
cial markets and natural language, from the time series representing the observ-
ables associated with these systems. The properties focus on comprising the collec-
tive effects and their coexistence with noise, long-range interactions, the interplay
between determinism and flexibility in evolution, scale invariance, criticality, mul-
tifractality and hierarchical structure [13]. The methods described either originate
from ’hard’ physics—like the random matrix theory—and then were transmitted to
other fields of science via the field of complex systems research, or they originated
elsewhere but turned out to be very useful also in physics—like, for example, fractal
geometry [14].
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2.3 The Hierarchical, the Multiscale Complexity in Networks
and Dynamical Networks for Social Systems

In order to reveal the hierarchical structure and the multiscale complexity, in [15],
the authors provided a comprehensive review on the features of social networks.

Networks have become a key approach to understanding systems of interacting
objects. Meanwhile, many networks are known to possess hierarchical organization,
where communities are recursively grouped into a hierarchical structure, see the
references in [8, 15].

In [15], the authors reinvented communities as groups of links rather than nodes
and shown that this unorthodox approach successfully reconciles the antagonistic
organizing principles of overlapping communities and hierarchy. In contrast to the
existing literature, which has entirely focused on grouping nodes, link communities
naturally incorporate overlap while revealing hierarchical organization. Their results
imply that link communities are fundamental building blocks that reveal overlap and
hierarchical organization in networks to be two aspects of the same phenomenon.

These networks possess rich meta data that allow us to describe the structural and
functional roles of each node. By calculating meta data-based similarity measures
between nodes, we can determine the quality of communities by the similarity of the
nodes they contain (community quality). Likewise, we can use meta data to estimate
the expected amount of overlap around a node, testing the quality of the discovered
overlap according to the meta data (overlap quality).

Furthermore, dynamical networks are powerful tools for modelling a broad range
of complex systems, including financial markets, brains, and ecosystems. They
encode how the basic elements (nodes) of these systems interact altogether (via
links) and evolve (nodes dynamics). Despite substantial progress, little is known
about why some subtle changes in the network structure, at the so-called critical
points, can provoke drastic shifts in its dynamics. This challenging problem can
be tackled by introducing a method that reduces any network to a simplified low-
dimensional version. It can then be used to describe the collective dynamics of the
original system [16].

This dimension reductionmethod relies on spectral graph theory and,more specif-
ically, on the dominant eigenvalues and eigenvectors of the network adjacencymatrix.
Contrary to previous approaches, the method is able to predict the multiple activation
of modular networks as well as the critical points of random networks with arbitrary
degree distributions.

2.4 The Cultural Evolutionary Model

How did human societies evolve from small groups, integrated by face-to-face coop-
eration, to huge anonymous societies of today, typically organized as states? Why
is there so much variation in the ability of different human populations to construct
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viable states? In [5], a cultural evolutionary model was developed, it can predicts
where and when the largest-scale complex societies arose in human history. The
central premise of the model is that costly institutions that enabled large human
groups to function without splitting up evolved as a result of intense competition
between societies—primarily warfare. Warfare intensity, in turn, depended on the
spread of historically attested military technologies (e.g.., chariots and cavalry) and
on geographic factors (e.g., rugged landscape) [5].

2.5 Quantifying Social Complexity—Index Methods,
Regression Analysis

Apart from the analysis of structure and components mentioned above, there are
some quantitative methods for social systems.

2.5.1 Some Index Models

For a specific question to compare levels of social complexity across species, it is
required a scale that ideally integrates measures of both group size and relationship
diversity. Most previous studies have focused on either one of these measures, for
example, in [17], the authors proposed an index of social complexity that integrated
information on interspecific variation in the representation of different age and sex
classes. In [18], the authors proposed a continuous index of sociality based upon
measures of philopatry, grouping tendencies, and the tendency of individuals to
contribute to reproductive altruism.

In [4], the authors proposed the index method for measuring the levels of social
developments, especially for that of China.

Other measures of social complexity focused on social relationships. In [19], the
authors recommended that social complexity should be measured as the number of
differentiated relationships that individuals have, where differentiated relationships
are those that can be distinguished by an observer. In [20], the authors proposed
a more specific procedure to quantify the diversity of differentiated relationships
among group members, but it did not incorporate information on group size either.

In the past, scholars in history, archeology, sociology, anthropology, and other
related disciplines have used very different and mostly single measures of social
complexity. A recent multi-disciplinary collaborative project that also included evo-
lutionary biologists used a list of 51 variables that reflect the size and hierarchical
complexity of social units along with some human-specific features, such as the
information and monetary system [21].
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2.5.2 Some Regression Models

Classical regressions, such as least absolute shrinkage and selection operator tech-
niques, provide models with linearity, convexity and differentiability attributes,
which are highly appreciated for describing systems performance. However, the
automatic generation of accurate models for complex systems is a difficult challenge
that designers have not yet fulfilled by using analytical approaches [22].

For comparative biology, such as, phylogenies, taxonomies andmulti-trait models
for continuous and categorical characters, the general quantitative genetic methods
were proposed. And regressions were performed while accounting for phylogenetic
relatedness among species using MCMC generalized linear mixed models [23].

To understand the relationships among the traits associated with social complex-
ity, and the traits associated with the complexity of social relationships, the following
regression models have been built: four models with average levels of kinship as a
predictor of each of the traits of organisational complexity; five models with average
levels of kinship as a predictor of each of the traits associated with relational com-
plexity; models with absolute brain mass as the response variable and the combined
measure of relational complexity as predictor variable on its own, the combinedmea-
sure of relational complexity together with body mass, and together with body mass
and diet/arboreality; and models with absolute brain mass as the response variable
and average levels of kinship as predictor variable on its own, average levels of kin-
ship together with body mass, and together with body mass and diet/arboreality [3].

2.6 Statistical Physics Methods of Human Cooperations

Human cooperations are the results of their struggling for survival. In a reality world,
extensive cooperation among unrelated individuals is unique to humans, who often
sacrifice personal benefits for the common good and work together to achieve what
they are unable to execute alone. The evolutionary success of our species is indeed
due, to a large degree, to our unparalleled other-regarding abilities. Yet, a comprehen-
sive understanding of human cooperation remains a formidable challenge. Recent
research in the social sciences indicates that it is important to focus on the collective
behavior that emerges as the result of the interactions among individuals, groups, and
even societies. Non-equilibrium statistical physics has proven to be very valuable for
understanding counterintuitive evolutionary outcomes. The related references can be
found in [2].

The analytical methods mentioned above are based on the statistical analytical
methods. They depend on the sample obtained. At the same time, they cannot reflect
the master-slave relationship among the factors, and they cannot reflect the motiva-
tions for the evolution of social systems. It means that the methods don’t reflect the
causality of social systems.
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2.7 The Challenges of the Analysis on Social Systems

As to the challenges on the analysis of social systems, first of all, the problem is
that there is no proper model to reflect the essential characteristics from the internal
mechanism of social systems [7].

The second one is that the data in social computation are all with serious uncer-
tainties. Models based on traditional methods of time series or stochastic methods
are often depending on the obtained samples, which will seriously influence on the
adaptability of the model to the drastic changing of evolutionary processes, and they
will also influence on the accuracy of estimation or prediction [24].

At the same time, with the development of science and technology, especially
the information technology, the appearance of new technology, such as, big data,
machine learning, artificial intelligence, and block chains, etc. the advances provide
new possibility for social activities, they also bring about new problems for the
innovation of analysis on social systems.

It is based on the statement above, we intend to provide a novel viewpoint on social
complexity and a new spatial-temporal model for the evolution of social systems
based on the the theory related to the evolution processes of polymer [25] and the
self-interactive systems with external factors [24], which with the feature of self-
interactive processes that can reflect the behavioral characteristics of humans.

3 The Novel Viewpoint on Complexity Analysis of Social
Systems

As mentioned above, there have been many aspects about the analysis on social
complexity. However, many of the analysis concern about the phenomenon, the
performance of the complexity. There has been little concerns about the causes or
the motivations of complexity.

3.1 The Analysis on the Causes of the Social Developments

Generally speaking, the evolutionary history of human societies is the history of
human beings fighting against the natural environments and struggling with them-
selves. It is the strong aspiration for improving the natural environments and extend-
ing the living space that makes great progress of science and technology. The design-
ing and manufacturing of tools make the people having more ability to provide more
materials they want, and having the ability to go to a longer distance or to reach
a wider space. The pursuits for more ability and more resources make the society
moving forward. In fact, to pursue the more ability of developments, the progress of
science and technology has been pushing forward forever. Science and technology
provide the way for developments.
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At the same time, the development of technology has expedited the development
of business. The companies provide themeans of thematerials and facilities we need.
Human beings are not only the providers bus also the consumers. The interaction
of consumers and providers is also one of the main reasons for cooperations and
social developments. It is the social developments that lead to the emergence of the
economic, commercial, and financial sectors, and even to the promoting of human
civilizations.

On the other hand, owing to the weakness of humanity, humans’ desires, greed,
and selfishness have caused many tragedies and regrets. It is believed that there is
only permanent interests but no friends forever. For interests (resources, or money),
someone may give up family and friendship. Even if they are members of family or
friends, owing to the conflict of gains, they may go to court. Because of the limited
resources, in order to occupy the more resources, the conflicts and fights between
groups may be inevitable, the countries may get into war.

In fact, people also seek for the methods to fight against the weakness of human
beings, in the early periods of the history, to eliminate the evil, the JesusChrist and the
Godwere created in thewestern, theHeaven and the JadeEmperorwere created in the
east countries. In a reality world, to avoid the confuse, people established the social
systems and political rules to regulate the society and to ensure the developments
and progresses.

Under the conditions of having common beliefs or interests, individualsmay come
together to form groups, to cooperate to achieve their targets. The pursuit of interests
and the difference among of individuals or groups are the original motivations of
competition. On the contrary, it is the competition that may also improve the social
developments.

3.2 Hierarchical Structure of the Social Components

It is just because of the limitations of a single person that people must join together
to form a joint force, to overcome greater troubles or obstacles they meet. Human
beings have the feature of sociality. The cooperations of people can make them the
best of both sides, promote the production, resist foreign aggression powerfully, and
so on. It is just the proper organization that we can obtain the effect, i.e., one plus
one is greater than two. Therefore, people have formed a series of organizations.

Usually, social organizations are in the formof hierarchical structure. The structure
has more scales, from a single person, to a small family, to a larger family or family
in law, to a friendship circle, to a community, to a district, to a city, to a sate, to a
country, to a continent, to the globe. It is called the pyramid of societies. However,
each scale will have its complexity.

With the development of information technology, there appear more and more
social contacts or social circles. From the viewpoint of scientific analysis, the rela-
tionships can be expressed by graphs or networks, and such kinds of graphs are
dynamical ones.
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The emergence of some high-tech companies, such as, Google, Facebook, Ten-
cent, etc. has made people’s communication and contact in a more and more conve-
nient and efficient way. Such kinds of technical development also prompt the social
development in a new form. That also makes social analysis in a new stage, i.e.,
social computation.

3.3 The Viewpoints on Social Complexity from the Origins
of the Systems

In fact, any social system is a complex system. The main reason is that they involve
many different types of people, groups, organizations, and even countries. It is a
complicated system because different individuals have different backgrounds, expe-
riences, cognitive levels, and different persons have different views on world’s view,
values, and outlooks on life. Those factors lead to great differences in attitudes, mate-
rial needs, contributions to the societies, the senses of identity of the communities,
and even the identity of countries. It is because of the differences of those factors that
promote individuals’ growths and progresses at different levels. At the same time,
different individuals will be restricted by different families, regions, countries and
social rules. In short, these differences will also restrict the levels and degrees of
developments of persons, groups, organizations, and even countries.

The complexities of higher scales depend also on the complexities of their lower
scales. That is to say, as the groups, the states, or even countries, the complexities
come from the forms of the organizations, political rules, the levels of developments,
and even the natural resources.

These factors are themain components of causing the complexities of the societies.
So to model the social system, the original reasons should be considered. For a single
person, he or she can be regarded as a feedback system, the beliefs, pursuits and
experiences are the input variables, and natural environments, social rules, ethics are
the restricted conditions, the index function is the level of growth. So each individual
is a closed-loop system. Any scale of the groups is also a closed-loop system. The
integrated society is, of course, a complex feedback system. The differences of those
systems are the levels and degrees of complexities.

4 The New Strategy for Modelling the Evolution of Social
Systems

To solve the problem of modelling the evolution of social systems from the internal
mechanism of the systems, we intend to build the model from two aspects, such as,
the spatial one and the temporal one.



A Novel Viewpoint on Social Complexity and the Evolution Model … 427

4.1 The Basic Consideration About the Model

Social systems are composed by all kinds of individuals, groups and the environments
they lived in. How can we build a proper model for the evolution of the systems?

Here, we solve the problem from another point of view. We imagine the scenario
that a group of ships sail through the flowing river filled with dangerous shoals and
rapids. From the viewpoint of the spatial aspect, a lot of people gather in a series of
huge cabins. They will cooperate in certain structure to perform the restrictive tasks.
From the viewpoint of the temporal one, the ships are being organized tightly, going
or surfing forward. That is to say, on one hand, they form certain social structure. On
the other hand, they move in the flowing river of the social history. It is such kind of
consideration that we can model the society system as a complex structure moving
in a changing environment. So, the evolution of social systems can be modeled by
certain kind of diffusion processes [26].

From the viewpoint of us, the spatial structure of social systems will be the fractal
structure [7]. It is modeled by some multifractal structure, such as, Brownian motion
iterated by a lot of Brownian motions [14]. That is to say, in the lower scale, the
model is the one of self-interactive process with certain external factors [24], and
in the more higher scale, the model is still the self-interactive process with certain
external factors, which is iterated by the lower scale one. Meanwhile, the temporal
part of the social systems is determined by the macro conditions, such as, the natural
environments, development levels, economic strengths, etc.

Owing to the essential characteristics of individuals are the self-interactive with
himself/herself, to have a better understand for the novel model, we would like to
have an interpretation to the self-interactive processes at first.

4.2 The Self-interactive Diffusion Process

More precisely, self-interacting diffusions have been first introduced by Norris,
Rogers, and Williams under the name of Brownian polymers [27]. They proposed a
model for the shape of a growing polymer. This process has been studied by differ-
ent authors, such as [25]. They shown, in particular in the self-attracting case, that
x converges almost surely. Later, another model of polymers has been proposed by
Benaïm et al. [28]. The model was proposed as the following stochastic differential
equation:

dxt = −
(∫ t

0
f (xt − xs)ds

)
dt + dBt + dut (1)

where xt refers to the state of the main index, Bt refers to the Brownian motion, f
is a proper function, and ut is an interactive factor.

In fact, for the study of processeswhich arewith path-interaction since the seminal
work of Norris, Rogers, andWilliams [27], self-interacting stochastic processes have
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been studied for many years from different aspects, and they have been an intensive
research area. It has been considered from the modelling and asymptotic analysis of
polymer to more abstract self-interaction processes.

4.3 The Self-interactive Process with External Factors
for Personal Growth

In the field of social sciences, the subjects are individuals with different kinds of
beliefs, emotions, and requirements. It is the differences of persons making the social
systems more and more complex. How to describe the evolution of society, in [24],
based on the idea of self-interactive systems, and also based on the dialectics of
philosophy, the model of self-interactive systems with external factors was proposed
as follows:

dxt = −
(∫ t

0
f (xt − xs − Ys)ds

)
dt + dBt + dut (2)

where xt is the state of the main index, it is determined by the beliefs, the pursuits, ut
is the interactive factors from the others, Bt refers to the Brownian motion, Yt is the
external factors to the index, for example, the political or natural constraints, moral
rule’s factors, and f is a proper function. Of course, the function f may be different
for different persons or differnent groups.

Themodel proposed above is an original mathematical model on the the evolution
of individuals based on the dialectical relationship between internal and external
factors [29].

So, from the viewpoint of systems science, the social systems are composed by
people and the environments. For a single person, the input is the belief, the effort,
the political rule, the interactions with others, and restricted conditions from natural
resources, etc. The desired inputs are the targets, pursuits, and the outputs are the
certain comprehensive indexes. The error between the output and the desired input
can be used as the feedback to regulate the system.

In fact, there are a lot of things for us to do, especially with the development of
information technology, the consideration about the personality will becoming more
possible and popular.

4.4 The New Model of Social Systems Based
on the Self-interactive Process with External Factors

As to the evolution of social systems, it is more complex than that of a single person.
For a group, it is the integrated model based on the models of single persons. At the
same time, there are so many indexes needs to be considered.
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Here, we propose a newmodel, which will contain the internal or external factors,
for the evolution of the social systems.

4.4.1 The Essential Factors of Social Enterprises

As discussed above, the complexity of social systems, especially for companies, can
be summarized as follows: there are contradictions between seizing opportunities and
limited attentions; between pioneering or innovating and achieving the established
goals; between focusing on self-interest and willingness to dedicate.

For a more detail description on the factors, we give an explanation as follows.
Competitive environment: in a competitive environment, creativity and initiative

of employee are very important to the success of a business. New organizational
forms and knowledge are competitive assets.

Goal: using adversarial forces to achieve a dynamic balance and getting the max-
imum return on management (ROM).

The law of balance: coordinating various constraints formed by organization,
business strategy and human behavior. Restrictions must be balanced.

That is to say, for individuals or groups, the value and meaning of life can be
realized by the intertwining of a series of characteristics, such as, targeted, organized,
constantly updated, and themixed emotions, such as, depression after defeat, joy after
victory, etc.

So, wewill consider themodel for certain indexes from another point of view. That
is to say, except for the conventional consideration of self-interactive processes, we
also need to consider the possible organization forms, the targets, and the restrictions
stated above for the evolution of the enterprises, and the influenced by certain impels
from outside, for example, the natural environments or factors, the social rules,
political rules, culture, economics, and so on.

And then we combine all the indexes together by the proper method.

4.4.2 The Evolution Model of Social Groups

As to the understanding of group interactions related to decision making, it may be
advanced by considering a limited typography of communication acts [30].

As a matter of fact, the evolution of social groups can be compared with the
organized sports teams. As a football team, for example, every player, whether he
played or not, no matter how long he played, no matter how many goals he scored, is
an indispensable part of the entire team. And, if the entire team is flawless, it should
be the one with the features, such as, the excellence of each player, the effective
combination of the whole team, and the creation of the leader. The players in each
position must be on their own, facing the pressure from their opponents, and they
must respond to teammates in their adjacent positions to form a team. Such an
operational pattern is exactly the best model of human being’s social operation after
the post-industrial revolution.
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The team’s combat effectiveness will depend on the following features. Each of
them has a division of labor and cooperation, i.e., each one should be not only sin-
cere and united but also stand on his/her own. Each individual player has excellent
special technology. At the same time, they and their surrounding companions can
also produce an efficient response, and an efficient football team is based on com-
plete personal capabilities. They have integrated almost everyone into the collective
ones without obvious loopholes. This mode of operation is like a precision-running
machine that roars and is invincible. For a football team, such kind of operation coin-
cides with the working principle of human society after the industrial revolution.

As mentioned above, social groups are also with the hierarchical organization or
multiscale structure, at the lower scale, the system is the one with the characteristics
of self-interactive with external factors, and at the higher scale, the system is also the
self-interactive with external factors. So the groups or companies are with the fractal
structure. The difference with the former research is that the basic unit is the one
with the characteristics of self-interactive system with external factors. The systems
are more like self-interactive process with external factors iterated by self-interactive
process with external factors. Such a structure forms a social pyramid structure.

As a group, a family or basic unit of society, in addition to the the close-loop of
himself/herself as the basic elements, there are interactive among themselves. To an
upper level, the interactive will be governed by the organization rule. All the above
components will join together to form a social structure.

Finally, all of those structures integrated to form the whole society. That is the
spatial model we propose.

Meanwhile, such structure is moving in a changing environment. And the evo-
lution of whole society will be governed by natural environments, political rules,
economical factors, or the general development speeds, behaviour or moral rules of
individuals. They are the temporal part of the whole model.

For the more details on the model of special groups, such as, the estimation of
f in (2), the infinitesimal generator of the diffusion processes, and so on, we will
consider in the future.

5 Conclusions

In this chapter, some of the definitions andmethods, such as, the defining on the social
complexity, the hierarchical structure of social systems, the methods on multiscale
analysis, networks method of the social factors, index methods, statistical methods,
and so on, are summarized. The analysis on the complexity of social systems is
considered from the original motivations or internal mechanism of the society. For
modelling the evolution of the main social indexes, a novel spatial-temporal model,
inwhich the spatial part is fractal structuremodel, which is iterated by self-interactive
processes with the external factors, and the temporal part is a diffusion process, is
proposed. It should be mentioned that, in this chapter, we just provide a structure or
framework for the model on social evolution, it will be refined and improved in the
future.
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Abstract Climate science employs a hierarchy of models, trading the tractability of
simplified energy balance models (EBMs) against the detail of Global Circulation
Models. Since the pioneering work of Hasselmann, stochastic EBMs have allowed
treatment of climate fluctuations and noise. However, it has recently been claimed
that observations motivate heavy-tailed temporal response functions in global mean
temperature to perturbations. Our complementary approach exploits the correspon-
dence between Hasselmann’s EBM and the original mean-reverting stochastic model
in physics, Langevin’s equation of 1908. We propose mapping a model well known
in statistical mechanics, the Mori-Kubo Generalised Langevin Equation (GLE) to
generalise the Hasselmann EBM. If present, long range memory then simplifies the
GLE to a fractional Langevin equation (FLE). We describe the corresponding EBMs
that map to the GLE and FLE, briefly discuss their solutions, and relate them to
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1 Introduction and Aims of Paper

The importance of modelling the response of the Earth’s climate to external pertur-
bations, whether anthropogenic or solar, and internal fluctuations, is well recognised.
It has been addressed by models with many complementary levels of complexity [1],
from general circulation models to very simplified energy balance models [2]. Key
steps included the first deterministic EBMs, and Hasselmann’s development [3–5] of
these into a stochastic differential equation with added white noise. The Hasselmann
model was far from the last word in stochastic modelling for climate applications,
however, and a review of progress in this area was given by the contributors to
a recent book [6]. Of particular note has been the extensive study of multivariate
stochastic models and statistical inference (e.g. [7]), and stochastic modelling [8, 9]
in climate science using the Mori-Zwanzig formalism which provides a very general
mathematical framework for the Langevin equation [10, 11]. Some of this work has
benefitted from a formal equivalence between the Hasselmann model and the driven
Langevin equation of statistical mechanics, and much of it has been done while still
assuming that the noise terms are spectrally white. This greatly eases the mathe-
matical tractability by linking the problem to the most mature parts of stochastic
calculus (e.g. [11]). However there have long been physically-motivated arguments
for making the driving noise term itself spectrally red rather than white. In particular
Leith argued more than 25 years ago [12] that: “unfortunately there is evidence that
[a model of the white noise-driven Langevin type] would be unsatisfactory to capture
some of the low frequency phenomena observed in the atmosphere. This is referred
to as the infrared climate problem and appears to be caused by nonlinear interactions
of the chaotic internal weather frequencies that potentially induce a “piling-up” of
extra variance at the low frequencies”.

More recently evidence has been given for long-range dependence (LRD, [13])
in the climate system based on “1/f” power spectra and other diagnostics [14]. An
alternative approach to using a “1/f” noise term in a stochastic EBM has been to
propose non-exponential, long-tailed response functions in the time domain. These
were introduced by Rypdal [15] in a fractional Brownian setting. This pioneering
paper was followed by further work from the Tromso group, notably [16] and [17].
More recently several papers by Lovejoy and co-workers (e.g. [18]) have demon-
strated the utility of a fractional Gaussian model (StocSIPS) for climate prediction
on monthly and longer time scales.

As Leith’s comments implied, however, the physical arguments for extending the
Hasselmann formalism are much more general than those which motivate LRD, and
there are many other well-known features of the climate system [6, 14] including
periodicities and apparent spectral breaks that also need to be captured. So an ideal
but still simple stochastic EBM would permit a more general range of dependency
structures than either just the shortest possible range (Markovian) or longest range
(LRD) behaviours, while allowing both as limiting cases. Just such a formalism has
long been available in statistical mechanics [10, 19–22], the Mori-Kubo generalised
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Langevin equation. This is a natural extension of the Langevin equation whereby an
integral over a kernel replaces its constant damping term.

In this paper we propose extending the Hasselmann model by this GLE-inspired
route, and show what the analogous generalised Hasselmann equation would be.
We then recap how taking a power-law form for the damping kernel arrives at the
fractional Langevin equation studied by researchers in topics including anomalous
diffusion, and write down a corresponding fractional Hasselmann equation. Frac-
tionally integrating both sides of this allows us to identify how Lovejoy et al.’s new
[23, 24] fractional energy balance equation (FEBE) relates to our scheme.

2 Deterministic and Stochastic Energy Balance Models

The simplest energy balance models are deterministic. They describe the (assumed
linear) change ΔT (t) in the Earth’s global mean temperature T (t) away from its
radiative equilibrium value T0 (i.e. the anomaly in GMT) due to changes in the net
radiative forcing F(t). ΔT is multiplied by the effective heat capacity C to give the
changeΔQ in the heat content of the earth system, while the feedbacks in the climate
system are lumped into a single parameter λ, to give a one-dimensional deterministic
EBM:

dΔQ

dt
= C

dΔT

dt
= −λΔT (t) + F(t) (1)

Hasselmann’s model was a key step in improving the realism of this EBM, by
incorporating delta correlated (“white”) noise ξ(t):

< ξ(t)ξ(t + t ′) >= σ2
Qδ(t − t ′) (2)

giving rise to what we will refer to as the driven Hasselmann equation (DHE):

(C
d

dt
+ λ)ΔT (t) = F(t) + ξ(t) (3)

3 The Hasselmann-Langevin Correspondence

The DHE is the simplest possible Markovian stochastic linear EBM, and as such,
isomorphic to the driven Langevin equation (DLE) of statistical mechanics [20, 25],
for the velocity of a particle executing Brownian motion:

(M
d

dt
+ η)V (t) = F(t) + ξ(t) (4)
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Table 1 A lookup table expressing the isomorphism between the driven Langevin equation (3 left
columns) and the driven Hasselmann equation (3 right columns)

Quantity Symbol Units Quantity Symbol Units

Velocity V (t) (m s−1) GMT anomaly ΔT (t) (K)

Initial V v0 (m s−1) Initial ΔT ΔT0 (K)

Drift V vd (m s−1) F/λ

Mass M (kg) Heat capacity C (J K−1 m−2)

Damping rate η/M (s−1) λ/C (s−1)

Noise strength σv/M (m s−3/2) σQ/C (K s−1/2)

where we followed the convention of [25] that a stochastic variable is upper case
while knownvalues of the variable are lower case. The correspondence iswell-known
in climate science, and can be expressed via a lookup table (Table 1):

It should be noted that the Hasselmann model is sometimes used without a deter-
ministic forcing term F(t) (e.g. [26]).Wewill refer to this as the undrivenHasselmann
equation (UHE):

(C
d

dt
+ λ)ΔT (t) = ξ(t) (5)

and note that it is of course in correspondence with the undriven Langevin equation

(M
d

dt
+ η)V (t) = ξ(t) (6)

whose solution [11, 25, 27] is the well-known Ornstein-Uhlenbeck process.
In standard texts such as [27] it is shown that in the undriven F = 0 case, and for

a solution started at t = 0 with velocity v0, the velocity process of the ULE is

V (t) = v0e
−(η/M)t + 1

M

t∫

0

e−(η/M)(t−τ )ξ(τ )dτ (7)

The equivalent solution for the temperature process in the UHE is well-known to
be:

ΔT (t) = ΔT0e
−(λ/C)t + 1

C

t∫

0

e−(λ/C)(t−τ )ξ(τ )dτ (8)

As noted by [27] the use of the alternative initial condition whereby the evolution
starts at t = −∞ means that the first term in the above can be dropped, giving
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V (t) = 1

M

t∫

−∞
e−(η/M)(t−τ )ξ(τ )dτ (9)

and

ΔT (t) = 1

C

t∫

−∞
e−(λ/C)(t−τ )ξ(τ )dτ (10)

respectively. The extension of the solution to the case with a nonzero deterministic
component of forcing is discussed e.g. by [17].

4 Non-Markovian Models

We noted in the introduction, however, that in both condensed matter physics and
climate science we may not always (e.g. [10, 28]) be entitled to make the (often
very good) approximation that the noise term ξ(t) is white and that the response
function is exponential. Debate continues [1, 8] in climate research about when a
fluctuation-dissipation theorem applies (or a priori could apply), while in condensed
matter applications both internal and external noises are studied [21, 22], so will not
prescribe the power spectrum of ξ(t) in what follows. Since the 1960s one standard
way to handle such cases in statistical mechanics has been to use the full GLE rather
than the Langevin equation which approximates it. In use the initial time a is often
be taken to be 0 or −∞ as discussed by e.g. [10]. Following the notation of [29] but
with U ′(x) = F(t) we have

M
d

dt
V (t) + M

t∫

a

γ(t − τ )V (τ )dτ = F(t) + ξ(t) (11)

In the special case that the response is instantaneous and has no memory we have
that the damping kernel γ(t) = (η/M)δ(t) and the ordinary DLE is retrieved.

By means of the correspondence used previously we can argue that a generalised
Hasselmann equation (GHE) should be:

C
d

dt
ΔT (t) + C

t∫

a

γ(t − τ )ΔT (τ )dτ = F(t) + ξ(t) (12)

which would become the familiar Hasselmann equation in the limit
γ(t) = (λ/C)δ(t).

We are not aware of a general solution-beyond what is available in the Mori-
Zwanzig approach-of the above equations for data-derived F(t) of the type encoun-
tered in climate modelling, but sophisticated numerics are now available (e.g. [30]).
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5 Fractional Non-Markovian Models

A special case of the GLE which has received interest (e.g. [20, 29, 31–33]) because
of its relationship to anomalous diffusion is when the damping kernel γ(t) is chosen
to be a power law γ(t) ∼ t−α (e.g. [29, 31]). The integral operator term in the GLE
can then be replaced (e.g. [29, 34]) by a Riemann-Liouville fractional derivative with
respect to time:

t∫

0

dτ
1

(t − τ )α
≡ γα

dα−1

dtα−1
(13)

where the gamma function in the definition of the derivative was absorbed into γα

and again we follow the notational conventions of Lutz [29].
In this case the GLE becomes the fractional Langevin equation (FLE) (e.g. [20,

29, 31, 32, 35]) which in Lutz’ notation is:

M
d

dt
V (t) + Mγα

dα−1

dtα−1
V (t) = F(t) + ξ(t) (14)

while the GHE that we proposed above would become a fractional Hasselmann
equation (FHE):

C
d

dt
ΔT (t) + Cγα

dα−1

dtα−1
ΔT (t) = F(t) + ξ(t) (15)

The exponential functions in the solutions of the Langevin equation are known
to be a special case of the solution of the FLE in terms of Mittag-Leffler functions
(e.g. [20, 29, 31]), and the analogous expressions would follow for the FHE (see
also [24]).

6 Fractionally Integrating the Standard Fractional
Non-Markovian Models

The FHE has not so far been studied in the climate literature, but a closely related
equation has [24]. To see this we can fractionally integrate both sides of the FLE
and FHE with respect to tα−1. In the FLE case we may refer to the result as the
fractionally integrated fractional Langevin equation (FIFLE):

M
d2−α

dt2−α
V (t) + MγαV (t) = d1−α

dt1−α
(F(t) + ξ(t)) (16)
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The corresponding fractionally integrated fractional Hasselmann equation
(FIFHE) is

C
d2−α

dt2−α
ΔT (t) + CγαΔT (t) = d1−α

dt1−α
(F(t) + ξ(t)) (17)

To establish the relationship between the FIFHE andLovejoy’s FEBEwefirst note
that the H defined in [24] is not that ofMandelbrot’s fractional Brownianmotion(e.g.
[13, 36]), but is instead Mandelbrot’s H − 1/2. We can use the well-known [36]
relationship H = 1/2 + d to identify Lovejoy’s H as the memory parameter d used
in much of the mathematical literature on stochastic processes which exhibit LRD
(e.g. [13]).

If we then identify d with our 2 − α, define a time scale τ via τ d = γ−1
α , and

multiply across by τ d we see that the FIFHE becomes:

(τ d dd

dtd
+ 1)ΔT (t) = τ d

C

dd−1

dtd−1
(F(t) + ξ(t)) (18)

The left hand side is of the same form as Lovejoy’s FEBE [24]. The right hand side
differs from FEBE, being a fractional integral of the forcing term plus a fraction-
ally integrated white noise, the details of which depend on those of the fractional
derivative.

7 Conclusions

This paper is a first report on our project [37, 38] to use the well-known Mori-Kubo
generalised Langevin equation of statistical mechanics to seek a flexible framework
in which the Hasselmann equation and our FIFHE are respectively the short range
and long range correlated limits. We intend to further explore the properties of the
FHE and FIFHE and their relation to the FEBE in future work, as well as those of
the more general GHE for climate.
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