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Abstract Across the globe, the demand over a good quality healthcare is in the rise.
Patients require rigorous treatments and thorough followups. Meanwhile, the advent
of artificial intelligence has opened up various opportunities for healthcare providers
to meet their patients’ demands. With the use of artificial intelligence, data can be
harnessed to provide digital guidance, design care management programs, as well as
predict the upcoming health crisis.While artificial intelligence formanaging patients’
health and well-being may seem ready to be implemented, patients as well as health
institutions still devote a preponderant importance to the clinician at the center of care.
In this chapter, we explore the position of artificial intelligence in the management of
health and well-being, where the human (patient) to human (clinician) interaction is
key to its success. Yet, patients feel ready to get support from artificial intelligence.
We first describe opportunities of how artificial intelligence is already used in the
management of patients’ health. We then describe the hurdles impeding the Human-
AI interaction between the artificial intelligent health management systems and the
user.
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1 Introduction

The advancements in hardware as well as in machine learning (ML) have diversified
the fields of application for artificial intelligence (AI) systems. Among the applica-
tions of these systems are in the medical field. This progress brought techniques for
processing vast amounts of patients’ generated data into several modalities. It has
also allowed the conversion ofmultiple data streams collected by ubiquitous comput-
ing devices into unified feedback models. These models provide medical emergency
insights, timely medical reminders, as well as accurate medical predictions (Koh and
Tan 2005; Sqalli and Al-Thani 2019). The drive for improving medical interventions
has thus pushed themovement of digitalizing health institutions through the adoption
of these intelligent systems. AI systems are now a tool for supplementing clinicians’
decision making, for providing customized and tailored health management plans,
for predicting the next health crisis, and for designing personalized treatments using
precision medicine (Chancellor et al. 2016).

However, with the prevalent adoption of machine learning into the medical con-
text, these AI systems have also drawn attention to the social challenges they bring.
These challenges range from how classification algorithms show bias or disadvan-
tage a certain population group over another, or how the black-box aspect of these
algorithms makes them difficult to be supervised by clinicians (Inkpen et al. 2019).
Moreover, AI systems have also brought concerns among the research and medical
community with regards to issues of discrimination, fairness and accountability (Koh
and Tan 2005; Inkpen et al. 2019). To address these issues, machine learning engi-
neers have emphasized on proposing mathematical insights to correct these social
biases, and to improve the interpretability of the classifications algorithms (Dwork
et al. 2012). This field of research by itself has witnessed an exponential growth in
the past decade, as it is proven by several academic venues that address such topics.
These venues include but are not limited to the ACM Fairness, Accountability, and
Transparency (FAT*) conferences (Proceedings of the Conference on Fairness 2019;
Inkpen et al. 2019), and other relatedworkshops.Moreover, twoof theUnitedNations
(UN) agencies, mainly theWolrd Health Orgamization (WHO) and the International
Communication Unit (ITU), have pointed out the urgency of addressing those topics
by establishing a focus group dedicated for Artificial Intelligence for Health (AI4H)
in July, 2018 (Wiegand et al. 2019). Among the main goals of this group is to set
the regulations for evaluating and benchmarking the ethics of forthcoming AI sys-
tems for health (Wiegand et al. 2019). Allowing these topics to be discussed sets
the ground for an accountable and ethical deployment of artificial intelligence in the
medical context.

In the health and wellness domain, a responsible deployment of artificial intelli-
gence using mathematical insights for biases correction is not enough (Inkpen et al.
2019). The human responsibility is still critical, if not primary. In this context, arti-
ficial intelligence and machine learning systems serve as a helping tool or as an
extension to the clinician decision making process (Inkpen et al. 2019). While these
systems provide accurate predictions and insights, the final say goes back to the clin-
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ician who asses the indicators provided. Based on these indicators and other medical
factors, the decision taken is the one that is foreseen to be the best for the well being
of the patient.

Despite their accuracy, several machine learning systems suffer from being devel-
oped by engineers in isolation and without the inclusion of clinicians and patients
(Inkpen et al. 2019). The human involvement in AI systems’ conception, design,
development and evaluation is essential to guarantee that the insights provided by
these systems are meaningful, significant and actionable for clinicians. Moreover,
these systems need to be developed in an understandable and context-aware man-
ner for the medical community. The Human-AI interaction sub-field of Human-
Computer Interaction focuses on these issues. Nevertheless, it still is unclear how
future emerging trends of a swiftly developing AI may lead. Due to the novelty of the
field, the human-AI interaction in the medical context is still emerging, especially
with regards to technologies of decision support or expert systems being deployed
and tested in-the-wild (Inkpen et al. 2019).

Moreover, it is essential to prevent unintended repercussions that these expertmed-
ical systems cause. The consequences vary between biases, data interpretation errors,
privacy issues, accountability, loss of trust bymedical practitioners, and irresponsible
usage (Lazer et al. 2014). In addition, the decision-making process in the medical
setting is subjective and contextual depending on a patient case by case basis. These
two aspects of specificity are challenging to account for with the standard workflow
of current machine learning models. Thus, there is an imminent need for artificial
intelligence systems that account for sustainable, interactive, usable, context-aware
and actionable features that lead towards an integrated human-AI interaction (Inkpen
et al. 2019). The involvement of the patient or clinician in this ecosystem requires a
human-centered approach,where the insights provided by these decision support sys-
tems are contextual. Enabling a context-aware AI model requires accounting for the
different users’ differences, demands, cultural contexts, aspirations and preferences
(Olteanu et al. 2019).

The goal of this chapter is to investigate at what extent the human-AI interaction is
being brought to the foreground during the design, development, and use of artificial
intelligent systems in the management of health and wellness. Not much research
has addressed this area of interest. This chapter is founded on the novel work of
Amershi et al. (2019) proposing guidelines for incorporating Human-AI interaction
in the design of health and wellness solutions. This work is the first to provide a
multi-perspective analysis on how to use the guidelines of human-AI interaction
proposed by Amershi et al. (2019) in the health and wellness management. This
chapter is structured as followed. In the next two sections, we explain respectively
the milestones crossed, as well as the hurdles impeding the human-AI interaction
in the health and wellness. Table1 summarizes these milestones achieved as well as
the hurdles challenging the Human-AI Interaction between the patients and the AI
systems that support them in managing their health and wellness.
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Table 1 Milestones achieved and hurdles challenging the human-AI interaction in themanagement
of patients’ health and wellness

Milestones achieved Challenging hurdles

1. Understandable, and explainable AI:
Artificial intelligence is currently more
understandable and explainable. It is now
commercialized and democratized. It is also
accessible for both clinicians and patients as a
secondary diagnostic tool

1. Artificial Intelligence Literacy: The
artificial intelligence literacy among clinicians
is very limited, which prohibits their
involvement in the design and building of
machine learning systems adequate for the
clinical setting

2. Documentation as an Integral Part of the
Development Process: With the
understandabilty of artificial intelligence in
health and wellness management, providing
documentation to the machine learning tools
has witnessed a progressive leap

2. Opaque Nature of Machine Learning
Algorithms: The black-box aspect of the inner
neural network layers of a machine learning
model is also a barrier to understandability
among clinicians

3. Incorporating Both Artificial Intelligence
and Human Intelligence: In the health and
wellness sector, clinicians are still at the center
of care. However, artificial intelligence is being
used as a helping diagnostic tool

3. The Design over Data versus Data over
Design Paradigm Dilemma: Accounting for
an effective Human-AI interaction requires to
consider the design of this interaction first
before the nature of the data required.
However, the training process in machine
learning requires the opposite. This paradigm
trade-off is a nuisance to an effective
Human-AI interaction

4. The Birth of Human-AI Interaction: The
digitalization of health institutions has directed
the attention from human-computer interaction
as a general field to the introduction of
Human-AI interaction for health and wellness
applications as a sub-field

4. Control of Customized Functionalities for
Niche User Segments: There is a shift towards
providing a customized interface design for
each user of the medical system. Classical HCI
evaluation metrics do not account for the
multiplicity and fluidity of interfaces
depending on each individual user

5. Foreseeing the unforeseeable—Adapting
to an Ever Changing Human-AI
Interaction: Both the field of medicine and
machine learning algorithm design are
constantly evolving. So is the interaction
between the clinician and the AI system.
Foreseeing these changes and expecting them
is both challenging and critical to maintain a
meaningful human-AI interaction

2 Milestones

We list four milestones achieved in putting forward the human at the center of the
human-AI interaction process.
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2.1 Understandable, and Explainable AI

Artificial intelligence technology is now commercialized and democratized for the
average user. Patients nowadays rely on AI-infused applications to manage their
chronic conditions andmonitor their health and wellness (Sqalli and Al-Thani 2019).
Human-AI interaction experts crossed a milestone to transform AI from a deeply
complex tool to a familiar and user-friendly one. Patients as well as clinicians are able
to both effectively understand and explain the insights provided by the AI systems
(2019). Human-AI interaction experts have also succeeded in bridging the chasm
between the complexity of the neural networks for machine learning models and the
simplicity of the interface enabling the patients and clinicians to easily use these AI
capabilities (Adadi and Berrada, 2018).

2.2 Documentation as an Integral Part of the Development
Process

Documentation in the medical field is of crucial importance for the safety of patients.
It is the key to delivering the best error free care possible (Amira et al. 2019). Artificial
intelligence for healthcare has also adopted that same mantra in order to meet the
rigorous needs of the medical sector. Machine learning as well as HCI experts realize
the importance of understanding how models and datasets are more usable when
they are properly documented (Proceedings of the Conference on Fairness 2019).
Moreover, health practitioners on the ground are advocatingmedical routines leading
to well-documented datasets (Piwek et al. 2016; Inkpen et al. 2019).

2.3 Incorporating both Artificial Intelligence and Human
Intelligence

The capabilities that both human intelligence and artificial intelligence offer are
complementary to accomplish complex analytical tasks. While machine learning
systems are effective tools to distill vast amounts of data into insights and patterns
that might be invisible to clinicians. Human intelligence is effective at drawingmean-
ingful context-relevant inferences from those patterns (Inkpen et al. 2019). Among
the application of this fundamental idea is the combination of machine learning
techniques along with multiscale modeling (Alber et al. 2019). Moreover, another
example of the application of this concept is the use of augmented reality to initiate
and improve the learning for children and adolescents with autism spectrum disorder
Khowaja et al. (2020). This combination provides evenmore accurate predictivemod-
els. These models lead to uncovering insights about disease mechanisms, treatment
strategies, and clinical decision making (Alber et al. 2019). Human-AI interaction
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therefore has crossed the milestone of setting the research design problems that are
most suitable and are most relevant to the clinical context. Allowing both artificial
intelligence and human intelligence to work in synergy guarantees the delivery of a
more precise care management plan (Sqalli and Al-Thani 2019; Inkpen et al. 2019).

2.4 The Birth of Human-AI Interaction

The involvement of artificial intelligence in the field of human computer interaction
has given birth to the human-AI interaction as a sub-field (Dove et al. 2017). The
clinical setting is more and more referring to powerful machine learning algorithms,
along with HCI tools to find solutions to complex diseases like cancer, genetic prob-
lems and heart problems (Turakhia et al. 2019). ML tools and HCI tools are essential
in order to design analytical solutions tailored to the needs of health and wellness
management (Dove et al. 2017). Both of these tools are used under the light of
a translational perspective to contribute towards clinical development (Shah et al.
2019). This perspective of AI/ML—HCI has resulted in some successful outcomes
in the field of cardiology (Turakhia et al. 2019), pattern recognition and segmentation
techniques on medical images (Shah et al. 2019), tele-robitics care for the elderly
(Sqalli et al. 2016), remote control for surgeries (Kurabe et al. 2016; Yamashita et al.
2016), and most generally health lifestyle data-driven applications using pervasive
computing (Fernandez-Luque et al. 2019) among other applications.

3 Hurdles

We list five hurdles that challenge putting forward the human at the center of the
human-AI interaction process.

3.1 Artificial Intelligence Literacy

The medical community suffers from artificial intelligence illiteracy (Dove et al.
2017; Yang et al. 2018). Although AI systems are progressively intruding the med-
ical field, many patients and clinicians are still hesitant to involve those systems
in their workflow (Inkpen et al. 2019; Yang et al. 2018). Dove et al. (2017) have
explained how AI is currently viewed as “a magic wand” by clinicians due to their
limited literacy. Lack of understanding of the current possibilities and limitations of
artificial intelligence causes health practitioner users to have over-ambitions expec-
tations from these system and algorithms (Dove et al. 2017). Limited literacy of
AI therefore obscures the human integration that the field of HCI adopts. How-
ever, despite their limited AI literacy, clinicians use medical software systems that
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embed an aspect of AI in them (Amershi et al. 2019). Automated ECG interpretations
(Turakhia et al. 2019), vital signs monitoring Piwek et al. (2016), and tele-medicine
applications (Marvel et al. 2018) and others embed an important portion of artificial
intelligence in them. Other health practitioners have blindly adopted those systems
without much knowledge about their capabilities and inner functioning. Having little
literacy about a certain technology does not prohibit using it under the premise that
the clinician would use it cautiously. Human-AI interaction as a sub-field of HCI
faces the challenge of designing intuitively those medical systems with the end-user,
either as a patient or as a clinician, being uninvolved. Accounting for the end user
when designing those systems breaks the barrier of illiteracy.

3.2 Opaque Nature of Machine Learning Algorithms

The black-box aspect of machine learning algorithms is another hurdle that impedes
involving health practitioners in the design of medical systems. This is due mainly to
a shift from an open-source softwarementality to the ideology of privatization of data
adopted by tech giants (Wilbanks and Topol 2016). The opaque nature of neural net-
works makes the task of dissecting the rules leading to the final model output difficult
for clinicians. While in knowledge-based artificial intelligent systems data is repre-
sented in an understandable if-then rule knowledge-base, in neural networks, data is
represented across a complex network. This representationmakes the interpretability
of the output impossible by novices (Adadi and Berrada, 2018). Moreover, potential
anomalies hidden in the training data may cause biased or wrong output decisions
(Pedreschi et al. 2019). Designing a medical-tailored machine learning model from
the ground-up demands a participatory design approach. In this approach, both clini-
cal expertise as well as the curation of a tailored machine learning model is required.
By adopting this design approach, there is a potential for minimizing the biases and
wrong medical interpretations. This leads to the conception of several AI develop-
ment frameworks, whereby a plethora of algorithms, paradigms, as well as documen-
tations stating the pros and cons of each framework are made available (Pedreschi
et al. 2019). However, some of these frameworks according to Gillies et al. (2016)
lack the transparency required for clinicians to understand the inner functioning of
the algorithms. Moreover, adopting an existing AI development framework entails
adopting its biases and flaws. This shapes how health practitioners interact with these
systems. It also redirects their attention from the patient to addressing the biases of
the used system (Pedreschi et al. 2019).
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3.3 The Design over Data Versus Data over Design Paradigm
Dilemma

Designing for an effective Human-AI interaction in the health domain stands at a
crossroads between setting the priorities of the design process and the data analy-
sis process. In the HCI human-centered design paradigm, designers aim to deduce
insights and elucidate requirements for user needs (Fogg 2002; Norman 2002) before
starting data collection, while in the data-centered design paradigm data scientists
give the priority to the data. This creates tension with the design-first approach. The
tension culminates when there is a need for identifying the pieces of data that are
appropriate to the medical problem without any prior involvement of the end user.
This tension leads to demanding more time for the design process, which then results
in requiring more development time and more budget allocation (Yang et al. 2018).
On the other end of the spectrum, in the data-centered design paradigm, machine
learning models are trained using medical data that is already available, but without
any specifications about the usefulness of the output for the clinician. This leads to
an increase in the chances that the the output of the machine learning systems not fit
the medical problem specifications.

3.4 Control over Customized Functionalities for Niche User
Segments

Artificial intelligence has enabled the creation of customized sub-functionalities and
behavior changemoduleswithinAI-infused health applications and platforms (Sqalli
and Al-Thani 2019). Designers find the task of controlling the design workflow of
each customized feature challenging (Inkpen et al. 2019). This abundance of fea-
tures and functionalities creates a point of tension for Human-AI interaction experts.
Personalized trends derived from patient data is becoming mainstream. Moreover,
there is a potential that this personalization process will extend to be reflected on
the design of the interface of those applications as well (Sqalli and Al-Thani 2019).
Machine learning algorithms hold a potential to design drastically evolving person-
alized interfaces the same way they design personalized feedback for each patient
user. While designers currently are the ones to decide on the end-design of an AI
solution, there is an expectation that the data generated from the users is going to be
the determinant of what interfaces users see on their devices. This creates hurdles for
the standarization and approval of evaluationmetrics for machine-learning generated
interfaces. These metrics not only need to satisfy conventional HCI criteria, but also
need to account for new Human-AI interaction criteria (Kirsch 2017).
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3.5 Foreseeing the Unforeseeable—Adapting to an Ever
Changing Human-AI Interaction

Asmachine learningmodels are progressively learning to adapt to the unexpectancies
of patients’ behavior, the human-AI interaction is becoming more and more blurred
(Adadi and Berrada 2018). This therefore requires expert designers to think further
ahead to mitigate the risks of a swiftly developing AI. Medical systems that incor-
porate autonomous learning face the challenge of quickly adapting to the changes
of medical notions and patients’ feedback (Adadi and Berrada 2018). Therefore, the
role of human-AI interaction in this case is of essential importance to serve as a
mediator between the clinician and the AI to overcome those challenges. While the
traditional HCI evaluation standards like visibility, feedback, constraints, mapping,
affordances, and consistency (Norman 2002) are still relevant in the design of a sys-
tem’s interface, they remain not enough to examine machine learning systems that
are user-adaptive.

4 Conclusion

To conclude, the past decade has witnessed an increase in processing power. This
increase has lead to the availability of artificial intelligence for mainstream audi-
ences. The accessibility of AI has provided a promise for incorporation in the medi-
cal field. However, attention has been drawn to the societal hurdles associated with
these intelligent systems, especially with regards to how machine learning algo-
rithms show failure of accuracy compared to the clinicians’ expected standards, or
how they disadvantage a certain category of patients over another depending on the
data fed for training. Moreover, another hurdle challenging AI/ML systems is their
black-box aspect. The opacity of the inner functioning of neural networks composing
certain algorithms makes the task of understandablity, explainability, and improve-
ment difficult to the clinicians. This leads them to being more unaware about the
possibilities and capabilities of what a machine learning system can offer. From a
Human-AI interaction standpoint, light has been shed on specifying a precise role
that the human, being either a patient or a clinician, plays in the interaction equation.
The challenge lies in how the user should be at the same time controlling the AI
system, as well as working in tandem with it to improve the decision outcomes that
are best for the patient.
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