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Abstract A large number of biomedical texts are published every day in scientific
literature. Finding the relevant and useful information from the massive collection
of scientific literature is a challenging task that can be compared to finding needles
in the haystack. Biomedical text mining is one of the sophisticated methodologies
that leverage the extraction of knowledge from existing biomedical texts automat-
ically. Deep learning (DL) based techniques have rejuvenated this field with huge
prospects. In this chapter, we highlighted the contribution of DL based techniques
in three specific tasks in the field of biomedical text mining: named-entity recog-
nition, relationship extraction, and question answering. We also discussed the DL
basedmodels that are proven to be successful inmultiple natural language processing
tasks and the related challenges we face using such DL based techniques. We believe
DL based methods will play a significant role in the coming years for biomedical
text mining.

Keywords Deep learning · Natural Language Processing · Named-entity
recognition · Relationship extraction · Question answering

1 Introduction

Biomedical texts and literature are the key knowledge distribution channels for
novel scientific findings. More than 3000 new articles are being published every
day (Lee et al. 2019) leading to an overwhelming amount of new information for
researchers in the biomedical domain (Giorgi and Bader 2018). Extracting rele-
vant scientific information and discovering connections among biomedical entities
is a daunting manual task (Jensen et al. 2006). Consequently, automated literature
mining, including natural language processing (NLP), has become an integral part
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of biomedical discovery that aids in rapidly accessing novel knowledge contained
in large volumes of scientific literature. There are many different tasks related to
biomedical text mining, but the most fundamental and useful tasks are named-
entity recognition (NER), relation extraction (RE) and question answering (QA) (Lee
et al. 2019). Historically, different rule-based (Ananiadou 1994; Dagan and Church
1994), dictionary-based (Salhi et al. 2017) and traditional machine-learning based
methods have been used for providing solutions for these tasks. But such methods
are heavily dependent on hand-curated features, which are often incomplete and very
time-consuming to collect.

Recently, deep learning (DL), a branch of machine learning, has rejuvenated the
field of biomedical text mining, including biomedical NLP (BioNLP). The major
advantage of DL-based methods over existing methods is that DL-based methods
require only a minimal level of hand-curated feature engineering and usually provide
much better results, compared to traditional methods. Thus DL, a bio inspired neural
network, which deploys multiple layers of artificial neurons to learn hierarchical
representation of the data (Chen et al. 2018), is now considered the best paradigm
for many different recognition tasks in many scientific domains (Bengio et al. 2013),
including BioNLP. More recently, a variety of DL based methods and network
architectures have been employed in the context of NLP (Young et al. 2018).

In one of the earliest landmark studies, Collobert et al. showed that DL-based
methods can outperform traditional methods in most of the NLP related tasks
(Collobert et al. 2011). Since then, DL in NLP has developed a strong following
and, additionally, due to the emergence of the concept of word embedding (Mikolov
et al. 2013a, b) and advancement of different DL methods (Devlin et al. 2018),
it is now being used for all major tasks in NLP and biomedical text processing.
In this chapter, we will focus on recent advancements in DL-based methods for
biomedical text processing. The structure of this chapter is as follows: Sect. 2 lists
DL-based techniques that have commonly been used in biomedical text mining.
Sections 3, 4 and 5 discuss the contributions of DL in three key areas of biomedical
text processing, namely NER, RE and QA systems. In Sect. 6, we highlight some
challenges researchersmay facewhen applyingDLbased techniques inNLP. Finally,
we summarized and concluded the chapter in Sect. 7.

2 Deep Learning Architectures and Techniques that Have
Been Proven Successful in NLP

In this section, we will first discuss embedding techniques, which are considered
the first step in DL-based NLP. Afterwards, we will briefly describe some classical
models that have been used for DL-based NLP. Finally, we will briefly describe
some state-of-the-art DL techniques that have been published recently and achieved
groundbreaking results in NLP.
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2.1 Embeddings

Embedding is a set of feature engineering and languagemodeling techniques forNLP
where each unit (e.g. word, sentence etc.) of the language are mapped to a vector of
numbers. For any languagemodelling task, it is essential to learn the joint probability
distribution of such units from input text (Young et al. 2018). However, such learning
suffers from the curse of dimensionality as the data size is huge. As an alternative,
distributed representations of input texts have been proposed in low dimensional
space (Bengio et al. 2003). Learning the character-,word- or sentence-representations
is a crucial step in biomedical text processing. Previous studies focused on learning
word representations in a context independent manner. However, recent studies have
focusedon context-dependent representation learning (e.g. ELMo (Peters et al. 2018),
CoVe (McCann et al. 2017)).

Distributional representation of words (word embedding) is often considered
the first step in DL-based text processing. Word embedding captures the similarity
between words based on the hypothesis that words with a similar meaning tend to
appear together in similar context. InDL-basedmodels, words, phrases and sentences
are usually represented by embedding. Themost successful and popularword embed-
ding, Word2vec, was proposed by Mikolov et al. (2013a, b). The authors proposed
a continuous bag of words (CBOW) and skip-gram model to build the distributed
representation model. GloVe, proposed by Pennington et al., is another example
of word embedding (Pennington et al. 2014). GloVe is essentially a count based
model which considers a word co-occurrence matrix as input and this matrix is then
factorized to generate a low dimensional representation of words.

Word embedding is a very useful tool to extract syntactic and semantic informa-
tion from text, but intra-word morphological information might be useful for some
specific tasks like NER and parts of speech (POS) tagging (Young et al. 2018).
Moreover, in some languages (e.g. Chinese), sentences are not composed of multiple
words but individual characters. For such languages character level embedding is a
better approach to avoid word segmentation (Chen et al. 2015). For example, Peng
et al. have used character-level embedding for sentiment classification (Peng et al.
2017). Additionally out-of-the-vocabulary words can not account for relevant tokens
andmisspellings (Giorgi and Bader 2018) and character-based embedding is a viable
option to tackle such challenges (Ling et al. 2015).

2.2 Classical DL Based Techniques: CNN, RNN, LSTM,
Attention Mechanism

Convolutional neural networks (CNN) belongs to a class of deep neural networks,
which is the most commonly applied technique in DL, owing to its outstanding
capacity of capturing spatial information from input data. The basic structure of a
CNN consists of convolution layers, non-linear (activation) layers and pooling layers
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(Fig. 1) (Lawrence et al. 1997). A convolution layer captures the local connectivity
from different parts of the input data by using the sameweight vector (weight-sharing
policy). Based on this weight-sharing policy and local connectivity, a convolution
layer captures intrinsic patterns from the data. The non-linear layer adds non-linear
properties from the feature maps generated by the convolution layer. A pooling layer
takes the average or maximum value form the non-overlapping region of the feature
map.

In addition to spatial dependency in the data, the network also needs to capture
temporal and order dependencies from text. Recurrent neural networks (RNN) are
designed to exploit temporal relationships form input data. The basic structure of an
RNN is shown in Fig. 2.

Though RNNs are designed to capture dependencies from input sequence data, it
is generally not a good choice for capturing long range dependencies, as it tends to
be biased towards the most recent input from the previous time step (Bengio et al.
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Fig. 1 A simple convolutional neural network (CNN). The major components of a CNN are:
convolutional layers, activation (sigmoid/ReLU) layers, pooling (max/min/average) layers. The
surrounding black box around these three layers represents the common order that might be used
multiple times to increase the depth of the network. Recent CNNs have more computational layers
such as Batch Normalization, Dropout, etc.
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Fig. 2 A high-level diagram of a recurrent neural network (RNN). Computation at each time step
t uses the input Xt and the previous time step’s hidden-layer vector ht−1 to produce an output Yt
for the current time step and a hidden-layer vector ht for the next time step
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Fig. 3 An improvement to the vanilla RNN—long short-term memory network. It uses a dedicated
memory vector, Ct at each time step to remember certain properties of the input (Xt) useful for the
task at hand. A combination of the input from the current time-step, the hidden-vector (ht), and the
memory from the previous time-step (Ct−1) are used to compute ‘gates’ that are used in conjunction
with these to produce the hidden-vector and memory values for the next time step

1994). A long short-termmemory (LSTM) is a specific RNN, which tries to avoid the
pitfalls of an RNN by having memory cells, which store summary information from
all the preceding elements of input (Hochreiter and Schmidhuber 1997). A LSTM
has a “forget” gate over RNN and this gate allows LSTM to back-propagate the error
for unlimited time steps. The basic structure of a LSTM is shown in Fig. 3.

In a traditional sequence-to-sequence model for language translation task, the
entire input sentence is encoded into a single vector, which is then used by the
decoder to produce the output sentence. This model is not accurate in translating
long sentences, since long-term dependencies are difficult to be decoded from a
single vector representation of the entire input sentence. To alleviate such problems,
attention mechanism has been introduced (Vaswani et al. 2017), where each word in
the output sentence depends on a locally weighted combination of the words from
the input.

2.3 Transfer Learning and Recent DL-Based Architectures
that Rejuvenate the NLP Domain

Transfer learning (TL) is the concept to utilize already trained models to perform
a similar task on a target dataset (Pan and Yang 2009; Weiss et al. 2016; Day and
Khoshgoftaar 2017). TL has been successfully used in many different domains like
computer vision (Yosinski et al. 2014; Oquab et al. 2014), speech recognition (Wang
and Zheng 2015), etc. Recently, Mou et al. proposed a TL-based method to classify
sentences using CNN (Mou et al. 2016). It has been a growing trend in the scien-
tific community of NLP to use embedding with TL (Lee et al. 2019). However for
biomedical text mining, the available embedding (e.g. based on wikipedia) needs
to be modified to integrate the biomedical vocabulary as there is a huge difference
between general corpus text of general corpus (e.g. wikipedia) and a biomedical text
corpus (e.g. PubMed, PMC) (Lee et al. 2019).
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Generative pre-training (GPT) is a recent model, developed by OpenAI, which
achieved state-of-the-art results for many NLP tasks in 2018 (Radford 2018). Instead
of using word embedding or character embedding, Radford et al. opted for a subword
representation generated by a byte pair encoding (BPE) algorithm (Sennrich et al.
2016). They adopted a semi-supervised approach for language understanding tasks
using an unsupervised pre-training approach followed by a supervised fine-tuning
approach. In the first stage of model training, a transformer (Vaswani et al. 2017)
mechanism was used to learn a universal representation of texts from huge amounts
of unlabeled data from a diverse corpus with long stretches of contiguous text. In the
second stage of model training, the model was fine tuned using a small amount of
labelled data.

Bidirectional encoder representation from transformer (BERT) (Devlin et al.
2018), developed by Google, is a state-of-the-art DL-based word representation
model that contextualizes words using bidirectional transfer. BERT proposed that
bidirectionally (left-to-right and right-to-left) trained models can have a deeper
understanding of the context than single direction language models. BERT uses
a masked language model that can predict randomly picked words in a sentence and
it showed that the pre-trained representation can reduce the need for a task-specific
heavily-engineered DL architecture.

3 Deep Learning for Named-Entity Recognition
in Biomedical Texts

Named-entity recognition (NER) is the process to recognize and label entities from
a given text. NER is one of the most fundamental tasks in biomedical text mining. In
the biomedical domain, the most common entity types are genes, proteins, chemicals
and diseases (Yoon et al. 2019). NER methods can be broadly categorized into three
groups: rule-based, dictionary-based and machine-learning based approaches. Rule
basedmethods are scalable but specific to a particular task and it requires hand curated
features and rules to fit into the model (Fukuda et al. 1998; Proux et al. 1998). In
the dictionary-based approach, the entity mentioned in the text is checked against a
dictionary ofwords of interest (Salhi et al. 2017;Hettne et al. 2009; Song et al. 2015a).
The main drawback of dictionary-based NER is that these methods can not detect
out-of-vocabularywords and it is tedious to build an up-to-date dictionary (Yoon et al.
2019). Until recently, NER tools for the biomedical domain were heavily relying on
hand curated domain-specific features (Giorgi and Bader 2018). Conditional random
fields (CRF) (Lafferty et al. 2001) are considered as the de-facto method for feature-
based NER tasks. The process of feature engineering and dictionary creation is time
consuming and depends on expert opinions (Leser and Hakenberg 2005) which leads
to a domain-specific NER tool which, ultimately, is not generalizable for usage in
other domains.
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DL-basedNER tasks are gaining popularity nowadays due to the advancements of
newDL-based architectures that outperformexisting rule-based anddictionary-based
methods (Crichton et al. 2017; Wang et al. 2019). Recently Habibi et al. proposed a
new DL-based long short-term memory network-conditional random field (LSTM-
CRF) model which outperformed the state-of-the-art entity specific NER methods
(Habibi et al. 2017). Their method combines word embedding, LSTM and CRF into
a model for biomedical NER. TL based methods have achieved great attention in the
scientific community as they showed significant improvements in NER performance.
Lee et al. focused on TL using a CNN for NER (Lee et al. 2017). However, this was
not meant for biomedical texts. To the best of our knowledge the first TL-based
approach that was applied to biomedical NER was proposed by Giorgi and Bader
(2018).Recently,Weber et al. developedHUNER(2019)which is aTL-basedmethod
for NER in the biomedical domain. HUNER extended the model proposed by Giorgi
and Bader and outperformed the state-of-the-art tools tmChem (Leaman et al. 2015)
andGNormPlus (Wei et al. 2015) in recognizing genes, species and chemical entities.

BioBERT, in a recent study gained a lot of attention from the scientific community
for NER recognition in biomedical texts (Lee et al. 2019). In BioBERT, Lee et al.
considered BERT (Devlin et al. 2018) as the backbone architecture and integrated
biomedical articles from Pubmed and PMC with minimal domain-specific archi-
tecture modifications to outperform BERT in recognizing four different biomedical
entities, genes, drugs, diseases and species.

4 Deep Learning for Relationship Extraction
from Biomedical Texts

After biomedical entities have been identified in the literature, it is essential to
discover underlying relationships among different entities (Rebholz-Schuhmann
et al. 2012). Relationship extraction (RE) is meant to determine whether there is
an association between entities. This task is more challenging than NER as the
RE algorithms need to understand the meaning of a sentence (sentence-level RE) or
the meaning within the whole document (document-level RE). RE at document-level
is more difficult than sentence-level RE and most of the tools consider sentence-level
RE without considering the context from the whole document (Wu et al. 2019).

One of the earliest examples for RE was Diseasome (Goh et al. 2007), where the
authors provided the association information regarding 22 categories of human disor-
ders and genes. There are many types of biomedical entities and different solutions
have been tailored for identifying association among entities (Rebholz-Schuhmann
et al. 2012). The most common type of associations, that is of primary interest for
biomedical researchers, are gene-disease associations, protein–protein interactions,
drug-drug interactions and gene-variants associations. For such RE tasks, different
types of computational methods have been proposed: co-occurrence-based methods
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(Hakenberg et al. 2012), pattern-/rule-based methods (Song et al. 2015b), as well as
machine-learning based methods (Chun et al. 2006).

The simplest approach to identify a relationship between entities is entity co-
occurrence (Stapley and Benoit 2000; Jenssen et al. 2001). A relationship can be
inferred if two entities are co-occurring within the same sentence, paragraph, section
or a document. Based on co-occurrence, Hakenberg et al. proposed an automated
method to create a repository, SNPshot, that highlights genetic variants and their
associations to different drugs and diseases (Hakenberg et al. 2012). Salhi et al.
developed a knowledgebase, DES-ncRNA, based on 19 topic-specific dictionaries,
to find associations between non-coding RNAs (micro-RNAs and long non-coding
RNAs) and other entities, including diseases, mutations etc. (Salhi et al. 2017). Rule-
based methods have been investigated for a long time for RE tasks from biomedical
texts. Xie et al. developed miRCancer, based on 75 rules, to identify miRNAs that
are involved in cancer based on text mining from biomedical literature (Xie et al.
2013). They built their own dictionary, regular expressions and rules to capture
miRNA expressions and find their association to cancer. Song et al. developed a
public knowledge discovery tool, called PKDE4J, to identify entities and extract
relationships between entities (Song et al. 2015b). PKDE4J extends the Stanford
CoreNLP (Manning et al. 2014) for dictionary-based NER and rule-based RE. Inter-
ested readers may refer to the publication (Song et al. 2015b) to understand more
details about rule-based RE. Traditional machine-learning-based methods provided
many sophisticated solutions for different RE tasks (Leach et al. 2009). Examples
of such RE tasks include, but are not limited to, protein–protein interactions (Bui
et al. 2011), protein subcellular localization prediction (Brady and Shatkay 2008),
gene-disease associations (Chun et al. 2006), drug-drug interactions (Bui et al. 2014),
etc.

Recently DL-based methods have gained a lot of attention in RE from biomed-
ical texts. For extracting gene-disease associations from biomedical texts, Wu et al.
developed RENET (Wu et al. 2019), a DL-based framework that not only captures
sentence-level associations between genes and diseases but alsomodels gene-disease
associations across sentences in a document. In RENET, sentence-level representa-
tions were computed based on Word2Vec embedding (Mikolov et al. 2013a) and
then passed through a CNN. Afterwards the sentence-level representations are trans-
formed into document-level representations through an RNN. Finally, the document-
based representation is used for gene-disease association prediction. BioBERT,
mentioned above, uses a pre-trainedmodel based onBERT to recognize gene-disease
association in biomedical literature (Lee et al. 2019). BioBERT outperformed the
state-of-the-art model result for GAD (Bravo et al. 2015) and EU-ADR (Mulligen
et al. 2012) datasets in multiple evaluation metrics.

Protein–protein interaction (PPI) extraction from text is a challenging task, where
DL-based methods have been used extensively. The majority of the DL-based PPI
extraction tasks are performed by either a CNN (Quan et al. 2016; Peng and Lu 2017;
Choi 2018) or RNN (Hsieh et al. 2017; Ahmed et al. 2019). Hua and Quan used the
shortest dependency path (SDP) and a CNN to extract PPI from biomedical texts
(Hua and Quan 2016). Recently, Zhang et al. proposed a residual CNN network for
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the PPI extraction task and their method achieved the best result in five benchmark
data set ( HPRD50, LLL, IEPA, BioInfer, AIMed) for PPI extraction corpora (Zhang
et al. 2019).

DL-based methods have made major contributions in extracting drug-drug inter-
action (DDI) extraction from literature. Sahu et al. and Huang et al. developed a
two-stage LSTM-based model to extract interaction between drugs from literature
(Sahu and Anand 2018; Huang et al. 2017). Once a DDI is discovered, the authors
categorized their interaction into one of four different groups: advice, effect, mecha-
nism and interaction. Lim used a LSTM based model to extract DDI and their model
outperformed other models on DDI Extraction Challenge’13 test data (Lim et al.
2018). Zhao et al. proposed a CNN based model to extract DDI (Zhao et al. 2016).
They used a novel syntax embedding approach along with position specific features
and POS features to categorize the DDI into five different categories: advice, effect,
mechanism, interaction and negative. Liu et al. developed a multilayer bidirectional
LSTM with transfer weight matrix (TWM) and a memory network to classify DDI
into multiple types (Liu et al. 2019) and their model outperformed the other methods
in DDI Extraction 2013 Task (Segura-Bedmar et al. 2014).

5 Deep Learning for Question Answering from Biomedical
Texts

Question answering (QA) is the process of extracting answers to a specific question
given one ormultiple contexts (Wiese et al. 2017). The task ofQAhas been addressed
in both, an open domain setup (Voorhees 2001) or domain-specific setup (Tsatsaronis
et al. 2015). Based on the experimental setup different datasets have been proposed
for theQA task. StanfordQuestionAnsweringDataset (SQuAD) is the largest collec-
tion of QA dataset based on Wikipedia articles. SQuAD v1.0 dataset contains ~108
thousand QA pairs (Rajpurkar et al. 2016). However SQuAD is a generic dataset
for QA and not specific to the biomedical domain. BioASQ is the most matured QA
dataset in the biomedical domain, which comprises ~900 single answers (factoid) or
multiple answers (list) question answering (QA) instances (Tsatsaronis et al. 2015).

TraditionalQAsystems can be divided intomultiplemodules:NER, question clas-
sification, and correct answer processing (Jurafsky and Martin 2009). Such systems
have been applied to biomedical QAwith limited success. For example Zi et al. devel-
oped the OAQA system, which integrates domain-specific information (Yang et al.
2016). Recently, due to the advancement of neural network-based DL techniques,
scientific communities are developing end-to-end QA systems, rather than the tradi-
tional approach of subdividing the QA system into multiple discrete steps (Wiese
et al. 2017). This end-to-end neural QA system usually starts with an embedding
layer. Afterwards, an encoding layer is used to process the token vectors, usually by
an RNN. The third layer is usually the interaction layer, which captures interactions
between questions and contexts. Finally, an answering layer assigns scores for all the
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context tokens. A list of such neural QA systems is proposed in Wiese et al. (2017),
Xiong et al. (2016), Seo et al. (2016), Weissenborn et al. (2017), Wang and Jiang
(2016).

Recently, Du et al. proposed a hierarchical attention-based transfer learningmodel
to build a QA system for the biomedical domain (Du et al. 2019). Authors adopted
BERT to enrich the semantic representation and a dot-product based attention mech-
anism to capture the question interaction clues for passage encoding. Their system
achieved state-of-the-art performance and outperformed existing solutions for factoid
questions (in 2016) and BioASQ-Task B (in 2017). Weissenborn et al. developed
FastQA, an RNN-based neural QA system for extractive QA (Weissenborn et al.
2017). In FastQA, authors proposed that to build a high performance QA system,
context/type matching heuristics should be considered, as well as more complex
composition functions, instead of simple bag of wordsmodels.Wiese et al. employed
several transfer learning techniques to develop a neural QA system, which achieved
state-of-the-art results on factoid QA and good results on a list questions (Wiese et al.
2017). Recently, Lee et al. developed a QA system, which is a part of BioBERT (Lee
et al. 2019), by fine tuning the BERT system. For biomedical QA systems, Lee et al.
used BioASQ to adopt the same structure of BERT. On all the BioASQ datasets (4b,
5b, 6b), BioBERT outperformed the existing models, considering the mean recip-
rocal rank (MRR) evaluation metric. Table 1 summarizes DL-based techniques that
have been used for NER, RE and QA tasks in biomedical texts and literature.

6 Challenges and Future Perspectives

No single method is universally applicable in all NLP domains and the choice of how
touseDL techniques is still problem-specific and challenging.Traditional approaches
for biomedical text processing will definitely remain valid because of their advan-
tage to succeed even with small amounts of data. Also, to assess the statistics of any
finding is still difficult in DL-based techniques (Angermueller et al. 2016). Addition-
ally, the training complexity (e.g. hyperparameter tuning, avoiding overfitting etc.)
for DL-based models are much higher compared to traditional machine learning
based approaches, which is a common pitfall for all DL techniques. QA tasks from
biomedical text are still far away frommaturity and likely still a long way off before a
mature systememerges. In the last fewyears,we have observed outstanding conversa-
tional agents appearing on themarket (e.g., Microsoft Cortana, Apple Siri). But these
agents can perform a relatively simple task of answering factual questions (Dhingra
et al. 2017). Lack of ability to learn from interactions with a user is the bottleneck
in the QA task and reinforcement learning (RL) based techniques will play a big
part in the improvement of existing QA systems (Dhingra et al. 2017). In the future,
we will expect a lot of improvement and application of DL-based techniques in the
QA tasks. Such an improved QA system will play a pivotal role in implementing
highly accurate and useful chatbots in the healthcare sector as well. But such systems
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Table 1 Brief list of recent publications and DL-based techniques that have been used in different
BioNLP tasks

Tasks related to BioNLP Deep learning based techniques References

NER Deep neural network Yoon et al. (2019)

CNN Crichton et al. (2017)

RNN/LSTM Wang et al. (2019), Habibi et al.
(2017), Weber et al. (2019)

Transfer learning Lee et al. (2019), Giorgi and
Bader (2018)

RE CNN Gene-disease (Wu et al. 2019)
PPI (Quan et al. 2016; Peng and
Lu 2017; Choi 2018; Hua and
Quan 2016; Zhang et al. 2019)
DDI (Zhao et al. 2016)

RNN/LSTM PPI (Hsieh et al. 2017; Ahmed
et al. 2019)
DDI (Sahu and Anand 2018;
Huang et al. 2017; Lim et al.
2018; Liu et al. 2019)

Transfer learning Lee et al. (2019)

QA RNN/LSTM Wiese et al. (2017), Xiong et al.
(2016), Seo et al. (2016),
Weissenborn et al. (2017), Wang
and Jiang (2016)

Transfer learning Lee et al. (2019), Wiese et al.
(2017), Du et al. (2019)

need to be significantly enhanced and tested rigorously before applying into real-life
clinical setup.

7 Conclusions

Deep learning is a useful technique, which has facilitated manifold improvements in
biomedical text processing. In this article, we have provided a brief summary of some
of the DL-based techniques and their contributions in three key areas of biomedical
text processing: NER, RE and QA. This article does not cover all aspects of DL
(e.g. deep reinforcement learning) and all tasks related to NLP. However, we focused
on the most relevant DL-based techniques that have been used in BioNLP, recently.
We believe this article will aid the research community to have an overview of the
contributions of DL in biomedical text processing.
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