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Preface

Welcome to the proceedings of the 11th International Conference on Software Business
(ICSOB). This edition of the conference was hosted by the Software Engineering
Research and Education Lab (SERL) at Blekinge Institute of Technology, Sweden. The
host university conducts education and research at a high international level, focusing
on IT integrated with other subjects such as engineering, industrial economics, spatial
planning design, and health sciences. SERL is one of the top software engineering
research groups in the world and recognized by extensive industry-academia collab-
oration. SERL industrial partners include Volvo, Ericsson, Spotify, Sony, IBM, and
Telia among others.

The conference in 2020 was held in the midst of the global COVID-19 pandemic.
Most organizations have been forced to adapt to the new reality of working and
collaborating remotely. Thus, the conference was held fully online.

For ICSOB 2020, we received 39 submissions from a wide range of research
groups. Each submission was reviewed by three independent expert reviewers. Con-
sidering the reviews, the program committee accepted 13 full papers and an additional
5 short papers. The papers were primarily selected for the quality of the presented work
and relevance to the community.

The conference publications covered a range of topics including practices for
engineering and marketing software-intensive products, extracting business value from
machine learning-based software components, ethical considerations of the software
business, software ecosystems, and pedagogy of teaching entrepreneurship and soft-
ware business.

The conference offered two interesting keynotes: the first one by Prof. Martin
Andersson from BTH about the Relationship Between Software Development and
Innovation among companies in Sweden and the second by Carl-Eric Mols about Open
Source Business Models.

As Program Committee chairs, we would like to thank the members of the Program
Committee and the additional reviewers for their efforts in evaluating the submissions
and ensuring the high quality of the conference. The efforts of the Steering and
Organizing Committees and all the chairs were of enormous value in building a suc-
cessful conference. We extend our gratitude to all the scholars who submitted papers to
the conference, all the authors who presented papers, and to the audience, who par-
ticipated in very inspirational discussions during the conference.

November 2020 Eriks Klotins
Krzysztof Wnuk
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How SaaS Companies Price Their Products:
Insights from an Industry Study

Andrey Saltan1,2(B) and Kari Smolander1(B)

1 LUT University, Lappeenranta, Finland
{andrey.saltan,kari.smolander}@lut.fi

2 HSE University, St. Petersburg, Russia

Abstract. Pricing is one of the business and product strategy elements to achieve
both financial performance and competitive advantage. The transition towards the
Software-as-a-Service model has unlocked new opportunities for pricing software
products. Conflicting recommendations from existing studies and industry experts
make it challenging for SaaS providers to design and implement the pricing of their
services. SaaSproviders have comea longway in adapting their pricing practices to
the new paradigm that assumes the offering of service instead of selling software
as a product. This paper explores how SaaS providers package and price their
products by reviewing the pricing information of 220 SaaS providers. The study
reveals that SaaS companies are relatively heterogeneous in the way they price
their products and the pricing practices of SaaS providers within the same size
and product type could differ sufficiently.

Keywords: Software-as-a-Service · SaaS · Pricing · Empirical research

1 Introduction

The transition towards the Software-as-a-Service (SaaS) licensing and delivery model
has significantly impacted business and engineering practices and processes. The abil-
ity to provide customers with software solutions over the Internet, rather than selling
distributable products, requires companies to reconsider their business model with a
particular focus on pricing.

SaaS pricing has been addressed in recent academic studies and is also widely
discussed by practitioners outside academia. Studies from different research domains,
including economics, decision science, and software engineering, explored various SaaS
pricing aspects. However, these studies include a range of views, and they are often sep-
arated from practice. As a result, we have a diverse range of SaaS pricing guidelines,
solutions, and recommendations; but still, we do not knowwhether SaaSproviders follow
and implement them.

This paper presents the first results of an ongoing study to understand the status
quo of SaaS pricing practices. Using data on 220 randomly selected SaaS companies,
we empirically investigate contemporary SaaS pricing practices. More formally, the
research question (RQ) that drives our research can be formulated as follows: How do

© Springer Nature Switzerland AG 2021
E. Klotins and K. Wnuk (Eds.): ICSOB 2020, LNBIP 407, pp. 1–13, 2021.
https://doi.org/10.1007/978-3-030-67292-8_1
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2 A. Saltan and K. Smolander

SaaS companies price their solutions? To find an answer, we take a closer look at nine
pricing aspects identified in a recent multivocal literature review, grouped into three
levels: Strategic, Tactical, and Operational [20, 21]. Working with open data provided
by SaaS companies on their pricing pages allow us to assess aspects of SaaS pricing that
have never been raised in academic literature before.

2 Background

SaaS pricing gained traction at the end of the 2000s when scholars from various fields
started to investigate the new service-oriented software model, later called software-as-
a-service. From the very beginning, it was apparent that the new licensing and delivery
model would change the way a product will be offered, positioned, and priced. However,
the way companies should set the pricing of their products was not clear, which became
a more critical problem to solve with the drastic spread of the SaaS model.

Evidence of this intense interest can be found in the rapid growth of online publica-
tions about SaaS pricing, with diverse recommendations and opinions usually grounded
in personal experience and non-systematic observations. However, there is not an abun-
dance of empirical studies investigating the pricing practices of existing SaaS companies,
especially from the quantitative perspective.

Lehmann et al. [13] use data of 295 SaaS providers to investigate the disclosure
of pricing information on the websites of SaaS providers and the use of value met-
rics in defining the price. They identify three characteristics of SaaS providers and SaaS
solutions that might affect pricing-related decisions: company size, age, and product cat-
egory. The study reveals the difference in disclosing pricing information by small/young
and large/mature providers. However, no statistically significant results regarding the
usage of the metrics were obtained.

Laatikainen et al. [10] assess the pricingmodels of 54 cloud service providers (includ-
ing 33 SaaS providers). They adapt the five-dimension generic pricing framework SBIFT
(Scope, Base, Influence, Formula, Temporal rights) proposed in [8], to the cloud context,
by adding twomoredimensions relevant for cloud solutions: the degree of discrimination,
and dynamic pricing strategy. The developed seven-dimensional framework is further
used to classify cloud computing pricing models and identify generic pricing models of
cloud providers. The study demonstrates that SaaS providers tend to have similar pricing
models regarding specific pricing model dimensions.

Like the previous paper,Wuet al. [26] also propose a pricing framework that is further
used to assess pricing practices of 353 SaaS providers. The cluster analysis confirms that
SaaS providers prefer value-based pricing over other pricing strategies. However, they
still try to make it straightforward to target a broad market.

Finally, Laatikainen and Luoma [11] use data collected from a survey, rather than
manual website screening, to assess the evolution of internal processes of pricing prac-
tices. A statistical analysis of 324 responses concludes that the adoption of cloud tech-
nologies implies changes in pricing. The study also identifies and evaluates factors
affecting the decision-makingprocess andprovides a rationality for companies’ behavior.

Besides research papers, several reports published outside academic venues overview
SaaS pricing practices empirically. Using data collected from a large number of SaaS
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providers, Poyar, in his blog posts [17, 18], provides insights into how companies cope
with SaaS pricing challenges and how pricing-related decision-making is organized.
However, these publications are relatively narrow regarding the scope and the analysis
of patterns discovered.

Brandall [2, 3] and Shelley [23, 24] use for their publications, in the form of blog
posts, data collected by exploring pricing pages of SaaS providers. However, these
reports focus on large numbers of different small features, which are often related to
the visual representation (i.e., versions naming, color pallets used, version listing order,
etc.) without specifying their importance or providing attempts to explain the rationale
behind observed patterns.

Empirical publications authored by scholars and practitioners provide valuable
insights into certain SaaS pricing aspects. However, all of them focus on a limited number
of SaaS pricing aspects, while a full picture of how SaaS providers price their products
is missing. This paper reports on the first results of ongoing research complementing
existing studies in gaining a full picture of SaaS pricing.

3 Methodology

Multiple different ratings and listings of SaaS vendors, compiled with a wide range of
criteria and goals (i.e., fastest-growing1 or leading2), can be found on the Internet. We
used the threemost complete databases of SaaS companies available to define the sample
of SaaS companies for the analysis. Table 1 contains information on these databases.

Table 1. Explored SaaS databases

Resource name # of items URL

Golden Research Engine 10 250 https://golden.com/list-of-software-as-a-service-compan
ies/

GetLatka 4 369 https://getlatka.com

SaaS Mag 2 086 https://www.saasmag.com/saas-1000-2020/

The number of providers and solutions covered in these databases varies signifi-
cantly, but partly this can be explained by the variety and blurred boundaries of the
definitions of SaaS. Some of these databases include providers that develop and deliver
software solutions and digital services that either could or could not be classified as SaaS,
depending on the definition and criteria used. Examples of such services include ITman-
aged services, proofreading and translation services, logistic and delivery services, and
ride-sharing services.

We used data from these three databases to make a random sample of 220 SaaS
providers for our research. For the purpose of our analysis, we considered only SaaS
providers that meet the following criteria:

1 https://clockwise.software/blog/top-ten-fast-growing-saas-startups-to-follow/.
2 https://www.datamation.com/cloud-computing/50-leading-saas-companies.html.

https://golden.com/list-of-software-as-a-service-companies/
https://getlatka.com
https://www.saasmag.com/saas-1000-2020/
https://clockwise.software/blog/top-ten-fast-growing-saas-startups-to-follow/
https://www.datamation.com/cloud-computing/50-leading-saas-companies.html
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– The SaaS solution meets the definition provided by NIST [16], which defines SaaS
as the capability provided to a consumer to use a provider’s applications running on
cloud infrastructure. This study does not consider video-on-demand services, social
networks, search engines, and digital marketplaces as examples of SaaS services.

– The SaaS solution has a dedicated pricing webpage. For SaaS solutions included in
the sample, we manually collected data from their websites.

The descriptive statistics of the SaaS solutions included are presented in Table 2.

Table 2. Descriptive statistics for SaaS providers sample

Parameter Value Number (percentage)

SaaS provider age (years) Less than 5 7 (3%)

5–10 104 (47%)

11–15 66 (30%)

15–20 28 (13%)

More than 20 15 (7%)

SaaS provider HQ country USA 153 (70%)

EU 20 (9%)

UK 15 (7%)

Canada 13 (6%)

Australia 8 (3%)

India 7 (3%)

Others 4 (2%)

Ownership structure Private 196 (89%)

Public 24 (11%)

Number of employees 1–10 13 (6%)

11–50 74 (34%)

51–250 86 (39%)

250–1000 34 (15%)

More than 1000 13 (6%)

Types of Customers B2B 182 (83%)

B2B and B2C 36 (16%)

Others 2 (1%)

4 Analysis and Results

A recently performed multivocal literature review [20, 21] identified nine SaaS pricing
aspects grouped in three broad categories: strategic level, tactical level, and operational
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level. Our data analysis assesses SaaS pricing practices across these levels; however, the
publicly available data provided on SaaS company websites sometimes reveals only part
of these details.

4.1 Strategic Level of SaaS Pricing

The following three SaaS pricing aspects can be attributed to the strategic level:

(1) Competitive research and market positioning: how a SaaS company, through
pricing, shapes consumer perception of their SaaS solution and distinguish their
solution from the solutions of competitors, if they exist;

(2) Market segmentation and value proposition: how aSaaS company divides poten-
tial customers into segments and defines the benefits and value in the usage of their
SaaS service with (or without) respect to these market segments;

(3) Pricing structure, strategies, and models: how a SaaS company determines the
objectives, logic, and structure of SaaS pricing, its terms of usage and pricing
evolution principles.

Pricing practiceswithin all three strategic aspects are rarely openly communicated by
companies and are often subject to commercial confidentiality. However, an evaluation
of pricing pages allows us to make certain conclusions on pricing strategies and models
employed by SaaS companies.

Pricing Strategies and Models
SaaS pricing strategy is a complex concept without a shared and formalized definition.
The pricing strategy can be considered as a portfolio of certain strategic decisions.
Two decisions mostly widely discussed in the academic and non-academic literature are
associated with the long-term price evolution and the foundation for pricing strategy
formation. The first decision can select the following dynamic pricing options (based on
[10, 14, 19]):

– Penetration pricing: SaaS solution is introduced at the lowest possible prices and
then increased over time.

– Skimming pricing: SaaS solution is introduced at the highest possible prices and
then decreased over time.

– Premium pricing: SaaS solution maintains the highest price in relation to competi-
tors’ possible prices over time.

– Economy pricing: SaaS solution maintains the lowest price in relation to competitors
possible prices over time.

– Non-dynamic pricing: does not imply any strategic principle in price changes over
time.

The second crucial decision related to pricing is determining the foundation, selecting
from the following options (based on [4, 6]):

– Cost-based pricing: SaaS prices are defined based on costs and the cost structure the
company faces while developing and delivering SaaS solutions.
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– Value-based pricing: SaaS prices are defined based on the value the SaaS solution
provides to the customers.

– Competition-based pricing: SaaS prices are defined based on prices offered by
competitions for similar SaaS solutions.

– Market-based pricing: SaaS prices are defined based on market demand, especially
with a lack of competition and consumers willingness-to-pay.

Assessing both decisions is quite challenging, and analyses of pricing pages cannot
reveal all the possible details of what pricing strategies are used. Companies may also
implement hybrid strategies as combinations of the available options. However, the vast
majority of companies (91%) specify the value/benefits gained by consumers as the
basis for defining the price of SaaS solutions and implicitly communicate it on their
pricing pages. This can mean that companies implement value-based pricing or hybrid
pricing strategies.

The concept of SaaS pricing strategy is closely connected with the concept of SaaS
pricing models. The SaaS pricing model aims to structure and provide a clear algorithm
for the calculation of prices based on the selected pricing strategy and various inter-
nal and external factors. The number of identified pricing models vary across existing
publications. Based on [4, 5] we distinguish between the following models:

– Flat-rate pricing: SaaS is offered for a fixed amount of money.
– Pay-as-you-go pricing: SaaS payments depend on the usage metrics of SaaS.
– Tiered pricing: SaaS is provided in the form of several price points with a fixed
number of features and usage conditions (i.e., number of items, transactions).

– User-based pricing: SaaS payments depend on the number of SaaS users for the
same account.

– Feature-based pricing: SaaS payments are based on the number of SaaS features
available.

– Variable pricing: SaaS payments are individually discussed.

Similar to pricing strategy, these models can be merged into hybrid ones. Our empir-
ical analysis reveals that tiered pricing (54%) is the most used pricing model. Addi-
tionally, 27% of companies develop and use hybrid models largely based on the tiered
pricing model.
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4.2 Tactical Level of SaaS Pricing

The following three aspects can be attributed to the tactical level:

(1) Offering design, versioning3, and bundling: how companies translate strategic
decisions into a range of concrete offers for consumers, consisting of specific obli-
gations related to the work of the proposed service, if the specified conditions,
including financial ones, are fulfilled

(2) Transparency, promotion, and communication: howSaaS companies inform tar-
get customers about their SaaS offerings and perform activities aimed at increasing
customer interest in using the SaaS solution

(3) Customer acquisition, retention, and usage analytics: how SaaS companies,
by means of pricing, manage the processes related to customer acquisition and
retention.

Offering Design and Versioning
The two core and closely related activities within offering design are the determination
of the number and functions of offered SaaS versions, and the definition of the prices
consumers will be charged for their usage.

Our empirical analysis reveals that the vast majority of SaaS providers offer 3 or 4
versions (Fig. 1, left). This number includes free versions offered by someSaaS providers
but does not include the opportunity to directly contact SaaS providers if the available
offerings do not match customer requirements. Mature and large companies tend to offer
a high number of versions as do companies that aim at both B2B and B2C markets.

We also calculated the average price increase ratio between adjacent non-free ver-
sions. For more than half SaaS providers, the range for this average increase ratio is
from 2 to 3 (Fig. 1, right). We did not assess the correspondence between the increase in
prices between versions with the functional/quality propositions behind these versions.

As discussed earlier, companies tend to use pure value-based pricing or hybrid strate-
gies. In many cases, SaaS providers do not limit themselves to one value metric and use
multiple ones aligned with each other. Exploring the variety of metrics used by SaaS
providers led us to propose the following five type classification:

– User-based metrics: the price of using a SaaS solution depends on the number of
users/accounts requested by the consumer

– Function-based metrics: the price of using a SaaS solution depends on the number
of features, options, and functions available for the consumer

– Usage-based metrics: the price of using a SaaS solution depends on the inten-
sity/depth of usage (i.e., the amount of cloud storage required, or number of
transactions performed)

3 The notion of the SaaS version might mislead and require certain clarification as there are two
different meanings and corresponding definitions for it. According to the first one, SaaS versions
are identified as stages of the SaaS solution in a release lifecycle [22]. The second one defines
versions as strategically developed configurations of SaaS solutions within the same lifecycle
stage [14]. Within this study, we will follow the latter meaning and definition.
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Fig. 1. Distribution of SaaS solution based on the number of offerings (left) and average price
increase ratio between versions (right)

– Consumer-based metrics: the price of using a SaaS solution depends on the specific
characteristics of the consumer (i.e., on the B2B market, consumer’s revenue, or its
size)

– Outcome-based metrics: the price of using a SaaS solution depends on the out-
come achieved by using this solution (i.e., an increase in revenue or customer churn
decrease).

Our empirical analysis reveals that the vast majority of SaaS providers use either
user-based or function-based value metrics. The full picture of the distribution of SaaS
solutions in our sample, with regard to the number of offerings, is presented in Fig. 2.

One particular type of versioning, called freemium, assumes offering the most basic
version for free. This strategy has become popular and is widely employed in services
targeted at the B2C market (i.e., music services, online games) [15].

Sixty-four SaaS providers (29%) implemented the freemium model by offering at
least one version of their solution free of charge. Most of them operate in both the B2B
and B2C market segments, and are large companies aiming to have a dominant market
position. However, small- and medium-sized B2B SaaS providers do not implement
freemium, giving a preference to free trial versions.

Unlike freemium, offering a free trial version also allows for generating purchase
leads. The associated costs of a trial are less than in freemium due to the usage time
constraints of the free trial version. The time constraint could be supplemented with
limitations in the number of features or usage intensity. Our analysis showed that the
vast majority (81%) of SaaS companies in the sample employ free trials.
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Fig. 2. Distribution of SaaS solution based on the number of value metrics used (left) and
frequency of using different types of metrics (right)

4.3 Operational Level of SaaS Pricing

The following three aspects can be attributed to the operational level:

(1) Ownership, control, and decision-making: how pricing-related decision making
is organized inside a SaaS company and how responsibility for decision making is
dispersed among the management team

(2) Performance measurement, testing, and evolution: how a SaaS company
assesses the performance and efficiency of their pricing and how the SaaS pricing
changes over time and under internal and external factors and circumstances

(3) Resources, costs planning and management: how pricing is aligned with the
planning and management of resources and costs.

The data do not allow us to assess any operational level aspects of SaaS pricing.

5 Discussion

We compared our findings with theoretical and empirical studies on similar issues. Our
main result is about the pricing strategy and model. Value-based and tiered pricing are
the most widely used pricing strategies and models of SaaS providers.
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Another result is about the number of versions the SaaS provider should offer. There
are two distinct perspectives on the issue of versioning/offering design in the academic
literature. The first one, which could be called economic, has its roots in price discrimina-
tion theory (e.g., [25]). It can be beneficial for SaaSproviders to use a price discrimination
mechanism by offering several versions, targeting different market segments and cus-
tomers. Software companies conventionally employ variations of second-degree price
discrimination by offering additional versions to the flagship one, with different func-
tions/conditions, including corresponding changes in pricing. Versioning based on price
discrimination can lead to the problem of cannibalization and possible loss of revenue.
Consumers choose the more affordable option when more than one version is available.

The second perspective, which can be called behavioral, has its roots in theories of
predictable, bounded rationality (e.g., [1, 9]). Consumer bounded rationality has two
important implications for the versioning design. First, offering too many versions can
make the selection process for consumers too complicated and eventually lead to loss
of customers. The second implication is related to the pattern of how consumers make
decisions when facing several options. The most well-known and empirically verified
example of such irrationality states that regardless of the circumstances, with the choice
of two offerings, consumers tend to select the cheapest one, while with the choice of
three – the middle one [1]. SaaS providers can take advantage of such irrationality while
designing their offerings and predict which offer will be in demand for consumers.

The perspectives and theories discussed above are quite generic and do not take into
account all conditions of the SaaS business model and the underlying engineering prac-
tices and processes. However, they suggest implementing versioning with a number of
versions which should correspond to the targeted market segments and take into account
behavioral patterns. The observed pricing practices regarding the number of offered ver-
sions seem to be reasonable and correspond with these theoretical recommendations.
The issue of using value metrics looks similar to the issue of versioning: SaaS providers
need to find the optimal number and types of metrics that can estimate the value con-
sumers gain from using a SaaS service. Studies on value-based pricing do not provide
solid advice that supports or questions the appropriateness of the observed practices.

Finally, one of our observations is related to offering free options, primarily in the
form of the freemium strategy. Table 3 summarizes the core advantages and disad-
vantages of following this strategy [7, 12, 15]. While there are promising benefits of
implementing the freemium model, it might work only with SaaS providers that offer
generic solutions targeting a broad market and different market segments.
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Table 3. Advantages and disadvantages of using the freemium model

Advantages Disadvantages

Purchase lead: In the long run, consumers who
are using the free version might become paid
ones

Cannibalization: there is a risk that
consumers will not migrate to the paid
version, being satisfied with the free one

Network effect activation: offering a free
version might increase the value of the SaaS
service for paying consumers and the price a
SaaS provider might charge

Higher costs: freemium requires higher
prices for paying consumers to cover costs
associated with free ones

Better analytics: with a more extensive user
base, SaaS providers obtain more usage data that
can be used to increase the quality of the service

Extra revenue options: freemium and the
subsequently more extensive user base can be
beneficial if a SaaS provider’s revenue model
assumes cash flows from supplementary
services or advertising

6 Conclusion

This paper reports ongoing empirical research on contemporary SaaS pricing practices.
We overview existing pricing practices and supplement our results to discuss how they
correspond with current pricing theories. We focused on aspects where conclusions
can be made based on publicly available data presented on SaaS company websites.
Our conclusions are related primarily to pricing tactics. Most strategic and operational
aspects are unlikely to be reliably evaluated and assessed using open data from company
websites.

The study reveals that SaaS companies are relatively homogeneous in the way they
price their products. SaaS providers have come a long way in adapting their pricing
practices to the new paradigm that assumes offering a service instead of selling software
as a product. There is a shared vision of how SaaS solutions should be priced, and it
is shared by most SaaS providers, which, however, does not lead to identical pricing
practices. In this paper we concentrated on versioning design, the selection of value
metrics, the usage of the freemium model, and offering users free-trial options. When
compared to the limited number of existing empirical studies, all ofwhichwere published
more than five years ago, we can observe and state that SaaS pricing is becoming more
andmore sophisticated.Most SaaSproviders are offeringmultiple versions, designed and
priced based on consumer value metrics. With all the promising benefits, the freemium
model has not become widespread; most companies that employ this model operate on
both B2B and B2C markets and offer generic solutions for a broad audience.

The study has limitations. We limit our analysis to regular descriptive statistics.
Further steps after this descriptive analysis include performing a correlation analysis
to determine how different SaaS pricing mechanisms influence each other, a regression
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analysis to assess factors that might explain selected SaaS pricing practices, and a cluster
analysis to develop a taxonomy of SaaS pricing practices.

The second limitation is associated with the sample. Based on the inclusion criteria,
we did not consider SaaS providers that do not have a dedicated pricing webpage for
their products. A lack of a pricing page can result from offering a SaaS solution for free
or with an advertising-supported revenue model, or there can be an intention to initiate
a negotiation with potential consumers and provide a unique value proposition to each
consumer. Studies show that up to 50%of SaaS providers do not publicly disclose pricing
information on their solutions [2, 13].
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Abstract. Companies across domains are rapidly engaged in shifting
computational power and intelligence from centralized cloud to fully
decentralized edges to maximize value delivery, strengthen security and
reduce latency. However, most companies have only recently started pur-
suing this opportunity and are therefore at the early stage of the cloud-to-
edge transition. To provide an overview of AI deployment in the context
of edge/cloud/hybrid architectures, we conduct a systematic literature
review and a grey literature review. To advance understanding of how
to integrate, deploy, operationalize and evolve AI models, we derive a
framework from existing literature to accelerate the end-to-end deploy-
ment process. The framework is organized into five phases: Design, Inte-
gration, Deployment, Operation and Evolution. We make an attempt
to analyze the extracted results by comparing and contrasting them to
derive insights. The contribution of the paper is threefold. First, we con-
duct a systematic literature review in which we review the contemporary
scientific literature and provide a detailed overview of the state-of-the-art
of AI deployment. Second, we review the grey literature and present the
state-of-practice and experience of practitioners while deploying AI mod-
els. Third, we present a framework derived from existing literature for
the end-to-end deployment process and attempt to compare and contrast
SLR and GLR results.

Keywords: Machine learning · Deep learning · Deployment ·
Systematic literature review · Grey literature review · Practices ·
Challenges

1 Introduction

Most embedded system companies have been progressively integrating ML/DL
(Machine Learning/Deep Learning) techniques [1,2] into their systems due to
advancements in hardware and big data explosions. Developing, deploying and
maintaining a complex ML-based business system is a daunting challenge [3,4].
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Although a significant number of studies on how to design and train models
are published each year, there is noticeably less research on how to manage
and deploy these models once they have been trained [5]. In addition, the effort
needed to go beyond the prototype stage and to deploy and keep it in pro-
duction is known to be exceptionally high [3]. The need to consider and adapt
well-established Software Engineering (SE) practices that have typically been
overlooked or had a minor impact on ML literature is important to the real
implementation [3,6,7]. Hence it is important to advance understanding of how
AI models can be deployed, monitored and evolved.

The contribution of paper is threefold. First, we conduct a systematic litera-
ture review in which we review the contemporary scientific literature and offer a
detailed overview of the state-of-the-art of AI deployment. Second, we review the
grey literature and present the state-of-practice and experience of practitioners.
Third, we present a framework derived from current literature for end-to-end
deployment process and try to compare and contrast SLR and GLR results.
The rest of the paper is set out in six sections. Section 2 introduces the research
methodology employed in carrying out the study. Section 3 describes the threats
to validity. In Sect. 4, we focus on the results of the study. We present the derived
framework in Sect. 5 and discussions in Sect. 6. Section 7 summarizes the related
works. Finally, Sect. 8 provides conclusions and future work.

2 Research Method

The study aims to advance understanding of how to integrate, deploy, monitor
and evolve ML/DL models in the context of edge/cloud/hybrid architectures. We
believe that this research initiative has the potential to accelerate the transition
of ML/DL models from the prototyping stage to the deployment stage within
companies. In order to accomplish this objective, the following research questions
have been formulated:
RQ1: What is the state-of-the-art regarding the deployment of AI models as
published in contemporary scientific literature?
RQ2: What is the state-of-practice in deploying AI models as experienced and
reported in grey literature?

In the context of edge/cloud/hybrid architectures, we conducted SLR (RQ1)
[8,9] and GLR (RQ2) [10,11] to address different and complementary RQs. We
restricted our study during the recent time frame from January 1, 2010 to August
31, 2020 in order to obtain recent results, since most companies are currently at
the prototyping stage and are slowly moving towards the deployment stage.

2.1 Systematic Literature Review (SLR)

The SLR is designed to identify, analyze, and interpret al.l relevant studies on
the topic of interest [8,9]. This is the proposed methodology for aggregating
empirical studies. To answer RQ1, we have defined search strings that included
both research objective as well as research question terms, as suggested by [8]. We
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Table 1. Search query used to retrieve relevant studies from selected libraries

Scientific
library

Search query Filters

IEEE Xplore “All Metadata”: software AND (deploy* OR
production) AND (integrat* OR inference OR serv* OR
monitor* OR scale OR evol*) AND (edge OR cloud OR
hybrid) AND (“machine learning” OR “deep learning”)

Conferences &
Journals

ACM Digital
Library

software AND (deploy* OR production) AND (integrat*
OR inference OR serv* OR monitor* OR scale OR
evol*) AND (edge OR cloud OR hybrid) AND
(“machine learning” OR “deep learning”)

PDF

Scopus TITLE-ABS-KEY (software AND (deploy* OR
production) AND (integrat* OR inference OR serv* OR
monitor* OR scale OR evol*) AND (edge OR cloud OR
hybrid) AND (“machine learning” OR “deep learning”)

Conferences &
Journals

ScienceDirect software AND (deployment OR production) AND (edge
OR cloud OR hybrid) AND (“machine learning” OR
“deep learning”)

Conference &
Journals

Web of Science TS= (software AND (deploy* OR production) AND
(integrat* OR inference OR serv* OR monitor* OR
scale OR evol*) AND (edge OR cloud OR hybrid) AND
(“machine learning” OR “deep learning”))

Article or
Proceeding
paper

queried five popular scientific libraries to retrieve the relevant studies. The search
queries and the retrieved studies of each scientific library are listed in Table 1.
The retrieved studies were integrated and exported into the excel sheet. As an
inclusion criteria, we defined (a) Studies that report the deployment of ML/DL
models within the context of edge/cloud/hybrid architectures. We excluded (a)
Duplicate versions (b) Not written in English (c) Not a peer-reviewed scientific
research and (d) Not available electronically through web. Figure 1 outlines the
overall SLR process adopted in the study. [12–24] represent primary studies.

2.2 Grey Literature Review (GLR)

Researchers are increasingly using GLR in their study. As reported in [10],
although the SLR and the Systematic Mapping Study (SMS) provide comprehen-
sive descriptions of the state-of-the-art, they typically lack the state-of-practice.
This state-of-practice is critical in a more practice-oriented field of study such
as SE. There is also a disconnect between studies reported by researchers and
practitioners, as practitioners hardly involve in and display interest in scientific
literature publications. Using GLR [11] in studies can (a) Eliminate publication
bias (b) Offer contextual knowledge (c) Allow SE researchers to understand solu-
tions to a specific existing SE challenge, perform evaluations and identify areas
where further evaluation and improvement are required.
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Fig. 1. Research process for SLR

Grey literature may offer practitioner perspectives on key topics relevant to
practice and research, as well as encourage the voice of practitioners. Grey litera-
ture is suitable for this study, as it reflects the state-of-practice and experience of
practitioners when deploying AI into cloud/edge/hybrid architectures. As part of
conducting the GLR, we included studies that (a) Focus on integration, deploy-
ment, operationalization and evolution of ML/DL models in companies within
limited time frame (b) Written in English (c) PDF file format and (d) Included
documents from companies by filtering site as “.com”. We excluded (a) Peer-
reviewed scientific articles and (b) Other sources of information such as blogs,
posts, etc. to increase the reliability of results. We explored Google search engine
using the below query, which resulted in sixteen studies referring to RQ2. Among
these sixteen studies, we selected six studies [25–30] that benefit our research.

(deploy* OR production) AND (integrat* OR inference OR monitor* OR
evol* OR scal* OR operation*) AND (machine learning OR deep learning) AND
(edge OR cloud OR hybrid) site:.com filetype:pdf

3 Threats to Validity

Potential threats to validity are taken into account and minimized in the study
[31]. They are as follows: (a) Construct Validity - Enhanced by conducting SLRs
and GLRs to identify the state-of-art and the state-of-practice to better study
AI deployment from multiple perspectives. A considerable threat is that two of
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the thirteen primary studies extracted from SLR included studies that had the
participation of practitioners in companies. Hence, there could be a potential pos-
sibility of conflict between the results of SLR and GLR. This threat is inevitable,
because some practitioners seldom publish their work in peer-reviewed scientific
articles. To accurately collect primary studies using SLR and GLR, we defined
search process, search query, inclusion and exclusion criteria. (b) Internal Valid-
ity - Threats caused by author bias when selecting and interpreting data leads to
internal validity threats. The SLR results are complemented by the GLR results
to provide a clear overview of the subject under study. (c) External validity -
Results can be extended to all software-intensive companies deploying ML/DL
models as the study encompasses both state-of-art and state-of-practice reported
in the literature.

4 Results

Based on the state-of-the-art and state-of-practice reported in SLR and GLR for
deploying AI in the context of edge/cloud/hybrid architectures, we extract the
practices and challenges. According to the findings from the literature, they are
grouped into five phases i.e. Design, Integration, Deployment, Operation and
Evolution. Each phase consists of two tasks. These phases have been chosen
based on the literature review. In addition, most phases represent the keywords
used in our search query. The phases and tasks extracted from SLR and GLR
are shown in Table 2, 3 and 4. The hybrid architecture referred to in the study
consists of a combination of cloud and edge architectures to deploy ML/DL
models.

5 Framework

Based on the insights gained by synthesizing practices extracted from SLR and
GLR, we derive a framework to facilitate the end-to-end deployment process
of ML/DL models. Figure 2 shows an illustration of the framework. The overall
framework is structured into five phases and consists of two tasks for each phase.
They are: (a) Design - Validation & Tracking (b) Integration - Resource Discov-
ery & Rewrite/Package (c) Deployment - Target Environment & Launching (d)
Operation - Inference & Monitoring (e) Evolution - Retrain & Redeploy. Below,
we detail each of the phases:
A. Design: When the models are properly validated [26] and offer confidence in
results, the model is ready for placing into production. At this stage, the train-
ing process is terminated and all associated computing resources are released
[14]. Before bringing the models into production, ensure that necessary burn-in
tests are carried out to avoid initial model failures when put into production
[17]. Proper planning of deployment process [28] can ensure a smooth transi-
tion from prototyping to deployment phase. Models, dependencies, artifacts, etc.
need to be tracked and versioned to ensure reproducibility [17,28]. For instance,
GitHub hashtags can be used for code versioning [28]. It is highly recommended
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Table 2. Practices and challenges extracted from SLR and GLR [1/3]

Phases Tasks Practices Challenges

Design Validation - Execute validation techniques:
modelling, training and test error
and cross-validation [26]
- Terminate training process and
release occupied computing sources
[14]
- Understand collected features with
effect on outcome [28]
- Compare experiments and run
burn-in tests [17]
- Plan model deployment [28]

- Data scientists
need new ways of
knowledge sharing
[28]
- Data scientists
prefer to develop
models alone [28]

Tracking - Track models, dependencies [28],
experiments [17], versions [13] (eg:
GitHub hash tags [28]), etc.
- Maintain registry for model status
and artifacts [17,28]

- Failure to version
models leads to
undesired
situations [17]

Integration Resource
discovery

- Store models in a single format for
ease of use [13]
- Execute resource discovery and
set up resources [18]

- Difference in
prototype and
production
environment in
terms of hardware,
OS, library,
etc.[17,28]

Rewrite/
Package

- Two ways for integrating models:
(a) Rewrite from data analysis
to industrial development language
(b) Equip with web interface [22]
- Rewrite model for integrating to
reports/applications or to share
insights and prediction with analytic
products [28]
- For web interface, package image
(eg: docker image [12,17]) with
frameworks and libraries [19,22,23]
- For reproducibility, use standard
run time and configuration files [13]
- Technology for packaging different
applications: (a) Containers [12,13]
[18,19,22,27] (b) Serverless
computing [19] (c) Hypervisor-based
virtualization [18]

- Difficulty in inte-
grating ML models
into existing or new
applications [28,30]
- Lack of docker
containers opti-
mized for accelera-
tor [13]
- Implementing
same model in dif-
ferent frameworks
need time and
efforts [13,29]
- Support code
updates due to
change in API
framework [13]

(contniued)
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Table 2. (contniued)

Phases Tasks Practices Challenges

- Existing containerization solutions:
(a) Docker [12,13,15,17–19]
(b) Singularity [13,15] (c) LXC [19]
- Abandon usage of hypervisor-
based virtualization [18]
- Provide integration with existing
data infrastructure and ensure data
access and storage [17]
- Apply compression before deploy,
if needed [15,23]
- Select ML solution fully integrated
with databases to reduce efforts [28]

- Converted model
performs bad
compared with
model implemented
using native API
framework [13]

Table 3. Practices and challenges extracted from SLR and GLR [2/3]

Phases Tasks Practices Challenges

Deployment Target
environment

- Host model to invoke and
get predictions [29]
- Run workloads in [19,27,28]
(a) Public cloud
(b) On-premise (c) Hybrid
cloud (d) Edge
- Use cloud for compute-intense
tasks, otherwise opt edge [16,19]
- If edge is incapable to process,
forward the request to cloud [19]
- Minimize deploy cost while
giving good QoE to users [19]

- Difficulty in deploy-
ing neural networks
in edge devices due
to limiting sparabreak
computation and
memory resources [21]
- Most DL packages
(Caffe, TensorFlow,
etc.) focus on cloud
and not on edge [21]
- Human experts lack
GPU configuration
knowledge for device
placement [24]

Launching - Decompress unpack image[15]
- Expose deployed application
as services to external users via
communication channel [12,18]
- Provide REST API to pipeline
[17,21,22,28] (e.g..flask API [19])
- Need support from data
scientists, engineering teams [17],
ML engineers [23] data engineers,
domain experts, infrastructure
professionals and end users [28,29]

- Complicated process
to deploy and config-
ure DL framework and
AI models execution
on edge [21]
- EU financial
institutions are not
yet al.lowed to move
to cloud by EU
regulators

(contniued)
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Table 3. (contniued)

Phases Tasks Practices Challenges

- Lack of skills among
data scientists to
deploy REST API
endpoint [28]
- Inability of ML
models to stay on
laptops of data
scientists [28]

Operation Inference - Ensure proper deployment of
inference pipelines to pass, pre-
process, predict and post-process
raw data to serve batch and real-
time requests [28,29]
- Provide simple API for serving
prediction [29]
- For processing online inference
request for features computed

offline [17], take values: (a) End
-of-day (b) Start-of-day
- Needs to be elastic in response
to traffic changes [17,26,29]
- Ensure good data is used in
both prototyping and production
setup [28]
- For latency critical and accuracy
insensitive tasks, use low-latency
mode with fog configuration else
use high accuracy mode [16]
- Response time, jitter and power
usage[16] is: (a) Low, if send to fog
nodes (b) High, if send to cloud

- Companies find diffi-
culty in operationaliz-
ing [28]
- Ensure data consis-
tency across environ-
ments of offline train-
ing and online infer-
ence [17,28]
- Scalability and secu-
rity are major concerns
[17,28]
- Network latency is
the bottleneck in end-
to-end latency [19]
- Difficulty in serving
each user with sepa-
rate edge computing
instance when number
of users increase
- To reduce latency,
lot of packages sacrifice
memory for execution
on edge [21]
- Inference cost goes up
when multiple models
are deployed with dif-
ferent endpoints [29]
- Mostly GPU
instances are oversized
for inference [29]
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Table 4. Practices and challenges extracted from SLR and GLR [3/3]

Phases Tasks Practices Challenges

Monitoring - Ensure monitoring system for querying,
visualising and deeper understanding of
metrics and event logging [12]
- Monitor status and performance [17] and
compare to business expectation [29]
-Deploy initial model and boost traffic
incrementally if it works well [28]
- Determine concept drift, [28] memory
consume by production environment and
errors returned by models
- Measure inference accuracy of deployed
model to ensure data drifts noticed and
actions taken [29]
-Automatic roll back and forward
capability to recover from degraded
model performance [27,29]

- ML is deemed
valuable by com-
panies until it
begin to improve
profit [28]
- Models
performing well
during training
might not
perform well
during
production [28]

Evolution Retrain - Employ Agile, DevOps-style work flows
[26]
- Ability of teams to re-evaluate the
models quickly and use CI/CD to keep
updated and prevent decay [26,29]
- Retrain model when changes in model
performance occur [28,29]
- Apply automation to trigger model
retraining which reduces effort and human
error [29]
- Retraining model on personal data out-
perform general models
- Update model with latest data instead
of retraining on historical data [14]
- Create more model instances by: (a)
Periodically [14] (b) Accuracy lower than
threshold

- Most early
users of ML
models (a) Do
not refresh [28]
or replace
models when
accuracy
degrades (b) Do
so at each fixed
intervals rather
than
continuously

Redesign - Choose tools and a broad set of diag-
nostics and monitoring ability to check if
model under-performs and redesign from
scratch [28]
- Refine and scale solution as new technol-
ogy is available [26,28]
- Use blue/green deployment, canary
deployment technique to deploy new ver-
sion of model to production [29]
- Deploy different versions of same
application based on different needs. For
instance, by utilizing A/B test [12,29] or
take a multi-armed bandit approach [28]
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Fig. 2. End-to-end deployment framework

to maintain a registry containing entries for status of model life cycle and arti-
facts [17,28].
B. Integration: After validating and versioning the models properly, save them
for reuse. Next, discover and set-up the necessary resources to put the model
into production. Models can be incorporated into the application logic in two
primary ways. These are: (a) Rewrite models from the data analysis language (for
instance, R or Python) to industrial development language (for instance, Java
or C++). Models are often rewritten to integrate into applications or reports or
to share knowledge and predictions with analytical products. (b) Provide web-
interface to the models. In the latter case, the model images are packaged with
the required frameworks and libraries. One of the most popular technologies for
packaging is containerization. It is important to ensure that the model integrate
well with existing infrastructure and also verify appropriate data access and
storage. Models are compressed based on use case requirements and resource
availability prior to deployment.
C. Deployment: The compressed models are decompressed and unpacked in the
target environment [15], if necessary. These target environments can be cloud,
edge or hybrid cloud-edge collaboration, according to the use case [19,27,28].
For instance, more computation-intensive and less safety critical tasks need to
be migrated to the cloud for processing. In contrast, process all latency critical
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requests at the edge device [16,19]. The deployment phase deals in particular
with the initial model deployment. Proper consideration should be devoted to
minimize the deployment costs as low as possible while at the same time guar-
anteeing quality of experience to end-users. The deployed application is provided
to users through a communication channel [12,18]. Introducing the model into
production demands close collaboration between data scientists, ML engineers,
engineering teams, data engineers, domain experts, infrastructure professionals,
etc. [17,23,28,29].
D. Operation: Companies perceive operationalization as the most challeng-
ing phase. Ensure proper deployment of models, inference pipelines, monitoring
and event logging mechanisms before serving models [28,29]. In this phase, the
deployed model consumes raw data to serve either batch or real time inference
requests [28,29]. Model performance can be improved by deploying the initial
model and slowly increasing the traffic to the model instead of allowing it to
serve all requests at the beginning [28]. It should be noted that most of the
GPU resources used in training DL models are oversized for inference [29]. The
deployed model undergoes continuous monitoring to determine data drifts, con-
cept drifts, returned errors from model, etc. [28]. As model performance degrades,
introduce roll back mechanisms for quicker recovery [27,29].
E. Evolution: The evolution phase deals with subsequent model deployment.
As the models are placed in production, performance degrades over time [28,29].
If so, select one of the two mechanisms: (a) Retrain (b) Redesign. Teams may
employ CI/CD (Continuous Integration/Continuous Deployment) to keep the
model up-to-date. Provisions to automatically trigger retraining will lessen both
human errors and efforts [29]. Instead of retraining the entire model, updating
the model with the latest information [14] is a good option. Techniques such
as A/B test [12,29] and multi-armed bandit [28] can be selected for deploying
different versions of the same model to determine the best performing model.
On the other hand, blue/green deployments can be used to deploy new model
versions in production [29]. An iteration is triggered from the evolution phase to
the deployment phase when it is necessary to retrain the model. If redesigning
the model is appropriate, an iteration is triggered from the evolution to design
phase where we experiment with the current models for better performance or
from scratch [28]. Teams that evaluate model performance needs to be very quick
to prevent model decay as soon as possible [26].

6 Discussion

The study highlights the fact that ML/DL model deployment is gaining momen-
tum over the last two to three years, since most primary studies cover the period
2017–2020. In addition, only two of the thirteen SLR studies involve participation
from companies. This emphasizes that GLR is a valuable source to advance our
knowledge about practices and challenges practitioners face in companies. Below,
we compare and contrast SLR and GLR findings to provide further insights on
AI deployment and illustrated in Fig. 3.
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Fig. 3. Comparison/contrast between literature review findings

Compare Findings: Below, we compare the findings of literature review:
A. Support among Professionals: Both SLR and GLR sources suggest that suc-
cessful deployment of ML/DL models requires support from data scientists and
other experts such as data engineers, domain experts, infrastructure profession-
als and end-users. For instance, lack of data scientist skills to deploy REST API
slows down the deployment process. Deployment can also be postponed due to
prioritization and limitation of experts.
B. Use of Containerization Technologies: Containerization has been identified as
the most popular packaging technology. Implementation of same model in dif-
ferent frameworks result in a loss of time and effort. For instance, models often
need to be completely rewritten in production preferred languages. Since com-
panies only find ML/DL valuable until they start producing value and profit, it
is not acceptable to delay production because they want their product to reach
markets more rapidly. This is perhaps one of the reasons for increasing demands
for containerization.
C. A/B Test : Once the model is deployed into production, it is obvious that
both SLR and GLR sources recommend adoption of A/B testing technique to
deploy multiple versions of the best performing model. It can be concluded that
fraction of academia projects that proceed into production utilize A/B testing.
Besides A/B test, GLR confirms the use of other techniques for deploying new
versions. For instance, blue/green deployment.
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Contrast Findings: Below, we contrast findings between SLR and GLR:
A.Compression/Decompression: Models are compressed prior to deployment and
decompressed after deployment as stated in SLR based on use case requirements
and resource constraints. This is generally used for deploying models at edge by
making minimal compromise on accuracy.
B.Updating Models: According to SLR, we find technique of updating models
when the performance degrades with entire historical data instead of retraining.
For instance, update the model every two hours with the latest up-to-date infor-
mation or as performance degrades. This technique suits to non safety-critical
applications where accuracy is insensitive.
C.Burn-in Test : Based on SLR, burn-in tests are executed before real deploy-
ment to stop initial model failures when deployed on target devices. On the other
hand, as per GLR, the models are put in the pilot phase prior to deployment.
Although burn-in test is identified from SLR in our study, it is part of one of
the two scientific peer-reviewed company-based paper.
D.Plan for Deployment : In accordance with GLR, companies always plan before-
hand for deployment compared to SLR. Studies show that companies have diffi-
culty in integrating models into existing or new applications, deploying models
on edge devices, operationalizing models, etc. Therefore, proper planning makes
the deployment process even easier with less overhead and resource utilization.
E.More Deployment Techniques: Although A/B test is widely used in compa-
nies, techniques such as multi-armed bandits, canary and blue/green deploy-
ments are employed in companies based on GLR to deploy new model versions.
These techniques are absent in contemporary literature, which may be due to
the immaturity of deployment process employed in academia.
F.Challenges in Operationalizing phase: GLR provides more information about
different practices, techniques and challenges in relation to monitoring and evolu-
tion compared to SLR. Most models in scientific literature experience only initial
deployment and are not constantly replaced/refreshed as performance degrades
over time.

7 Related Work

ML benefits can only be harnessed when models move from prototyping to
deployment stage [32]. According to [33,34], deployment is an underestimated
area where companies are struggling with model testing, trouble shooting, glue
code for running the system, and, monitoring and logging mechanisms. More-
over, ML/DL model deployment demands significant change in the overall sys-
tem architecture as it needs to be integrated to a software-intensive system. In
addition to the components that care for model deployment in production, it
is recommended that additional components be provided for model validation
prior to deployment, model evaluation and monitoring [35,36]. Deployed mod-
els are dedicated to serve real data [37]. If the model fail to meet expectations,
roll back and restore the previous model version. Federated learning requires a
specialized deployment framework to address changes in edge [38].
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8 Conclusions

Most companies are placing lot of models into production compared to pre-
vious years. To better understand design, integration, deployment, operation
and evolution of AI models, we analyze both SLR and GLR in the context of
edge/cloud/hybrid architectures. Based on these findings, we list various prac-
tices and challenges practitioners face when deploying ML/DL models. We derive
a framework on the basis of literature review for the end-to-end deployment pro-
cess and also attempt to compare and contrast the findings of SLR and GLR.
We look forward to validate the framework in various software-intensive domain
companies to better understand the deployment process.
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Abstract. A significant amount of research effort is put into studying
machine learning (ML) and deep learning (DL) technologies. Real-world
ML applications help companies to improve products and automate tasks
such as classification, image recognition and automation. However, a tra-
ditional “fixed” approach where the system is frozen before deployment
leads to a sub-optimal system performance. Systems autonomously exper-
imenting with and improving their own behavior and performance could
improve business outcomes but we need to know how this could actually
work in practice. While there is some research on autonomously improving
systems, the focus on the concepts and theoretical algorithms. However,
less research is focused on empirical industry validation of the proposed
theory. Empirical validations are usually done through simulations or by
using synthetic or manually alteration of datasets. The contribution of this
paper is twofold. First, we conduct a systematic literature review in which
we focus on papers describing industrial deployments of autonomously
improving systems and their real-world applications. Secondly, we iden-
tify open research questions and derive a model that classifies the level of
autonomy based on our findings in the literature review.

Keywords: Autonomously improving systems · Machine learning ·
Industrial application · AI engineering · Empirical validation

1 Introduction

Today software are used to solving increasingly complex and dynamic with the
introduction of machine learning (ML) and Deep learning (DL). Applications of
ML and DL in autonomous systems play an increasingly important part in sev-
eral areas, from industrial robots, self-driving vehicles to insulin delivery systems
[1]. These systems operate in increase non-stationary environments where the
systems need to adapt to keep their performance. A traditional static approach
where the system is frozen before deployment leads to a sub-optimal system per-
formance in dynamic environment. However, a non-static approach where system
is able experiment with its own behaviour and improve performance will improve
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business outcomes. The flexibility in non-stationary systems could improve per-
formance post-deployment for a fixed task or be used for mass customization.
As an example consider having software products that are able to autonomously
customize its response based on each user’s preferences to give the optimal user
experience for each individual user. This would make it possible to maximize
value for each customer/user in the entire lifetime of the product while keeping
the human resources to manage the improvement as low a possible. Systems
autonomously experimenting with and improving their own behavior and per-
formance could improve business outcomes but we need to know how this could
actually work in practice. Hence this SLR.

Autonomy in systems such as self-management was put forward as a viable
solution to deal with challenge of complexity in deployed systems without invest-
ing a lot of human resources [2]. These are intelligent systems that are able to
observe their own behaviour and can adapt autonomously to achieve goals or
improve performance based on a high level objective [2]. Autonomously improv-
ing systems are deployed systems which autonomously try to improve perfor-
mance by learning from experiments with the systems own parameters while
ensuring a minimum level of performance.

Key components in improving the performance of a system while keeping
systems stability is monitoring of the environment the system is deployed in and
the performance of the system [3]. Although post-deployment data is collected
by several companies, it is not as widely used in industry [4].

Automated experiments using A/B/n testing is an example of using a data-
driven and structured approach to experiment with different configurations and
their performance levels in deployed systems [5]. Machine learning can be used
to improve the efficiency of A/B/n testing [6]. Multi-armed bandits is a search
strategy that reduces the number of experiments needed to ideally find the best
solution among multiple possibilities [7]. However, in practice there is no guar-
anty that the found solution is in fact the best solution without performing an
exhaustive search.

Systems based on ML models such as multi-armed bandits can help compa-
nies deliver mass customization or specific domain adaption, since the systems
can adapt and improve with little or no human resources involved [8]. The ability
to learn over time can be used for improving performance in a static environ-
ment or to adapt to changes in a dynamic environment. In general, training
of ML models can be divided into two different phases, offline and online [9].
Offline learning relies on a large dataset with all data available at the start of
training. Online learning learns from a continuous and sequenced stream of data.
To improve performance and reduce the human-interaction, the ML system has
to continuously learn based on monitoring the environment and its own perfor-
mance by continuously evaluating, training and deploying updated ML models
[10]. Implementing an autonomously improving system based on ML in an indus-
trial systems context imposes several challenges in the design, development, and
deployment of the system [11]. However, the challenge is that most previously
published research does not deal with real-world industry applications and often
only experiment with synthetic data or limited datasets [12].
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The purpose of our study is to provide an overview of existing research as
a basis for future research in the area of autonomously improving systems with
focus on software engineering and real-world industrial application that in the
end can improve business outcomes.

The contribution of this paper is twofold. First, we conduct a systematic lit-
erature review (SLR) in which we focus on papers describing industrial deploy-
ments of autonomously improving systems and their real-world applications.
The purpose is to discover the existing academic literature with empirical work
and identifying challenges within the field of industrial autonomously improving
systems. Secondly, we identify open research questions and derive a model that
classify the level of autonomy based on our findings in the literature review.

The remaining of the paper is structured as follows. In Sect. 2, we provide the
background around the autonomously improving systems and existing research
on this. In Sect. 3, we present the research method for the systematic literature.
In Sect. 4 we present the findings from the literature review. Section 5 and 6
contains the discussion and conclusion of this paper.

2 Background

This section introduces existing concepts of autonomously improving system
and related topics such as controlled experimentation and multi-armed bandits
which can be used to implement sub-components of an autonomously improv-
ing system. The topics in this section represents the different autonomy levels
integrated into the experimentation process to improve system performance.

2.1 A/B/n Experiments

A/B experiments or split tests is a group of experiments techniques that relies on
hypotheses testing. In A/B experiments, also called A/B tests, tests two different
variants of a feature using a control variant and an altered variant called the
treatment. Users are randomly assigned to the two variants [13]. When more
than one split-test variation is being tested against the same control variant it
is called A/B/n tests. Data from these experiments are collected and based on
this the best treatment/variant can be selected [14]. Many companies perform
A/B experiments to explore parameters and test these to find parameters that
increases system performance [5,15]. A/B tests are used by many large companies
such as Microsoft, Booking.com, Netflix to improve their services [5]. However,
the A/B tests are limited by the amount of data that is received. To ensure that
the result is statistically significant a certain amount of data must be received
[16]. Also, variations in the population, e.g.. users, needs to be considered to
be sure that the sub-group used for the experiments is representing the global
population of users [16]. Performing A/B experimentation sequentially can also
be expensive since there is no dynamic prioritization based on live feedback data
between individual experiments and their excepted outcome, since this involves
running tests that might not perform well and waiting on those to complete
before switching to the next [17].
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2.2 Multi-Arm and Contextual Bandits

Multi-armed bandits (MAB) is a sub-field in reinforcement learning (RL) specif-
ically for the problem of choosing between exploration and exploitation. MAB
tries to minimize the cost of running experiments by running multiple experi-
ments at the same time by switching between different treatments and selecting
the most promising. This minimizes “regret” caused by the selection of a non-
optimal alternative of the multiple arms available in the multi-arm bandit exper-
iment [17]. If resource constraints are a concern, the MAB can be used to lower
the overall cost of experimentation by sacrificing some statistical significance
[17]. The policy that implements the selection between different arms is a MAB
algorithm. The trade-off between exploration and exploitation is determined by
the MAB algorithm. Besides the user-selected policy, MAB have requirements
for the environment they work in such as the reward feedback for selecting an
arm and that the experiments do not affect each other [17]. If the limitations of
the MAB is not addressed correctly, companies risk making decisions based on
wrong information [7].

2.3 Autonomously Improving System

Systems that continuously learn tasks and improve by fine-tuning policies have
been studied for decades. The idea of the autonomously improving systems e.g..
robots able to change and generalize on different tasks, were already proven
by simplified lab experiments in 1995 [18]. The online or incremental learning
in an autonomously improving systems can be implemented in many different
ways depending on the context [10,12,19]. Once a new model is developed or
an existing model is retrained the performance must be compared against the
existing to decide if the model should be used. However, the true real-world
performance can only be found by performing experiments in an already deployed
system. Training of the ML models can be divided into two different approaches,
i.e. offline and online, determined by the algorithm or model.

Offline learning involves data collection and storage of a dataset for training
the ML model [11]. Training of offline models usually uses a big dataset with
labelled data for training or is retrained multiple times on a re-sampled training
set. This requires a lot of resources for storage and data preparation [10]. If
the system itself or the task of the system changes over time, the dataset that
has been collected, processed, and labelled might become outdated and over
time useless. There exist several ML models that use offline training e.g. object
detection YOLO [20] and MobileNet [21]. Big ML frameworks are mainly focused
on offline learning.

Online learning or incremental learning is where the ML model is trained
using a potentially infinite stream of data and does not require all data to be
available at one time. The motivation for online learning is the ability to improve
or adapt to changes addressing concept drift which is due to changes in a non-
stationary environment or goal of the system. Concept drift can be a gradual
change over time, a recurring or cyclical change, or a sudden or abrupt change.
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Problems with concept drift will benefit for the continuous learning of the sys-
tem, since the model can be trained with new data and therefore adapt to the
concept drift [19,22]. Besides system adaption or optimization, online learning
can also reduce the required size of the dataset and labelling needed for the
initial training, because the systems are continuously learning. This approach
can be used to deal with resource constrain if the dataset is too big for offline
learning [23].

Several literature reviews have been performed within online/offline learning,
Self-* systems and concept drift primarily but not specifically focused on indus-
trial deployment [12,19,24–26]. A significant amount of work goes into describing
the techniques and algorithms in theory. Many of the studies compare perfor-
mance between the different techniques and algorithms by using simulations,
synthetic datasets or modified real world datasets [12]. However, few of these
studies deploy the systems in an industrial context to perform empirical valida-
tion in the real-world.

3 Method

This literature review follows the guidelines proposed by [27]. Originally the
“Systematic literature review” (SLR) was used within medical research but the
method has also been widely adopted in other research domains [28–30], includ-
ing the software engineering domain. The SLR provides a systematic approach
to perform a review of existing literature by specifying guidelines for how to
perform the search, select and review selected papers.

The purpose of this literature review is to provide an overview of existing
research as a basis for future research in the area of autonomously improving
systems. We identify papers, with focus on software engineering and real-world
industrial application, that describe systems supporting machine learning as an
integrated part. In the literature review we look to answer the following research
questions:

– RQ1: What techniques are used to deploy industrial autonomously improving
systems?

– RQ2: In what domains are these systems implemented and deployed in indus-
try?

3.1 Search Strategy

Our literature search focuses on providing an overview of existing research as
a basis for future research in the area of autonomously improving systems. We
identified papers that describe systems supporting machine learning with focus
on software engineering and real-world industrial application. The search started
by selecting key words used in the research area. We conducted a pilot search on
Autonomously Improving Systems, using Scopus, we collected more keywords and
broadened the search to ensure relevant studies would be included. We also used
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the software to focus on papers involving software and industr* OR “case study”
OR “case studies” OR empirical to limit results to studies with empirical work
with industrial relevance. Several different search strings were explored based on
the pilot search.

The following two search queries was constructed and used on 28.02.2020
for the literature review: TITLE-ABS-KEY (“software”) AND TITLE-ABS-KEY

(autonomous OR intelligent OR self- OR learning) AND TITLE-ABS-KEY (“con-

cept drift” OR lifelong OR continual OR online) AND TITLE-ABS-KEY (“machine

learning” OR ml OR ai OR “artificial intelligence” OR dl OR “deep learning”)

AND TITLE-ABS-KEY(industr* OR “case study” OR empirical) and TITLE-ABS-

KEY (“A/B/n testing” OR “online controlled experiments”) AND TITLE-ABS-KEY

(industr* OR “case study” OR “case studies” OR empirical) The bibliography
search was conducted on Scopus, IEEE, and ACM digital library. The search
was adapted to the different search engines to use the same settings except
searches in the ACM digital library was done on only the abstract due to the
limitations of the search engine.

3.2 Exclusion and Inclusion Criteria

As a step in the original process as proposed by [27], each paper in the search
was reviewed first by the title and keywords, then by abstract. Papers with
non-related title and keywords were excluded from the result. The remaining
papers were reviewed by the abstract. Finally, the body of the remaining papers
were used to verify the empirical work. As the focus in our SLR is real-world
application in industry, the papers included in the SLR must contain empirical
evaluation of the proposed theory in an industrial context.

3.3 Data Collection

As a part of the SLR process the data collected should be defined as proposed
by [27]. For each of the studies the approach to the autonomously improving
system and the type of learning method was extracted and noted and the focus
of studies was determined. The type of data e.g. dataset, simulation or data from
real-world deployment and the method of the empirical work was also extracted.

3.4 Results

The search resulted in a total of 1345 papers. After the process of removing
duplicates 1305 papers remained. The 1305 papers were filtered down to 95
papers based on the title and keywords to remove unrelated papers. Finally, the
95 papers were filtered based on abstract containing information about empirical
validation e.g. case study and real-world application. If there were any doubt
about the inclusion or exclusion of the papers based on the abstract, the papers
were examined further by reading the body of the paper. Based on the previous
filtering and the full body text the papers were filtered down to 21. The final 21
papers are from the period 2010 to 2020.
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4 Results

4.1 Techniques for Autonomously Improvement of Systems

Previous studies present many different customized approaches for realizing some
type of an autonomously improving system with little standardization of software
components or implementation details. In Fig. 1 the distribution between the
different types on learning approaches used in the papers are shown. Most of the
ML papers apply an online learning approach [31–39], a few use offline [40–42],
or a hybrid [43–46] which is a combination of both online and offline approaches,
but the industrial deployed systems tends to have a lower level of autonomy
or specifically focuses on a few numbers of challenges. A/B/n testing papers
[5,47–50] simple adaption is done online in deployed systems. Figure 2 shows the
distribution between dataset [32,34–36,41–43,45,46], simulation [33,37–39], and
deployment [31,40,44] used for empirical validation of the systems. Most of the
papers use datasets and simulation for validation and few deploy a system.
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Fig. 2. Methods used for empirical validation

A/B experiments are already used in industry to improve performance. Sev-
eral big companies perform A/B experimentation as a part of the development
process to improve their systems [5]. Most often the data from A/B experimenta-
tion is used as basis for data-driven decision support. Before an A/B experiment
is performed, human experts have determined the goal for the experiment and
then find metrics that measure the performance in relation to the goal. Based on
the goal and the metric, one or more experiments are designed that are believed
to have an impact [50]. The next step is to deploy the experiments and then
monitor and collect data about the system performance. The data collected dur-
ing experimentation is analysed in comparison to the goal to conclude outcome.
The deployment of experiments and the data-collection should be automated to
be able to gather feedback from the experiments in an effective way. To perform
successful experiments, resources must be invested in finding the different vari-
ants. The strategy on how to find the next variant highly affects the cost and
efficiency of the experimentation process. The most basic strategy involves an
exhausted search e.g. system parameters and settings.

Using machine learning to improve the system performance has been sug-
gested in literature especially in the form of reinforcement learning used to min-
imize the cost of experimentation [51]. But also, genetic programming has been
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suggested as a candidate [38]. Reinforcement learning has been used to make
computers learn how to play complex video games with human level perfor-
mance which shows its potential [52]. Moving away from controlled simulations,
such as games, into real-world system is difficult as real-world systems impose
many considerations and limitations. One of the reinforcement learning tech-
niques, multi-armed bandits (MAB), has been applied to optimize the search
problems to find a solution with a lower cost.

In the literature two different types of approaches are used for dealing with
deteriorating performance. The systems use either passive or active techniques
to handle decreasing performance through additional experimentation.

Systems using a passive technique often rely on update of the ML model
or parameters either based on the number of samples, a certain time span or
by a human expert. Several approaches has been proposed that are based on
the passive adaption [37]. Systems using passive adaption do not need to have
the ability to detect changes since they are updated periodically. This technique
is a more “open-loop” approach to adaption and requires resources to perform
updates even though the system performance do not improve. This could be
scheduled batch training of normal offline ML models [40] or learning based on
each new data sample in system [43].

Systems using an active technique on the other hand relies on methods for
detecting change in the environment or system and to react based on that knowl-
edge [32] Online techniques are usually based on monitoring current systems
statistics and model performance. A sub-sample or window of data is used to
compute statistics required to determine if additional adaption is needed [45].
Supervised and unsupervised learning has been proposed as techniques for per-
forming online learning by experimenting with model updates [51]. Unsupervised
learning is used to provide labels for the supervised learning [46]. Concept drift
detection can also be based on a combination of the two techniques [32].

4.2 Industry Domains

Autonomously improving systems and experimentation have a wide field of appli-
cation for real-world problems but only few have actually been deployed in
real-word systems. The literature in this review describe real-world application
of their techniques. These cover many domains and various stages of maturity
regarding deployment.

In Table 1 all the studies are grouped into different application areas. The
focus of many studies is mainly on describing the theoretical solution based on
a control loop with only little focus on how the system performs in a real con-
text. However, studies often describe situations in which systems are deployed
as simple test set-ups and do not involve practitioners from industry to invest
real-world validation efforts [53]. The methods used for validation can be seen in
Fig. 2. First, solutions use datasets to represent the system behaviour as a rough
way to implement the system. Datasets are a good basis for a proof-of-concept
but not ideal for a real-world deployment as challenges of integration and deploy-
ment is not considered. Second, simulation provides a basis for implementing a
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Table 1. Previous studies categorized into application areas

Domain Papers

Online services/Web [5,33,46–49,51]

Data mining [32,34,39,41,50]

Manufacturing [36–38]

Network/Communication [31,44]

Finance, fraud detection [43]

Healthcare [42]

Software development [45]

Transportation [34]

Water distribution [40]

“real-world” system. However, in practice a simulation does not cover all possible
variation in a non-stationary environment and noise of the real-world.

4.3 Challenges and Limitations

There are several challenges and limitations with the techniques and approaches
that were identified in the literature review. In general, with more advanced
techniques, such as reinforcement learning, limited testing is done with deployed
real-world systems. As a result the challenges of deployment in real-world is
not properly addressed [11,34]. Many techniques are proposed and tested with
datasets or simulations. However, since datasets and simulators only estimate
parts of real-world scenarios, real-world deployment is necessary to gain knowl-
edge of system performance in a real scenario. Taking the next step from an
experimental setup to a real-world setup requires more effort and work but it is
necessary to increase the real-world impact.

5 Discussion

The purpose of this study is to provide an overview of existing research with
focus on software engineering and real-world industrial application in the area
of autonomously improving systems. In this section, we discuss the results of
the review. Additionally, we summarize our findings in a structured model that
provides an overview of existing techniques and their levels of autonomy.

When analysing the papers and the different techniques they develop or use,
we see characteristics and trends in relation to the level of autonomy and focus
on the methods. First, very few studies in academic literature addresses indus-
trial autonomously improving systems in a holistic way including development,
deployment, and maintenance of systems. Second, most studies use datasets or
simulations for development and verification the solutions do not cover all lim-
itations and challenges in a real-world industrial context such as operational
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cost, wear and tear, and lifetime of a system. The studies where the solution is
deployed is often done in a simple or incomplete context that only addresses a
limited set of conditions and do not generalize. Third, the correct use and appli-
cation becomes increasingly harder when systems move from A/B testing to
more complex machine learning techniques such as reinforcement learning, since
the systems take on tasks that was previously solve be human experts. Addi-
tionally, the studies describing complex techniques often focus less on software
engineering and production grade AI required for use in an industrial system.
Therefore, it is important building on top of knowledge from a structured app-
roach such as A/B/n testing when increasing the autonomy of a system by using
machine learning.

5.1 Towards Industrial Autonomously Improving Systems

In Fig. 3, we present a model that presents activities for autonomously improv-
ing systems mapped with existing techniques with different levels of auton-
omy, techniques and ideas presented in literature in our literature review. The
model defines autonomy levels based on existing techniques and how to inte-
grate changes in a deployed system be leveraging existing techniques e.g. A/B
experiments, Concept drift and multi-armed bandits.

Expert Knowledge Autonomously improving

Level 0 Level 1 Level 2 Level 3 Level 4 Level 5

Deployment and data collection

Manage and monitor multiple experiments

Intelligent selection of experiments

Auto generate experiments and limits

Strategic decisions across
subsystems and environments

Full
automationA/B A/B/n RL e.g. MAB

Concept drift
detection

Genetic
programming

Fig. 3. Towards autonomously improving systems

At level 0, data collection and deployments must be automated as the basis
of effective experimentation. This is the foundation for increasing the level of
automation and autonomy. Triggered by a request the system will automatically
deploy A/B experiments and collect data needed for evaluation of the exper-
iments. This level does not include management or monitoring of the exper-
iments, which makes it inefficient when running multiple experiments. At this
level human experts must ensure that experiments do not affect each other, since
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this will make the test result invalid. This level of automation makes it feasible
to run a limited amount of A/B experiments.

At level 1, the system is extended to include managing and monitoring of the
experiments. The system manages multiple experiments simultaneously, with
experiments deployed on one or distributed on several sub-systems. The system
ensures that there are no conflicts between different experiments e.g. two tests
controlling the same parameter. Besides direct conflicts based on parameters,
experiments might conflict if two processes have indirect hidden dependencies.
The system can handle multiple experiments supplied to the system but have
no way of prioritizing between them. This level of automation support running
many tests efficiently with less manual tasks, hence making A/B/n feasible.
Levels 0 and 1 relates to the experimentation growth model for A/B experiments
describing steps needed to increase the level of experimentation [5].

At level 2, the overall cost of performing experiments are minimized by pro-
viding an intelligent prioritization or selection of the experiments. One way of
minimizing the cost is to reduce the amount of experiments and tasks that does
not improve the system performance. Multi-armed bandits could be used to
decrease the cost as the technique aims to optimize the search for a better solu-
tion. Also concept drift detection can detect when it is necessary to initiate or
stop the experimentation process because of changes in the environment [32].
This level of automation supports running many experiments in an optimized
way for a predefined sub-system under specified conditions and limitations for
the operating environment.

At level 3, the experiments and limitations are automatically generated for a
predefined sub-part of the whole system. The experiments should help generate
new data and insights to improve the system without compromising the system
performance. Hence, the experiments and parameters should be within system
limits to avoid any permanent damage. An example is using machine learning
to experiment with adaptation to different traffic and load scenarios with 78
pre-selected features while trying to increase 8 goal metrics without violating
the goals during the experimentation [33].

At level 4, the system should be able to work without predefined sub-systems
of the system. Fewer predefined parameters are needed for the system to perform
experimentation compared to lower levels, since the system can adapt to and
generalize knowledge, across different systems and environments using machine
learning.

At level 5, the system is autonomously improving without or with only lim-
ited supervision from experts. The system can handle new environments and
autonomously adjust to new situations with limited human expert knowledge
and supervision.

5.2 Future Work

Autonomously improving systems is a field of active research, trying to improve
and increase the level of autonomy in systems. Different domains develop new
solutions and algorithms and validate the improved performance on datasets or
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simple setups. To increase and demonstrate real-world impact industry practi-
tioners should be included in the validation efforts [53]. However, to demonstrate
industrial impact an unified view of whole process and problems must be con-
sidered from low to high levels of autonomy proposed in our proposed model.
We present the following research challenges:

1. How to autonomously generate alternatives e.g. parameters and features for
experiments?

2. How to ensure a minimum level of performance for each alternative?
3. How to deploy experiments with alternatives in an already deployed system?
4. How to improve capacity and efficiency of an expensive experimentation pro-

cess while keeping the quality?
5. How to generalize goals across subsystems and different environments?
6. How to include indirect effects e.g. lifetime, effects on other systems that are

not easily measured or monitored?
7. How to increase the level of industry collaboration for industrial validation

with companies?

6 Conclusion

To autonomously improve performance in deployed systems, companies need to
continuously collect system data and perform experiments. Today several compa-
nies already perform non-autonomous experimentation to make decisions based
on data. Although there are several recent studies in algorithms to implement
autonomously improving systems, companies struggle to implement the systems
and how to choose which techniques to use due to the lack of research concerning
software engineering and holistic evaluation of algorithms. Our research reveals
overall techniques for autonomously improving system from simple experiments
e.g. A/B experimentation, to more complicated machine learning approaches
such as multi-armed bandits. Within machine learning, reinforcement learning
is the most promising candidate for improving system performance with exper-
imentation.

A correctly implemented autonomously improving system will improve busi-
ness outcomes by being able to offer performance improvements or adaptation
to changes without increasing the need of human-resources. This would make it
possible to provide highly customized systems for customers based upon their
preferences and priories at reduced effort and cost for the companies.

We summarize our finding in a model that helps mapping the current automa-
tion levels in the context of autonomously improving systems. Based on the
findings in this paper we also identify the main research challenges in relation to
implementation and industrial deployment of autonomously improving systems.
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Abstract. In agile transformations, agile principles and practices are applied
across the organization – ultimately for an agile enterprise. Such company-wide
changes are not straightforward and there are research needs to understand how
they are successfully conducted and sustained. We have recently done an indus-
trial agile survey in Finland (2018) and in Sweden (2019). The findings suggest
that there are many goals for companies to become (more) agile. Operational
goals (productivity, quality) and responsiveness to customer/market changes are
the most often reported ones, but higher-level business goals (new product devel-
opment, new business innovations) appear to be less common. There are many
ways to conduct agile transformations. Not all companies display a clear strategy.
Operational goals appear to be more in focus than the business strategic ones and
the overall agility of the company. Overall, our survey results suggest that compa-
nies putmore emphasis on operational and organizational agility than business and
enterprise agility. We suggest that each company should declare a clear purpose
and well-defined business goals for the agile transformation.

Keywords: Agile transformation · Agile software development · Business
agility · Enterprise agility · Survey

1 Introduction

Agile transformations can in general range from small-scale, local changes and tran-
sitions to full-scale enterprise transformations. In software organizations, such devel-
opments mean typically advancing from agile adoptions in software teams to R&D
organization (e.g., product management) and related business functions and – ultimately
– to transforming the entire company [1, 2]. Agile principles and practices are then
applied across the organization. Still, the terminology and conceiving of agile transfor-
mations in software-related organizations vary [3]. Current active research themes and
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topics include continuous operations (CI, CD, delivery) and DevOps [4]. More research
has been called for large-scale agile transformations and enterprise agility [5].

In this paper, we present current results about agile transformations in industry
organizations based on our recent survey study done in Finland in 2018 and in Sweden
in 2019. Previously, we have published selected overall results of the survey, focusing
on questions about agile transformation and SAFe adoption in Finland [6–8]. The key
contribution of this continuation paper is in aggregating a combination of the distinct
survey questions for answering a higher-level research question: What types of agility
do companies approach with their agile transformations? In addition, we include new
data from Sweden and previously unpublished results from the Finnish survey data.

2 Background and Method

This research effort started in Finland in 2018 from the industrial stance. Different
companies may approach agile development and agility in different ways. Hence, we
were interested in examining how agile companies really are nowadays and how they
currently practice agile software development. Moreover, we wanted to go beyond team
levels to large-scale agile and enterprise agility. We were also interested in the future. In
all, we targeted to investigate not just ICT companies but industries in general.

The researchmethodwas descriptive surveywith no one particular theory ormaturity
model as the underlying basis. The questionnaire included agile transformation elements.
The questions and the predefined answer choices were compiled by referring to selected
prior surveys and by deriving fromown industrial experiences and prior research.Most of
the questions were closed type with an open free-text choice. The final version consisted
of total of 50 questions (including background items). All content questions were non-
mandatory and had a N/A option. For data collection, the survey was implemented with
a commercial web-based online questionnaire tool.

In 2018 in Finland, the questionnaire was distributed with one Finnish consulting
company mailing list mass postings and with social media. In 2019, we repeated the
survey in Sweden. The original questionnaire in Finnish/English was extended with a
Swedish choice. The survey call was distributed in the same manner as in Finland.

3 Results

We received 118 finished responses in Finland (2018) and 15 in Sweden (2019). Not
everyone responded to every question. Below we report based on the provided data.

Figure 1 presents the key demographics. ICTwas themost frequently reported sector
(line of business). Notably, 70% of the respondents represented other industries.

Company’s State of Agile. Thefirst section of the questionnaire included the following
question item: (Q0) When has there been executed or planned agile transformation
in Your company most recently? One of the answer choices was ‘Not done/planned
agile transformation’. In Finland 16% (19/118) and in Sweden 33% (5/15) respondents
reported so, respectively. In the following result tables (Table 1, 2, 3, 4 and Table 5), we
have included also those respondents.
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Fig. 1. Demographical information of the organizations and respondents.

Agile Company Transformation. The questionnaire section of agile transformations
comprised the following questions:

• Q1: Why does Your company want to become more agile?
• Q2: How is Your company/has Your company been executing agile transformation?
• Q3: What results and experiences does the company have of agile development?
• Q4: Where is the current overall focus of agility in Your company?

There are different needs and goals for companies to become (more) agile as shown in
Table 1. Operational goals (productivity, quality) and responsiveness to customer/market
changes are typical reasons for companies to improve their performances. However,
higher-level business goals (newproduct development, newbusiness innovations) appear
to be less common.

There are many ways of conducting agile transformations, as indicated in Table 2.
Not all display a clear strategy. This could possibly mean that companies do not address
agility fully strategically from a company-level business perspective. When the changes
are not decisively initiated top-down, the transformationsmay lack established leadership
supported by the top management. External consultants may then not be able support
the changes most effectively.

Agile development can bring various, even company-wide effects and outcomes.
Three biggest benefits/advantages/improvements reported for the question Q3 (open
comment) were transparency and visibility, speed, andmanageability and controllability.
Business benefits were not highlighted, indicating an operational emphasis.

In principle, agile transformations involve all areas and elements of the organizations.
Companies may be focusing on changing different aspects at different times as shown
in Table 3. Operational goals appear to be more emphasized than the business strategic
ones and the overall agility of the company.
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Table 1. (Q1) Why does Your company want to become more agile?

ANSWER CHOICES (multi choice allowed)
In order of sum of responses, N:# of responses
including N/A answers

Finland (2018) Sweden (2019)

% out of N
(N = 86, N/A = 2)

% out of N
(N = 8, N/A = 0)

Productivity and quality (operative) 72 50

Responsiveness to customer/market changes (new
features)

65 75

Job satisfaction 53 38

Fast/continuous organizational learning in rapidly
changing operating environments

51 50

Competitive and desirable products (new product
development)

48 50

Project manageability 48 38

Strategic and organizational flexibility 44 63

Customer experience 44 50

Customer satisfaction 43 50

New business (product and service innovation) 33 25

User experience (UX) 31 25

Employer brand 29 13

Continuous budgeting, resourcing 21 25

Company image 21 0

Customers require/wish (agile development) 15 13

Other 3 29

Agile Future of the Company. In this section of the questionnaire, the respondents
were asked to view the future (until 2020) with four questions including the following
ones:

• Q5:What changes does Your company plan about the use of agile methods, practices
or models in the future?

• Q6: What factors are important when Your company recruits software development
talents?

Continuous adaptation is inherent in agile journeys. Changes in use of agile methods
(adopting newmethods, practices or models/abandoning or replacingmethods, practices
or models in use) are planned in some cases, but companies also report no planned
changes. Table 4 presents, what particular changes the respondents described in open
comments considering new methods, practices or models. The companies may possibly
have be many different reasons for adopting the SAFe framework and the Spotify model
apart from distinct business improvements.
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Table 2. (Q2) How is Your company/has Your company been executing agile transformation?

ANSWER CHOICES (multi choice allowed)
In order of sum of responses, N: # of
responses including N/A answers

Finland (2018) Sweden (2019)

% out of N
(N = 85, N/A = 2)

% out of N
(N = 8, N/A = 0)

The company has had external consultants
(subcontracting) to assist in the change

61 38

There is a dedicated agile support team in the
company

45 38

The company has initiated the change
bottom-up (from teams) in the organization

40 25

The company has initiated the change
top-down in the organization

29 25

The company has a strategy for adopting agile
ways of working and practices

27 38

Self-made transformation in the company 15 50

In other ways 6 13

Table 3. (Q4) Where is the current overall focus of agility in Your company?

ANSWER CHOICES (multi choice allowed)
In order of sum of responses, N: # of responses
including N/A answers

Finland (2018) Sweden (2019)

% out of N
(N = 86, N/A = 2)

% out of N
(N = 8, N/A = 0)

Operative goals (e.g., internal efficiency) 51 50

Organizational means (e.g., self-organizing
teams)

48 50

Scaling agile development 41 38

Technological means (e.g., improved work
methods)

40 25

Overall agility of the company 31 13

Strategic goals (e.g., speed advantage in the
business sector)

23 50

No particular focusing 5 0

Other 2 13

There are many potential considerations for hiring software people in agile organiza-
tions as presented in Table 5. Software technical competence is themost important factor
in recruitment. Suitability for an agile organization alsoweighs strongly. Thevalue judge-
ments appear to be less important, which may possibly indicate that business-orientation
is not so emphasized for software operations.
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Table 4. (Q5) What changes does Your company plan about the use of agile methods, practices
or models in the future? – Our company plans to take into use new methods, practices or models.

ANSWERS (open comment)
In order of sum of occurrences, N: # of responses

Finland (2018) Sweden (2019)

% out of N
(N = 35)

% out of N
(N = 2)

SAFe 20 0

In-house model, suitable practices 14 0

Spotify (model) 9 50

Tribes 9 0

Automation (test, release) 9 0

Customers, business development, other units 9 0

Portfolio management 6 0

MISC. (several nominations, other than the ones above) 29 50

Table 5. (Q6) What factors are important when Your company recruits software development
talents? – Appraise the 3 most important ones.

ANSWER CHOICES (multi choice allowed)
In order of sum of responses, N: # of responses
including N/A answers

Finland (2018) Sweden (2019)

% out of N
(N = 111, N/A = 12)

% out of N
(N = 11, N/A = 1)

Software technical competence 78 64

Suitability of the recruited person’s character
for agile organization (e.g., self-directing)

48 45

Practical competence of agile methods 41 27

Value judgements of the recruited person are in
alignment with the values of our company

39 36

Domain competence 16 0

Value judgements of the recruited person are in
alignment with the agile values

14 27

Agile methods certificates 4 0

Other 1 9

4 Discussion

Having presented the direct results in Sect. 3, we are in a position to analyze them further
in order to gain deeper reflective insights and suggestions. Our survey questionnaire
offers many possibilities for that. One obvious elaboration is to refine the summarized
results in Table 1, 2, 3, 4 and Table 5 according to the demographical variables in Fig. 1.
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One potentially insightful filter is to compare management and developer perspec-
tives on agility. Figure 2 presents the summary results in Table 1 according to those roles.
For contrasting, there are also software process/organization developers (agile coaches).
Interestingly enough, managers put more weight on external business aims (New busi-
ness (product and service innovation), Competitive and desirable products (new product
development)) than the developers. This may indicate that the business emphasis is
inherent for the managers, but it is not necessarily well-established organization-wide.
Note, however, that since our data does not distinguish organizations, the respondents
in Fig. 2 may be in different organizations.

Fig. 2. (Q1) Why does Your company want to become more agile? (By roles).

In a similar vein, Fig. 3 refines the results in Table 3 according to the industry sectors.
Interestingly, the overall agility of the company was reported as the primary focus area
by the financial sector respondents. Strategic goals were stressed most in the ICT sector
while scaling agile appeared to be most important in the telecom sector. These could
possibly be explained by the current business trends in those sectors.

Fig. 3. (Q4) Where is the current overall focus of agility in Your company? (By sectors).
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Agile transformation is currently a relevant and growing research field, and there
are many possible reasoned viewpoints of agile transformations [3]. Conceptually, there
are different types of agility: operational, organizational, strategic and business, and
enterprise agility. Our survey results suggest that companies – at the time of responding
– put more emphasis on operational and organizational agility than business and enter-
prise agility. However, achieving a well-functioning agile global software organization
requires the inclusion of agility on the strategic business level and an organization-wide
perspective. Agility is required beyond the software development functions and should
cover product and service development and the inclusion of partner organizations and
customers. There should be a clear purpose and well-defined rationale for the transfor-
mation (Q1). The strategy should fit for the purpose taking into account the particular
organizational contingencies (Q2). The transformation should be continuously moni-
tored and aligned with the strategic intent (Q3, Q4; Q2). Sustainable agility requires
continuous adjustments and proactive preparation for the futures (Q5, Q6; Q3, Q4).

Finally, we have rationalized our industry-oriented questionnaire and the constraints
and limitations of the survey research design earlier [7]. Most notably, we cannot tell
the number of different organizations in our respondent population, and we refrain from
judging how representative our sample is. Due to such statistical validity limitations, we
make no attempt at generalizing the findings.

5 Conclusions

In this paper, we have presented industrial agile transformation findings based on Nordic
agile survey data collected in Finland (2018) and in Sweden (2019) for answering a
higher-level research question: What types of agility do companies approach with their
agile transformations? Overall, the responses suggest that companies tend to put more
emphasis on improving operational agility than on attaining higher-level business goals
with strategic and business agility as agile enterprises.

Because of the significant disparity of the number of respondents in Finland and
in Sweden, it was not feasible to compare the two countries here. The differences
between the Finnish and Swedish industries and business environments could be taken
into account for further reasoning about our results with respect to business goals [9,
10].

In the future, we plan to continue our survey research by collecting more data
by repeating the survey possibly annually in Nordic countries. That would support
longitudinal analysis with respect to our results so far in 2018–2019.
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Abstract. Context: Nowadays, companies are challenged by increasing market
dynamics, rapid changes and disruptive participants entering the market. To sur-
vive in such an environment, companies must be able to quickly discover product
ideas that meet the needs of both customers and the company and deliver these
products to customers. Dual-track agile is a new type of agile development that
combines product discovery and delivery activities in parallel, iterative, and cycli-
cal ways. At present, many companies have difficulties in finding and establishing
suitable approaches for implementing dual-track agile in their business context.
Objective: In order to gain a better understanding of how product discovery and
product delivery can interact with each other and how this interaction can be
implemented in practice, this paper aims to identify suitable approaches to dual-
track agile. Method: We conducted a grey literature review (GLR) according
to the guidelines to Garousi et al. Results: Several approaches that support the
integration of product discovery with product delivery were identified. This paper
presents a selection of these approaches, i.e., theDiscovery-Delivery Cyclemodel,
Now-Next-Later Product Roadmaps, Lean Sprints, Product Kata, and Dual-Track
Scrum. The approaches differ in their granularity but are similar in their under-
lying rationales. All approaches aim to ensure that only validated ideas turn into
products and thus promise to lead to products that are better received by their
users.

Keywords: Product management · Dual-track agile · UX design · Product
discovery · Agile development · Kata · Software engineering · Scrum

1 Introduction

Nowadays, companies are facing increasing market dynamics, rapidly evolving tech-
nologies and shifting user expectations. In addition, new market participants are trying
to force established market participants out of the market through disruptive approaches.
Therefore, it is increasingly difficult to plan and predict in advance which products, fea-
tures or services should be developed in the future, especially long term. This situation
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often leads to the development of products, services or features that customers either
do not want or cannot use [1, 2]. Cagan [3] points out that the reason for the former is
mainly that the outputs do not deliver sufficient value to the customer, while for the latter
the product is too complicated (i.e. insufficient usability), which means more trouble for
the user than it is worth. Hence, companies are facing the challenge of quickly discov-
ering the products/features to be built, and then delivering those products/features to the
market as soon as possible.

Dual-track agile is a new type of agile development that combines product discovery 
(i.e., the ability of a company to validate products, services or features before imple-
mentation) and product delivery (i.e., the technical implementation and deployment of 
the identified outputs of product discovery) in parallel. 

As a result, product delivery generates validated product backlog items, which are
then implemented and deployed by product delivery (see Fig. 1) [4].

Fig. 1. Dual-track agile (based on [5])

The aim of dual-track agile is to ensure that only validated concepts for products,
features and services are included into the product backlog, thus avoiding that outputs are
developed that do not have the expected effects.Moreover, the simultaneous execution of
product discovery and delivery allows the product team to adapt the solution to the needs
of the customer more quickly. This leads to faster development and release cycles and
reduces waste [6]. A recent study has shown that many companies see product discovery
as a necessity but struggle in finding an approach to conduct product discovery and inte-
grate it with delivery activities [7]. The scientific literature provides only little knowledge
about how to integrate product discovery activities with product delivery activities. In
order to close this gap, the aim of this paper is to identify suitable approaches that help
companies to align product discovery with product delivery based on the analysis of
the so-called ‘grey literature’ (e.g., white papers, articles, blogs, business books etc.).
The rest of this paper is organized as follows: Sect. 2 discusses related work. Section 3
presents the research approach including a description of the chosen search strategy, the
research questions and scope of the study, the applied selection process as well as the
quality assessment we performed. In the following, the results of the study are described
and the threats to validity are discussed. Finally a summary is given.
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2 Related Work

In the scientific literature we have identified several studies that deal with the topic
of dual-track agile in the context of the product management. First, Sedano et al. [8]
conducted a study at one case company to use dual-track agile in order to reconcile
human-centered developmentwith agilemethods. Therefore, the authors used two tracks:
one that generates feature ideas and loads them into the backlog, while the second track
unloads these ideas from the product backlog and delivers them as part of a software
product. The authors point out that there exists a metaphorical gulf between both tracks.
In this study, the two tracks were led by people from different backgrounds and involve
different kinds of work and knowledge. Therefore, the authors recommend that the
product manager should span the gap by aligning everyone on the business value. All
observed teams used the product backlog as a bridge between the two tracks to facilitate
the exchange of knowledge and for coordination purposes.

Shim and Lee [9] defined six criteria for developing an agile requirements engi-
neering process and propose a lightweight agile requirements engineering approach to
support continuous learning and improving effectively. The authors point out that an
agile requirements engineering approach should support the following principles: 1)
hypothesis (or assumption) oriented, 2) customer- and goal-driven, 3) external and inter-
nal goal modeling, 4) dual-track (concurrent with development and reflecting feedback
regularly), 5) deriving test cases by specifying concrete scenarios, and 6) the enrichment
of collaboration and communication. Based on these six criteria, the authors suggest an
iterative requirements management approach consisting of the track’s ‘discovery’ and
‘delivery’. Within the discovery track, impact maps are used in order to identify cus-
tomer needs and to formulate hypotheses. The delivery track focuses on the validation
of these hypotheses and on the delivery of solutions. The authors suggest that the devel-
opment team should use a Kanban Board. Moreover, the outputs of the two tracks are
synchronized at the beginning and end of each iteration.

Besides this, we have identified some related literature in the context of ‘continuous
experimentation’, which is described in the following. Fragerholm et al. [10] propose
the RIGHT model for setting up an experimentation system for continuous customer
experiments. The model describes an experimentation process in which assumptions for
product and business development are derived from the business strategy and systemat-
ically tested. The results are used as a basis for further development of the strategy and
the products. The authors point out that a suitable experimentation system requires at
least 1) the ability to release minimum viable products or features with suitable instru-
mentations, 2) design and manage experiment plans, 3) link experiment results with
a product strategy, and 4) manage a flexible business strategy. Bosch [11] presents a
software development model, which focuses on three different aspects. First, the model
addresses the continuous evolution of the software by frequently deploying new ver-
sions. Second, customers and customer usage data play a central role throughout the
development process. Finally, the development is focused on innovation and testing as
many ideas as possible with customers in order to drive customer satisfaction and hence
increase revenue. Besides this, the authors mention that the development of software-
intensive products includes the constant development of new hypotheses (ideas) and test
these with groups of customers. Lindgren and Münch [12] performed semi-structured



58 S. Trieflinger et al.

interviews and conducted a thematic data analysis in order to explore the state of the
practice, challenges and success factors of experimentation in the software industry. The
study revealed that although the principles of continuous experimentation resonatedwith
industry practitioners, the state of the practice is not yet mature. Key challenges often
relate to changing organizational culture, accelerating development cycle speed, and
measuring customer value and product success. In particular, experimentation is rarely
systematic and continuous, as companies do not use product user data to learn about
customer needs. Further, the collaboration between R&D, product management and cus-
tomers sometimes appears to be insufficient for supporting an innovative, experimental
approach. Success factors include a supportive organizational culture, deep customer
and domain knowledge as well as the availability of the relevant skills and tools to con-
duct experiments. Finally, Olsson et al. [13] developed the ‘Hypothesis Experiment Data
Driven Development’ (HYPEX) model in order to support companies to close the open
feedback loop to customers. In this context, features are being considered as hypotheses
to be tested by using experiments. The usage of the model helps product management to
get access to timely and accurate customer feedback. It helps to understand the customer
value of features and to inform decisions as part of the roadmapping and prioritization
process.

The existing scientific literature covers several aspects of dual-track agile such as
methods and best practices or challenges related with this process. However, to the best
of our knowledge studies which focus on approaches to conduct dual-track agile do
not exists. An exception is the study conducted by Shim and Lee, which deals with the
development of a dual-track agile approach. On the one hand, this study forms a good
basis for our study. On the other hand, the present study offers practitioners alternative
possibilities to the approach of Shim and Lee and can therefore be seen as an extension
of this knowledge.

3 Research Approach

As this study aims to gain new insights it was designed exploratively. In order to conduct
the study in a systematic and repeatable manner it follows the guidelines according
to Garousi et al. [14], which consider three main phases: 1) planning the review, 2)
conducting the review and 3) reporting the review (see Table 1).

3.1 Planning the Review

Identification of the Need of a GLR: First we assessedwhether aGLR is the appropriate
method for our study. Therefore we used the checklist according to Garousi et al. [14] as
shown inTable 2. The authors of the checklist propose that if one ormore questions can be
answered positively, the conduction of a GLR is recommended, otherwise a Systematic
Literature Review should be performed. Table 2 shows our answers regarding this study.
The first question has been answered by a systematic literature review that is closely
related to dual-track agile [15]. This review revealed that none of the identified papers
addressed the relationships between product discovery activities and product delivery
activities. Based on the checklist, a grey literature review is an appropriate research
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Table 1. Design of the grey literature review [14]

Planning the review • Identification of the need of a GLR

• Formulation of the research questions and scope of the study

• Definition and refinement of the search string

• Determination of the inclusion and exclusion criteria

Conducting the review • Usage of the search string

• Performance of the study selection process

• Conduction of the quality assessment

• Data extraction

Reporting the review • Writing down the findings as documentation

approach. Moreover, the conduction of expert interviews in previous research [2, 7]
indicates that there is a high level of interest on the ‘integration of product discovery
with product delivery’. Therefore, a grey literature review can contribute to the transfer
of practical knowledge to the scientific community and practitioners in industry. Besides
this, a main side purpose of this systematic review of the grey literature is to provide
background for positioning future research.

Table 2. Checklist according to Garousi et al. [14] to decide whether a grey literature review
should be performed

ID Question Answer

1 Is the subject ‘complex’ and not solvable by considering only the formal
literature?

Yes

2 Is there a lack of volume or quality of evidence, or a lack of consensus of
outcome measurement in the formal literature?

No

3 Is the contextual information relevant to the subject under study? Yes

4 Is it the goal to validate or corroborate scientific outcomes with practical
experiences?

No

5 Is it the goal to challenge assumptions or falsify results from practice using
academic research or vice versa?

No

6 Would a synthesis of insights and evidence from the industrial and academic
community be useful to one or even both communities?

Yes

7 Is there a large volume of practitioner sources indicating high practitioner
interest in a topic?

Yes

Research Question and Scope of the Study: Our study focuses on identifying suitable
approaches for dual-track agile. In order to meet our objectives we have defined the
following research question.
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• RQ1: Which approaches are reported in the grey literature in order to conduct dual-
track agile?

Identification of the Search String: In order to obtain appropriate results, we have tested
the search terms and evolved them iteratively. After evaluating various options, we have
defined the following search string.

(product discovery AND continuous) OR (product discovery AND dual track)

Inclusion/Exclusion Criteria: In order to filter relevant from irrelevant articles, we
defined the inclusion and exclusion criteria as shown in Table 3.

Table 3. Inclusion and exclusion criteria

Inclusion • The topic of the article is closely connected with the research question

• The article was published in English

• The URL is working and freely available

• The publishing date is not older than one year

Exclusion • The source is non text-based

• The article contains duplicated content of a previously examined article

• The article is not related to software development

3.2 Conducting the Review

Study Selection Process: The data retrieval process was performed by using the prede-
fined search string and applying it to the Google search engine (google.com). The search
was conducted on April 16th, 2020. Before starting the search, the browsers’ search his-
tory was deleted, as selected language ‘English’ was chosen and any region as the region
filter. The intention of these steps is that a minimum of influence of historical search
could affect the results. In order to keep the scope of work manageable, we limited the
analysis to the first 200 identified articles. The results of the search were exported to
an Excel sheet and duplicates were filtered out. In addition to the search process, we
conducted snowballing (i.e., considering further articles that are recommended in the
article) and applied our inclusion and exclusion criteria. This led to one further article.
Our applied search process is shown in Fig. 2.

Quality Assessment: The essential criterion for the quality assessment was that the
reviewers were able to understand the suggested approach based on their practical expe-
rience. All steps of the selection process were carried out by one reviewer. Afterwards
the results were discussed by three researchers in order to make a final inclusion and
exclusion decision.
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Fig. 2. Study selection process

4 Results

In order to answer our research question, we analyzed the relevant articles and identified
suitable approaches for the conduction of dual-track agile. A list of the resulting 54 arti-
cles can be found on Figshare [16]. From this list, the authors have selected five essential
approaches. These five approaches cover main aspects of the overall findings (such as
proposed processes, interfaces between discovery and delivery, organizational aspects,
and different granularity levels). These approaches are described in the following.

4.1 Discovery-Delivery Cycle: Pay to Learn/Pay to Build

One suggestion to practice dual-track agile is the conduction of discovery-delivery cycles
(see Fig. 3) [17]. Within this method product discovery is conducted in the cycle “pay
to learn”, while product delivery is carried out in the cycle “pay to build”. The process
starts in the cycle “pay to learn” with the collection of ideas, for example by conducting
interviewswith potential customers and all relevant internal stakeholders. Based on these
ideas, one or several hypotheses are defined in order to validate each idea. Experiments
are used to test the hypotheses. Ideas that can be considered as successful based on the
experiment results can go into the product backlog. They are thus handed over to product
delivery, i.e., the “pay to build” cycle. Here, a first version of an idea is implemented and
delivered it to the customers. The delivery team refines the idea into small timeboxed
activities, resulting for example in a beta launch for a small pool of customers in order
to test it in the real world. The product team receives continuous feedback from the
customers. Thus, it learns not only after the launch of the final product, but also during
the development stage. Moreover, this feedback serves as input for the ideation of new
ideas in order to improve or extend the current version of the product. These ideas are
input for the next discovery cycle.

4.2 Now-Next-Later Product Roadmap

Another approach to integrate product discovery activities with product delivery is to
use product roadmaps. A well-suited structure for this integration is the ‘now-next-later
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Fig. 3. Discovery-delivery cycle (based on [17])

product roadmap’ format, often also referred to as ‘outcome-driven product roadmap’ or
‘theme-based product roadmap’. Now-next-later product roadmaps support the delivery
of products, features or services based on customer and business value. In compari-
son to outcome-driven roadmaps, theme-based roadmaps provide an addition layer of
aggregation (themes), from which the outcomes to be achieved are derived. Usually
both roadmap formats indicate the time horizon by the three columns ‘now’, ‘next’ and
‘later’ (in contrast to time-based roadmaps). The ‘now’ column describes the tasks the
product team is currently working on, the ‘next’ column is about discovering the tasks
the product team will work on in the near future, and the ‘later’ column shows which
themes the product team would like to work on in the long-time horizon.

The now-next-later roadmap supports dual-track agile in the following ways: in the
‘now’ phase, features and products are implemented for which there is a high degree
of certainty that they fulfill the underlying assumptions and have the expected effects.
They have already gone through the discovery phase. Thus, in the delivery track mainly
things are implemented that have been tested in the discovery track. In parallel, the
discovery track determines which features are to be developed in the ‘next’ phase. For
this purpose, experiments are usually conducted to see how the planned outcomes can be
achieved.Often, prototypes or so-calledminimumviable products (MVPs) are developed
to support the conduction of experiments. For the so-called ‘later’ phase, themes are
defined that are not further detailed. This task affects both, the delivery track and the
discovery track and it is usually performed by strategic product management.

In more detail, dual-track agile starts with the decision of the product team which
theme or outcome should be tackled. Then hypotheses are formulated by deriving possi-
ble solutions (outputs) in order to satisfy the previously selected themes or outcomes. An
example of a hypothesis would be: “by introducing the payment method ‘PayPal’, we
will increase our conversion rate by 15% by the end of the year”. In order to validate the
hypothesis (i.e. whether the outputs contribute to achieving the outcomes), prototypes
are used to conduct one or several experiments. An example experiments to validate the
hypothesis mentioned above could be to perform an A/B test to validate whether the
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number of checkouts is increased by adding the payment method ‘PayPal’ and those
contributes to the increase of the conversion rate. In case the hypothesis is validated
positively (i.e. the experiment shows that the output contributes to achieving the desired
result), the corresponding outputs are moved to the ‘now column’ and thus handed over
to the product delivery for implementation. This ensures that only validated outputs
enter the product backlog and are released for implementation. In case the hypothesis
is validated negatively, the corresponding output must be reconsidered, and alternatives
may have to be validated. The ‘now-next-later product roadmap’ can be seen as a doc-
ument and mechanism, that helps to synchronize the different tasks of the delivery and
the discovery track and to integrate these tasks into a flexible product planning process
[1, 18] (Fig. 4).

Fig. 4. Now-next-later-roadmap (based on [18])

4.3 Lean Sprint

The lean sprint developed by Maurya [19] can be seen as another approach to conduct
dual-track agile. A lean sprint (see Fig. 5) is a time-boxed iteration cycle in order to
generate, rank and test new ideas [19]. The sprint starts with a ‘sprint planning meeting’
and ends with a ‘sprint review meeting’. The focus of both meetings is that the involved
persons come together in order to plan activities regarding the strategic direction, future
experiments as well as to share results. During the sprint, the team meets regularly to
coordinate tasks by using a short daily stand-up meeting. A lean sprint consists of five
phases including product discovery and product delivery activities, which are described
in the following.
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Fig. 5. Lean sprint (based on [19])

Within this model product discovery starts in the first phase ‘expose problems’.
This includes the composition of a team that must be small, multidisciplinary, and semi-
autonomous. The author recommends building a cross-functional team including design-
ers, developers and marketers in order to develop a variety of ideas. In addition, a sprint
master should be introduced, who leads and steers the sprints. After the team compo-
sition, it is recommended to conduct a ‘lean-sprint-kick-off meeting’ in order to align
and orient the team as well as to share goals. Ideally, this meeting should focus on the
following issues: 1) set the context (e.g., how did the problem to solve arise, what has
been done so far or how much time should be invested to solve the problem), 2) describe
the traction model (what are significant milestones from idea to scale), 3) identify the
constraint in the business model, and 4) set expectations (assign the team with big goals
under tight constraints). In the phase ‘define solutions’ the team works on formulating a
validation plan, i.e., a plan for achieving the formulated goal. This should be done indi-
vidually by each team member in order to avoid group thinking and to obtain a wider
diversity of ideas. After the generation of possible validation plans it is necessary to rank
and shortlist these proposals as well as to define experiments for the current sprint. This
is executed in the phase ‘short-list solutions’, more specifically within the ‘sprint plan-
ning meeting’. The ‘sprint planning meeting’ officially starts the sprint. At this point the
handover from product discovery to product delivery takes place. The reason is that for
the conduction of the previously defined experiments, MVPs or prototypes are required,
which are provided by product delivery. In the phase ‘test solution’, each experiment
goes through a ‘build-measure-learn-cycle’. ‘Build’ means the development of a pro-
totype or MVP (as described in the phase short-list solutions), ‘measure’ indicates the
identification of appropriate metrics in order to obtain at which point in time progress
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has been made and ‘learn’ refers to the analysis of the results of the experiments against
the goals. Moreover, it is possible to run more than one experiment per validation plan
during a sprint, but all experiments need to complete within a sprint time-box window.
Finally, a sprint review meeting is held, where the results of the experiments are pre-
sented, and appropriate next actions are decided. The ‘sprint review meeting’ officially
ends the sprint. During the sprint review the team votes on one of four possible next
actions to take with the validation plan based on the results of the experiments. In this
context possible options are: 1) retire (i.e., move on to a new idea), 2) persevere (i.e.,
stay the course), 3) pivot (i.e., change direction) and 4) reset (i.e., kill the idea). Overall,
the Lean Sprint can be seen as a process that integrates discovery and delivery activities
on the team level [19].

4.4 Product Kata

Another approach for integrating product discoverywith delivery activities is the iterative
method Product Kata [20]. Product Kata is a four-step approach that aims at helping
product teams to align around a goal, to learn about customer needs, and to uncover
the right solution to build. It starts with the phase ‘understanding of the right direction’
in order to agree on an overriding goal to be achieved as well as to align all relevant
stakeholders. For this purpose, the product vision, the strategic intend of the company or
product KPI’s are suitable inputs. Next, product discovery starts with the analysis of the
current state of the practice in order to identify the current customer behaviours as well as
the working status in relation to the product vision. It also reflects the current state with
respect to reaching the outcomes, including the currentmeasurements of those outcomes.
Subsequently, goals are defined, which represent the outcomes to be achieved in order
to make progress towards the achievement on the overriding goal. Then, the last phase
‘choose step of product process’ takes place, which includes activities from product
discovery as well as from product delivery. Product discovery is conducted through
exploring and identifying problems in order to understand the needs of the customers.
The next step focuses on developing a solution in order to solve these identified problems.
Finally, these solutions are tested within the phase ‘solution optimization’ in order to
identify improvement potentials. After this step, the overall process repeats. Product
Kata integrates dual-track agile in the overall strategic product development process and
helps to assure, that product discovery and delivery are aligned with the company vision
[20, 21] (Fig. 6).

4.5 Dual-Track Scrum

Ciecholewski [22] suggests a dual-track scrum approach with ‘discovery’ and ‘delivery’
tracks. The aim of the discovery track is to validate ideas quickly and efficiently, to feed
these findings into the delivery track for implementation, testing and deployment. This
process continuously repeats during the entire life cycle of the product (see Fig. 7).
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Fig. 6. Product Kata (based on [20])

Fig. 7. Dual-track scrum (based on [22])

In the ‘Dual-Track Scrum’ approach, each track has its own team. The discovery
team usually consists of lead designers and developers, while the delivery team consists
of developers and software testers. It is recommended that a product owner is part of
both teams in order to facilitate the coordination and workflow between the two teams.
The discovery team conducts user research, builds prototypes and validates ideas (see
Fig. 8). Usually the product discovery team operates in a Kanban fashion. Based on the
result of the validation test, an idea is classified as either mature or immature. Immature
ideas are neither considered valuable by the user nor viable by the development team.
In the case that an idea has been validated as mature, it is planned in the scrum backlog
of the delivery team and subsequently implemented. Dual-track scrum can be seen as
an approach for integrating discovery and delivery into the Scrum framework.
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Fig. 8. Dual-track scrum process (based on [22])

5 Threats to Validity

We use the framework based on Wohlin et al. [23] as the basis for the discussion of the
validity of our study. Construct validity: First, the construct validity is threatened by
the Google search engine regarding the accessibility of search results. This means that
Google does not allow the access to all identified articles. Therefore, it is not known
whether the articles returned by Google is representative of the total population of search
results. Moreover, the search strings itself poses a threat to the construct validity. There
may be articles that deal with the research topic but use terms that were not covered
by the selected search strings. It should be mentioned that a bias with regards to the
search history due to the Google’s identity tracking mechanisms cannot completely be
excluded. This can lead to different results in the case that the search is repeated with our
search string. Internal validity: In order to mitigate this threat, the findings were dis-
cussed by three researchers in order to limit conformation bias and interpretation bias.
External validity: The results and conclusions relate to methods in order to conduct
dual-track agile, which is designed for a dynamic market environment with high uncer-
tainties. Therefore, the results are not directly transferable to other market environments.
Conclusion validity: In order to mitigate this risk, we have presented and discussed our
findings with practitioners of the software-intensive business. In this context no major
ambiguities or consistencies were found [23, 24].

6 Summary

In this study, we conducted a grey literature review that aims at identifying suitable
approaches for the implementation of dual-track agile. The results provide a better
understanding of how the two components product discovery and product delivery can
interact with each other and how this interaction can be implemented in practice. A list
of all articles found in the Grey Literature Review can be found on FigShare (see [16]).
We selected five essential approaches that might help to implement dual-track agile in
practice.
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The presented approaches show different possibilities for the integration of the two
tracks ‘discovery’ and ‘delivery’. On the one hand, an integration can be done via an
artifact that serves as interface, for example via a product backlog or a product roadmap.
On the other hand, the integration can be primarily process-oriented, such as with the
discovery-delivery cycle or with dual-track scrum. The integration of the discovery and
delivery track can also be carried out with a focus on organizational aspects, e.g., through
a cadence of joint meetings as in the lean sprint. Above all, the integration of the two
tracks should be done by means of a common vision and a focus on common goals. This
becomes clear in the Product Kata approach. The Product Kata illustrates how product
development can be directed towards a vision, even though you are moving through
unknown and uncertain territory. All in all, the approaches for implementing dual-track
agile are still very rudimentary. One reason for this may be that many companies have
so far prioritized the establishment of agile practices. Product management or product
discovery is still been largely decoupled and done by business development or similar
roles. Therefore, a close integration of both tracks in the dual-track agile was not yet
in the foreground. However, this dovetailing is becoming more and more important as
development will be increasingly continuous and customer-centric. It is therefore to be
expected that further companies and researchers will deal with the implementation of
dual-track agile in practice. Currently, many companies are trying to gain first experi-
ences with it. Therefore, more experience will probably be gained over time and more
concrete approaches to implementing dual-track agile in practice will be published. It
can also be assumed that there will be different approaches. Possible variation factors
for different approaches could be the difficulty to obtain usage data from customers, the
criticality of the solutions to be developed, or the company culture.

Future research could address amultivocal literature studywith refined search strings
in order to gain more detailed insights into the topic ‘dual-track agile’. In addition, future
research in this area could go in the following directions: Which factors influence the
implementation? Which prerequisites must be fulfilled in order to implement dual-track
agile successfully?Howcan the effectiveness and efficiency of dual-track agile be further
increased by a suitable infrastructure (e.g. DataOps, MLOps, ProductOps, DesignOps)?
Which variants of dual-track agile are necessary? What are the consequences of dual-
track agile for strategic and operational management? Results of this research should be
interesting for practitioners as well as for researchers, since on the one hand competi-
tiveness depends essentially on modern product development methods and on the other
hand many fundamental research questions are raised.
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Abstract. Blockchain technology and distributed ledger technology (DLT) offer
a secure, distributed, and tamper-proof way to store and exchange information.
However, apart from standard cryptocurrency-based networks, innovations and
process improvements based on the blockchain technology have mostly remained
on the conceptualizing stage and have not yet reached mass adoption. There is a
high demand for practical experiences from developing blockchain andDLT based
systems in various domains outside FinTech. This work seeks to contribute to this
gap by presenting real-world experiences from developing a proof of concept for
automatizing conditional payments in social benefits and healthcare domains. We
found that the key conditions for making these blockchain-based solutions viable
are (1) attaining technological maturity and competences, (2) ecosystem thinking
and adequate governance of these ecosystems, and finally (3) achieving legal and
regulatory predictability. Furthermore, we discuss technological choice, business,
and ethical considerations relevant to practitioners and research communities.

Keywords: Blockchain technology · Distributed ledger technology · Smart
contract · Smart money

1 Introduction

Blockchain and distributed ledger technology (DLT) are often described as disruptive.
They are frequently used synonymously; however, these are separated technologies. DLT
presents a solution for creating distributed, peer-to-peer communication and interaction
networks that do not have a single central authority [1]. Blockchain technology is one
type of DLT that supports the safety of distributing a ledger by enabling an unmodifiable
and interconnected list of ledger entries [1]. These technologies have enabled new kinds
of innovations and infrastructure changes, most prominently in the financial industry [2,
3].

One of the key features of blockchain technology is that it enables process automa-
tion and transparency. This is provided through smart contracts: they are digital contracts
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that include executable program code lines and are both stored and run on the top of
a blockchain [4–6]. Thus, in blockchain, rules for facilitating, verifying, and enforc-
ing conditions on transactions are embedded into code that executes themselves on a
condition-based principle.

In a DLT/blockchain-based ecosystem, information is shared across the network and
stored by the actors. Based on the actors’ roles and the rules for information sharing,
we can divide blockchains into permissionless and permissioned infrastructure [7]. In
permissionless blockchains, the actors are unknown to each other and have open access
to the data. Trust is built on incentives that positively impact participants’ behavior
that plays an essential role in reaching consensus [8]. In contrast, in a permissioned
ecosystem, the actors are invited and validated before joining the network. Furthermore,
the actors are identifiable, and as a consequence, there is more trust among them as
compared to the permissionless blockchain protocols with anonymous actors.

While blockchain technology has largely been proven to be eligible to automate
processes and provide various benefits, it has not yet reached mass adoption. Some of
the reasons behind this are identified lately in the literature (e.g. [2, 9, 10]); however,
yet only a few commercial-grade blockchain application exist [11, 12], and we lack
technology awareness and practical use case experiences in industries outside of cryp-
tocurrencies (e.g. [11, 13]). These observations could guide the practitioners’ possible
adoption decisions and help researchers understand the viability of these technologies in
a real-world context. Thus,with this study,we aim to bridge the gap between practitioners
and academics and present lessons learned from a blockchain adoption experience.

In joint work with an IT services and software company and its partners, we studied
the suitability of permissioned blockchain in transferring an asset from one entity to
another in a business ecosystem. We developed a proof of concept for blockchain-based
conditional payments to eliminate the need for manual issuance and verification of dif-
ferent payment guarantees, such as lunch coupons, vouchers, and bus tickets, among
others1. In this process, we integrated insights from academic and grey literature and
discussions with blockchain practitioners, attended technology-related events, and fol-
lowed the national and global discussions concerningDLT/blockchain technology devel-
opment. Furthermore, we considered ethics during development using the guidelines for
the development of Trustworthy AI by the European Commission [14].

In this study,we present the key lessons learned during this processwith the following
main research question in mind: “What adoption barriers do practitioners meet in real-
world settings when digitalizing and automating processes in enterprise legacy systems
by utilizing distributed ledger technology and blockchain?” Besides identifying the
barriers, we also aim to answer empirical questions, such as the requirements of a
blockchain-based solution and what technological choices have been made and why.
In addition to technological perspectives, we also consider business and ethical issues.
Simply put, we aim to provide a realistic picture of the viability of automating and
digitalizing enterprise legacy processes.

The structure of this article is as follows. In the next section, we present earlier work
on this research domain from academic and grey literature. In the Findings section, we

1 https://medium.com/kelalab/distributed-ledger-a-revolution-in-conditional-payments-fa92e6
ec4747 https://medium.com/kelalab/experimenting-with-smart-money-f645512aeb8e.

https://medium.com/kelalab/distributed-ledger-a-revolution-in-conditional-payments-fa92e6ec4747
https://medium.com/kelalab/experimenting-with-smart-money-f645512aeb8e


72 T. Kolehmainen et al.

give an overview of the developed proof of concept, the technological choices for its
development, and the lessons learned in the form of key experiences. Finally, we discuss
the findings and present our conclusions.

2 Recent Work

In this section, we give an overview of recent work. In the first subsection, we overview
earlier research on adoption factors ofDLT/blockchain technology. In the second subsec-
tion, we present two production stage projects whose experiences in value tokenization
and conditional payments we used during the development of proof of concept.

2.1 Adoption of DLT/Blockchain Technology

Extant literature recognizes the technical challenges of DLT/blockchain technology
adoption, such as interdependency of the technology features, the importance of sys-
tem design, and process time for transactions in developing distributed, decentralized
systems compared to centralized systems [15, 16]. It was found that choosing the right
technological platform and architecture puts emphasis on system design, value creation
[9], and needs considering the organization’s operating principles, governing protocol,
information storage needs, and willingness to share information [1, 3, 11]. The prac-
tical side (e.g., maintaining the systems, issues of scalability and interoperability) and
the impact of making technical trade-offs from an ethical point of view have also been
mentioned in research [1, 3, 8, 17]. The decision to move from centralized legacy sys-
tems towards more distributed and decentralized solutions requires some understanding
about balancing between costs and benefits, the technology and community involvement
[7, 18]. However, there is an imbalance in understanding disruptive new technology’s
impacts and characteristics [15, 19].

Current research found that cultural norms, practices, industry standards, and many
other formal requirements affect the degree of distribution and decentralization that an
organization is willing to adopt [1]. Chong et al. [10] found that there is no one-size-fits-
all approach and each business model has its challenges that are not yet answered. Early
research in the financial industry has shown that even if blockchain technology-based
solutions hold potential in transforming processes across multiple industries [8], they
preferably will be a complementary technology that enables alternative data and value
transactions [2].

Governance related challenges were emphasized both by practitioners and
researchers [1, 20]. The discourse of providing accountability using technical means
seems to be shifting more to realizing that some level of institutional engagement and
coordination is needed, for example, to resolve conflicts and manage risks and costs [7,
20].

2.2 Related Projects

An investigation of grey literature appointed two main research projects in related prob-
lem domains of enabling value tokenization and issuing rule-based benefits without
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centralized intermediaries. First, the Commonwealth Scientific and Industrial Research
Organization’s (CSIRO) Data 61 and the Commonwealth Bank of Australia in 2018
developed a proof of concept in a similar problem domain and similar product require-
ments in an example environment of Australia’s National Disability Insurance Scheme
(NDIS) [21]. In the trial called “Making Money Smart”, NDIS provides funding on the
blockchain network to people with disabilities to spend according to pre-set rules on sup-
port services. The technical solution was built on a permissioned Ethereum network and
focused on payment functionality. The project sought to find whether and in what ways
blockchain could improve conditional payments. In addition to the technical prototype,
they also included user testing, managers, service providers, and experts [21].

The project demonstrated the potential to deliver economic benefits through effi-
ciency gains and network effects, especially with multiple conditional payment envi-
ronments. The concept was as seen promising in enhancing public policy programs,
empowering users to optimize their budgets, and reducing friction and costs for var-
ious stakeholders. However, the report highlighted the need for further research and
development on technical performance and confidentiality, and integration with existing
systems. Considerations of alternative conditional payment environments, accessibility,
and compliance with legislation and regulation were mentioned in the final report [21].

Second, the United NationsWorld Food Programme (WFP) developed a blockchain-
based solution to make beneficiary cash transfers more efficient, secure, and transparent
in refugee camps. The program strives to enable more choices and more control for
refugees over their cash assistance [22]. The goal of developing the solution was to make
direct transactions without a possible insufficient or unreliable financial intermediary.
The first pilot for blockchain-related was launched by WPF in 2017 when the organi-
zation initiated a proof of concept project in Pakistan for authenticating and registering
beneficiary transactions. Next blockchain-based technologies were used to deliver food
assistance to Syrian refugees in Jordan. WFP has announced its interests in exploring
the technology’s possibilities in, e.g., supply chain tracking and digital identity man-
agement for refugees [23]. The Building Blocks were built on a private, permissioned
blockchain Parity Ethereum by Ethereum Foundation [24]. It was integrated with bio-
metric authentication technology, and it has been currently being used in refugee camps
in Jordan. The network started with a single authority but has since grown to include
other UN Women [24]. This expansion further has resulted in improved security and
accountability through two organizations validating each other’s transactions and holds
the potential to reduce costs and risks [25].

3 Experience Collection Mechanisms

To gather empirical data and experiences in real-world settings, we co-developed a
technical proof of concept for smart contracts using DLT/blockchain technologies in
collaboration with a company and its partner organizations. We assessed the existing lit-
erature, current industry practices, as well as the needs of the stakeholders even-handed.
Observations were gathered from meeting memos, notes, project and version control
documentations, code repositories, project management documentations (e.g., Scrum
agile development method and Kanban lean management method documents) and other
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forms of sources available online. The team actively followed national and international
discussions, projects, pilots, and, for example, the development of legislation related
to blockchain-based technologies. Furthermore, the research team participated in dis-
cussions with other companies interested in utilizing the DLT/blockchain technology
for their use cases or offering services related to their customer’ technologies. Addi-
tionally, we collaborated with another research team whose primary goal was studying
how blockchain technology can be made trustworthy [19]. This research team offered
us a new, ethical perspective to develop blockchain-based systems and a practical tool
to implement the idea of an ethical, lawful, and robust system.

In the design and development phase, we created a proof of concept in several
iterations. The iterations included several consultative and workshop meetings with
the partner company and its partners as checkpoints of the work direction and shared
understanding of the objectives. An overview of the events is presented in Table 1.

Table 1. Empirical data collection sources

Events Quantity/length External participants

Project meeting with the partner
company

10 instances Partner company representatives,
possibly an external expert

Consultative meeting with the partner
company

10 days Developer; partner company
representatives

Proof of concept workshop meetings 2 instances Developer; partner company
representatives, project partner
representatives

Research conference 5 days Technically aligned research group
representatives (hosted by a research
center)

Technical event 1 day Developer representatives interested
in DLT/blockchain technology or
using it

Business event 4 days Business representatives interested
in DLT/blockchain technology or
using it

Technical training program 2 instances External technical instructors

Ethical research meeting 8 instances Collaborating research team

Ethical research interview 2 instances Collaborating research team
representative

Technology-related lecture 3 days External lecturers (hosted by
universities)

Proof of concept technical meeting 2 instances Project partner technical developers

This paper describes the lessons learned in this study based on active participation
and careful documentation of the development process. For these purposes, we used
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the data collected from various empirical sources and analyzed them iteratively. First,
we grouped the relevant information into experiences using post-it notes. Second, we
analyzed the notes and grouped the key experiences into categories. We describe the
resulting findings in Sect. 4 in the form of Primary empirical observations (PEOs).

4 Findings

In this section, we give an overview of the lessons learned in our work. In the next
subsection, we describe the requirements of the proof of concept solution. In the second
subsection,we justify our technological choices. In the third subsection,we communicate
our key experiences in the form of Primary Empirical Observations (PEOs).

4.1 The Requirements for Proof of Concept

As a case study, we focused on designing and developing a technical prototype Smart
Money, a distributed business network for conditional payment guarantees. The concept
could be used across various use cases enabling businesses to issue funds in the form
of rule-based digital tokens. The network services allow dynamic rule validation and
reliable near real-time transaction data. We chose to concentrate on implementing the
concept in the domain of social welfare benefits (shown in Fig. 1). It presented us
with several challenges, such as a highly regulated environment, a high number of
transactions, and a comprehensive and broad end-user base. Thus, we expected to face
possible barriers in technical, market, and institutional dimensions. We were primarily
interested in the efficiency gains that the technologies enable by removing the need for
intermediated data-synchronization and concurrency control. However, we noticed that
practitioners faced similar issues in utilizing DLT/blockchain technologies in various
use cases.

Fig. 1. Smart Money token lifecycle in the proof of concept trial.
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The Smart Money blockchain-based solution could improve the current system of
social and welfare benefits by reducing administrative burden and costs as well as sim-
plifying and automating processes. It allows an Issuer to create and transfer a token with
predefined rulesets to a Customer’s digital wallet (shown in Fig. 1) who spends them
according to the spending rules on products or services. Merchants accept tokens.

Table 2. Functionalities implemented in the Smart Money proof of concept.

Functionality Design criteria Implementation and constraints

Creating Smart Money accounts Using and interacting with the
system should be easy and not
require knowledge about the
technology. Users connect to the
network through their role-based
service providers

In the time of the development,
Corda did not have an account
feature. We chose to use a
Corda-based third-party software
called Cordite by Cordite
Foundation

Creating Token ruleset Tokens could be used as vouchers
or cash; they should be generalized
enough for scalable use. The
Token rulesets should be easily
updatable by the Issuer when laws,
regulations or standards change

Updating rules require node hosts
to implement changes.
One-time-use vouchers are clearer
than divisible cash as changing
token type rulesets affect every
consumer with the same type of
tokens. In our scope, the
operator’s rights are comparable
to a centralized system

Issuing Token on an Account The system should promote human
oversight control and intervention
if necessary. The Issuer should be
permissioned to modify the expiry
of the Smart Money Tokens or
state them worthless. The origin of
the allowance should be traceable
but protect the Customers’ privacy

The scope does not include
updating the transaction after
Issuance. The ledger hosts e.g.,
public service provider
credentials, but all confidential
data is maintained outside of the
ledger. The allowance origin can
be tracked to the Issuer without
revealing additional Customer
data

Transacting a payment Spending allowance should
promote efficiency and simplify
the process to the Customers and
Merchants. The system should be
resilient to misuse and potential
attacks and its mechanisms,
constraints, and decisions should
be transparent and auditable

With limited resources we did not
concentrate on exception
management. The unwanted use
of the system was evaluated to
belong to managing participants
rights and access rules outside the
system

The Customers and Merchants access the network through their Service Providers,
who are network nodes alongside with the Issuer. The application enables a fund issuer
to define customized spending rules on a token before sending it to a recipient’s account.
After receiving the token, the recipient can use it to buy products and services if and
only if the pre-set rules are met. The rules could include price-caps, lists of approved
service providers, and expiration dates, among others. See Table 2 for details related to
designing and implemented high-level functionalities. The application was developed
with an enterprise-level blockchain platform Corda (release version 4.1) by a software
company R3.
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Additionally, we considered long-term requirements such as redeeming tokens for
payment, digital identity management, keeping track of transactions, validating pay-
ments with smart contracts, and token type-specific rules. Furthermore, we implemented
ethical requirements into the proof of concept development process through a practical
tool that supported raising ethical awareness and discussion. We followed the guidelines
for TrustworthyAI by the EuropeanCommission [14] that state that a trustworthy system
should be lawful, ethical, and robust. The objectives are realized with seven key require-
ments: 1) human agency and oversight, 2) technical robustness and safety, 3) privacy
and data governance, 4) transparency, 5) diversity, non-discrimination and fairness, 6)
societal and environmental well-being, and 7) accountability [14].

4.2 Technological Considerations

One of the most critical decisions is related to choosing the best fitting blockchain pro-
tocol. Enterprise blockchains differ from traditional permissionless, public blockchain
designs, e.g., in areas of identity, privacy, and transaction scalability [7, 26]. Thus, there
were multiple discussions concerning the advantages and disadvantages of different
alternatives. In Table 3, we describe the three most promising alternatives (Corda, Fab-
ric, and Enterprise Ethereum). Based on various decision criteria presented in the table,
the Corda platform was chosen. Corda is an open-source, enterprise-level blockchain
that provides a platform for recording and managing contracts between designated par-
ties in a transaction and deals with network sharing, data, business logic, and the current
state of shared facts [26].

Table 3. Enterprise Blockchain comparison considering network and transaction features as
presented by R3 in Q3/2019 [27].

Feature Corda by R3 Fabric by IBM Enterprise Ethereum
by several companies

Real-world identity Legally valid and
unique

Certificate-based (not
assured)

No inherent notion

Scalability Scalable as not every
node handling all
transactions

Limited by channels
architecture (increases
with participants)

Low due to complex
zero-knowledge proof
privacy calculations

Method to guarantee
uniqueness

Pools of known
notaries

An ordering service Validation nodes
(most of the time)

Privacy Only participants to a
transaction have
access to the data

Channels architecture
allow private
transactions

Private deployment of
Ethereum has a viable
privacy model

Conclusiveness The completed
transaction cannot be
reversed

The completed
transaction cannot be
reversed

Small possibility
completed transaction
can be reverser

We chose the Corda platform for different reasons. First, Corda’s consensus mech-
anism requires transaction validity and uniqueness [26, 28]. Second, the platform is
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mature related to different issues, such as data privacy, identity, emphasis on legal
agreements, regulator/public sector collaboration, and interoperability/integration and is
actively developed [29]. Third, the Corda platform also has higher scalability than some
of the other enterprise-level blockchains (e.g., Fabric and enterprise Ethereum) as each
node in the network does not handle all transactions [28]. Finally, in the Corda platform,
each business network defines its membership criteria, and only those who participate
in a transaction have access to its data, which further enhances the platform’s privacy
[26].

However, despite Corda’s advantages over other alternatives, performance, confi-
dentiality, and system integration raised concerns among practitioners and partners in
our use case study. First, there is a concern related to the adequacy of the open-source
version of Corda. Open Source Corda has some limitations related to its scalability and
capacity of handling massive amounts of transactions [28] after the solution is taken
into real use. It indeed needs to be noted that any larger-scale trials should be run on
Enterprise Corda. Second, transaction privacy between Corda nodes is secured, but this
confidentiality does not apply to the account level. Finally, some concerns were raised
related to integrability to legacy systems.

4.3 Lessons Learned

Designing a blockchain-based solution requires many different activities. First, it
requires developing a technical solution. Second, besides providing an architecture, the
providers should promote the adoption and build a whole ecosystem with its actors and
interactions among them. Third, the ecosystem resides in a legal and regulatory context
where ethical concerns should be considered as well. In what follows, we describe our
key experiences in the form of Primary empirical observations (PEOs) related to these
three aspects, as shown in Table 4.

Key Experiences from the Technical Development

PEO 1. [Developer Community]. The leading enterprise blockchain protocols have
attracted an active, considerably stable, and frequently pushing developer community.

We made our technological choice based on several objective decision criteria (see
Subsect. 4.2); however, one very important success criteria is the developer commu-
nity’s activity behind the platform. The enterprise blockchain Corda platform built and
maintained by R3 differs from the other leading enterprise protocols in having been
purpose-built and not originating from a traditional technology organization. Partly due
to the active developers, by the end of year 2019, Corda was one of the leading enter-
prise blockchain protocols having the highest total activity and total pushes compared
to Linux Foundation’s Hyperledger projects Fabric, Sawtooth and Besu, as well as to
Quorum (a fork of Ethereum) and MultiChain (a fork of Bitcoin, Coin Sciences).

PEO 2. [Immaturity of the Technology]. Despite high interest across industries,
blockchain technology is still in its maturing phase.



Using Blockchain in Digitalizing Enterprise Legacy Systems: An Experience Report 79

Table 4. Key experiences in the form of Primary empirical observations (PEOs).

Activity Key experience

Technical development

PEO 1 Developer Community The leading enterprise blockchain protocols have attracted an active, considerably stable,
and frequently pushing developer community

PEO 2 Immaturity of the Technology Despite high interest across industries, blockchain technology is still in its maturing phase

PEO 3 Interoperability Compatibility with existing IT systems and interoperability between blockchain networks
are critical aspects of incorporating blockchain technology into existing systems

PEO 4 Technological Trade-offs Many of the DLT/blockchain technology attributes are interdependent; thus, all blockchain
technology features cannot be integrated as such, but there is a need to make trade-offs and
choose the essential features

Building an ecosystem

PEO 5 Governance When developing decentralized systems, a key issue that needs special attention is
governance: actors, incentives, access, and control rules

PEO 6 Business Goals One of the key challenges of blockchain technology adoption is complying with different
business requirements in decentralized settings

PEO 7 Technology Acceptance There is an increasing interest and higher trust in the potential of DLT/blockchain
technology in redesigning already existing services of various industries

PEO 8 Information Asymmetry There is information asymmetry related to DLT/blockchain technology

Ethical and legal considerations

PEO 9 Ethical Considerations Blockchain-based solutions should be designed and developed with ethical considerations
in mind; however, blockchain technology’s ethical aspects are still underdeveloped and
need further research

PEO 10 Legal Aspects Legal predictability is a prerequisite for larger scale blockchain deployment. Lack of legal
recognition is one of the most important non-technical limitation of block-chain-related
technologies

Even though blockchain technology has gained much interest across industries, its adop-
tion is still on an experimental stage, and the platforms themselves are under develop-
ment. We faced different challenges related to upgrades from the Corda platform version
3 to 4 and lack of some technological features introduced to the platform in later releases
during our proof of concept development. Not having the needed features, we ended up
using third-party application components,which raisedquestions about safety, reliability,
and maintainability of the system.

PEO 3. [Interoperability]. Compatibility with existing IT systems and interoperability
between blockchain networks are critical aspects of blockchain adoption.

The Corda platform offers integrability with legacy systems and functional informa-
tion flow between different applications on the same platform and between different
blockchain platforms. However, these features (e.g., database support, hardware secu-
rity module, and technology enabling secure deployment inside corporate data centers)
are not yet available open-source but are additional features of Corda Enterprise. As
a rising number of organizations is adopting Corda commercially, the platform faces
novel requirements. R3, in line with other technology providers, displays willingness to
promote simplicity, flexibility, and connectivity of their platform to encourage adoption.
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PEO 4. [Technological Trade-offs]. Many of the DLT/blockchain technology attributes
are interdependent; thus, all blockchain technology features cannot be integrated as
such, but there is a need to make trade-offs and choose the essential features.

Blockchain protocols vary significantly in their configurations related to, e.g., the level of
permission, data access, transaction consensus, modularity, scalability, interoperability,
centralization, and anonymity. The technology level makes use of various technologies
such as distributed ledgers, identification, and cryptography. Many of the attributes
enabling each of these features are interdependent, and bending conditions in one of the
dimensions could be disadvantageous to another area. Thus, designing a blockchain-
based distributed system leads to making technological trade-offs such as sacrificing the
system’s decentralization or integrity for better scalability.

Building an Ecosystem

PEO 5. [Governance]. When developing decentralized systems, a key issue that needs
special attention is governance: actors, incentives, access, and control rules.

Developing a distributed system compared to a centralized requires considering addi-
tional questions, e.g. who should have access to the information within the system and
how open the system management should be. Managing stakeholders and their rights
is even more emphasized in permissioned enterprise blockchain platforms compared
to public networks in which every participant is equal in their restrictions and rights.
Furthermore, communicating the advantages of the blockchain solution and providing
incentives to the stakeholders is a crucial task in system design and development.

PEO 6. [Business Goals]. One of the key challenges of blockchain technology adoption
is complying with different business requirements in decentralized settings.

Centralized enterprise legacy systems naturally emphasize security and privacy, whereas
distributed and decentralized solutions gain an advantage in sharing services and
resources among multiple participants. Privately operated DLT/blockchain technol-
ogy solutions might be an appealing alternative compared to more open or public
blockchain protocols that still fulfill the enterprise business requirements. However, pri-
vate blockchains do not fully undertake the traditional blockchain technology’s ideology
and itsmost distinctive features, such as decentralization and censorship-resistance. Con-
sequently, private blockchains are distributed ledgers that function like closed, secure,
cryptography-based databases, and therefore, they introduce new challenges besides
their benefits.

PEO 7. [Technology Acceptance]. There is an increasing interest and higher trust in
the potential of DLT/blockchain technology in redesigning already existing services of
various industries.
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DLT/blockchain technology managed to gain traction by its success in re-implementing
financial services and enabling both secure transactions and innovation in the financial
services industry. As enterprise blockchains have already reached some level of sta-
bility, there seems to be a keen commercial interest in transforming processes across
various industries beyond the initial fintech applications and currency markets. There
are, however, not yet many commercial applications that would offer lessons learned or
best practices to encourage wider adoption.

PEO 8. [Information Asymmetry]. There is information asymmetry related to
DLT/blockchain technology.

The current state of knowledge related toDLT/blockchain technology is still significantly
unequal between those who provide blockchain-related services and those who use these
systems. Even though technology providers are reporting an increase in understanding
among customers, the research team encountered different concerns related to, among
others, the potential benefits of distributed systems as compared to centralized legacy
systems, data privacy, and the viability of the business and technology aspects. More-
over, a few technology company representatives emphasized that blockchain technology
knowledge and interest are very scattered andmostly concentrated in their financial units.

Ethical and Legal Considerations

PEO 9. [Ethical Considerations]. Blockchain-based solutions should be designed and
developed with ethical considerations in mind; however, blockchain technology’s ethical
aspects are still underdeveloped and need further research.

One of the key conditions for making blockchain-based solutions viable is related to
the ethical aspects, such as transparency, accountability, responsibility, and fairness,
among others. However, researchers and practitioners concurred that currently, the ethi-
cal questions related to blockchain technology are generally unthought and unstructured.
Besides privacy and some domain-specific concerns (e.g., medical, finance, insurance),
also other important ethical issues (e.g., the ethical impact of technological choices or
accessibility), were thought to be distant.

PEO 10. [Legal Aspects]. Legal predictability is a prerequisite for larger-scale
blockchain deployment. Lack of legal recognition is a major barrier in adopting
blockchain-related technologies.

Blockchain adoption is ready to take a leap from proofs-of-concept to commercial imple-
mentations; however, the required laws, regulations, policies, and standards are still under
development. There are currently different initiatives to overcome these obstacles in dif-
ferent parts of the world where different actors (e.g., authorities, enterprises, developer
communities) are working to promote legal certainty. The current immaturity in laws,
regulations, and standards and the uncertainty thereof leads to putting the project on
hold until regulatory concerns are cleared.
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5 Discussion

The findings of this paper emphasize the need for additional research on the barriers to
blockchain adoption. Many of the barriers described in our lessons learned were recured
among practitioners in various domains and were to some extent identified in the extant
literature but did not yet have comprehensive, comprehensively agreed solutions. Thus,
even though the number of academic publications on different aspects of blockchain
technology rose significantly [8, 9], our experiences show that further research is needed
to bridge the gap between researchers and practitioners.

We categorized our key experiences in three dimensions that should be considered
when utilizing blockchain-related technologies: 1) technical development, 2) building
an ecosystem, and 3) ethical and legal considerations. Related to the technical challenges
of DLT/blockchain technology adoption (PEO 4), we are in line with recent work that
identified the interdependency of DLT/blockchain technology features as a barrier and
accentuated the importance of system design in developing distributed, decentralized
systems compared to centralized systems [15, 16, 18]. Our results contribute to these
findings by finding that the lack of conscious design and development choices could
diminish transparency, fairness, safety, and auditability (PEO 9). Our findings further
revealed that pragmatic use cases are also needed in blockchain initiatives as a means
to provide guidelines, usability, and technical competencies (PEO 7). In the design and
development phase of our proof of concept solution, we had concerns about scalability
and systemmaintenance (PEO 2). Furthermore, we found that the developer community
behind the chosen technology platform is of key importance (PEO 1). We lacked some
of the chosen platform features, which raised security concerns if the prototype would
be developed further (PEO 2). Besides, we had interoperability issues that we could not
anticipate in advance (PEO 3). Finally, we also had to make technical trade-offs from
an ethical perspective (PEO 4).

Our lessons-learned revealed that one of the biggest challenges is related to building
an ecosystem around blockchain technology. Even though there are an increasing inter-
est and higher trust in the potential of the technology (PEO 7), there is also information
asymmetry between the different stakeholders (PEO 8). However, this uncertainty can
be mitigated through negotiations and education. In line with earlier research (e.g. [1–3,
20]), one of the key issues is related to governance: establishing incentives, account-
ability, access, and control rules among stakeholders (PEO 5). Achieving business goals
in decentralized settings need careful strategy and actions (PEO 6). The unsolved gov-
ernance issues found in our research highlight the need for additional research in this
area.

Related to the reluctance of truly utilizing the distributed nature of DLT/blockchain
technology in automating and digitalizing legacy systems, we found that rethinking pre-
existing business practices and implementing novel technical approaches are challenging
(PEO 6). However, at the same time, expectations for the technologies’ performance are
increasing (PEO 7). We highlight the importance of ecosystem thinking: understanding
how different stakeholders can jointly create and capture value as well as convincing
these stakeholders about this value is crucial in building meaningful DLT/blockchain
technology-based business applications (PEO 5). We concur with Chong et al. [10] that



Using Blockchain in Digitalizing Enterprise Legacy Systems: An Experience Report 83

there is no one-size-fits-all approach and each blockchain-inspired business model has
its own challenges that are not yet answered.

During our research, it became clear that creating effective and fair governance,
regulation, and management requires a thorough understanding of the technology PEO
4, PEO 8, PEO 9, in line with [1, 11, 20]). We recognized the immaturity of legal
and regulatory context needed for mass adoption (PEO 10). We also found that ethical
issues in the development and use of DLT/blockchain technology are not appropriately
addressed in earlier research and need additional work (PEO 9).

6 Conclusions

This study presents the findings of a research process during which we designed and
developed a proof of concept of a blockchain-based solution for conditional payments
using smart contracts and DLT/blockchain technology. These observations can be used
to guide decisions on future research topics and discussions in industry practices in dif-
ferent ways. First, our experiences related to the proof of concept requirements and the
decision criteria in choosing a suitable blockchain platform could be used by practition-
ers. Second, our key experiences on the viability of the business solution could be used
by both researchers and practitioners for further work.

Our study identified key adoption barriers from the lessons learned that are presented
in this experience report. The barriers are divided into three activities that have utter
importance in utilizing blockchain-related technologies. First, despite the high interest
in the DLT/blockchain technology, the adoption of blockchain is still in its experimen-
tal stage, and the platforms keep maturing; thus, further development of technological
components is of key importance. Second, the cost and risk of blockchain adoption
and implementation quickly can be very high; thus, ecosystem thinking is needed to
promote blockchain adoption and enable viable and pragmatic solutions. Third, the
immature legal and regulatory context and the unstructured ethical discussions related
to DLT/blockchain technology need to be addressed before the blockchain deployment
can leap from proof of concepts to commercial implementations. As businesses are
eager to move from experimenting with the technology towards commercial deploy-
ment of DLT/blockchain technology, we expect these topics described above to gain
closer attention.

Despite the growing body of knowledge by academics and practitioners, there are
still notable challenges and knowledge gaps related to the development and use of
DLT/blockchain technology-related solutions. Some of the adoption barriers, such as
legal predictability, require national and international collaboration and cannot solely be
addressed by researchers or industry practitioners. Even if research shows that distributed
and decentralized solutions gain an advantage over centralized systems in sharing ser-
vices and resources among multiple participants [18], it is not yet happening in prac-
tice. Companies experimenting with the DLT/blockchain technology are currently build-
ing solutions for individual use cases instead of establishing blockchain-based infras-
tructures. As the situation stands, the future deployment and the significance of these
technologies can only be speculated until further adoption.
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This research has some limitations. The findings are based on the development of
one technical proof of concept and limited discussions with practitioners, and thus, fur-
ther research is needed to make these observations more generalizable. Further-more,
additional work is required in the research areas discussed in this paper, such as techno-
logical immaturity, ecosystem governance, redesigning business processes and models
as well as legal uncertainty and ethical issues.
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Abstract. The industry competition has changed the way software
is managed, developed, and delivered over the years. Some of the
approaches that emerged to continuously deliver software to users are
Continuous Delivery (CDE) and Continuous Deployment (CD). CDE is
the ability to get software functionalities, of any kind, into the hands
of users, in small batches, and short cycles. In CD, every change that
passes all stages of the production pipeline is released to customers with-
out human intervention. The agility proposed by the Continuous Deliv-
ery and Continuous Deployment approaches may introduce some chal-
lenges to the software development life-cycle. Some of these challenges
are related to the Software Configuration Management process and the
communication of software changes to relevant stakeholders such as oper-
ations teams. In order to better understand which communication prac-
tices are used to communicate software changes in environments where
Continuous Delivery or Continuous Deployment were adopted, a sys-
tematic literature review and an empirical study with global companies
were performed, which allowed us to consolidate a collection of commu-
nication practices for communicating software changes that could benefit
companies that already adopted or are planning to implement continuous
software delivery practices.

Keywords: Software engineering · Software development · Continuous
integration · Continuous delivery · Continuous deployment ·
Continuous release · DevOps

1 Introduction

The growing demand for faster time to market cycles has shaped the way soft-
ware products were managed, developed and delivered to users over the years.
In order to support the faster pace required by the market, Continuous Soft-
ware Development (ConSD) practices such as Continuous Delivery and Con-
tinuous Deployment have emerged in the recent years. A software release may
introduce changes or new functionalities to an existing application, which may
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require specific communication to help Customer Support Services teams to bet-
ter understand the changes introduced. Therefore, understanding how the speed
of software changes imposed by ConSD practices impact the communication of
software changes is extremely important to ensure Customer Support Services
teams will be able to support end-users properly.

In order to understand this phenomena, this study performed a System-
atic Literature Review (SLR), followed by an empirical study with seven global
companies which then had the results triangulated and consolidated in a set of
communication practices.

2 Methodology

In order to understand the challenges related to communication in continuous
delivery and continuous deployment environments, a systematic literature review
(SLR) has been performed, following Kitchenham [17] guidelines. Moreover, in
order to get an in-depth understanding about the communication practices in
use in the software industry and complement the systematic literature review
results, we performed an empirical study with seven participants from seven
different companies.

3 Literature Review

According to Kitchenham and Charters [4] a systematic review protocol is a
plan that describes the conduct of a proposed systematic literature review. In
the following paragraphs we describe the elements that compose the systematic
review protocol of this research.

Research questions are used to drive a systematic review process. Based on
these questions, a systematic search is performed to identify relevant information,
such as papers and journals, which could contribute to the goal of this study.
Following, the questions we have defined in our research are presented:

– RQ1: How do ConSD practices impact the communication of software
changes?

– RQ2: How do software changes are communicated to customer support ser-
vices teams in environments where ConSD practices were adopted?

A good way to create a search string is to structure them in terms of pop-
ulation, intervention, comparison, and outcome [17]. The search string used in
this study is presented in Table 1. Additionally, Table 2 describes the inclusion
and exclusion criteria applied to our research.

3.1 Data Extraction

Following a systematic literature review protocol, the research questions were
used to search for relevant information on the ACM, IEEE, Scopus online
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Table 1. Search string

Type String

Population (Software engineering OR software development
AND)

Intervention (Continuous deployment OR continuous delivery
OR continuous integration OR continuous release OR
devops)

Table 2. Exclusion/Inclusion criteria

Type Description

Exclusion Event keynotes, summaries, extended abstracts

Exclusion Papers with less than 4 pages

Exclusion Language different than English

Inclusion Papers published between 2010 and 2019

Inclusion Papers where CI, CDE or CD practices were mentioned

databases. Our initial search results returned 5,348 studies, which were filtered
resulting on 102 full papers read. After reading carefully 102 papers, 39 papers
were selected based on their relevance. The results of our systematic literature
review process are presented in Sect. 3.2.

3.2 Results

In the following paragraphs, this study answers the research questions initially
formulated as part of the research protocol and provides details about the chal-
lenges and practices identified.

(RQ1) How do ConSD practices impact the communication of soft-
ware changes?

In the study conducted by Klepper et al. [18] the authors argue that many
releases can overwhelm users, especially if they do not understand the difference
between versions being released. The authors still argue that release notes can
help in such situations, however, creating high quality release notes, manually,
requires expressive amount of time and effort.

Shahin et al. [36] argue that a better visualisation of the CDE process would
make a huge difference in the capability of the organisations to release faster and
often. In one of the studies described by Shahin et al. [35], the authors argue that
the status of a project should be visible and transparent to all team members.
Shahin et al. [35] also argue that coordination and collaboration are challenges
for continuous practices. According to their study, as more frequent software
is deployed, more communication and coordination with operations teams is
required. Their study also describes issues related to merge conflicts caused by
the lack of awareness around software changes.
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Brandtner et al. [5] argue that one of the main issues related to CI environ-
ments is the fact that relevant information about the health and quality of the
software is spread across several tools and multiple views.

Stahl et al. [42] argue that traceability is a key challenge in achieving CI and
CDE and describe an industry developed framework named Eiffel, designed to
provide real time traceability for ConSD environments. The authors argue that
agile methodologies, CI and CDE might be challenging for traceability due to
the need of overhead reduction and traceability requirements. Stahl et al. [41]
argue that even though the fundamental aspects of traceability remain the same
regardless of CI and CDE, the nature of faster releases, increased frequencies have
increased the amount of data generated in these processes, created new challenges
in practice. Palihawadana et al. [28] argue that traceability links can be used
by DevOps teams to evaluate software changes and their impact, however, also
argue that maintaining traceability in agile based environments has become a
challenge due to the lack of proper management tools and poor documentation.

Lwakatare et al. [25] highlighted studies which described the negative impact
on project releases, from time to quality, due the lack of poor communication
and lack of early involvement of operations teams in the software development
process.

Yaman et al. [46] argue that one of the challenges related to communication in
CD environments might be the excess of transparency that may lead to customers
interference in developers’ work.

Olsson et al. [27] argue that some of the challenges in such environments
are the communication and coordination with suppliers, difficulties of getting
an overview of the status of the project and the lack of transparency, including
information available to users and other stakeholders who might need them.

Alyahya et al. [2] describes some challenges that affect the development
progress and highlight the difficulties related to communication in distributed
teams in order to maintain an awareness about development progress if they
rely just on ad-hoc communication of changes. Alyahya et al. [3] argue that it is
difficult to keep team members from different sites aware about each one’s work.

Diel et al. [10] argue that some of the challenges faced in such environments
are the lack of training on applications changes and no previous notice of software
releases.

Downs et al. [11] argue that software teams working in agile projects produce
a great deal of information on a daily basis, however, these information are mis-
applied, communicated ineffectively or ignored, which has impact in the results
of these projects. In the study conducted by Shahin et al. [35], several papers
described the lack of team awareness and transparency among team members
as a challenge that may break down transition towards continuous practices.
Table 3 has been created to group challenges categories and sumarize the chal-
lenges around software changes, previously described. Additionally, Table 4 cat-
egorizes papers and their respective communication challenge category.
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Table 3. Communication challenges categories

Category Description

Discovery Information regarding software changes are not

available, are not easily accessible or are not properly

communicated

Coordination Software changes require activities coordination

between different teams such as software development

and operations teams

Traceability Tracing software changes from an end-to-end

perspective considering the amount of data generated

by CI and CDE environments

Training Training teams to be up-to-date regarding software

changes represent a challenge in in high frequency

changing environments

Table 4. Papers per category

Challenges Studies

Discovery [2,3,5,8,10,11,18,25,27,32,35,36,46]

Coordination [35]

Traceability [28,41–43]

Training [10]

(RQ2) In environments where Continuous Delivery practices were
adopted, how software changes are communicated to customer sup-
port services team?

In the studies [25,31], the usage of shared Kanban boards has been described
as a practice to communicate software changes. The usage of shared Dashboards
has been described as a practice in the studies [11,16,29,34,38]. The usage of
Ambient Surfaces and Project Radiators have been described by the studies [31,
33,44] as practices to ensure daily progress on projects is completely transparent
and available for all stakeholders. Punjabi et al. [29], also argue that user stories
can be maintained and assigned in such a system and could be integrated with
source control and CI server to obtain issues addressed in a commit or build.

Centralizing and exchanging changes information through Tracking Sys-
tems has been described by the studies [1,2,12–14,19,32,33,39,40,43]. Downs
et al. [11] and Kim et al. [16] mention the usage of issue tracking information
along with dashboards and information radiators in order to provide project
status. Punjabi and Bajaj [29] describe the usage of bug/issue/task tracking
features along with visual boards that support agile development.

In the study conducted by Krusche et al. [19], the authors relate the usage
of release notes, collected automatically by the CI server and linked to issues
in tracking systems to provide visibility about the changes included in a given
software release. Klepper et al. [18] propose a solution that uses a semi-automatic
approach to release notes generation to reduce workload for the development
team and release manager while still allowing them to provide properly targeted
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content depending on the context and recipients of a release. Still according to
the authors, the information that is already produced during the development
process is used to prepare release notes content. Kula et al. [20] relate the impact
of missing release notes on rapid-releases with are delayed in such cases.

In the study performed by Neely et al. [26], the authors described some
process changes required to implement CDE, which included the replacement
of big meetings by crisp emails along with internal wikis and blogs in order to
share knowledge about new features with other teams such as sales and support
teams. Younas et al. [47] describe the usage of email, among other tools for
collaboration in agile development. Brandtner et al. [6] describe the usage of
email as a notification channel for CI-Tools. Krusche et al. [19] describe the
usage of email to send release notes to users with details about solved issues,
which can be also checked through an issue tracking system.

Wiedemann et al. [45] argue that traces are essential for application man-
agement, therefore, everything must be logged. In one of the studies evaluated
by Shahin et al. [35], the authors suggest the practice of recording changes to
a change log and making it visible to customers in order to enable them to
track features changed. According to Shahin et al. [38], et al. [37], organizations
practicing CD need to appropriately record, aggregate and analyse logs and met-
rics as an integral part of their CD environment in order to hypothesise and run
experiments for examining different functionalities of a system. Shahin et al. [38]
still argue that readability of logs for all stakeholders should be taken into con-
sideration due to the fact that developers use to build the logging mechanism
into the source code and there is a chance that such logs might become too tech-
nical for IT operations teams, such as support people, and may not be efficiently
used to their needs. Lai et al. [21] describes the logging of relevant information
such as programmer and change reasons information in the check-in step of CI
processes in order to share this information with relevant stakeholders.

Senapathi et al. [34] describe the usage of Yammer to share software releases
information with others stakeholders and to promote discussion on completed
tasks and lessons learned and Atlassian Confluence to share release plans and
software documentation. Schwarzer et al. [33] describe the usage of Atlassian
Confluence along with ambient surfaces to share build summaries, reports and
errors as well as software architects announcements. Neely et al. [26] describe
the usage of wikis and blogs, replacing big meetings, in order to share informa-
tion about new features. Heesch et al. [43] relate the usage of Atlassian Con-
fluence along with Atlassian Jira to share application design definitions with
team members. Heesch et al. [43] argue that apart from supporting the real-
isation of software artefacts, the information available in the tools also serve
documentation needs, allowing the visualisation of tasks history. Claps et al. [8]
describe Atlassian’s case, a well established software company, where Confluence
and blogs are used for software documentation and customer feature discovery
purposes. Leite et al. [22] describe the usage of the GitLab tool as a wiki system
for knowledge sharing between developers and operators.
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In the study performed by Leite et al. [22], the authors mention the usage
of ChatOps (Chat and Operations) tools in DevOps environments as a model
that connects people, tools, processes, and automation through conversation-
driven interactions. Lwakatare et al. [25] mention the HipChat tool usage for
interaction between developers and operators, particularly when setting-up new
environments. In the study performed by Luz et al. [24], the continuous use of
instant messaging tools like Slack and HipChat was cited as the most appro-
priate option for communication between developers and operators in DevOps
environments. In the study performed by Downs et al. [11], Instant Messaging
conversation was the primary form of communication within the team, and for a
wide range of purposes, including on-going status updates and team collabora-
tion. Table 5 summarizes the main communication practices adopted by ConSD
teams in order to ensure software changes are visible by other teams in the
software development life cycle process.

Table 5. Communication practices

Practices Studies

Sharing information through visual boards [5,6,11,15,16,23,25,31,33,34,38,44]

Exchanging information through tracking systems [1,2,11–14,16,19,22,29,32–34,39,40,43]

Communicating changes through release notes [18–20]

Communicating changes through Email [6,19,26,47]

Leveraging Logs to share information [21,32,35,37,38,45]

Communicating changes through collaborative workspaces [8,22,26,33,34,43]

Exchanging information through instant messaging [11,14,22,24,25,30,34]

Based on these results, we performed an empirical study in the industry,
which would complement the SLR results. The empirical study is presented in
details in Sect. 4.

4 Empirical Study

In order to get an in-depth understanding about the communication practices in
use in the ConSD industry and complement the SLR results, we performed an
empirical study with seven participants from seven different companies. In the
following paragraphs we provide details regarding the methods used to perform
this research, from data collection and criteria to select the participants, to the
data analysis method applied and finally the results obtained.

4.1 Data Collection and Analysis

Following Creswell’s [9] recommendation, a questionnaire has been created to
support the empirical study. In order to answer the research questions, we col-
lected information from seven different companies. The interviewees and their
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companies were anonymised due to non-disclosure agreements, where we use
aliases from Company A to Company G. The participants and their companies
are briefly described in Table 6.

Table 6. Companies, practices, roles and experience

Company Employees Approach Role Yrs role

Company A 3,500 CDE Product Manager 2

Company B 6,000 CD Performance Engineer 6

Company C 50,000 CDE Software Architect 3

Company D 2,000 CDE Platform Engineer 1.3

Company E 7,000 CD Project Manager 3

Company F 500 CDE Software Developer 9

Company G 2,000 CDE Support Engineer 9

4.2 Results

At Company A, software development teams and customer support services
teams work apart from each other. The communication between software devel-
opment teams and customer support services teams, in general, occurs through
instant messaging tools or through their issue tracking systems. The Service
Enablement Team (SET) is a specific team that makes a bridge between software
development teams, customer support services teams and customers, mainly
responsible for ensuring major software changes will be properly managed in
order to avoid any impact on customers and customer support services teams.
The SET team organizes bi-weekly meetings with customer support services
teams where the main upcoming product changes are communicated, specially
the bigger ones. Bigger software changes are communicated to customers through
blog posts and built-in modal product banners. Developers and support teams
use to interact using hidden messages through their issue tracking systems in
order to follow-up changes required to fix bugs or features requested by cus-
tomers. Even having daily deploys of product changes to production small
changes are not communicated to customer support services teams on a daily
basis, which represent some challenges to the support teams who sometimes
receive customers complaints about changes in the products that are not reflected
to the public documentation and were not communicated to them. Company A
uses Atlassian Confluence to support the communication of major changes and
releases in their products to customer support services teams.

At Company B, software changes, in general, are not communicated to cus-
tomer support services teams and end-users. Whenever further information is
required regarding a software change, instant messaging, memo pages and emails
are the main channels to share information regarding software changes between
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development and customer support services teams. The usage of a change log
database has been described in order to record several types of change logs,
which can be accessed and tracked by the customer support services teams by
using tools developed by internal teams specifically for this purpose.

At Company C, the communication of software changes, between software
development and customer support services teams, occurs mainly through tick-
ets in their issue tracking system, email messages and formal meetings. Formal
meetings with key people in the customer support services teams are performed
once a month to share details about the major changes being released to produc-
tion, being these key people in support responsible for sharing details about the
changes with their support teams. At Company C, customer support services
teams have access to the development teams summarize Boards, therefore, they
can also have visibility about the upcoming software changes being developed
or about to be released. Release notes are used to share changes details and are
available to software development teams and customer support services teams.
End-users are communicated about software changes through a “What’s New”
web page, that is built into the product.

At Company D, most of the communication around software changes is per-
formed through instant messaging and email channels. Projects use to structure
their information using internal wiki pages which are then open to other teams
that can track information about software changes and projects status. Issue
tracking systems are also used to communicate the progress and communicate
the status of software changes, specially bug fixes and feature requests.

At Company E, formal communication of software changes is mainly
restricted to a showcase meeting, organised by the Product Owner. In this meet-
ing, which use to occur every 15 days, the status of new features and bug fixes,
among other project relevant information use to be shared with relevant stake-
holders, such as customer support services teams and other software develop-
ment teams. Additionally, the communication between different teams around
software changes use to occur through instant messaging tools and tickets cre-
ated at their tracking system where comments are added in order to provide
details and status of such software changes.

At Company F, communication of software changes uses to be performed by
Product Owners who share details about the changes with account managers
and customers. There are no specific criteria to define which software changes
will be communicated to the customers and is under the Product Owner the
responsibility to decide which changes should be communicated and which one
should not. Product Owners use to communicate software changes to customers
through email and face-to-face meetings. The communication channel and fre-
quency of these communication varies based on the requests being released.

At Company G, the communication of software changes to customer support
services agents is facilitated by the fact that their software development teams
include the customer support role in the team structure. End-users do not use
to be notified about software changes, mainly because such changes use to have
a minimum impact on the way customers use their software. Additionally, teams
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use to share information about software changes through instant messaging chan-
nels and CI tools are also used as source of information to get status and further
technical details about software changes. The company is working to implement
an issue tracking system in order to better support the flow of requests between
teams.

5 Threats to Validity

Even though we have followed a SLR protocol, some threats to validity might
be identified: (i) the research strategy is not correct; and (ii) the research bias
regarding some of the studies selected. Such threats to validity were minimised
by having this research protocol as well as the results of this work, reviewed by
other two researchers. Regarding our empirical research, even though we have
followed a protocol to conduct the interviews, the number of participants of this
empirical study might represent a threat to the validity. Interviewing additional
participants from other companies or even within the same companies, would
have been useful to complement the results of our study.

6 Discussion

This section presents the main results of this research which were obtained by
triangulating the SLR and the empirical study results. The data triangulation
results are discussed and presented as a set of good practices.

Good Practice 1 - Increasing awareness and transparency around software
changes by sharing information through kanban boards, dashboards and infor-
mation radiators with relevant stakeholders.

Challenges related to the communication and visualization of project status
have been reported in the SLR research by the studies [6,11,27,32,35,38,42].
Shahin et al. [38] argues, based on the studies evaluated as part of their research,
that a better visualisation of the end-to-end software development life-cycle
would allow software teams to release faster and often. In this sense, the usage of
shared electronic Kanban Boards between different teams allows a visual track-
ing of software changes and has been reported as a common practice between
the interviewees in the companies A, C, E and F as well as by the studies
[25,31]. Team members can navigate in the content of User Stories, in order
to better understand details of each change such as feature details, planning
release dates, stakeholders affected and developers responsible for such features.
Such level of transparency improves communication and provides autonomy to
teams, which contributes to organisations in several aspects, from risk reduction
to customer satisfaction. The implementation of this practice should take into
consideration that, in case of customers adoption, the level of transparency may
have negative implications, once customers may interfere in the development
process frequently, as stated by Yaman et al. [46], reducing the release speed.
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The traceability of changes could take advantage of shared Dashboards, once, as
electronic Kanban Boards, they provide a visual mechanism to keep other stake-
holders aware about progress and status of software changes, with the advantage
of allowing layout and content modelling according to information needed and
the target audience.

The usage of Information Radiators has been reported in the studies [16,
31,33,44] as an effective practice to increase transparency and awareness around
project status and software changes for all stakeholders. Along with Dashboards,
can be a practice for those teams which work at the same physical, once rely on
infrastructure aspects to be used.

Good Practice 2 - Using tracking systems to provide information around
software changes to relevant stakeholders, from bug fixes to feature requests.

The usage of tracking systems has been reported by the studies as well as
by the companies A, B, C, D, E and G. Tracking systems were described in the
literature and in the industry as tools to centralize information from different
sources and track the software development progress, usually represented by bug-
fixes and customers’ requests. Such systems allow real-time interaction between
different stakeholders and use to provide lower level granularity information,
mainly focusing on operational information. The information exchanged between
software development teams, operations teams, users, among other stakeholders,
occurs through text comments in the tickets or through notifications, which
might be triggered automatically every time there is a change in the status.
Tracking Systems might be also integrated to other CI tools in order to support
the deploy process.

Good Practice 3 - Logging software changes to a central log database and
sharing these information with relevant stakeholders.

The practice of logging software changes to a central change log repository
and sharing this information with relevant stakeholders has been cited in the
studies [32,35,37,38] and by the companies B and D. At Company B, the inter-
viewee has described the usage of a change log database in order to record
software changes performed at the company, which can be used by Customer
Support Services teams to track software changes. Such information might be
used for traceability purposes as well as to report issues related to the deployed
functionalities. The practice of logging software changes may complement the
information provided by Tracking Systems. Additionally, a central source of
changes logs could be integrated with other tools to improve the communica-
tion of changes, such as Kanban Boards and Dashboards as well as be used to
generate automatic notifications and release notes.

Good Practice 4 - Automating the release notes generation process in order
to reduce manual efforts.
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The usage of Release Notes have been reported by the studies [7,18–20] as well
as by the companies C and G. As frequent as software development teams release
changes to users, less is the usage of release notes as a mechanism to communicate
changes, once they require manual intervention to be created. Therefore, the
usage of Release Notes is a recommended practice, however, due to the fact
that its creation requires manual effort, its usage might not be recommended
to development teams where a high volume of software changes and deploys are
performed on a daily basis. The usage of some level of automation to generate
automatic release notes as described in the literature by Krusche et al. [19] and
Klepper et al. [18] might represent an alternative to reduce the effort necessary
to create release notes.

Good Practice 5 - Using email channels to share details about software
changes with relevant stakeholders.

The usage of Email, sometimes as channel and in others as communication
practice, is still recommended in ConSD environments, however, as the practice
of Release Notes, its usage is directly related to the frequency of software releases
deployed in production environments. As the time passes and companies move
from CDE to CD practices, the communication of software changes through
emails tend to be replaced or complemented by other practices such as the usage
of shared virtual boards and tracking systems. Its usage has been described in
the studies [6,19,26,47] as well by the companies B, C, D and F. One of the
main advantages of email over other synchronous communication practices such
as status meetings, is the fact that interested stakeholders can consume relevant
information about software changes whenever they understand is necessary, what
is also something Neely et al. [26] described in their study, where the replacement
of big meetings by crisp emails in order to communicate users about new software
features has been reported.

Good Practice 6 - Using instant messaging rooms to share projects status
and software changes information.

The usage of instant messaging as a communication channel for communi-
cating software changes has been reported in the studies [11,14,22,24,25,30,34]
as well by the companies A, B, E and F. Instant Messaging practices are usu-
ally used by software development and operations teams in order to exchange
additional details around software changes which could not be found in other
sources. Companies such as Company A also use instant messaging channels to
broadcast communication around software changes, what has been also reported
by Downs et al. [11]. Such practice may replace the usage of emails to commu-
nicate software changes, once allow the centralisation of information in specific
chat rooms.

Good Practice 7 - Using wiki pages, blogs and collaborative portals to share
software changes information.
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The practice of sharing information related to software changes through wiki
pages, blogs and collaborative portals is described in the literature by the stud-
ies [8,22,26,33,34,43] as well as by the companies A, B and D. The informa-
tion shared through such portals are usually available in a higher granularity of
details. The advantage of this practice over other practices such as the usage of
dashboards is the fact that such portals usually include collaboration features
in a central space, which might be useful for several reasons. Such portals might
also be integrated with Information Radiators and use information stored in
change log databases in order to share relevant information regarding software
changes with relevant stakeholders.

7 Conclusion

This study has assessed the challenges and impacts of ConSD practices on the
communication of software changes and consolidated a set of good practices that
aim to contribute to improve the communication of software changes in such
environments. Initially, a SLR explored the challenges and practices related to
communication of software changes between development and operations teams
in ConSD environments. Additionally, an empirical study has been performed
with professionals from seven global companies, which helped us to understand
additional industry practices.

The overall results of this study indicate that challenges and practices related
to the communication of software changes in ConSD environments vary according
to a set of factors, including frequency of software changes and deploy, teams’
structure and product design. As higher is the frequency of changes released,
higher is the need for automatic and asynchronous communication practices to
communicate software changes such as the usage of shared kanban boards and
tracking systems. In the opposite side, less frequent releases allow the usage of
synchronous or manual communication practices, such as structured meetings,
release notes and emails. Product design is also an important factor in the process
of communicating software changes. As complex is the product design, higher
is the need to communicate software changes that affect its usability, including
public product support documentation.

Finally, creating mechanisms to foster teams’ autonomy and transparency
around the communication of software changes should be a goal for those com-
panies who want to deliver better products and services in the pace required by
ConSD environments.
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Abstract. Context: Software startups are software-intensive early phase
companies with high growth rates. Previous researchers regarded star-
tups’ time to market as short and decisive in establishing the prod-
uct/service success. This led to shortcuts in software engineering deci-
sions. Researchers in previous investigations documented a high accumu-
lation of technical debt (TD) in early startup phases. However, we found
little evidence in the literature concerning TD when startups transition
to the growth phase. Aim: Our goal was to evaluate how the transition
from early to growth phases affects TD perception in software startups.
Methodology: We conducted a pilot study guided by semi-structured
interviews from multiple software startup cases. Results: We identified
the four following dimensions: (1) managing, (2) accepting, (3) avoiding,
and (4) ignoring TD. Contribution: Our study will allow practitioners to
address TD in growth-phase software startups. Future researchers can
benefit from our findings by conducting exploratory studies and provid-
ing educated recommendations.

Keywords: Software startups · Technical debt · Multiple case study

1 Introduction

A startup is commonly defined as a newly established company with small teams,
limited resources, and an aim to rapidly scale the business models [3,12]. In the
early stage, the primary goal is to meet a marketplace need by developing a
viable business model for products, services, processes, or platforms. The failure
rate of startups is commonly high. However, successful startups have had a major
effect on the industry. This is particularly true for startups developing software-
intensive products. These have shown higher rates of scaling [7], making them
stand out.
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Facing Technical Debt1 (TD) is becoming even more of an urgent need for
many software startups [4,10,28]. Empirical evidence on how TD is perceived
from software startups when transitioning from early to growth phases is still
meager [1,4,18,19,26]. There is a need for empirical evidence [29]. Software star-
tups are known to accumulate TD via their early stage prototyping and product
development. This requires companies to pay the debt eventually, causing initial
growth to hinder productivity [13]. TD affects startups’ quality and productiv-
ity when they transition to the growth phase with stable resources [17]. There
is minimal consideration of TD perception during the startup transition com-
pared with previous efforts studying TD at different startup phases. We aimed at
understanding the TD perception when startups transition from early to growth
phases. First, we formulated the following research question (RQ):

RQ: How does transitioning from early to growth phases affect TD percep-
tion in software startups?

We designed semi-structured interviews and used purposive sampling to
select the interviewees [27]. We conducted interviews with seven chief executive
officers (CEOs) and chief technical officers (CTOs) from six software startups.
We focused on startups that were transitioning in the growth phase. We observed
that TD is deliberately embraced if product/service delivery deadlines and good
enough quality are met. This was consistent with previous research. However,
we found that TD in the early phase is characterized by accepting and ignoring.
In the growth phase, startups are more prone to manage and avoid TD.

The findings of our study allow practitioners to consolidate their perception
of TD, learn how to utilize TD to their advantage, and understand when to vary
product feature development by inflating and deflating TD introduction in their
software practices. Researchers can benefit from our findings by gaining better
insights into TD perception in transition phases, conducting exploratory studies,
and providing educated recommendations.

The remainder of the paper is structured as follows. Section 2 presents back-
ground and related work. The study’s design and methodology are discussed in
Sect. 3. Section 4 presents the obtained results and key findings. Section 5 dis-
cusses the findings, lessons learned, and validity threats. Finally, Sect. 6 provides
conclusions for this study and suggests future work.

2 Background and Related Work

2.1 Software Startups Life-Cycle Phases

Startups have high failure rates. However, successful startups have had a major
effect on the industry [7]. Typically, startups operate and evolve in an ecosystem
with connections to various stakeholders, from types of investors to incubators,
1 Metaphoric concept of TD has been first introduced by Ward Cunningham [9] in

1992. Read more on Sect. 2 about its relation to software startups.
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accelerators, and third-party vendors. Startups typically undergo the following
phases: (1) Generation based on a product or service idea with a clear mission
and vision; (2) Startup based on team commitment, with the initial product
commonly validated through iterations and testing the initial idea; (3) Growth
based on scaling with a focus on key performance indicators; and (4) Establish-
ment with increasing growth and market potential [8].

Startup transitions are marked by the methodological evolution from ad hoc
or customized development practices [23] to more principled software engineering
approaches. A lean startup methodology is popular at the early and validation
stages [13,29]. This involves shortening the product development cycle through
iterative product releases, market experimentation, and validation. Teams that
adopt a lean startup strategy develop a continuously changing MVP to identify
product/service potentials utilizing limited resources. If software startups desire
to transition toward the growth phase, they must be established in the market
by creating valuable products. The growth phase inherits many technological
features, benefits, and drawbacks (including TD) from its successful MVP pre-
decessor. Here, a professionalized product/service fulfils a specific market need.

2.2 Technical Debt

Brown et al.’s [6] provides a precise definition of TD:

“Developers sometimes accept compromises in a system in one dimension
(e.g., modularity) to meet urgent demand in some other dimension (e.g., a
deadline), and . . . such compromises incur a “debt” : on which “interest”
has to be paid and which the “principal” should be repaid at some point for
the long-term health of the project.”

More recently, Avgeriou et al. [2] stated: “The term technical debt refers to
delayed tasks and immature artifacts that constitute a ‘debt’ because they incur
extra costs in the future in the form of increased cost of change during evolution
and maintenance.” In early 2011, Seaman and Guo [25] reported issues associated
with TD. She proposed a TD management framework and a research plan for
validation. Kruchten [20] presented TD from a theory and practice standpoint.
This author raised the need for more tools to manage TD. Guo et al. [15] provided
a practical evaluation of how TD might affect real software projects throughout
their lifecycle. The authors evaluated TD’s effects and emphasized what research
methodologies can be used to investigate TD management.

A systematic mapping of TD and its management was provided by Zengyang
Li [21]. This author consolidated the TD term usage and identified a need for
more empirical studies with high-quality evidence from industry practices in
managing TD. Martini et al. [22] studied TD tracking and awareness in large
organizations. They argued for the need to introduce tools and approaches for
TD tracking and awareness in organizations at an early stage. They also pro-
posed implementing a strategic adoption model, facilitating TD management
throughout the product lifecycle. Holvitie et al. [16] addressed the TD percep-
tion from practitioners’ perspectives in an agile software development context.
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They argued that practitioners and agile stakeholders are implicitly aware of the
TD concept. They claimed that TD instances reside mainly in the implementa-
tion phase of the software development lifecycle. The authors argued that TD
management can be achieved without introducing new and disruptive methods.
A more recent study by Apa et al. [1] presented TD perception and management
from the perspectives of startups’ practitioners in Uruguay. The authors found
that TD prevention is one of the most frequent activities in software startups.

2.3 Growth Phase Software Startups and Technical Debt

Not until 2013–2016 was the need for TD research in the software startup context
reported [10,29]. Based on the open questions and product roadmap recommen-
dation that needs to be stated by Abrahamsson et al. [29], many researchers
started conducting empirical investigations about TD in the software startup
area. Their primary concern was how TD is introduced in different software engi-
neering knowledge areas (code, design and architecture, environment, knowledge
distribution and documentation, and testing) in a software startup context [28].
According to Gralha et al. [14], “Improved ability to handle technical debt results
in a higher ability to prioritize requirements with greatest customer impact.”
This provides a solid theory about dimensions (requirement artifacts, product
quality, knowledge management, TD, requirements-related roles) that determine
product requirement practices in startups. Garkavtsev et al. [11] empirically eval-
uated how programming language choices may affect the level of TD introduced
in small teams and startups. Moreover, studies reporting empirical evidence on
when TD is commonly revealed from startups in an industrial setting [9] facilitate
research decisions on which startup phases require more attention in managing
TD. Besker et al. [4] also reported empirical evidence on how the taking on
or embracing of TD is deemed to be an essential option for software startups.
The authors analyzed how TD is accumulated and refactored at different stages
of startup development to provide sufficient software quality. Moreover, Klotins
et al. [18,19] provided vivid arguments about the TD prevalence in software
startups and keeping TD under control.

3 Methodology

We aimed to understand the perception of TD in software startups in the growth
phase. Therefore, the RQ (How does the transitioning from early to growth
phase impact TD perception in software startups?) guided our investigation.
To gather and interpret evidence for answering our RQ, we devised a qualita-
tive approach. The instrument was based on semi-structured interviews with
seven CEOs/CTOs from the six software startups. Our methodology is based
on Runeson and Höst’s [24] guidelines for conducting and reporting case study
research in software engineering and the EU General Data Protection Regulation
(EUGDPR.org) rules.
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3.1 Case Selection

We primarily collected data from a tech event in the United States involving more
than 100 startups (about 70% of the samples). The remaining data were collected
from Norway. We selected the sample population using the purposive sampling
technique. Purposive sampling is a form of non-probability sampling in which
researchers rely on their judgment when choosing members of the population to
participate in their study [27]. We used the following criteria for sample selection:

1. The startup was in series A financing. The company had acquired VCs and
offered ownership to outside investors;

2. The startup was up to 5 years old;
3. The startup had entered the growth phase at the latest in the last two years;
4. The startup had a self-owned or independent headquarters;
5. The startup had had positive return incomes during the last two years;
6. The startup had a core development team larger than five participants;
7. The startup had established revenues or investment to provide market-rate

compensation to participants.

3.2 Case Demographics

We collected data from the startups’ online resources after initial contact (email
or face to face) and later from CEOs and CTOs. From more than 100 startups
in the tech event in the United States, we identified 12 as potential candidates.
However, only five agreed to an interview. We then looked into startups from
Norway, asking three for an interview. Of these, two agreed to participate. Demo-
graphics of the six startups are reported in Table 1. Notably, all the interviewees
are co-founders of the startups, with active roles in product lifecycle develop-
ment.

Table 1. Software startups’ sample demographics.

SCN Role Country P/S E PC CDTS

Startup 1 CTO / CEO USA SW product 2008 2017 8

Startup 2 CEO USA SW/HW product 2016 2017 5

Startup 3 CEO USA SW product 2015 2016 7

Startup 4 CTO USA SW/HW product 2012 2017 14

Startup 5 CTO Norway SW product 2017 2018 6

Startup 6 CEO Norway SW product 2012 2012 5

Legend: SCN: Startup Case Number, P/S: Product/Service, E: Establish-
ment (in years), PC: Product Commercialization, CDTS: Core Develop-
ment Team Size.

We summarize each startup’s context and present lifecycle phase in Table 2.
We established the growth phase based on the following: (1) the startup’s cus-
tomer base and (2) the stability in the market during the last year (cf. Sect. 2).
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Table 2. Startups’ contexts.

SCN HTS SDP SP NC

Startup 1 Genomic search engine Agile/Scrum Growth Phase 100+

Startup 2 Solves mechanist skilled workers shortage by

automating physical component design indus-

try.

Prototyping Transitioning to

Growth Phase.

MVP limitations.

5+

Startup 3 GPU-accelerated software for rapid sec-

ondary analysis of next-generation sequenc-

ing data.

Agile/XP Transitioning to

Growth Phase

5+

Startup 4 Wind turbine inspection through drone tech-

nology.

Agile/FDD Growth Phase 80+

Startup 5 Optimal wind farm layout services. Agile/Scrum Growth Phase 20+

Startup 6 Real estate business intelligence. Agile/Scrum Growth Phase 50+

Legend: SCN: Startup Case Number, HTS: High Tech Solution, SDP: Software

Development Practices SP: Startup Phase, NC: Number of Customers.

3.3 Interview Design

We performed a pilot study on multiple startup cases, based on an interview
template for data collection. Writing the interview questions beforehand allowed
us to focus our interview questions in connection to the research question.

The interview process took place in three parts (Table 3). In the first part,
the interview questions primarily addressed demographic information about the
startup (duration: 10–15 min). The second part focused more on a broad context
of the software and technological aspects of the startup (20–30 min). The third
part concentrated the perception of TD for each case (30–40 min). Dividing the
interview into various parts helped us guide the startups in expressing their
standpoints without generating bias due to our expectations.

The approach followed does not compromise the data gathered because we
planned a semi-structured interview from the start. Thus, we had little control
over the chosen samples. All authors collaboratively planned the interviews. Only
one author executed them. The results were peer-reviewed by the other authors.

3.4 Data Collection

Based on recommendations from Runeson [24], we collected data from semi-
structured, face-to-face interviews to answer our RQ. We interviewed eight
CTOs/CEOs from seven startups in two countries, all having a high-tech product
focus. Each interview lasted around 80 min. Questions related to startup soft-
ware practices represented 75% of the interview time. We recorded all interviews
for later transcription.

The interviews aimed to understand the TD perception from startup
founders, commonly represented by both CEOs and CTOs (Table 1). All the
CEOs/CTOs interviewed had an active role in the software development, test-
ing, and release cycles. During the first part of the interview, we asked to what
extent they participated in all the cycles. Both CEOs and CTOs have a higher
interest in a smooth transition from MVPs to product/services while transition-
ing in the growth phase.
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Table 3. Interview parts and questions.

Interview Part Questions

Part 1 Startup Demo-

graphics

Q1: What is the startup core product/service?
Q2: When was your startup established?
Q3: Where is your startup located?
Q4: What is your role?
Q5: What type of ecosystem are you presently working in?
Q6: How many employees do you have at the moment?
Q7: What is your team composition?
Q8: Do you proactively participate in the product life-cycles such
as production, testing, and release? If yes, to what extent?

Part 2 Software Engi-

neering Practices

Q1: What software development practices, tools are you using?
Q2: Briefly describe how?
Q3: What are the most important quality attributes (UX, perfor-
mance, security, reusability) for your current products?
Q4: What testing practices do you adopt in validating and verify-
ing the quality of your product/service?
Q5: How much have you invested in testing activities?
Q6: How do you document your product at different phases of
development and testing?
Q7: How are your documents updated?
Q8: How do you keep track of changes?

Part 3 Technical Debt

Perceptions

Q1: How much aware are you about TD within your Startup?
Q2: What is your perception of TD?
Q3: How do you cope with TD? Do you ignore TD? Do you accept
and manage TD? Do you avoid TD?
Q5: How did you cope with TD in the early phases?
Q6: How are you coping with TD now that you are at the growth
phase?
Q7: Do you have a lot of feature creep?
Q8: Do you throw away a lot of code during the develop-
ment/maintenance of your product/service?
Q9: Have there been cases that you had to through the entire prod-
uct code away?

3.5 Data Analysis

First, we carefully collected data to obtain significant evidence that would help
us answer our research question. We then used the thematic analysis approach
[5] and thematic coding tool NVivo 12 This consisted of identifying recurring
patterns and themes within the interview data. The steps to conducting the
systematic analysis consisted of the following:

1. Reading the transcripts. This step initially involved quick browsing and
correction of the automatically transcribed data from the audio recordings.
Later, we reviewed the transcribed data more carefully by reading judiciously,
line by line;

2. Coding. During this step, we focused on choosing and labeling relevant
words, phrases, or sentences and even larger text fragments or sections related
to TD phenomena.

3. Creating themes. After gathering all the codes, we decided on the most
relevant ones and created different categories or themes.

4. Labeling and connecting themes. We decided on which themes were more
relevant and defined appropriate names and relationships for them.
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5. Drawing the results summary. After deciding on the themes’ importance
and hierarchy, we generated a summary of the results (cf. Sect. 4) and dis-
cussed them in relation to previous studies (cf. Sect. 5).

4 Results

We identified several factors that influenced how the CEOs and CTOs of the
startups perceived TD while transitioning to the growth phase (Figure 1). Thus,
we identified four primary categories—Managing TD (Sect. 4.1), Avoiding TD
(Sect. 4.2), Accepting TD (Sect. 4.3), and Ignoring TD (Sect. 4.4), each helping
to answer our RQ.

Fig. 1. Themes summary.

We observed that startups at an early phase are more oriented toward accept-
ing or ignoring TD. The overall perception is that introducing TD is not bad at
an early stage. Paying the software debt later is seen as a more viable option.
Primary reasons for accepting TD are related to requirement validation either
through dummy MVPs or flexible architectures. However, ignoring TD is con-
nected with a lack of developer awareness or competence. In contrast, startups
undertake a more mature approach in the growth phase by managing or even
avoiding TD. Managing TD comprises the adoption of good programming prac-
tices combined with modularized and flexible software architectures. TD avoid-
ance is accompanied by slowing the development pace and extending deadlines,
limiting feature number, adopting software engineering tools and proper soft-
ware architectures, and deciding on practices earlier in the product lifecycle. In
the growth phase, the overall perception is that the earlier TD is managed the
better.
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4.1 Managing TD

Managing TD includes recognizing, analyzing, monitoring, and measuring it.
In our cases, TD management was reported as the most common option when
a startup is in the growth phase. The CEOs from two startups (Cases 3, 5)
emphasized that increased awareness helped them have better control over the
TD. This was common even in large contingents of development teams adopting
a pair programming approach to software development. Developers deliberately
introducing TD to certain modules would raise a flagship to make other team
members aware of the situation:

“...We sort the story cards and set aside team time to address TD. Everybody on the team

tends to know what the state of the code is in the project and where the challenges or things

to be solved are. If someone says, “Hey, we’re going to change this part of the code,” someone

else might raise their hand and say, “Hey, we really need to improve that code....”[Case 3]

In Case 5, the TD trade-off was accepted whenever deadlines had to be met.
However, team members were aware of the situation and admitted that TD issues
had to be dealt with later on:

“...We accept TD can happen, take responsibility for it, and this is all about trade-offs we

need to make in achieving deadlines. Our team is highly deadline-driven, but fully committed

to handling TD...” [Case 5]

Likewise, Case 3 reported that managing and isolating code issues modules
with low coupling helped control TD. The same case emphasized the possibility
of mitigating TD whenever there are backend software architectures, which can
be easily modified and scaled.

We found a recurring pattern, including readable code and code refactoring,
from all cases, and this can be part of managing TD. Readable code allows the
developers to quickly unfold whenever TD is introduced to the software system
without requiring extensive documentation. The readable coding approach was
considered of immediate relevance for all our cases under investigation. Examples
of reports from some cases are as follows:

“...See, that’s OK. It’s time to refactor. That’s because we have made the shortcut. Two,

three times earlier before...”[Case 5]

“...We all agree in our team that the code should be highly readable and peer-reviewed if

we want to manage technical debt...”[Case 6]

4.2 Avoiding TD

We define TD avoidance as a proactive strategy to identify all potential software
cycles (production–test–release) where TD can occur and to take measures for
preventing it. In comparison with TD management, which focuses more on action
taken after TD may have occurred, TD avoidance takes measures beforehand.
We found that avoiding TD is primarily perceived as positive when sacrificing
software features seems a good option. Case 3 reported:
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“...We can develop anything but not everything within the given time limitations...”.

[Case 3]

Another case reported that avoiding TD is strongly connected with missed
deadlines:

“...We always use best approaches, although we accept that we cannot achieve perfect

software without exceeding deadlines...” [Case 1]

In other reports, we find that architecture, programming language, and tech-
nology flexibility helped the software startups take precautions to avoid TD. One
case reported the following:

“...We don’t want to be locked up in one specific programming language or one set of

libraries courses to the point that they are running a lot to make that work... We want to make

the system a lot more modular with some things that are running now... So, the flexibility built

into our infrastructure in the understanding of how to remove a system or reengineer it quickly

if we need to helped us avoid TD...” [Case 2]

The cases commonly accepted that there has to be a trade-off and it was hard
to circumvent scenarios introducing TD. Highly competent senior developers
were perceived as a particular case that can elegantly fulfill the requirements
while introducing marginal levels of TD. One case revealed,

“...There’s a subset of senior-level developers that I call the highly creative senior-level

developers. You don’t even have to tell them what to build. You just tell them why you’re

building it, and they help you figure out what to build. And so that kind of gets to your

question about TD because they’re the ones who have the experience and the creativity, not

just the technical knowledge of how to build something efficiently or quickly or in a well-tested

manner...” [Case 1]

Another case at a later stage of startup development stated:

“...But now that we are getting bigger, we are trying to use good software techniques and

like to make sure that everything is robust. We are trying to make all the code follow all the

different guidelines to avoid technical debt...” [Case 3]

4.3 Accepting TD

We defined TD acceptance as the presence of TD in any software cycle
(production–test–release) but without any further action taken to properly
detect and correct software code or architecture. The TD acceptance was primar-
ily present in the early startup phase. At this stage, the CEO/CTO considered
acting along with TD to be beneficial. One case reported the following about
requirement validation:

“...We could define better our requirements when developing dummy MVPs that can be

thrown away due to the large amount of TD introduced...” [Case 2]
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Another case reported the following on product-market validation and TD:

“...Technical debt isn’t bad. Because if you have no technical debt it maybe you spent way

too much time and money building in before you really got out and started verifying...”[Case 3]

Another case reported that they can accept TD at the early startup phase if
it does not hamper the overall product outcome:

“...You also don’t want to do something that built the startup into a corner too much...So

it’s all about finding like the right amount of technical debt that gets us to the point of being

able to you know to develop the initial product...”[Case 6]

Acceptance of TD is sometimes associated with a shortening of the time to
market in the startup’s early phase. In one case, the CEO stated the following
in relation to this phase:

“...We took lots of shortcuts. Mmhmm. So it was all about shortcuts to get to the first

prototype sooner. Okay. So at that point, we didn’t care about robust engineering...”[Case 4]

4.4 Ignoring TD

We defined TD ignorance as the lack of software engineering rigor in any soft-
ware cycle (production–test–release). We found that this category was strongly
associated with a lack of TD awareness from the team from Case 3. Planning
to throw away prototypes can also lead to ignoring TD for those modules. An
example was made earlier with dummy MVPs from Case 2. However, to differ-
entiate from the previous example, when a startup decides to ignore TD, this is
a deliberate long-lasting decision that may or may not affect the product dur-
ing its operational lifetime. Still, the reason for doing this is the lack of team
competence, which cannot be compensated for:

“...They connect us with the one company in Germany that writes automation for almost

every industry. Now, I think we did integration in about nine months times with our competi-

tors for the MVP prototypes stage, nothing in production. We fly to Germany to speed with

them and get something in production running with customers in about 10 days...” [Case 2]

Nevertheless, ignoring TD may still be part of trade-offs in startups in the
early phase, when software is not in the production stage. Case 4 elegantly
reported this scenario:

“...And we were pretty convinced that we could just do this...When we finally realized,

after taking several shortcuts, oh, crap, this is really hard. We can’t do this, or it’s going to

take two years if done appropriately. The failed prototype allowed us to learn about factors

towards achieving our goal...” [Case 4]

Thus, despite not being fully aware of the TD, even when they became aware,
ignoring it at this phase proved to be efficient. Looking for competence elsewhere
and joint ventures seemed to be successful options. Another case reported the
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total lack of software practices, resulting in the startup ignoring TD occurrence
in the early development phase:

“...I feel like everything you ask me and goes under, uh, technical debt. We did no docu-

mentation, no testing and uh, in some cases, uh, sort of down to the shortcuts. At early times

we should have used better interfacing and stuff like that...” [Case 5]

5 Discussions

5.1 Early Versus Growth Phase Startup Technical Debt Perceptions

This study focuses on highlighting perceptions about TD in software startups
transitioning to the growth phase. Although we have a limited number of partic-
ipants, the study’s qualitative nature permitted us to obtain legitimate results
that focus on deeply understanding the TD perceptions. Although the study
focuses on a particular niche context, startups transitioning to the growth phase,
our results unfold unnoted differences from previous sources. Thus, we can offer
practitioners and researchers unique insights. Nevertheless, the study has limita-
tions. We mention these in Sect. 5.2. Previous studies have focused on covering
and addressing several startup lifecycle phases by unfolding the TD challenges
and benefits [1,4]. We focus more on investigating how TD perception evolves
when startups transition from early to growth phases. We argue that our inves-
tigation is of interest because of the following: (1) It is understudied in previous
research [4,11,14,18,19], and (2) it is during such a transition that startup dis-
ruptions occur, and successfully overcoming TD thresholds is significant for the
startups’ success [4]. Our findings permit us to emphasize three additional per-
ceptions, which we devise as three separate dimensions, namely TD acceptance,
ignorance, and avoidance. While TD management is widely accepted and defined
[2], we argue that it is not the only dimension that startups have at their dis-
posal. Furthermore, as Avgeriou et al. [2] stated, there are no standard practices
in place for managing TD. Reasons for this may vary, but we argue that the
research community has yet to reach maturity in TD in general and for software
startups in particular. We also recently observed that all the other dimensions
are encapsulated in TD management. However, we argue that treating TD man-
agement so broadly may be harmful for standardizing future TD practices [1].
For instance, avoidance/prevention versus management assumes separate conno-
tations in other scientific fields. For example, in project management, the terms
management versus prevention of the crisis depict separate concepts. While the
former deals with handling situations after a crisis has occurred, the latter invests
resources in avoiding the occurrence of the crisis. Accumulated TD can lead to
a software development crisis with high risks of slowing down new features or
even making the software product redundant or maintainable.
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Key recommendations:

1. Different TD mindsets should be applied depending on the startup development
phase. Accumulating TD at early phases may be beneficial, in a similar way to

managing or avoiding TD at the startup growth phase.
2. Sacrificing software features is a valuable practice in avoiding TD and meeting

deadlines when under market pressure.
3. When in early phase, startups should accept TD and make it work to their advan-

tage. It is recommended to build as many dummy MVPs as possible until the
product requirements and market viability are certain.

4. Early investment in networking and expertise from other practitioners allows star-

tups to refrain from ignoring TD in case of lack of competence or unawareness.

Researchers can benefit from our study in the following ways: (1) by hav-
ing better insights on how startups perceive TD in the transition from early to
growth phases, (2) by collecting similar data that could help in surveying the
startup transition, and (3) by providing guidelines/recommendations for how to
adopt TD approaches for early and growth phase startups. Practitioners can
benefit from our study in the following ways: (1) Consolidating their percep-
tion of TD. Four dimensions can be identified (managing, avoiding, accepting,
and ignoring). In previous research, only TD management was well defined and
prioritized. Consolidation can help startups choose among the best options con-
sidering their startup development phase; (2) Learning to utilize TD efficiently
and not always holding negative perceptions related to TD; (3) Understanding
when to limit or increase the features of their products to limit the overall TD.

5.2 Threats to Validity

As often reported in qualitative research [24], the main threats to validity related
to the following:

1. External Validity. This is related to the sample size and limited context
under consideration. We upheld this validity by choosing software startups
after transitioning to the growth phase. We also decided to investigate star-
tups in different geolocations. We admit that ours is a pilot study. A larger
sample size is required to generalize the results. To mitigate this threat to
validity, we plan to recruit further samples and interview other roles in the
startups (follow-up questionnaires).

2. Internal Validity. Internal threats to validity in qualitative studies are
related to data extraction and analysis. We tried to mitigate this by care-
fully coding and categorizing the transcriptions and gradually shrinking to
the most significant data.

3. Construct validity in our cases is related to previous knowledge about TD.
The maturity level of the startups proved that they were all familiar with the
concept. Furthermore, our instrument is like previous research instruments
in investigating TD [4,10,11,14,29], although applied with a different inves-
tigation scope and lenses. Consequently, we argue that this threat to validity
is almost non-existent.
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6 Conclusions and Future Work

We focused on understanding how software startups perceive TD in the early
phase and later transition to the growth phase. After interviewing six different
software startups and seven co-founders in either the CEO or CTO role, we
identified two perceptions in the early phase as follows: 1) accepting TD and
2) ignoring TD. Another two were identified in the growth phase as follows: 1)
managing TD and 2) avoiding TD. Reasons for such a discrepancy between the
early and growth phases vary. However, it will be worthwhile for both researchers
and practitioners to investigate and validate our claims. We do not know if early
phase startups should have a similar approach toward managing and avoiding
TD or whether accepting and ignoring TD is legitimate from their infantile devel-
opment phase. Our findings spark an intriguing debate on the startup transition
between phases and TD approaches. Moreover, we argued that startups in the
early phase need to make deliberate educated decisions on using TD to their
advantage. In contrast, in the growth phase, the amount of TD should be lim-
ited as much as possible. We can only improve startup awareness by providing
options to cope with TD at different startup phases. In the future, we plan to
collect further data by surveying and interviewing a larger sample. The triangu-
lation will allow us to generalize our findings and provide a clear roadmap and
guidelines to be exploited by the research and practitioner community actively
participating in software startups.
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Abstract. Context: A fast way to test business ideas and to explore customer
problems and needs is to talk to them.Customer interviews help to understandwhat
solutions customers will pay for before investing valuable resources to develop
solutions. Customer interviews are a good way to gain qualitative insights. How-
ever, conducting interviews can be a difficult procedure and requires specific skills.
The current ways of teaching interview skills have significant deficiencies. They
especially lack guidance and opportunities to practice. Objective: The goal of
this work is to develop and validate a workshop format to teach interview skills
for conducting good customer interviews in a practical manner. Method: The
research method is based on design science research which serves as a frame-
work. A game-based workshop format was designed to teach interview skills. The
approach consists of a half-day, hands-on workshop and is based on an analysis
of necessary interview skills. The approach has been validated in several work-
shops and improved based on learnings from those workshops. Results: Results
of the validation show that participants could significantly improve their inter-
view skills while enjoying the game-based exercises. The game-based learning
approach supports learning and practicing customer interview skills with playful
and interactive elements that encourage greater motivation among participants to
conduct interviews.

Keywords: Business agility · Customer development · Customer interviews ·
Educational games · Game-based learning · Product management · Lean startup

1 Introduction

Along with digitization and the fast pace of change over the last years, customers’ lives,
behaviors, product and service expectations have profoundly changed [1]. Big compa-
nies that once dominated the markets over decades often missed these changes, failed to
innovate and thus disappeared from the markets [2]. In modern days, traditional product
development approaches are insufficient to build successful products. The entrepreneur
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Steve Blank once said, “There are no facts inside the building so get the heck outside.”
[3]. Blank developed the “CustomerDevelopmentMethodology” that helps agile product
teams to discover customers by getting out of the building, talking to them and gaining
a deeper understanding of who they are, what needs and problems they have and their
regular life behavior patterns. The Customer Development Methodology consists of a
continuous learning process by validating assumptions about a product idea. It influ-
enced the rise of the Lean Startup approach [4] that is nowadays a wide-spread product
development approach. Both, CustomerDevelopment andLean Startup strongly propose
talking to customers to validate business model assumptions and backlog items.

Customer interviews are a fast and cheapway to validate assumptions and learnmore
about customers to test a market or a product idea, before investing time and money to
develop wrong things [5]. These interviews support avoiding easy mistakes and building
unnecessary features. Even though customer interviews are fundamental within these
methodologies, many product teams face different challenges in practice. Some teams
fear to talk to strangers, some simply do not know how to talk to their customers, some
ask bad questions that provide bad data, others do not really understand the customers’
problem, or customers do not tell the truth since they want to be friendly [6, 7]. Conse-
quently, talking to customers can also lead to false conclusions and therefore building
wrong products or features. Getting out of the building and conducting interviews can be
a difficult procedure. It is not a common practice and there is a lack of guidance on how
to talk to customers. The current ways of teaching interview skills lack opportunities to
practice and are not efficient. For this purpose, the approach presented in this paper deals
with the question of whether or not interview skills can be taught in a more practical and
efficient way.

This paper is structured as follows: After the introduction, Sect. 2 presents related
approaches for teaching interview skills as well as selected educational games. Section 3
describes the research method, followed by details of the execution. In Sect. 4, a game-
based workshop format for teaching interview skills is presented. The validation of the
workshop format is described in Sect. 5. Section 6 presents limitations and Sect. 7 closes
with a summary and an outlook.

2 Related Work

In the following section, relevant literature for conducting customer interviews is
sketched, related approaches for teaching interview skills are classified and exemplified,
and an overview of selected educational games is given. An overview of the relevant
literature can be found in Özal [8].

2.1 Conducting Customer Interviews

In this article, we focus on conducting customer interviews as part of modern prod-
uct management and user research to understand customer problems and needs under
conditions of high uncertainty. This is typically the case in dynamic markets where tech-
nologies, customer behaviors or other factors change rapidly and are difficult to predict.
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The focus is not on eliciting solution requirements but on understanding and testing
potential customer problems.

Several well-known books have been published that provide guidance on conducting
such kind of interviews: Maurya [9] offers a roadmap and practical set of guidelines that
support entrepreneurs from framing the idea to product-market fit. Maurya proposes
using Problem and Solution Interviews to validate assumptions. For this, he presents
both a Problem and a Solution Interview Script including examples that illustrate these
scripts. Constable [10] focusses on defining assumptions, finding potential customers
by using creative approaches, asking correct questions to understand the customers,
learning about the assumptions and risks as well as analyzing the insights. Fitzpatrick
[6] provides a widely-cited, practical how-to handbook. He focuses, for instance, on
asking good questions and integrates practical exercises, such as presenting good or bad
questions. Fitzpatrick provides a cheatsheet in which he summarizes the most important
facts and advice.

In the academic area of requirements engineering, several studies have been pub-
lished on how to teach interview skills for the elicitation of requirements. Here, the
focus is traditionally on more predictable contexts with few uncertainties. Diesto and
Juristo have compiled a literature review of elicitation techniques [11]. Ferrari et al.
[12], for instance, have specifically studied how to teach elicitation interviews as part of
requirements engineering activities.

2.2 Approaches for Teaching Interview Skills

Games. In the realm of games, approaches for teaching interview skills are rare. How-
ever, Jobs To Be Done (JTBD) Cards, conceptualized by Jonathan Briggs, provide a
deck of 50 cards to practice interview skills [13]. The JTBD cards are conceptualized to
support asking the right questions to uncover customers’ problems, needs, motivations
and the context in which they occur. Like the approach presented in this paper, JTBD
cards focus on revealing core problems or motivations. Moreover, the cards provide
good questions, hints, and categories that are considered in the approach presented in
this paper. Also, the use of cards as a haptic element for teaching and learning is incor-
porated in the approach presented here as well as the roles for conducting interviews.
However, the difference to the approach presented in this paper is that the workshop
format will not only consist of cards but also include further interactive elements.

Blog Posts. There are several blog posts reporting about conducting interviews in the
context of Customer Development. Some blog posts provide an overview with different
resources to read formastering customer interviews, while others report on their personal
experience and lessons learned [14, 15]. Many blog posts define Customer Development
and customer interviews and their importance for Lean Product Development. Justin
Wilcox provides both, a comprehensive theory and a practical guide in his blog named
“Customer Development Lab” [16]. Wilcox provides a broad knowledge base regarding
CustomerDevelopment.However, the focus of the approachpresented in this paper lies in
teaching interview skills rather than teaching the whole Customer Development Process.
Thus, only the practice part for customer interviews is considered for the approach
presented in this paper.
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Online Courses. Another way interview skills are taught is through online courses.
Several online learning platforms like Udemy, Coursera, and OpenClassrooms provide
courses for studying the techniques of customer interviews, some of which are fee-based
and someare free. SteveBlankhimself adapted his “LeanLaunchPad” course forUdacity
for free, with which he teaches the Customer Development Methodology at Colleges
and Universities [17]. Also, Rob Fitzpatrick, the author of The Mom Test, launched
a course on Udemy in which he explains and gives practical insights for conducting
customer interviews [18]. However, most courses provide little practical guidance and
more theoretical background.

YouTube Videos. YouTube videos represent another way to teach customer interview
skills. LIFFFT Inc published a series of 6 videos about customer interviews [19]. In these
videos, they discuss the importance of customer interviews and present techniques for
getting people to talk. Moreover, they present some rules to consider while interviewing
customers. Furthermore, Fitzroy Academy, an online school for entrepreneurs provides
a series of 4 videos, focusing on Customer Discovery interviews [20]. The lecturers
present the content by using a conversational question-answer approach. Additionally,
the lecturers talk about further techniques for facilitating the interview. They apply these
techniques by illustrating a real example throughout all videos. In general, the content
for conducting customer interviews is repeated in all the videos mentioned above and
was incorporated in the concept of the approach presented in this paper.

2.3 Educational Games

TheBerkeleyMethod of Entrepreneurship [21], developed by theUniversity ofCalifornia
at Berkeley, is a game-based approach for teaching entrepreneurship skills. In essence,
different games are intended to trigger certain behaviors andmindsets of the participants.
After completing the games, they reflect and compare their own behavior and mindsets
with those of prosperous entrepreneurs. The results of the evaluation give insight to the
participants’ willingness to become entrepreneurs or to work on skills which they should
improve in order to attain the mindset of an entrepreneur.

Playing Lean [22] is a board game with the aim to teach the Lean Startup method.
The game is designed for ninety minutes and includes different cards that represent
experiments as well as provide insight into Lean Startup. The players take on different
social media roles which are Facebook, Friendster, Myspace and Twitter. In general, the
players must conduct experiments to learn about their customers and win the highest
market share. As soon as they find out what their customers need, they start to build
the product and at the same time, they start with marketing activities to get the cus-
tomers into the sales funnel and sell the product to them. Playing Lean puts the idea of
experimentation in the foreground.

Lego for Scrum [23] presents a playful way of teaching product development skills
using the SCRUM framework and further agile practices. The game is designed for
100–120 min and constructed for 20–150 participants who are divided into groups. The
facilitator gets the role of the Product Owner and communicates the task of building a
city as a product with predefined features (such as shop, school, river, bridge, hospital).
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All teams will be working to build one single product. The main components of the
product are Lego bricks. Playing Lego for Scrum puts the idea of agile thinking in the
foreground.

Job InterviewChallenge [24] offers a board gamewhich teaches certain job interview
skills. The game is designed for 3–6 players. In summary, a fictitious job applicant looks
for advice from the players on how to successfully master a job interview. During the
game, the players learn eight interview skills, such as matching strengths to the job,
supporting position with facts or using body language. Additionally, seven types of
questions are provided to ask in an interview, such as direct questions for information,
follow-up questions or stress questions. Also, exemplary answers to the interviewers’
questions are presented, which the job applicant can then use. Moreover, other job
interview topics are illuminated, such as the preparation or the contacting process. The
game focuses on job interview skills.

The Wish Game [25] provides a classroom exercise for one semester to teach
entrepreneurship skills. The game starts by asking the students to write down three
wishes. Then, the facilitator gathers the wishes in a hat and pulls out one of them. The
class works as a team and tries to fulfill that wish. The team begins by interviewing the
student whose wish was pulled since often the wish written on the paper is not what the
students really want. Therefore, they are trying to find out the core motivation for the
wish by conducting interviews. After understanding the wish, the students start to plan
how to fulfill the wish within one week. The student who mostly supported to fulfill the
wish, will get his wish fulfilled next. Otherwise, the facilitator pulls out another wish
from the hat. During the semester, the students learn to develop and to evaluate ideas,
interviewing customers, iteratively prototyping under time constraints, using limited
resources as well as presentation and reflection.

In contrast to the mentioned educational games above, the approach presented here
puts the idea of conducting customer interviews and teaching interview skills in the
foreground.

3 Research Approach

The goal of the approach presented in this paper is to teach interview skills that are
required for conducting good problem interviews in a short time. This means, that by
using these skills, customers’ needs, problems and the context in which they occur to
build products or services they really want and need can be identified and understood.
To help reduce the lack of opportunities to practice, this approach considers interactive
elements for practicing interview skills. The required skills for conducting good customer
interviews, which are described in detail in Özal [8], are the foundation for the workshop
and its elements. In this context, the following research question was defined.

• RQ: How can workshop participants be motivated to learn interview skills in a
more interactive way?

In order to answer this question, a Design Science Research (DSR) approach was
chosen. Considering the flexible structure inDSR that enables a learning process through
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iterations, it can be seen as a suitable approach for the execution of thework. The research
method of this work refers to Peffers et al. [26]. The DSR process includes six activities.
The customization of this process is described as follows:

1. Problem Identification and Motivation. Interviews are a fast and cheap way to vali-
date business model assumptions especially in the early stages of a business idea. How-
ever, talking to customers in a wrong way can lead to false conclusions. As a result, it is
essential to prepare the interview, ask the right questions and finally know how to make
sense of the answers to keep learning. The current ways of teaching interview skills for
conducting interviews have significant deficiencies.

2. Objectives of a Solution. The objective is to develop a format to teach relevant cus-
tomer interview skills in a practical manner. This includes understanding and identifying
the customers’ problems, as well as the context in which they occur in order to develop
products or services they really want and need.

3. Design and Development. Design and development cover the research question.
Design: First, it is determined which functionalities the artifact should have. After a
wide literature review and further research, the following skill set resulted in order to
conduct good customer interviews [8]: 1. Understanding Customer Development and the
Importance of Interviews, 2. Asking Good Questions, 3. Understanding Ground Rules,
4. Creating an Interview Guideline, 5. Asking for a Commitment.

The development of the artifact describes the game-based approach. It includes the
following elements in order to teach customer interview skills: 1. Introduction, 2. Good
or BadQuestion Game, 3. Ground Rules, 4. InterviewGuideline with Suitable Questions
5. Good or Bad Meeting Game.

4. Demonstration. In order to demonstrate that the game-based workshop format solves
the problem, it was applied and validated in four workshops with different participants
from varied backgrounds: undergraduate students, graduate students, consultants, and
employees of a product and service development unit.

5. Evaluation. The evaluation is based on observation, the analysis of the game results,
as well as the feedback gained with an online survey. For the latter, a survey was created
withGoogle Forms and integrated viaQR-Code into the presentation so it can be scanned
easily by participants’ mobile devices. The feedback was used to assess the value of each
step of the workshop and for improving subsequent workshops. Section 5 describes the
validation by explaining the execution and the lessons learned. The workshop has been
iterated four times.

6. Communication. The communication is carried out through the underlying article.

4 The Game-Based Approach

In order to develop the artifact, research was conducted on interactive and effective ways
of learning. Educational games are a common practice for teaching entrepreneurship
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skills [27]. People receive information most effectively when they are actively engaged
in the learning process and do the tasks themselves [28]. Based on this information, a
game-based workshop format was conceptualized in order to teach interview skills more
interactively. The workshop is based on the required skills for conducting good customer
interviews, which are discussed in Özal [8]. To motivate participants and create a more
interactive workshop, playful and diversified elements were integrated into the format.
In the following sections, each step of the workshop is described more thoroughly.

Step 1: Introduction. In order to teach the skill of understanding the importance of the
Customer Development Process before getting out of the building and conducting cus-
tomer interviews, the workshop starts with an introduction in the form of a presentation.
The goal of the presentation is to familiarize the participants’ understanding with Cus-
tomer Development and the importance of conducting interviews. Introductory slides
were created.

Step 2: Good or Bad Question Game. After the introduction, the workshop continues
by teaching the skill of asking good questions through a board game. The board game
is divided into two parts and is constructed as follows:

Part 1: Good or Bad Question Board Game. The “Good or Bad Question Game” aims
at assessing the participants’ current knowledge about asking good questions in an inter-
view. Required materials are a board game, 13 “Good or Bad Question” cards and clear
instructions presented on one slide for clarification (see Fig. 1). At the beginning, the
workshop participants are shown a slidewith clear instructions and they get a five-minute
explanation of the game and the rules. The participants start by shuffling the cards and
placing them in the middle of the board with the question mark turned upwards. Then,
they get fifteen minutes to play the game. One person alternately pulls a card and reads
the question aloud to the group. The participants then discuss whether the question is a
good or bad question. Depending on the groups’ decision, the card is put to the left (bad
question) or right (good question) side of the board. In total, the game covers thirteen
questions to ask in an interview, eight of them are good and five are bad. At the end, the
facilitator takes a picture of the board of each group to document the results. The game
is played in groups of between 2–6 participants.

Fig. 1. Game board and “good or bad question” game cards
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Part 2: Resolving the Good or Bad Question Game. When the game is over, the results
are explained. The goal of the resolving part is to enhance the participants’ understanding
of good and bad questions in an interview. The facilitator starts by explaining the rules
of the resolving part. For each wrong assignment, the group must remove the card from
the board so that in the end only the right assignments are on the board. For each right
assignment, they get 1 point. The maximum number of reachable points is 13 since
there are 13 questions. Then, the facilitator continues by showing the resolving slides
and explanations of the answers and how to ask them in a better way if they are a bad
question.

Step 3: Ground Rules. There are some ground rules to be considered for conducting
good interviews. To teach these ground rules, a card-based approach was created. The
goal of “Ground Rules” is to teach the interview ground rules in an interactive and
creative way. The Ground Rules support the participants in asking good questions. The
required materials are clear instructions presented on one slide for clarification and 6
cards for teaching the Ground Rules (see Fig. 2). Flip chart paper and pens with different
colors are provided to support the participants’ presentations. The workshop participants
are given a five-minute explanation of the exercise by showing instructions on a slide.
Then, depending on the group size, each participant or one group member pulls a rule
card. Afterwards, they read both sides of the card. Group members discuss the rule and
individual participants can ask questions if they have any. After coming to a common
understanding, the participants are asked to prepare a presentation of the Ground Rules
in any way, by using flip chart paper and pens. For this task, the participants are given ten
minutes. When they have finished their task, the results are placed on the wall, so they
are visible during the course. Then, a five-minute presentation and explanation of the
rules follow. After the presentation, the results are documented by taking a photograph.
Depending on the group size, the Ground Rules can be prepared by one participant or by
the group. Considering there are 6 Ground Rules andmore than 6 workshop participants,
rules can be prepared twice and presented together.

Step 4: Interview Guideline with Suitable Questions. The next part of the workshop is
about teaching participants to follow a rough structure during the interview. For this, an
“Interview Guideline” was created and serves as a basis. Since puzzles are a creative
approach for teaching certain skills in the entrepreneurship context [23], a puzzle with an
Interview Guideline was created. The exercise is divided into two parts and is structured
as follows:

Part 1: Interview Guideline Puzzle. The goal of the exercise is to familiarize the work-
shop participants with the Interview Guideline to be roughly followed during an inter-
view. The required materials are an “Interview Guideline Puzzle” (see Fig. 2) and clear
instructions presented on one slide for clarification. The workshop participants are given
a five-minute explanation of the task. Depending on the group size, each group or partic-
ipant receives puzzle pieces. The workshop participants get the task of putting the puzzle
pieces together to reveal the interview guideline. After completing the exercise, the par-
ticipants explore the content of the puzzle. Then, the facilitator explains the guideline,
the steps, and the corresponding questions. The puzzle can be put together individually
or in groups.
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Part 2: Practicing Through Role-Playing Game. After finishing the puzzle, the facili-
tator gives a brief instruction for the next exercise. The groups are asked to prepare an
interviewguideline for a randomsubjectwith possible questions for each step. Then, each
participant receives an “Interview Guideline Template” to fill in suitable questions. For
this task, the groups are given fifteen minutes. In the next step, the facilitator explains the
next task, which is to practice the prepared guideline and the questions. The participants
are given four role cards. They can choose between the “InterviewMaster”, “Customer”,
“Note Taker” and “Observer”. On the front side of the card, the role is displayed and
on the back side the role and the task are described. Depending on the group size, the
Observer can be represented through multiple participants. Then, the participants are
given fifteen minutes to practice. Once the interview is over, the workshop participants
give feedback to the facilitator and reflect on their experiences. The preparation of the
“Interview Guideline”, as well as the practicing part, are done in groups of between 3–6
participants.

Fig. 2. Ground rule cards and puzzle

Step 5: Good or Bad Meeting Game. Bad data can lead to false conclusions and build-
ing products nobody wants. In order to teach this skill, a card-based game, the “Good
or Bad Meeting Game”, was created in which participants first practice and then play
the game. The goal of this game is to allow the workshop participants to experience
the feeling of an interview meeting going “good” or “bad”. Bad meetings include bad
data. In this context, the workshop participants learn to recognize bad data and how to
transform those bad meetings into good ones by asking for a commitment. The required
materials are slides for explaining the consequences of bad data and how to avoid it, the
definition of commitments, and clear instructions presented on slides for clarification.
For the practicing part, eight “Good or Bad Meeting Game” cards were created. On the
front side of each card, a comment or a question is shown. On the back side, the answer
is shown with an explanation of the comment and a recommendation. Half of the cards
are “Good Meetings” and the other half are “Bad Meetings” and “Lives”, provided to
the participants at the beginning of the game in the form of mushrooms (Nintendo item).
Before starting the exercise, the workshop participants receive an explanation of the con-
sequences of bad data, and get advice on how to avoid them by asking for a commitment.
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For this, a brief description of commitments is given. The introduction and the instruc-
tions are shown on slides. Then, each participant receives eight cards and gets 10 min to
learn the explanation on the back side of each card. After the given time, the facilitator
takes the cards away. Next, the groups are asked to send a representative to the front.
All representatives stand in a row and receive two “Lives” in the form of mushroom
cards. Then, the facilitator gives a brief instruction of the game. The representatives are
treated like the “princess” in the Super Mario Bros. game powered by Nintendo, who is
waiting to be rescued. Therefore, they are not allowed to speak nor make gestures during
the game. Afterwards, the game starts and the facilitator reads a card, asking the first
representative’s group whether the comment contains a commitment and belongs to a
good or bad meeting. The group members must give an answer within five seconds. If
the statement is from a bad meeting, the group then explains why and makes a recom-
mendation about how to ask for a commitment. If it is a goodmeeting, the group explains
the commitment. When the group answers incorrectly, the representative loses one life.
When both lives are lost, they are out of the game. The game is over when the facilitator
has read all the cards twice. The winner is the representative who still has the most lives.
The game is played in groups with 3–6 participants. However, in the practicing part the
participants learn individually.

5 Validation

For the validation 55 people participated in the workshops, divided into 14 groups. In
total 4 workshops were completed with graduate and undergraduate students as well as
with professionals. The workshop participants had similar backgrounds and were not
mixed. In the first workshop, there were undergraduates studying Business Informatics
Studies, whereas in the secondworkshop there were employees of a consulting company.
The thirdworkshopwas conductedwith employees of an utilities company and the fourth
workshop with students pursuing a masters degree in Services Computing Studies. The
findings are based on observation, pictures, the evaluation of the board game results, as
well as the survey results. Themajority of the participants used the opportunity to provide
feedback since 47 surveyswere submitted. In summary, nearly all participants responded
positively regarding the game-based exercises. This finding is also evident in the feedback
form where 95.7% of the participants indicated that they enjoyed the whole workshop
(see Fig. 3). Moreover, Fig. 3 shows that more than half of all participants rated their
interview skills before the workshop between “satisfactory” to “poor”, while a smaller
number said they had “very good” or “good” interview skills. After theworkshop, nearly
all of the participants rated that they could improve their interview skills.
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Fig. 3. Self-evaluation – interview skills before and after the workshop; overall summary

In the following, the findings are described.

Step 1 – Introduction. In the first two workshops, the authors tried to give an overview
of the context by briefly outlining related topics. However, this approach revealed to be
very confusing. A reason could be that if participants are not familiar with Lean Startup
principles or agile approaches, a long presentation is not the best way to familiarize the
participants with customer interviews. Therefore, the introduction section was signifi-
cantly shortened. Instead of giving a brief introduction to several connected topics, the
focus now lies more on interviews and starting the exercises sooner to have more time
for practice. For this, a short introduction about the importance of conducting interviews
in order to validate business model assumptions is given and the challenges within this
topic are briefly explained. The presentation part was reduced to ten minutes, including
answering questions. This modification was sufficient in the next two workshops and
led to no further confusion for the participants.

Step 2 – Good or Bad Question Game. Starting with a self-evaluation exercise, the
Good or Bad Question Game had a big effect on the participants’ learning. Some ques-
tions were clear and assigned correctly by all groups, e.g., “Do you think it’s a good
idea?”, “How are you dealing with it now?” and “What else have you tried to solve the
problem?”. Some questions were assigned incorrectly, such as “Where does the bud-
get come from (B2B)?”, or “What would your dream product do?”. These questions
especially had a big learning impact on the participants since they were convinced of
their assignment and did not expect them to be wrong. A significant learning impact
was caused by the question “Is there anything else I should have asked?”. Nearly all
groups assumed that this question would put the interviewer in a bad position, although
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this question gives them the opportunity to uncover unknowns. Through all workshops,
small changes were made regarding the wording of the questions in order to improve the
participants’ understanding. The board game was evaluated as “very helpful” by 66% of
the participants. Furthermore, 74.5% of the participants determined the resolving part as
“very helpful” which also got the best evaluation result. This finding could be linked to
the fact that learning by trying and failing has a bigger impact on participants than just
giving them the answers and the explanation. Concurrently, if they assigned questions
incorrectly, they automatically participated in the discussion to better understand their
mistakes. Moreover, they were more engaged and focused on the resolving part since
they were in competition mode and wanted to collect the points for the sweets reward
the facilitator had promised them.

Step 3 – Ground Rules. In the subsequent Ground Rules section, two changes were
made during all workshops which included visualizing the Ground Rule titles better
and providing further support for formulating “why-questions”. In total 55.3% of the
participants determined the exercise as “very helpful” and 36.2% as “helpful”. The par-
ticipants were given the freedom to express themselves and individually decide how
to explain the rule. This could be the reason for the survey comments that they liked
learning the rule through freely and creatively visualizing the explanation.

Step 4 – Interview Guideline In the Interview Guideline, minor extensions were made
regarding warm-up questions and building empathy towards the interviewee which were
helpful for the practicing part. The puzzle for revealing the Interview Guideline was fun
for each participant but not very helpful for everyone. The exercise was assessed as
“very helpful” by 46.8% of the participants, whereas only 17% determined it to be
“sufficient”. However, the revealed Interview Guideline with helpful questions for each
stepwas invaluable for the participants. The feedback underlines this insight since 56.5%
found the preparation of an interview guideline for a topic as “very helpful” and 37% as
“helpful”. A reason for this could be that the Interview Guideline makes the application
more accessible through the helpful questions provided. In practice, they might find it
difficult to formulate the right questions to ask. Also, practicing the prepared guideline
in a role-play was assessed as “very helpful” by 53.3% and “helpful” by 42.2%. In the
conception phase, fifteen minutes were scheduled for practicing the prepared interview
guideline. After the workshops it was determined this schedule was insufficient, thus the
participants needed more time for the practicing part. Most of them were in the “Deep
Dive” phase after fifteen minutes, where they tried to find out the core motivations
and problems. Perhaps, some participants needed a lot of time at the beginning of an
interview to try building empathy by asking warm-up questions and afterwards had
difficulties getting back on point.

Step 5 – Good or Bad Meeting Game. For the last exercise, the Good or Bad Meeting
Game, one change was required during all workshops. Since the participants had dif-
ficulties remembering the definition of a “commitment”, the explanation slide with the
definition and examples for commitments was continuously shown during the practice
part. The exercise was determined as “very helpful” by 44.4% of the participants and
as “helpful” by 40%. This finding could be attributed to the fact that this exercise was
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gamified the most. The treating of the representatives as “princesses”, to be rescued by
the group, the time pressure to give an answer, as well as the illustration of the cards,
might have increased the enjoyment and ability to learn the main principle behind the
exercise, which was to recognize bad data and ask for a commitment.

6 Limitations

In this section, the results of the presented approach are critically discussed with respect
to internal and external threats to validity.

Internal Validity: Regarding internal validity, it must be considered whether the study
is conducted properly. For this, the following questions critically examine the study. Are
the subjects representative? The workshops were conducted with several participants
from various backgrounds. Undergraduate and graduate students, as well as profession-
als participated in the validation of the workshop format. Is prior knowledge required to
participate in the workshop? For the workshop, no prior knowledge is required since the
participants get a brief introduction to the topic which was designed for both participants
with or without prior knowledge. In the workshops, all of the participants had similar
knowledge levels. Half of them had little prior knowledge and the other half had no
prior knowledge. Are the overall results correct? For the overall results, the participants
were asked to rate their interview skills before and after the workshop through Google
Forms. They were given enough time to complete the survey at the end of the workshop.
It cannot be guaranteed that every participant was honest, but the survey results showed
that nearly every participant felt their interview skills had improved after the workshop.
Regarding the board game results, photographs were taken before and after the resolv-
ing part to better compare the groups’ assignments and to prevent cheating during the
resolving part. Are the chosen interview skills the right ones to conduct successful inter-
views? One author completed a literature review in the context of conducting customer
interviews, analyzed widely cited content, identified patterns, categorized them and as
a result defined the key skills [8]. Other skills could also be defined. Further research
would be necessary to evaluate whether the chosen skills are the right ones. Construct
Validity:Regarding construct validity, it must be considered whether the validation mea-
sures what it claims. It should be mentioned that the study does not provide findings
on whether the participants could conduct the interviews better. However, they gained a
better understanding of how to conduct interviews successfully. External Validity:With
regard to external validity, the question must be asked if the results are applicable to
other workshops. The workshop format is designed for conducting customer interviews
in order to learn about customers’ needs and problems to validate a product idea. There-
fore, it is not appropriate to be used in any other kind of interviews such as a job interview.
Since there is no prior knowledge required to participate, the workshop format can be
conducted with all kinds of groups who are interested in learning customer interview
skills in the context of validating a product idea.
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7 Summary and Outlook

In general, the key finding is that the game-based workshop format was successful in
teaching the interview skills required for good customer interviews. The format provides
a how-to practice to encourage participants to get and conduct customer interviews.
Almost all workshop participants enjoyed the workshop while learning and practicing
the interview skills. It was observed that most of them were unfamiliar with interview
skills in general and surprised by the impact of good and bad questions, not only while
conducting customer interviews but also in other areas of life. Considering the expe-
riences during the workshops, the outlook can be summarized as follows: In order to
get familiar with the learned interview skills, there is a need to investigate whether to
incorporate another part into the workshop in which participants get out of the building
and conduct interviews with real customers. On the one hand, this would validate the
suitability of the defined interview skills, and on the other hand, participants would gain
experience. Regarding the exercises to learn and practice the interview skills, oppor-
tunities other than visual and haptic elements could be integrated into the workshop.
This could include an auditive exercise such as audio, in which participants listen to an
interview example and evaluate it, or they first listen to a bad interview, recognize the
mistakes and afterwards listen to the good version and learn how to perform it more
effectively. The credibility of the interviews would highlight the challenges in real cus-
tomer interviews and support countering them. Moreover, there are other games that can
be investigated as to whether or not they can be adopted for teaching certain interview
skills. Conducting customer interviews can support product teams to better understand
their customers, figure out current customer behavior and avoid the mistake of build-
ing unnecessary features. However, conducting customer interviews on its own cannot
guarantee that reliable information will be gained for making decisions in agile prod-
uct development. Further experiments can be used to support the validation of gained
insights [24]. This could be an important aspect to consider for future research.
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Abstract. Location-based games—urban games which are played in
real life locations—are growing their share in the mobile gaming mar-
kets. While these kinds of games have been present since the growing
popularity of so-called feature phones, they gained remarkable momen-
tum through the popularity of Niantic Inc.’s Pokémon Go, Ingress and
later Harry Potter: Wizards Unite. As modern location-based games are
gathering hundred of millions dollars monthly revenue, also related social,
economical, and even juridical questions have raised; however, the ethical
questions embodied into the location-based games or augmented reality
games have not been completely unveiled. As the mobile game industry
is growing its importance in the software industry, also business ethics
questions should be taken into account during the design and develop-
ment of game products and services. This paper seeks to understand the
relevant ethical concerns of location-based games by using the viewpoints
of individual, community and business.

Keywords: Location-based games · Business ethics · Mobile gaming ·
Pervasive games · Ethical guidelines

1 Introduction

Location-based games (LBGs) have been increasing their popularity over the
past few years among mobile games. In this paper, a LBG refers to games which
“– – use networked digital technologies to experiment with stranger’s behavior
and interaction in shared public spaces through a game format. They also use a
combination of ad hoc, readily available technologies, and specialized equipment
to interweave and blend the physical environment and player’s actions in it with
the virtual game world. And they require players to communicate, work together,
and move about to complete the goals of the game.” [15, p. 3].

The most popular games in this gaming genre are for example augmented
reality (AR) game Pokémon Go, alternate reality game Ingress and for the
newest addition Harry Potter: Wizards Unite game. All of these three games are
c© Springer Nature Switzerland AG 2021
E. Klotins and K. Wnuk (Eds.): ICSOB 2020, LNBIP 407, pp. 134–142, 2021.
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from the same gaming company Niantic Inc., which is the leading location-based
game company. For example, it has been estimated that Pokémon Go alone has
already surpassed 3,6 billion USD lifetime revenue and the game generated 445,3
million USD in the first half of the year 20201.

1.1 Related Work

Ethical analysis of rising topics in games are not rare. For instance, ethi-
cal questions of gamification and gamified solutions [7,10], cheating in online
games [11,27] as well as a new kind of monetization models (for example, the
new ‘loot boxes’) of games [6,11] have been discussed previously. However, in
more specific context of LBGs, there are remarkably less work done. Further-
more, often the viewpoint is fully philosophical with a little practical guidelines
given.

Mukhra et al. [17] lists various questions related to Pokémon Go game, yet
they mainly raise up the problems without deep analysis of ethical consequences
or offering solutions. In addition, their focus is purely on a single game. From
another point of view, Neely [18] was inspired by the same game and studies the
ethical questions regarding augmenting a privately owned physical space with
third-party’s property. Neely raises up questions regarding, e.g.., augmenting
a private daycare with sexually explicit material. However, also her focus is
tightly on a question at hand—augmented reality—and little consideration on
the location-based games is presented.

1.2 Motivation, Objectives and Structure

The game mechanism of location-based games require that players share their
location to interact in the game. This means, that players also move in real
life locations to proceed in the game. This, however, can create conflicts and
challenges with surrounding neighbourhoods and urban areas, when there can
be a surprisingly large number of people using the physical space in a different
way than it has been meant and how others are using it [9]. Furthermore, for
instance Pokémon Go was criticised shortly after the launch as there were more
playable content in richer neighbourhoods2.

However, at the same time location-based games are renewing how people
use their urban areas and explore new areas and location during the game play.
They also offer a possibility for players to create new social interactions and be
a part of new communities, which born around these games. These communities
bring people internationally together and can play important role in gamers’ life.

1 Sam Desatoff. “Pokemon Go surpasses $3.6 billion in lifetime revenue”.
GameDaily.biz. July 6, 2020. https://gamedaily.biz/article/1795/pokemon-go-
surpasses-36-billion-in-lifetime-revenue.

2 Christopher Huffaker. “There are fewer Pokemon Go locations in black neighbor-
hoods, but why?”. Miami Herald. July 14, 2016. https://www.miamiherald.com/
news/nation-world/national/article89562297.html.

https://gamedaily.biz/article/1795/pokemon-go-surpasses-36-billion-in-lifetime-revenue
https://gamedaily.biz/article/1795/pokemon-go-surpasses-36-billion-in-lifetime-revenue
https://www.miamiherald.com/news/nation-world/national/article89562297.html
https://www.miamiherald.com/news/nation-world/national/article89562297.html
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Location-based games can also do good for business, when game places, points
of interest, spawn near shops and tourist areas. [3,19].

While these issues are not typically discussed and analysed by the designers
and product managers during software and new product development projects,
the changing modern economy put emphasis on software producing companies to
act ethically and take wider equality questions into account. These observations
motivates this paper. Our objective is to study whether non ethical-savvy persons
can perform an ethical concern analysis of location-based games by using an
existing analytical framework. For this purpose, we select a model by Tang et al.
[25]. In order to reach the objective, we set the following sub-research question:

SRQ. What are the ethical challenges in location-based games?

As it is common with applied ethics, we use philosophical argumentation to
discuss the phenomenon at hand. We use selected references, selected with a
literature study, to support our argumentation. The remaining of this paper is
structured as follows. In the following, Sect. 2 presents our analytical framework
as well as raised ethical considerations. Section 3 emphasise the central finding,
points the way for further work, and closes the study.

2 Ethical Considerations

The objective of this paper is to analyse ethical questions related to the LBGs
and their quickly rising popularity. In emerging new technologies and their imple-
mentations, ethical discussion is always needed. In this paper, we discuss the
ethics of location based games, the moral dilemmas and the conflicts which
location-based games can create in society, business and individuals own life.
The aim of this short paper is to present initial findings from the analysis.

To approach the research objective, we adopt the ethical analysis framework
discussed and presented by Tang et al. [25] for the context of blockchains. With
small modifications, it suit also in more general analysis of ethical concerns for
new technological innovations. Their two dimensional analytical tool has com-
bined micro-, meso- and macro-levels as one dimension and technological, appli-
cation and business level as another. To adapt the framework in our needs, we
replace the technological and application aspects with individual and commu-
nity aspects, respectively. Thus, we use three different aspects in our analysis
(see Fig. 1). Due to the space limitation of this reporting, we refer the interested
readers to the original study for more comprehensive description.

On general level, LBGs share the typical ethical concerns with any application
of mobile technology. General topics such privacy, accuracy, property and access
[16] are always important in these cases. Similarly, issues of transparency, for
example in user-agreements, and just treatment of users are something to be
considered [23]. Additionally, many ethical issues of games such as addiction
[11], dark patterns [5] and doing immoral or violent things in games matter.
More unique ethical issues of LBGs raise from their set up in the real world. In
following sub-sections we will discuss these issues further.
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Fig. 1. An analytical framework

2.1 Individual

Games have always been one place to individual express themselves. In the most
of the LBGs, individuals can choose what kind of a player type they represent.
Playing digital games is more than just stereotype of anti-social nerd. Different
kind of dynamics and player types among digital game players can be identi-
fied [26]. Ability to choose a player type and style to play provide players some
autonomy and supports their free will, thus enhancing their role as moral agents
within the game. For example, Sicart [24] argues that there can and should be
room for making ethical choices in games.

However, as in LBGs the game is set up in the real world instead of virtual
one, moral agency is not limited to the game. The selection of player type in
LBGs can then have different implications in individuals life than in fully virtual
games. For example, LBGs have unique characteristic of being limited in specific
areas. This provides ground for a territorial player behaviour, where players
attach to some real-world places in the game and start protecting them. This
can lead also in conflicts in both in the game and real-life. [14] Thus, selection
of playing style in LBGs can have greater ethical implications than the similar
selection in virtual environments.

How individuals choose to play the game is also a matter of physical security
and safety. For instance, Pokemon Go has raised questions about security of
players, as the game draws the attention while moving around. Playing while
walking or even driving a car can put the individuals in risk, which begs to
question how LBGs could be safer to the players [2]. Of course, in this case
legislation and game design can have some effect, but also rely on choices of
individuals. Game companies should try to make their games safe to play, but
in case of LBGs there are so many scenarios that cannot be predicted that the
players should take responsibility of their own safety.

Individuals can also choose to play against rules and cheat. Cheating is not
a new phenomena in the gaming world, but it can have new forms in LBGs.
In LBGs unfair advantage can be sough from for example double accounts or
location spoofing, manipulating the players location with the help of technol-
ogy such as GPS or VPN and move player to the totally different location in
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the game. The motivation for this can be found from catching rare game items
from different regions or competing in game progression compared to the other
players [20,29]. Cheating always creates conflicts among players and game com-
panies try to prevent cheating with various rules and techniques, so they can
maintain the players satisfaction level among players. If a game company fails
preventing cheating in game, it can lead to the playing satisfaction drop and
make game more unattractive. Therefore, preventing cheating is important for
gaming companies both in the eyes of business and game attraction.

Because location-based games require moving in real-world location, the
increase of players physical activity has been one of the most popular topic
to research. There has been also enough data to collect, because games such as
Ingress and Pokemon Go have gamified elements inside the game to track kilo-
metres walked. Encouraging people to exercise is positive effect of LBGs as it
promotes the well-being of the individuals also on physical level [4]. Naturally,
gamification of moving can cause addiction and unhealthy competition. Thus,
balancing the game elements and considering their consequences is important.

2.2 Community

Social interactions is one of reasons why people play online games, among immer-
sion and collecting achievements [28]. LBGs do not make any exception in that
case [3,19]. As players are individuals, playing location-based games in real-
world location exposes players to respect common norms and laws. For example,
players can not risk themselves or others by violating traffic laws, or be guilty
for jailwalk [21]. In location-based games, points of interests can be located
for example in cemeteries or in quiet neighbourhood areas. In these occasions,
players has to appreciate the surrounding area and people living or using the
locations services and be respectful in their actions. Neglecting the social rules
can create tensions and conflicts.

Location-based games creates, as digital games tends to create, social com-
munities. For example in Pokémon Go, there are many game elements which
encourage and almost force players to interact and collaborate [1]. LBGs then
hold great potential for social encounters and even friendships in both online
and real environment. This can create communities that expand the social cir-
cles of people. As video games have been for long argued to cause social isolation
(mainly wrongly though [12]), this could be seen as positive aspect of LBGs.

LBGs can create possibilities for important social connections, but they also
create ’us versus them’ mentality, social hierarchies when players create their
own groups to organise and potential places for internet bullying. In these cases,
companies creating location-based games has to justify themselves why and how
they use game elements, which almost forces people to interact.
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2.3 Business

Because location-based games has so big effect on acting in real life locations,
the software companies behind these games has great responsibilities on how
their players are encouraged to act in real life locations.

Furthermore, also if there are no points of interest in some areas, is it com-
pany’s benefit or not? There has been for example been situations were there has
not been as much of points of interest in rural areas or in black neighbourhoods
[8]. Should companies provide same amount of playing material for all the areas?
Favouring some specific areas or points of interest also raises the question about
the possibility of manipulation or persuasion through game design. Thus, dark
patterns, such as disguised ads [5] could create ethically questionable business
models.

The problem is, that in some cases companies use data which is created
by players. For example, Niantic uses points of interest, which are almost all
created by players [13]. Niantic also uses players as the evaluators of new points
of interest places. This creates a possibility that players can try trick more points
of interests in their own areas and, for example, areas where there are not so
much advanced players suffer. Same with restaurants and the honeypot effect—if
there are interesting enough points of interest nearby some business places, some
businesses can get unfair advantage from that [9].

Additionally, companies which create location-based games needs data, but
to get that data they need players. Players are then both producers and con-
sumers of the data within the game, but that data can be also used to create
further business value through secondary use. Value can be created by the game
company itself or they can sell the data forward to other companies. Location-
based data is sensitive data, but it also holds potential value in larger data
economies as well. Data analyses of data sets can, for example, be used to pro-
filing and personalising services. These actions can create a possibility more
specific manipulation through LBGs.

It should also discussed, do players really know that data they have collected
and provided to their game, can be sold forwards? People are often seen as mere
data subjects, although in reality they should be considered as active actors of
data economies and their needs should be valued. From this perspective it is
paramount that the game companies respect the players as autonomous actors,
treat them justly, protect their data. To do so, the companies should be trans-
parent and honest to players [22].

3 Discussion and Conclusion

This short study reported initial findings from using an adapted ethical analysis
framework to study ethical considerations related to location-based games. The
key findings of this paper are: (i) The adapted ethical tool was usable to identify
some of the ethical concerns related to the case study object. Furthermore, it
was easy-to-use even for non ethical-savvy users. Yet, there are little if any
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ways to evaluate how comprehensive the analysis has been. Therefore, general
guidelines could work better for software producing organisation than ethical
analysis tools. (ii) Further work is needed to developed more holistic approach
analysis approach or ethical guidelines for LBG developing organisations. As
pointed out through the analysis and discussion in the paper, there are risks
related to augmenting real-world locations that should be taken into account and
mitigated during the product development work. (iii) Given that organisations
rarely involve responsibility or ethics officers, further work should also clarify
game development processes and propose how to embedded ethical analysis into
the development work itself.

Finally, to conclude the study, this short paper discusses ethical concerns
related to location-based games. This paper studied whether an existing app-
roach can be used to identify ethical considers. The used analytical framework
helped to identify some of the concerns; however, there were no way to evaluate
comprehensiveness of the analysis. Furthermore, general guidelines could serve
product development managers better than ethical analysis tools. This short
paper calls for further work to develop and test such guidelines for practitioners.
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Abstract. Context. Continuous experimentation is used by many
companies to improve their products with users data. In this study, the
efficacy of continuous experimentation as used in two different types of
business models (product-led or sales-led). Method. Two case companies
with a product-led business model and three companies with sales-led
business model were compared against each other. 14 interviewees were
selected from the cases. Results. Having a product-led business model
enabled four different drivers to continuous experimentation: 1) devel-
opment and sales & marketing integration, 2) improved prioritization,
3) decreased feature bloat, and 4) product measurability. Conclusions.
The takeaway message is that a company must be structured in the right
way to obtain benefits from experimentation.

Keywords: Continuous experimentation · Business models · SaaS

1 Introduction

Continuous experimentation is used by high profile service based web companies
to improve software products with user data. Experiments on prototypes or
finalized features can evaluate the impact of developing a new feature. Cycles
of such experiments can lead to constant improvements in product quality and
usability [5]. Continuous experimentation has been studied to see whether it is
possible to apply in various challenging different software segments [15], such as
for automotives where there are technical obstacles to overcome [8], or business-
to-business companies where there are organizational obstacles [14] and possibly
a lack of access to user data [23].

This study is a comparative case study that aims to see whether there are
differences on the applicability of experimentation in the circumstances of stan-
dard software companies, i.e. companies that sell their software online with no
physical products. Instead, the case companies in this study have differences
in their business models that in industry is known as either having a sales-led
growth or a product-led growth [1]. Companies with a business model that is
product-led tend to have focus more on software development than sales and
marketing and acquire their customers through focusing on meeting user needs.
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There are prior indications that business models affect experimentation in the
continuous experimentation literature, in a seminal paper on controlled experi-
mentation on software, Kohavi et al. [10] mention that experimentation is appli-
cable to software as a service (SaaS) products. The reasoning being that it’s
easier to define metrics, have enough user data, and implement telemetry. The
case companies in this study are all SaaS companies too. However, whether or
not being a SaaS company is a sufficient criterion for continuous experimen-
tation has not been answered in the literature on continuous experimentation
before. Furthermore, Schermann et al. [17] explains that there is a dichotomy
between business-driven or regression-driven. Business-driven experiments have
an impact on company level metrics while regression-driven experiments are done
to ensure that quality does not decrease after a release. Schermann et al. states
that most companies in their survey only do regression-driven experiments.

The goal of this study is to find whether differences in observed efficacy [5] or
applicability [10,17] of experimentation can be explained by differences in business
models that are either product-led or sales-led. To this end five case companies and
14 interviewees were selected. Two of them had product-led business models that
were suitable for continuous experimentation and three of them had not. The con-
crete findings include four drivers on continuous experimentation that is enabled
by a product-led business model: 1) development and sales & marketing integra-
tion through growth teams, 2) improved prioritization with user data, 3) decreased
feature bloat, and finally 4) increased product measurability.

The rest of this paper is structured as follows. Section 2 provides background
on continuous experimentation, business models, and product-led business mod-
els. In Sect. 3 the research method is described and the case companies are
described in Sect. 4. Section 5 contain the results. Finally, the paper ends with
a discussion in Sect. 6.

2 Background

Companies in many different sectors have adopted continuous experimenta-
tion [6,15] where features are evaluated with user feedback. Prototypes of an
implementation can be quickly validated with users before implementation. After
implementation, the feature can be subjected to a controlled experiment (an A/B
test) where a comparison can be made with and without the new feature. Only
the features that have a positive impact on a given metric are accepted. The
results of an experiment might beget further questions, especially for negative
results. Thus, experiments are usually executed in a sequence which is why it’s
coined continuous experimentation.

2.1 Business Models and Business Model Innovation

The term business model is used in industry to refer to how a company collects
revenue [21]. In this paper the definition by Zott and Amit [24] from strate-
gic management is used: ‘the content, structure, and governance of transactions
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designed so as to create value through the exploitation of business opportunities’.
This definition is broader and includes company organization and activities per-
formed by employees, etc. Zott and Amit define the activity system to structure
how a business model is designed with two sets of parameters: 1) design elements
that discern how the activity system is structured in terms of content, structure,
and governance, and 2) design themes where the value from the activities are
obtained through novelty, lock-in, complementarities, and efficiency. Continuous
experimentation can be viewed as a design theme that can be used to increase
novelty and efficiency. In this study, the companies (see Sect. 4) have also struc-
tured the design elements differently such that it differs on whether experiments
are performed and who performs them.

Recently in the business model innovation field, experimentation and proto-
typing has been studied as a tool to find a combination of a working business
model and product to match it [2,19,22]. Successfully implementing changes in
an established business model is notoriously hard [3], and the wrong business
model will cause good products to fail to reach customers [4]. In this study, busi-
ness models is used as a lens to view companies since all of the experiments from
the interviews are focused on continuous product improvements, rather than on
changing the business model itself.

2.2 Product-Led Business Models

A specific type of business model has recently been popularized in industry by
the Open View Partners venture capital group1, under the name of product-led
growth [1]. According to them, a business model that is product-led relies on the
product itself to acquire new end-users rather than direct sales, advertisement,
or other sales and marketing activities. A more precise definition of a product-
led business model as the term is used in industry has not been found, but in
Sect. 3 criteria are defined for categorizing a company as either product-led, or
the opposite as sales-led.

The license that a software is sold under is a closely related concept to
product-led business models. The freemium product license model is used by
both product-led companies in this study. A freemium product [12] is available
both for free and as a paid premium version. The premium version might for
example have more features.

Business-to-business (B2B) companies has been used by researchers in con-
tinuous experimentation as an explanation for challenges faced with adopting
experimentation [14,23]. A B2B company would face challenges to get access
to end-user data from their customers, they might not be able to do software
releases with the schedule they wish that causes delays in obtaining results, they
may have incentives misaligned due to the metrics in the experiment not having
a direct impact on company revenue, and so on. These issues are not faced by
companies with a business-to-consumer (B2C) business model. However, the B2B
and B2C explanation is not used in this study because it does not explain the

1 https://openviewpartners.com/product-led-growth/.

https://openviewpartners.com/product-led-growth/
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data sufficiently, in fact the company that performs the most experimentation
is a B2B company with a product-led business model.

3 Research Method

This study follows case study methodology [16]. It is part of a larger ongoing
research project with several companies. One prior single-case study has been
published in the project [15], on different scenarios that experimentation is used
in. Five companies were selected for this study by the criteria of having a product
that is offered as software as a service (SaaS) and where what is sold is software.
The reasoning being that very complex business models would confound the
findings. Some companies that were rejected sold physical products, such as
e-commerce, or were business consultants that sold hours.

The initial interviewees were selected by contacting software companies in
Sweden that matched the profile. Further companies and interviewees were
reached by asking for referrals with an interest in experimentation, i.e. by snow-
balling. Personal contacts were approached first, when this failed the upper man-
agement was involved instead. In total 14 interviewees from the case companies
were selected (see Table 2). Each interview took about 45 min on average. The
questions included company business model, culture, experimentation process,
challenges with experimentation, and so on. The questions on business model
were the most relevant for this study. Most of the interviews were done on-site,
but two of them were done online due to being in different countries.

The interviews were recorded, transcribed, and then coded with a predefined
code structure. The codeswere derived by using taxonomies of businessmodel from
different sources [18,20,21], company industrial contexts [13], and prior work on
continuous experimentation [6,15]. The codes were further improved by comparing
the coding results with a colleague. The analysis of the differences between the case
companies (see Sect. 5.2) was done qualitatively using constant comparisons [16].

An additional semi-quantitative analysis of the case companies was done to
have a comparison baseline in regards to how much experimentation they do
and what the focus of their business model is. They were scored from 0–4 on two
dimensions: business model (sales-led to product-led) and experimentation (none
to continuous). Each dimension was scored by the criteria below. The criteria
were derived by carefully considering what the crucial differences between the
companies were and expressing them precisely. As such, they offer a complimen-
tary view to the main qualitative analysis. Each number below is summed up to
give the final score on the two dimensions.

Business model:

– Customers have no explicit influence on development prioritization (0.5).
– No direct sales (0.5).
– Less than 25% employees in sales organization (0.5).
– Any product sold as commercial-of-the-shelf (COTS) (0.5).
– Any product with license that is: freemium (1) or trial (0.5).
– User data is analyzed for prioritization (0.5) and/or requirements (0.5).
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Experimentation:

– Both quantitative (0.5) and/or qualitative (0.5) experimentation is used.
– Advanced techniques (e.g. multi-variate testing) are used (0.5).
– There is sufficient infrastructure for experimentation (0.5).
– Experimentation follows a systematic process (1).
– Many (0.5) or most (1) features are experimented on.

4 Case Companies

The five case companies in this study are (see Table 1): A) a startup with a video
sharing site, B) an internationally renowned company with software engineering
tools, C) a business intelligence tool with analysis and graphs, D) a company
with a customer relations management (CRM) product, and E) a company with
a platform for e-commerce algorithms. In this section each case company will be
described. The similarities of the case companies are that they all:

– have steady growth in revenue, employees, and users;
– target users that are professionals (as opposed to private individuals);
– offer a product that is sold is software under a SaaS product license;
– all of them claim to work with agile software development;
– have or have had sales organizations working with direct sales (except B).

Table 1. Overview of the five case companies.

Id Main product Business model

A Video sharing Split into direct sales B2B and a freemium
B2C where premium has added functionality

B Software engineering tools Freemium B2B where larger companies pay
more

C Business intelligence Direct sales B2B with very large sales
organization

D Customer relations Direct sales B2B and integration projects

E E-Commerce algorithms Direct sales B2B2C

The interviewees in the study have varying titles and backgrounds. The var-
ious titles of the interviewees were standardized to roles to provide additional
anonymity. For example, the title Growth Engineer became the Data Scientist
role, and the Product Manager roles includes head of research, head of product
etc. In Table 2 the roles of the interviewees are stated. It also includes the gen-
eral seniority level of the interviewees (that they have been in the industry): less
than 5 years is junior, and more than 10 years is senior. The names in the Id
column mirror the case companies.
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Table 2. Overview of interviewees at the five case companies.

Id Seniority Role

A1 Junior Data scientist

A2 Mid-level User experience designer

B1 Senior Quality assurance engineer

B2 Mid-level Product owner

B3 Mid-level Product manager

C1 Senior Product manager

C2 Senior User experience researcher

D1 Senior Product manager

D2 Senior Product owner

E1 Senior Data scientist

E2 Mid-level Product manager

E3 Mid-level Developer

E4 Senior Sales manager

E5 Junior Quality assurance engineer

4.1 Case A: Video Sharing

The first case company has a B2B video sharing platform where users can record
and edit videos for marketing purposes. The company has about 200 employees
and has been operating for 10 years, about 30 people are in development divided
in four teams. Their customers have mainly been other businesses, which they
have reached through a fairly big sales organization. They recently added a new
product with a vertical market that is targeted at individuals instead; still within
a professional capacity. The new product has an entirely separate development
organization and no sales persons involvement.

The new product is offered with a freemium model. The free version has
limited video uploading capacity and has less features than the premium version.
They generate no revenue from the free version, the only revenue stream is to
convert free users to paid users or to reactivate inactive users. The conversion
rate to paid users is one of their most important metrics. Two people were
interviewed from this team (A1 and A2), one of them was working primarily
with A/B testing, and the other was a combined user experience designer and
user researcher.

4.2 Case B: Software Engineering Tools

Case company B is a large international organization with multiple products,
they all focus on supporting the software engineering process. They have existed
for roughly two decades and have more than 4000 employees. Each product has
its own development organization. They are advocates of both agile and lean
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software development. Notably, they have no large sales organization and do not
use direct sales at all.

The main products are a project and issue tracker product and a team collab-
oration platform. Two of the three interviewees were at a team that developed a
new continuous integration product. During the new development, they stressed
experimentation as a way of working. All new features were subject to an exper-
iment to verify that it was really needed. For example, they added buttons that
faked the implementation of a feature that would notify the user that the feature
is under construction once clicked on. In this way, they avoided implementing
features that would not be used otherwise.

4.3 Case C: Business Intelligence

This company offers several advanced business intelligence products for different
needs. The products are used to make graphs, tables, and other visualizations
from various data sources. Since the company is more than 20 years old the
products are in different stages of the life cycle, albeit all of them are still offered.
The company is a large enterprise with about 3000 employees. The development
teams are split into three countries and are about 500 employees. The sales
organization is very large and use primarily direct sales to other businesses.

They have tried many different product licenses, but has recently moved
away from on-premise installations to pure SaaS based licenses. In conjunction
with this, they have also moved away from bulk sales of thousands of licenses
to big corporations to more dynamic license deals. They have also tried various
strategies to promote product growth, such as having one of their product be
free with the restriction that the created document cannot be shared. There is
limited experimentation involving end users. They have a team specialized in
user experience research that gathers qualitative feedback on a regular basis.
Two people were interviewed from this team (B1 and B2).

4.4 Case D: Customer Relations

The next case company sells a customer relations product to other businesses.
The product is highly customizable, so each new customer deployment comes
with a long integration project. The integration includes adapting to another
company’s data model and internal software systems, e.g. human resources. The
company is 30 years old and has 200 employees, 35 of which are in software
development, divided in three teams. Sales is a large part of the organization,
and all sales are done through direct sales. Half of the company is committed to
pre-sales and operations that support customers before and after sales due to the
complex integration. They have also moved away from on-premise installations
to SaaS. No free version or trial of the product is available.

Case C does almost no experimentation on end users. They do have systems
in place for measuring performance in terms of query delays, etc., but make no
use of any behavioural user data, such as clicks or user sessions. They are aware
of experimentation but have no intent of starting it. Their entire development
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effort is focused on adding feature requests coming from customers, sales, and
operations. However, before starting development on a new web based product
they did perform some customer interviews to gather requirements, albeit they
had no plans to gather any other explicit feedback.

4.5 Case E: E-Commerce Algorithms

The final case offers an e-commerce platform that is sold to e-commerce busi-
nesses. The platform consists of various algorithms for ranking products and
an administration interface. Note that the algorithms target end-consumers but
the administration interface targets managers at the e-commerce companies. The
company is fairly small with about 50 employees and was established 20 years
ago. They have salespersons working with direct sales as their only source of
revenue.

Experimentation is a somewhat frequent activity at the company. Not all
features are experimented on, only those that are believed to have an impact on
consumers. The administration interface is not subject to any experimentation.
The company use only quantitative methods, such as A/B testing.

5 Results

The business models of the case companies are categorized as focusing on sales-
led or product-led business models. As explained in Sect. 2, a sales-led business
model relies on direct sales to generate revenue. Companies C, D, and E have
sales-led business models. In the alternative of product-led business models, the
product is marketed and sold through the web and the product itself, companies
A and B have this business model. In Sect. 5.1, the journey that these case com-
panies have taken towards a product-led business model is described. In Sect. 5.2,
the impact that the product-led business model has had on experimentation is
examined by comparing to a sales-led business model.

5.1 Transition into a Product-Led Business Model

Two companies (A and C) have changed their business model, Case A tran-
sitioned into a product-led business model while C transitioned slightly away
from a product-led business model. Figure 1 gives an overview of how the case
companies transitioned over a five year period in regards to their business model
(sales-led or product-led) and their degree of experimentation. All companies in
the study have increased their use of user data over time. The scoring criteria
are explained in Sect. 3. The figure shows that the companies with product-led
business models (A and B) do the most experimentation and the companies
that have sales-led business models do less. The two companies with product-led
business models had very different journeys to get there, which will be described
next.
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Figure 1 is divided in four quadrants. In the lower left, the companies are
sales-led and do little to no experimentation. This suits companies that do con-
sulting or bespoke product development as they have less incentives to perform
experimentation. In the lower right, companies rely on the product to acquire
new users but do not use any experimentation to make sure their product fits
user needs. As such, I believe they have no business case, and there were no
companies in this quadrant in this study. In the upper left, the companies per-
form siloed experimentation. Either by only being able to experiment on parts of
the software or without involving both the software development and sales and
marketing departments. In the upper right, the companies are both product-led
and perform continuous experimentation. These companies have integrated their
marketing and development efforts and perform widespread experimentation (see
also Sect. 5.2 for the advantages of this).

Continuous

Sales-led Product-led

Consulting or
bespoke

Siloed
experimentation

No business
case

A

B

C

D

E

Holistic
experimentation

None

Experimentation

Business model

Fig. 1. The transition of the five case companies over a five year period in their degree
of experimentation and their business model orientation. All companies have increased
their experimentation, but the companies that have a product-led business model have
increased more.

Case A: Video Sharing. For Company A the journey to a product-led busi-
ness model is very recent, which started when they added a product vertical
with a freemium version of their product. This initiative was taken by product
management and resulted in the creation of an entirely new development unit
in the company. Initially, the plan was to reuse as much code as possible to
decrease costs. They started with the minimum required functionality and tried
to get users to adopt as early as possible. The new product was available for
free, with an option to upgrade to a paid premium version. The development
team prioritized building and taking features from the old product to the new
one that they believed would convert as many users to paid as possible. This
was the starting seed to begin experimentation, when they had an straightfor-
ward way to measure what features bring value or not. Eventually they created
a small dedicated team that worked with evaluating existing and new features.

Experimentation has been central for their new product. All new features
undergo multiple prototype evaluations, and are then exposed to real users in
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a controlled environment. The prototypes are a series of design sketches that
test the user experience before implementation. The interviewees describe how
they use qualitative methods both to evaluate prototypes and to find issues with
the product. This is done through quick sessions where an observant from the
company sees how a new user uses the product to solve a pre-defined made up
need. These users were recruited either through online services or haphazardly
in the vicinity of the office.

They also collect data to ensure that the feature will be used and solves a
real user need. For example, by asking users what problems they have or by
adding a button in an A/B test that makes it look like the feature is added,
but when clicking it, it reveals that the feature is under construction. After
implementation they verify that the functionality works as intended with an
A/B test that compares the product with or without the feature. As such, both
quantitative and qualitative experiments are used at the company.

The company is still not fully product led, since they split in half with a
product-led and a sales-led organization. As such, they still use direct sales with
a large sales organization, and customers have a large influence on development
priorities. While user-data was used for prioritizing incoming feature requests
from customers in the old product, now user-data is also used to decide whether
features should be part of the new product.

Case B: Software Engineering Tools. In Company B, the business model
has been product-led from inception. They have no dedicated sales team and
all their products are available with a freemium license. Their experimentation
program was started in 2012 and has been growing steadily since then. They
started with experimenting by tweaking newly released products to fine tune
their performance and usability. In 2020 they have more than hundred employees
working with experimentation, both data scientists embedded in the various
product development teams, and in a team focused solely on experimentation.

Experimentation was introduced at the case company more than 8 years ago.
It started gently as a proof of concept but grew quickly. One of the interviewees
was the manager of the team in charge of experimentation, which was eventually
called the Growth Team (see Sect. 5.1). Now the team has more than 100 employ-
ees and they do the majority of the experimentation for the other development
teams. They use both quantitative A/B tests and qualitative user observation
studies to find issues with their product.

The score in Fig. 1 for Case B reflect how they have improved their experi-
mentation: using more advanced techniques, experimenting on all new features,
and rounding out their experimentation with also using qualitative data. As
expressed by Interviewee B3: “Now I realize that quantitative methods are like
scalpels, but if you don’t know where the cancer is then there’s no point. You
have to look at the whole system, you have to zoom back out. And the only way
humans can do that is to use qualitative methods to try and find the drop zone.”
This insight was reached after many years of experimentation.
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Growth Teams. In both cases A and B there has been a need to have some
degree of separation from the development organization and experimentation.
This has resulted in the creation of a team specialized in experimentation only,
called a growth team. The growth teams performed experiments independently
of the development teams and handed over the results as needed. In Case A,
the growth team was small and would occasionally need to use the resources of
the development organization. This added additional delay to experimentation
which was avoided if possible. In Case B, the growth team was large, so they had
resources to do their own development on the various products in the company.
They had also done projects with mixed results to educate software engineers
to work with experimentation internally in the product teams. However, the
engineers would simply not do much experiments once returned to their teams.

When asked why the growth team was needed as a separate unit, the inter-
viewee from the growth team in Case A said:

The world that I live in is: build, test, throw out. And theirs is: we have
the requirements, we’re going to build this thing, and we’re going to do
these checkups. [. . . ] But you need to test it out and actually measure if
it’s valuable or not. They assumed that it had already gone through that
process. So looping them into a stage earlier in that funnel would take a
systematic change which they hadn’t gone through as a team. (A1)

In the other company (B) the growth team interviewee responded:

The standard software engineering approach is ‘I’ve interviewed a bunch of
people and done a bunch a of research, I think this might be the problem’.
And then they go and build big hard things. Some of those work and some
of those don’t. It’s just a different mindset, and so I find that traditional
software teams cannot or do not want to do growth work. (B3)

Sales-Led Business Model Cases. The other case companies that have sales-
led business models have also increased their experimentation to various albeit
lesser degrees. The experimentation at Case C was only qualitative and increased
in scope during the five years. Their main product was offered for free with
some restrictions for a long time, but it was recently changed to a trial version
instead. Case D and E has not changed their business model during the five
years, but have both increased their experimentation. Some of the reasons that
these companies do not reach the full level will be given in the next section.

5.2 Product-Led Business Model Drivers

There were many differences between the two product-led companies and the
sales-led companies in how they worked with user data and experimentation.
The rest of the section contain four identified drivers that impact experimen-
tation: development and sales & marketing integration, improved prioritization,
decreased feature bloat, and product measurability.
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Development and Sales and Marketing Integration. The most profound
difference found in the study between sales-led and product-led business models
lies in how the development organization interacts with users. An illustration of
this is given in Fig. 2. To the left, the sales-led organization are steered by the
sales and marketing department. They act as the intermediaries between devel-
opment and users, the users come with requests for features to the sales and
marketing department that forward it to the development organization. When-
ever the development organization needs to make contact with users directly,
they have a barrier to go through because the proper communication channels
are not set up. I call this the stakeholder barrier, because the development orga-
nization find it easier to go the first stakeholder they have access to, which is the
sales and marketing organization instead. To the right, in Fig. 2, the dynamic
between sales and marketing and users may still exist, but the development also
interact with users directly.

Sales &
Marketing DevelopmentUsers

Stakeholder barrier

(a) In a sales-driven business model sales and
marketing collect feature requests from users
that are delivered to development. Case D
is fully sales-driven, while case C and E is
mostly sales-driven.

Sales &
Marketing Development

Users

(b) In a product-led business
model Sales, Marketing, and De-
velopment are integrated and in-
teract with users. Case B is
fully product-led and A is mostly
product-led.

Fig. 2. The two types of organizations observed in the case companies. This illustration
show a simplification, in actuality companies will position themselves between these
two extremes.

The interviewees at the companies that have a stakeholder barrier did not
express any desire to have more access to users, nor did they acknowledge that
there was a need for it. The incentives of the development organization lied with
satisfying the requests that come from the users through the sales and marketing
organization, so they were content with the situation.

Improved Prioritization. All companies in the study used prioritization tech-
niques to make sure that they are working on the most important things. For
example, with the Impact, Confidence and Ease (ICE) scoring method. The
companies with a growth team (A and B) both used ICE internally to prioritize
experimentation in addition to ordinary software development. As such, there
was no difference in how the prioritization as such was done. The difference lies
instead with two things: 1) that some features could be aborted earlier when
evaluated in an experiment, and 2) that the prioritization could be backed by
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evidence from data analysis. As expressed by interviewee B1 on why they do
experimentation: “Prioritization. For prioritizing a new product, it will not have
all the features. When it exits beta we will have handled the users feedback such
that we know what features we should develop.”

Decreased Feature Bloat. All the sales-led companies (C, D, and E) con-
firmed that feature requests from users often result in new development added
to the product. Sometimes they are added without verifying that it’s something
other customers would want, for example because it is a paid request by a cus-
tomer. This can lead to features that perform poorly (because it’s not validated
in an A/B test) or that the general usability of the product suffers because it’s
too full with features. This is commonly referred to as feature bloat [9]. Inter-
viewees at Case C and D said that this was a problem, and at Case A they
mentioned how it used to be a problem before they switched business model:

A customer will tell them they want something, and they will try to build
it [to the B2B product]. We track their usage and their data, and they’re
not equivalent. I would say our features [on the B2C product] are used
by minimum 50–60% of anyone that comes into our platform, their usage
numbers are much much lower for that reason. They’re not really solving
user problems, they’re [. . . ] making sure they have a checkbox in a sales
process. (A2)

Product Measurability. The indirection caused by the sales-led business
model, as seen in Fig. 2, has an effect on how measurable the product is. The
companies with a sales-led business model expressed how they used proxy met-
rics because their actual business model was not measurable. For example, Case
E has a B2B2C model and the company gets revenue from direct sales to other
businesses. However, what they measure is the sales figures of the consumers
instead. This has only an indirect effect on their own revenue generation, i.e. by
improving the quality of their product Case E might more easily acquire new
customers. At Cases C and D they have not even been able to define a metric
that they can both measure and is relevant to business.

For the cases with a freemium license (A and B) there is an industry standard
for metrics to use who interviewees mentioned, it is called the pirate metrics [11]:
Acquisition, Activation, Retention, Referral, Revenue (AARRR). In addition,
usability metrics are also available, such as clicks or session time. Since the
product is free to use, freemium products are more likely to have more users and
so have more user data.

One concrete advantage that interviewees from both Case A and B men-
tioned is that the incentives between the companies and users are aligned, when
the product has a subscription based licence. Since the users pay for using the
product, the companies are incentivized to improve the product so that users
want to use the product more. At Case C they mentioned that they had tried to
change their standard licenses from bulk sales to a more dynamic licensing with
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single orders, such that the developers would be more incentivized to improve
usability of the product. They said that it had improved the situation somewhat.

6 Discussion

In this study, I have shown how product-led business models enable continuous
experimentation. Four drivers of continuous experimentation were derived by
analyzing the difference between companies with product-led business models to
companies with sales-led business models: 1) development and sales & marketing
integration, 2) improved prioritization, 3) decreased feature bloat, and 4) product
measurability. In all the drivers there was a clear division between the two types
of business models. Hence, there are strong indications that the business model
has an effect on what benefits will be derived from continuous experimentation.

The evidence that continuous experimentation enables product-led growth
is clear from other research. Fabijan et al. [5] list the benefits of continuous
experimentation, such as improved product portfolio management (similar to
the decreased feature bloat in this study). However, not all companies in this
case study could derive this benefit due to the fact that they did not perform
experiments to validate all features. Other benefits can be had regardless of
business model, such as improved product quality (e.g. in computation per-
formance). Regardless, experimentation by itself does not come with all of the
benefits. Rather, the right circumstances need to be in place for experimentation
to work.

The integration between Sales & Marketing, Development, and Users (see
Fig. 1) relates closely to what Fitzgerald and Stol [7] call the upcoming BizDev
role. That is, business and development integrated in a similar way to devel-
opment and operations in DevOps. The difference between BizDev and what is
observed in this study is that users are also included in the collaboration. How-
ever, the advocated BizDev role is already filled at the case companies by the
growth teams (see Sect. 5.1).

I have identified the following four threats to the validity of this study. 1)
The risk to reliability was mitigated by letting another researcher review the
study protocol and coding process. 2) In external validity the extent to which
the results of our case study are transferable beyond our specific cases needs
to be assessed by theoretical generalisation and comparing case characteristics.
3) In interview studies there is a risk to internal validity that the questions or
answers are misunderstood. We mitigated this risk sending summaries to the
interviewees. Finally, 4) the construct validity cannot be fully guaranteed. There
could be alternative explanatory models that also capture the variability in the
data.

In future work, I and colleagues plan to address the aforementioned threat to
construct validity, by analyzing more case companies and derive a more general
theory on drivers and barriers to continuous experimentation. This theory will
include more aspects of the collected material, besides whether companies are
sales-led or product-led. For example, the product complexity is not assessed in
this work. This study will act as a stepping stone towards that goal.
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In conclusion, the recommendation for practitioners is that the leverage
gained from continuous experimentation will depend on the business model.
Adopting a product-led business model alone does not guarantee that a product
meet user needs, and meeting user needs is necessary for acquiring users through
the product. Conducting experimentation without having a product-led business
model may lead to experimenters that, e.g., do not consider doing experiments
with business metrics or only do experiments on a small part of the software
product. As such, continuous experimentation is enabled by a business model
focused on product-led growth, and a product-led business model in turn enables
continuous experimentation. For researchers in continuous experimentation, the
differences in sales-led or product-led business model may provide a better alter-
native for analyzing companies in regards to their experimentation rather than
whether they are business-to-business companies or not.
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Abstract. In a context of higher volatility, uncertainty, complexity, and ambiguity
(VUCA), engineering education must promote active learning approaches, where
the responsibility of learning is focused on students, enhancing their competen-
cies and ability to be competitive in the market. But, such educational strategies
encompass many issues, questions and challenges, both for teachers and students.
This article presents and discusses the main changes that have been introduced
in a course that promotes entrepreneurship in the field of software engineering.
The changes were introduced to address two main aims: (1) to provide opportu-
nities for students to experiment new skills, that prepare them to better behave in
a VUCA context, and (2) to make the course more efficiently managed. External
elements and personal issues complement the intrinsic motivation related to the
course on entrepreneurship.

Keywords: VUCA · Active learning · Problem-based learning ·
Entrepreneurship · Software engineering

1 Introduction

Volatility, uncertainty, complexity, and ambiguity (VUCA) all describe the conditions
under which organizations operate in the world today. As there is no predictability for
every issue that may arise, it is necessary to react for any issue that may arise. TheVUCA
world calls for innovative processes that can be used to cope with in any given situation.
If treated right, the VUCA world can be an opportunity for teachers and students to
develop effective flexible strategies. VUCA is a way of assessing the changeability of
general situations and events that are completely unpredictable.

Higher education institutions are not well prepared for the VUCAworld due to rigid
structures and lack of agility to embrace change [1]. Indeed, universities face many
uncertainties, due to VUCA and the chaotic, vibrant, and rapidly changing educational
environment of our days [2]. These external factors demand from professors a constant
andquick reshaping of the courses they are responsible for, so that they aremore attractive
to their students. In this context, higher educational institutions are forced to reshape,
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respond to and adapt to a rapidly changing environment as a result of learning, adaption,
and development [3].

Entrepreneurship education is a good context for preparing the students for
the VUCA side of the world, where adaptability and flexibility are necessary [4].
Entrepreneurship education is among the fastest growing fields of education. The pro-
motion of entrepreneurship in engineering education is getting significant attention (e.g.,
[5, 6]). Nevertheless, training for entrepreneurship requires approaches that need to be
simultaneously efficient and effective [7]. This implies a permanent evolution of good
practices and a continuous reshaping of the courses, where those topics are considered.
Otherwise, pedagogical practices quickly become inadequate and obsolete.

This manuscript is focused on describing and discussing the evolution of a project-
based course (Project in Software Engineering - PSE) since its inception. We analyse
with which rationale the changes were introduced, namely to adapt the course to better
achieve its objectives or to better satisfy the expectations of the students. In particular,
our analysis of the evolution of the course is grounded in the VUCA principles. Thus,
the main goal of the research reported in this manuscript is to contribute to the analysis
of the evolution of project-based entrepreneurship/engineering courses that can support
those VUCA-oriented educational contexts.

This manuscript is structured as follows. Section 2 presents a brief state of the art
on similar projects. In Sect. 3, we present the research method. The main ingredients of
the PSE course are described in Sect. 4. Section 5 presents the major changes that were
introduced in the course to adapt it to different circumstances. Section 6 discusses the
impact, limitations, challenges and opportunities of such changes. Section 7 presents the
main conclusions and opportunities for further research.

2 State of the Art

In this section, both VUCA and entrepreneurship education in active learning contexts
are discussed within the body of the literature.

2.1 VUCA

VUCA is a catchphrase, introduced by the U.S. ArmyWar College to describe an uncer-
tain, complex, and ambiguous, multilateral world, which resulted from the end of the
Cold War. The world is currently undergoing a serious transformation and presents
many signs of what is described by the concept of VUCA [8]. The increasing rate of
changes in the modern world places new demands on people, processes, technologies,
etc. According to [9], organizations have been pushed to move from the SPOD world
(Steady, Predictable, Ordinary, Definite) to this new paradigm.

There are additional factors that have also increased the turbulence in the global
higher education world including: the rise of the digital economy, connectivity, trade
liberalization policies around the world, increased global competition and innovation
[10]. For example, the covid-19 is a new challenge that calls for rapid adaptation.

Volatility signifies here that the speed, volume, magnitude and dynamics of the
changes are all high. The problem is not sufficiently stable, which implies that different
conditions may apply in different moments.
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Uncertainty means that information that is important to solve the problem is not
totally available. Uncertainty is present in volatile environments that are complex and
that involve unanticipated interactions.

Complexity is a measure of the difficulty in solving a given problem. Complexity
in engineering can be measured by a number of dimensions, most notably technical
complexity. Essential complexity is inherent in the problem being solved, and cannot
be reduced or eliminated. Intuitively, it is a function of the number of features and the
number of relations among them that are needed to decompose the problem.

Ambiguity occurs in situations where there is doubt about the nature of cause-and-
effect relationships. It is also related to the fact that the information of the problem
is subject to various interpretations. This happens in ill-defined problems, where the
information is seldom contradictory, inconsistent or originates from different sources.

Volatility can be managed through agility, uncertainty mitigated gathering new data,
complexity asks for abstraction and restructuring, and ambiguity can be reduced through
experimentation [11].

If the challenges surrounding us are highly complex, often ill-defined and interdis-
ciplinary in nature, universities should prepare students to tackle these challenges by
providing them opportunities to hone skills such as the ability to evaluate new inputs
and perspectives, and strengthen autonomy.

Experienced workers, but particularly students, need to learn about and to be com-
petent in several skills to cope with the increasing competitiveness of the companies’
world. For example, in [12] the authors identify the dispositions and skills required for
the VUCA work environment as following: communications skills, self-management,
ability to learn independently and in trans-disciplinary ways, ethics and responsibil-
ity, cross-cultural competency, teamwork in real and virtual ways, social intelligence,
flexibility, thinking skills and digital skills.

In the context of higher education, volatility refers also to the ease and speed in
which teaching and learning best practices change. Additionally, many students are
looking for educational environments that are better aligned with their needs, so again
educational practices shouldbemodified.The typical one-size-fits-allmodel of education
often does not satisfy the expectations of the students. Teaching is very uncertain for the
teachers because they have never been sure aboutwhat their students understand,whether
the misunderstandings come from inadequate content or incomplete understanding of
difficult concepts.

There is still little experience on understanding how VUCA can be addressed in uni-
versities. Results of a quasi-experiment developed in [13] highlighted that project-based
learning, interdisciplinarity, close collaboration between faculty and external partners,
and active mentoring that were integrated in a course, contribute to give to students’
skills to be competitive in a VUCA context.
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2.2 Entrepreneurship Education in Engineering

Entrepreneurship and consequently innovation are crucial topics offered in many engi-
neering degrees. Universities have been introducing new teaching/learning methodolo-
gies such as active learning, which is an educational approach that focuses the respon-
sibility of learning on students. This approach is particularly suitable and relevant in a
VUCA context and to prepare people for such an environment.

Among several strategies, approaches and tools, project-based learning (PBL) is an
active learning educational approach relatively well known in higher education institu-
tions. Through PBL, students gain knowledge and skills by performing a set of tasks
within a concrete project typically based on a real or market situation.

In this context, PBL models have been used as a privileged instrument of the new
teaching paradigms. This type of learning consists of a methodology that emphasizes
teamwork and the resolution of interdisciplinary problems, the active role of students in
the learning process, along with the development of not only technical skills, but also of
soft skills [14]. The change from traditional approaches to PBL is not free of challenges
and issues that should be considered. Five aspects are highlighted in [15]: (1) critical
involvement and input of stakeholders external to the course design team; (2) need to
adapt PBL for institutional, discipline and cohort fit; (3) importance of preparing the
student cohort to cope with the inherent tensions of PBL; (4) managing their potential
demands for additional control; (5) clarification of opportunity and resource costs that
arise from implementing PBL.

In engineering, the preference for PBL has been growing, based on the argument
that the main competence and activity of the engineer is the development of systems,
generally complex [16], and that the focus on design, team action, and decision making
creates the most appropriate environment for learning these competences.

PBL approaches are, thus, important to help universities to move from more formal
traditional teaching and learning and to redefine their institutional mission to include
innovation, entrepreneurship, creativity and marketing.

The education and training of entrepreneurs should include the development of skills
and the ability to take risks, to develop high creativity, to build strong motivation to
get results, high personal achievement and should highlight a strong sense of commit-
ment. Indeed, the literature highlights the relevance of leadership skills, teamwork and
communication, and creativity [17].

Entrepreneurship is important in this context of VUCA that can be promoted using
active learning, namely PBL approaches. It is closely linked to the concept of change, i.e.
entrepreneurs are agents of change and entrepreneurship is the phenomenon associated
with the change process.

The promotion of entrepreneurship in engineering education, more specifically in
software engineering is getting significant attention. In particular, it is evident that
entrepreneurship requires active educational approaches, so that students learn new skills
and reflect on what they have learnt and how they can benefit from and apply those skills.
There are some examples.

The multidisciplinary, active, and collaborative approaches used in teaching require-
ments engineering is described in [18]. The use of game-inspired exercises to address
all the relevant topics of software engineering is presented in [19]. In [20], the



A Software Engineering Course that Promotes Entrepreneurship 163

authors discuss the insights on how providing students the opportunity to explore their
entrepreneurial skills has an impact on students towards entrepreneurship.

Indeed, the success or failure of software-based products is highly dependent on a
good alignment of technology, market needs and business model in very volatile, uncer-
tain, complex and ambiguous (new) markets and industries. Students must understand
that software development processes should meet the needs of all stakeholders (i.e.
clients, customers and users) and result in profitable products and services in the actual
very competitive globalized and digital-oriented world.

Additionally, learning-by-doing programs, which emphasize practical work in real
contexts, require a high degree of student involvement and also significant resources, and,
at the end, they can result in a range of different outcomes from case study analysis and
business case preparation to the development of startups [21]. Research on the VUCA
perspective in the context of entrepreneurship education is still in its infancy and the
scarce work on VUCA in engineering education (e.g., [22]) must be complemented with
contributions from the study of VUCA in companies (e.g., [23]).

3 Research Method

The research strategy used in this article was essentially qualitative and with descrip-
tive and exploratory nature. The information and data presented were obtained by the
researchers as teachers participating in the studied processes, essentially through direct
observation, interaction with the students and other interveners in the process (e.g.,
guests and mentors) and documentary analysis. The research was based on an eminently
ethnographic approach, which allows us to understand the behaviour of a group or of a
given system based on observable patterns.

The ethnographic approach is particularly appropriate to support the study and under-
standing of the phenomenon of entrepreneurshipwithin universities and, in particular, the
processes and strategies for entrepreneurship training. In a typical case study approach,
the action of the researcher is limited to observing and interpreting the phenomenon
under study, without influencing it. In this case, researchers assume a participating role
by actively intervening in the phenomenon.

The datawas collected since 2015 during five consecutive editions of the PSE course.
The researchers have been participating actively in the changes made and were able to
follow its implementation and routinization over the years. The personal perceptions
were complemented with important artefacts of the course, namely the several versions
of the course guide provided to all students every yearwhich is updated after each edition,
the final reports submitted by students, pitches presentations, feedback provided bymen-
tors and guests, the analysis of marks, peer evaluation, project management information
submitted through the project platform (Redmine), final interviews made with all teams
on opportunities and expectations for further developments of the project towards possi-
ble commercial products or startup creation. Such unstructured data collection approach
and subsequent inductive analysis creates conditions for the identification of relevant
categories and the development of new perspectives of the phenomenon, new findings
and explanations particularly when the context is not well known. The different sources
of data, which was collected in different academic years and especially the combined
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analysis of the two researchers allowed a relevant triangulation of the data collected and
analysis made.

4 Entrepreneurship Education in the Software Business

The “Project in Software Engineering” (PSE) course, offered since 2009/2010 to final-
year students of the Master Degree in Computer Engineering at University of Minho
(Portugal), is a project-based course to teach entrepreneurship in the field of software
engineering [5, 24]. This course intends to follow a worldwide trend, linked to the pro-
motion of initiatives, such as prizes and competitions, which promote an entrepreneurial
attitude among the population in general and university students in particular. Software
is particularly attractive to be exploited from an entrepreneurial point of view, due to its
intangible nature that facilitates the development of products or services oriented to the
market.

In this course, students combine a technical vision with a business perspective. This
combination is still unusual in the training of software engineers. The main aim of PSE
is to enable students to acquire a set of skills related to (1) the development (analysis,
design, implementation, testing andmanagement) of a software product as a team and (2)
the analysis of the business potential of that product. Students are organized in relatively
large teams (from 6 to 10 elements) to carry out the project during an academic semester.

Students are evaluated based on three main aspects: (1) the software product that
they develop, (2) the respective business model, and (3) the pitch of the product.

In this course, students acquire several skills, which in most cases are not properly
explored in their previous academic path, but that are clearly valued by themarket. These
skills include: leadership, team management, requirements management, interaction
with customers/users, product design, software testing, communication and presentation,
technical documentation, marketing, business, entrepreneurship [24].

PSE follows the philosophy advocated in [25], which argues that any topic can be
achieved more effectively if students were confronted with the whole issue of this topic,
instead of isolated parts. Perkins also describes the benefit that results for students when
they learn skills and concepts in the context of creating a real-world artefact, using tools
and best practices from the professional world. At the same time, students learn the
academic subjects required for this level of software engineering.

The analysis made is based on the last five editions, in which 68 teams and 559
students developed a significant range of software products. In the last two editions, ten
teams have worked on projects proposed by companies (e.g., Accenture, Bosch, Freelet-
ics, OutSystems), but mostly develop their own product ideas (58 projects). During the
period under analysis, the annual teaching staff ranged between four and six teachers
and around 80 guests were invited to give feedback to them about the projects. The final
presentation has been made outside the university in different places (companies and
incubators).

5 The Need of Change, Adaptation and Evolution

A course with these characteristics needs itself to be continuously adapted and changed,
according to the surrounding conditions. In the actual world qualified as VUCA, the
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modern professor needs to rapidly adapt his/her courses according to the reality and the
expectations of the society, particularly organizations and students. We analyse the main
factors that have induced changes that we, as professors, have introduced in the last five
years in the PSE course, basically with two main aims in mind:

• PSS (promoting the students’ skills): to make it more appealing to the students, by
providing them opportunities to experiment important skills.

• ECM (easing the course management): to facilitate how the course is managed.

The eight main factors that have induced change in the PSE, as verified through-
out its editions, are presented in Table 1. Each one is more associated with a specific
set of VUCA dimensions. For example, factor #4, related to the contact with external
elements, creates opportunities for students to acquire skills that are useful to deal with
volatility, uncertainty and ambiguity. Factor #1 (number of students per team) is related
to complexity, as complex projects can only be addressed by a relatively large number
of students. The skills are divided in the following major classes: Create (CR), Interact
(IN), Plan (PL) Work in a Team (WT), Design and Develop (DD), Communicate (CO),
Validate (VA) [5]. These seven classes of skills are to be seen as indicative, as a way to
better group the skills, as some overlaps exist among them. For example, when designing
and developing (DD) complex software, some form of team work (WT) and planning
must be considered.

5.1 Number of Students per Team

Every year, the number of students that attend PSE varies. Since the course is oriented
towards team-based projects, the task of the professors is to act as mentors/coaches
of the teams, in order to guarantee that the projects progress as smoothly as possible.
This variable number of students implies that either the number of teams also varies
accordingly, or we have to change the number of students per team, if we want to fix a
given number of teams. In both cases, the associated challenges are appreciable.

A high number of elements per team implies a bigger effort in management and
typically, when a given threshold is reached, it reduces the capacity of the team to deliver
good results. At some point, more elements mean more conflicts and less productivity
per element, as indicated by the Law of Diminishing Marginal Returns. According to
our experience, the ideal number is between 6 and 9 students.

There are also some challenges for the professors whenever the number of students
in each team is high. One of them is the risk that some team members have a reduced
(or even null) contribution to the project. Another issue is that all projects are different,
so, based again on our experience, it is problematic for a professor to support more than
three projects. In this case, if more students are enrolled in the course and the number
of professors remains relatively stable, there should be some compromise between the
number of teams and the number of students per team. In some cases, this is a difficult
equation to solve and there are obviously no definite general answers.

The changes in the number of elements by team is themajor one from the perspective
of the teachers. The other two are the relevance of own projects and the visits of guests
and specialists from the industry.
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Table 1. Major factors that have induced changes in the PSE course (in the last five years).

Factor Description Skills Aim VUCA

1. Number of students per
team

Variation in the number of
members of each team (in
general, between 6 and 9)

WT ECM - - C -

2. Project management and
leadership

The use of a centralised
project management tool is
mandatory and each team has
a leader

WT PL ECM, PSS - - C A

3. Different types of projects Students can develop their
own projects or projects
proposed by partner
companies of the course

CR DD PSS - - - -

4. Contact with external
elements

Interaction between students
and external elements to
receive feedback and
suggestions about the business
potential of the product idea

IN PSS V U - A

5. Going out of the building Searching for mentorship,
getting feedback from the
market

IN PSS V U - A

6. Accountability of students
in the evaluation process

Empowering students in the
evaluation process through the
implementation of a peer
review mechanism

WT ECM, PSS - U - A

7. Creation of a business plan Developing a proper business
plan

CR VA PSS - - C A

8. Communication with the
public

Developing persuasive
pitches/presentations

CO VA PSS - - C A

5.2 Project Management and Leadership

In a team-basedwork, free-riding strategies are common, independently of the dimension
of the team. Thus, in order to mitigate this problem, the use of a project management tool
is mandatory. With this mechanism, the contribution of each student for the project can
be controlled. The use of software applications for project management is mandatory,
and for uniformity purposes all teams must use the Redmine platform, which is made
available by the teaching team.

Online platforms used within PBL courses are powerful tools to improve the attitude
of students with respect to continuous work and individual participation in the activities
of the team. This is of paramount importance whenever the number of students and the
number teams are high.

Leadership is also important in this context because, as other relational skills, it is
very important in the VUCA environment as stated in [13]. In this course, the leader
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must manage the team in a calm but determined way. Furthermore, a balanced team well
managed, with people with the proper skills, is a factor that has a very high impact on the
success of the projects. Both aspects are highlighted at the beginning of the course and
ad-hoc seminars on these issues are promoted but it is a process deliberately non-guided
by the teaching team, as the grouping of the students in teams. Students must be very
pro-active and autonomous in such decisions. Advantages and disadvantages, and also
opportunities for improvements, may be explored in further developments to be made
in the course.

The composition of the teams is discussed with the professors. It is suggested to
choose students with different backgrounds, for the team to include members with dif-
ferent skills. It is also a good approach to not include people on the same team who have
conflicts with each other or whose personalities foster some sort of antagonism. In the
last edition of the course (2019/20), two students quit their teams as they were not able
to cooperate. This was a very extreme situation, which unfortunately implied that those
students failed to conclude with success the course. It clearly shows that the composition
of the teams is an issue that deserves great attention.

5.3 Different Types of Projects

There has been an increasing number of products developed by the teams and remarkable
progress in technical complexity and in the level of sophistication of the solutions, as
presented in [5]. The quality of the value propositions underlying the products developed
has also improved considerably.

Nevertheless, with big classes (with 100+ students), the expectations of the students
are diverse. Thus, since the 2018/19 edition of the course, students are allowed to choose
betweenprojects proposedby themselves or bypartner companies.Theprojects proposed
by companies are monitored on a weekly basis by their proponents, which provides
alignment between what is expected and what is achieved.

These two types of projects allow students to better match the course to their expec-
tations. Many similar skills are required for both types of projects (like, technical devel-
opment, presentations, team management), but each one also promotes different skills.
The projects proposed by the students are more likely to promote creativity and innova-
tion, while the ones proposed by the companies are more oriented towards the correct
understanding of the needs of the stakeholders. Students projects require students to
put attention in the business model, while company projects are more focused on user
experience. Most students prefer to develop their own projects, which represented more
than two thirds of the projects in the last editions.

Most teams are quite consistent in developing the project from the beginning, because
making considerable changes requires a considerable additional effort. However, some
teams hesitate a little in the first weeks about the direction the project can take. Around a
quarter of the teams make some changes to their products. The number of radical pivots
is very small (at most one per edition, typically), because students have to balance the
realism of a business context with the need to approve the course.
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5.4 Contact with External Elements

In many universities, the students within their academic activities have very limited or
no interaction with people from industry. In engineering, this contact is fundamental, so
that students can experience during their academic path the challenges associated with
having a more business-oriented approach.

We followed a strategy that promotes the participation of external experts, either from
other departments of the university or from companies. The contribution of these ele-
ments was reinforced since 2014, by increasing the number of companies that regularly
collaborate with the course.

As of the 2014/15 edition, the teams began to be visited, for eight weeks, by several
specialists in the software business area (entrepreneurs, engineers, product managers,
business angels), who discussed the respective value proposals. On average, 16 guests
and business specialists visit the teams in every edition of the course.

The feedback and suggestions provided by these external elements are quite useful
in general and expose students to the scrutiny of business experts and specialists, which
is a new experience for them. However, sometimes students follow immediately all the
suggestions that are provided by the experts, without carefully analyzing the impacts of
those suggestions in the project and without the necessary critical spirit and self confi-
dence in the potential of the project whatever others’ opinions. This is not a reasonable
approach, since often those suggestions, even if relevant, imply significant or even dras-
tic changes, which may put in risk the success of the project. Every year, there are one or
two teams that are not able to deal with the different comments and suggestions made by
the visitors and change the business idea repeatedly. These teams begin the development
of the software product very late and typically cannot reach a very sophisticated product
at the end of the semester.

5.5 Go Out of the Building

The students that develop their own product ideas have to align their products with the
market. As already indicated in Sect. 5.4, the contact with experts allows the products
to be improved in that dimension. This is promoted essentially by suggesting each team
to search a mentor for the project. Again, students must be autonomous in this task but
the teaching team can act also as facilitators of contacts or, eventually, as a mentor if
their area of expertise and knowledge of the market fits well the project; but that is not
expected neither desirable. The mentor can be a potential first client, a business partner,
an investor, someone with a good knowledge of the market or the domain. This contact
is important to validate the value proposition, to help in developing the proof of concept,
and to test the minimum viable product that should be designed and evaluated with
feedback from the market throughout the semester. The role of the mentor is to give
some advice and feedback and not to coach the project.

In the last edition of the course (2019/20), a team developed an app to suggest outfits
based on clothes from different clothing retailers. During the semester, they were able to
establish agreements with four well-known retailers, allowing their app to interact with
their catalogues (i.e., their databases). This was a successful example of what students
are able to achieve by attracting external players to their projects.
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In the 2019/20 edition, almost all teams were able to contact and get the support of a
mentor of the project, who helped to get data about the market, to give feedback during
the development process, and to validate the value proposition.

5.6 Accountability of Students in the Evaluation Process

Whenever there aremany students in a teamworking together, it is always a challenge for
the professors to decide how to differentiate the members of each team, according to the
individual contributions. In many cases, the easiest solution is to evaluate the collective
performance of the team and assign that evaluation to all its members. However, this
may be quite unfair in many cases, as students contributed very differently to the final
outcome. Thus, we suggest students within the same team to be allowed to decide how
to differentiate their individual marks, if they find it appropriate. In fact, providing this
power to the students is adequate, since they are the ones best entitled to make a fair
evaluation of the performance of each team member.

Transferring this responsibility for the students makes sense, since they should be
able to collectively arrive at a consensual decision. In the various editions of the course,
for almost 100 teams, only once a team was not able to arrive to a unanimous decision.
This evaluation process is accomplished through the implementation of a peer evaluation
mechanism [26].

Students provide regular feedback to the teachers regarding the peer assessment. At
the end, they indicate for each student the delta that should be summed to the collective
mark in order to obtain his/her individual mark. This indication should result from a
consensual decision. The total of the deltas should sum up to zero. The indication of the
deltas should be given before the collective mark is announced, otherwise students are
invited to artificially assign the deltas to maximize the total of the marks.

The peer assessment normally functions as a good indication of the team spirit. A
team that is well organized and that promotes the collaboration of its members tends
to give a “0” as the delta for all. Teams where there are frictions or problems usually
have difficulties to collectively define the deltas. In 2017/18, a team was not able to
agree on the peer deltas. At the end, the teachers decided to use “0” as the delta for its
members. A final advantage of the peer assessment is to detect students with very low
contribution to the project. In the 2019/20, a team suggests one of its members to have
-4 as his delta. This high value (in the scale 0–20) prompted the teachers to analyze
more carefully the situation. After some meetings with the students, it was concluded
that student interrupted the participation in the project in the middle of the semester. We
eventually decided that he failed to conclude successfully the course.

Table 2 shows that 63% of the teams proposed to change the final marks of some
students. On average, the absolute values of the negative deltas tend to be higher than the
positive deltas, which imply that a higher number of students are positively affected in
theirmarks by the peer assessment than the ones that are negatively affected. Considering
the maximum and minimum changes on average the delta is almost 3 points, ranging
between 2 and 4 points. Thus, this instrument is important and it was more used in some
editions (i.e., 2018/19) and less in other ones (e.g., 2017/18).
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Table 2. Indicators related to the peer assessment process.

Academic year Max (average) Min (average) Teams with changes/total (%)

2015/16 +1,55 −1,67 5/8 (63%)

2016/17 +1,28 −2,19 4/9 (44%)

2017/18 +2,54 −1,45 4/12 (33%)

2018/19 +0,92 −1,36 17/20 (85%)

2019/20 +1,01 −1,71 13/19 (68%)

Total +1,20 −1,59 43/68 (63%)

5.7 Focus on Business and Communication

Developing a complex project in a team entails producing a significant volume of doc-
umentation in different moments. In the initial editions of PSE, students were asked to
produce many deliverables, like requirements documents, user’s manuals, installation
guides, and business plans.

It is now clear that requesting such amount of documentation is counterproductive,
because it deviates the students from the primary aims of the course. Currently, the
focus is on developing a proper product/system and its business plan, since it forces
engineering students to be able to combine their “natural” technical perspective with a
business-oriented one. Students are, thus, asked to justify how their technical product is
aligned with the business plan they proposed.

Reduction in the number of deliverables allows students to put more effort on com-
munication issues. In fact, the quantity of deliverables was reduced considerably in
2017/18. Initially, students had to submit various elements and technical documents that
were replaced by a small report (max. 20 pages). This change intends to put the focus
on product development and the design of the business model. Anyway, it should be
highlighted that each team is supposed to develop, within its project, other artefacts (like
requirements documents, business plan), but that their contents is not fully evaluated
(only the related parts that are included in the report).

Pitching is a crucial element of the project, highlighting the idea that communicating
efficiently is a crucial skill for a modern engineer. Thus, students are requested to put
great care on it. Three pitches are formally performed throughout the semester. The first
pitch takes place at an early stage of the project (after three weeks). The second pitch
occurs when the project is near the end (two weeks before the end). The final pitch takes
place when the project is finished and aims to present the product and its business model
to a panel composed of specialists external to the university.

6 Discussion

This section discusses the pedagogical issues related to the ingredients of the PSE course
and how its design/application reflect the concerns with the context of VUCA.
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The effort to regularly change the PSE course follows the principle that professors
must understand their audience (way of reasoning, culture, dreams, and typical reac-
tions). PSE evolved in order to enhance students’ motivation. This is a relevant challenge
for educators, because a conquered students audience participates in a more enthusiastic
way. Universities must prepare people to deal with the future, where unskilled people,
obsolete knowledge and ineffective tools have no room.

6.1 External Elements

Interaction between students and external elements raises the chances that the projects
have potential to develop products with a better fit to the market. In general, this inter-
action is positive, because students can improve their products. Additionally, this inter-
action allows students to test their communication skills, since they need to align their
messages to the different persons with whom they speak.

An additional feature of PSE is the focus on pitching. The final pitch usually takes
place outside the university (e.g., in a company) and the session is open to the general
public. The presence of the media (e.g., journalist of local newspapers in the final pitches
session) has already happened in some editions and puts more pressure on students to
have the greatest impact with their pitches, not only for professors but also for external
elements.

The contact with external elements means the absence of the typical academic guide-
lines, which are substituted by VUCA. Students must learn to deal with such experience
and to learn from it. It is not an easy task and some of our students do not like it. But
students adapt themselves very quickly. During the years of the financial crisis the avail-
ability to continue with the project after the course was higher than now. VUCA and
entrepreneurial skills appear to be linked.

6.2 Personal Issues and Motivations

Preferably, product ideas should be proposed by students, who will thus be more moti-
vated to develop them. The choice of the idea is a difficult moment for almost all teams,
for two major reasons. Firstly, in general, students are not used to conceive a software
product from scratch. They have experience in technologically developing a piece of
software for a specific client. Developing products for a potential set of users entails a
set of different challenges, namely the market fit and the comparison with the competi-
tors. Secondly, the choice of the product idea is easily understood as a critical moment
of the project. Students rapidly realize that a bad initial choice has tremendous impact
in the rest of the activities. So, they want to make a safe decision.

A good product idea (i.e., with business potential) allows the team to work with a
realism similar to that experienced in a business context. It is also amotivating factor, as it
allows exploring viable development alternatives and promotes the personal satisfaction
of the team members. Contrarily, a weak product idea causes frustration and does not
allow the technological development to advance, as it is not stimulating to develop
something that has no commercial interest. In some editions, some teams have changed
their ideas, after five or six weeks, exactly because they feel frustration (or little interest)
in developing a project in which they did not see any potential.
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Students learn to deal withVUCAwhenever they decide about the type of project and
inherent trade-offs, particularly, in terms of technological and business characteristics.
A project with little technological risk and a classic business model implies that the
team has to explore other aspects much more deeply, like for example an excellent
user experience, a solid market validation, or a detailed financial analysis. In contrast, a
project with a high technological risk or involving a disruptive business model requires
a greater focus in these aspects, which justifies a lower investment in others.

During project development, the effort between planning and building needs to be
well balanced. Starting to develop too early, but based on a poorly supported product idea,
is not recommended.However, thinking toomuch and for too long about the idea and then
not having time to develop a professional product does not work either. Knowing how to
manage this balance sheet is fundamental. In this sense, using an iterative/incremental
approach, with regular interaction with users, usually proves to be the and adequate
decision.

It is recommended for the students to frame their effort according to the ‘LeanStartup’
development cycle. The goal is to run short development cycles, adopting a combination
of experimenting with the product’s value assumptions, using minimal versions of the
product for that purpose. Thus, many validation cycles are performed until a valid value
proposal is reached. Again, contacting potential customers/users of the product should
be carried out to accomplish this validation.

Finally, it must be mentioned that one established software company originated
directly from the projects developedwithin PSE:Nutrium (nutrium.io/en). Other startups
could also be considered here, but in those cases what was transposed was only the team
(not the products). This is a positive side-effect of the course and shows that students do
appreciate the possibility to develop commercially their own ideas.

7 Conclusions

This manuscript presents and discusses the main changes that have been introduced
to the PSE course, whose aim is to promote entrepreneurship in the field of software
engineering. The changeswere introduced to address twomain aims: (1) to allow students
to experiment with new skills, so that they get better prepared to behave in a VUCA
context, and (2) to ease the management of the course. The discussion is focused on
the main factors that have induced change in the course: number of students per team,
project management and leadership, types of projects, contact with external elements,
go out of the building, accountability of students in the evaluation process, and focus on
business and communication.

Some of the ideas, guidelines and lessons learned can be used or adapted in similar
courses that try to promote engineering and entrepreneurship in a VUCA context.

Entrepreneurship education can help students to cope with the characteristics of a
VUCA world. The development of market-driven software products in the context of a
course may fit particularly well such purpose. Firstly, software engineering education
tends to be focused on the technological issues, but this is always not enough.

Indeed, students must understand that when in companies they must build products
that are valuable for users. A common mistake is to develop products that were not
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sufficiently validated by the market. This sensitiveness is important in the competitive
markets that face a globalized competition. This validation needs to be repeated regularly,
to address VUCA characteristics.

Furthermore, companies exist to make money. Product and services are sustainable
if they are profitable. Profitability is a function of the characteristics of the product in
terms of price, quality and functionality, but also of the revenue models and these should
be consistent with the firm’s business model. Software-based products must be designed
in accordance with the firm’s characteristics and stakeholders’ strategies.

The methodology followed in the engineering course presented here instigates stu-
dents to develop their creativity, agility (fast reaction to changes), communication skills,
and capacity to work in teams, which are important competencies for the VUCA world.
The participation of business experts that have knowledge in the market domain is also
crucial for the correct development of software products and connects students with the
reality of the companies.
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Abstract. International Conference on Software Business (ICSOB), one
of the first software-intensive business specific conference series, was
founded in 2010 and during the last decade, it has each year hosted
tens of studies addressing various aspects of doing business with software
products and services. As the conference has remained rather similar, it
acts as a showcase on recent development trends in software-intensive
business research. This short study uses all documents (n = 249) pub-
lished in ICSOB conferences from 2010 to 2019 as a material for a trend
analysis of the field. The metadata of all documents were gathered from
Scopus and co-word bibliometric analysis was used to illustrate temporal
clusters of research. In addition, the paper illustrate most active institu-
tions and authors in the field.

Keywords: Software-intensive business · Bibliometrics · Literature
study

1 Introduction

A devoted conference on software-intensive business (SiB), the International
Conference on Software Business (ICSOB), was launched in 2010 as a home for
cross-sectional research of software engineering, information system sciences, and
economics [7]. Since its launch, it has became the world’s leading venue for SiB
research, gathering yearly researchers to discuss their recent results in the field.
Meanwhile, the software products and services have become among the world’s
most valuable assets—seven out of the ten of the most valuable companies in
the world are software houses1. Thus, understanding the trending topics in the
software business Therefore, ICSOB serves as a good avenue for understanding
the recent development of SiB research.

1 Most Valuable Companies in the World – 2020. https://fxssi.com/top-10-most-
valuable-companies-in-the-world. Accessed January 8, 2021.
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Related Work and Objective. Compared to literature reviews—which aim to
summarise the content on reviewed literature [9]—bibliographical studies anal-
yse the literature and its connections itself. Bibliographical studies have been
frequently been present in the fields of software engineering and business. For
example, in software engineering there is a series of bibliometric studies pub-
lished [c.f. 6,8] to understand highly performing individuals and institutions in
the field. In addition, Fernandes [3] and Garousi & Fernandes [4] have stud-
ied how publication trends have changed in software engineering; furthermore,
Garousi & Fernandes [5, Section 2] reviews related bibliometric studies in the
field. In software business, e.g., Seppänen et al. [10] and Suominen et al. [11]
have used bibliometrics to study the research literature on software ecosystems.

Recently, Jansen [7] presented an analysis of trends in software-intensive busi-
ness (SiB) field. He identified from the most cited articles four major areas that
are visible in SiB: Software product management ; Software ecosystems; Contin-
uous X, Agile and Technical Debt ; and Software Startups. Based on his analysis,
Jansen presented software-intensive business hype-cycle, inspired by the Gart-
ner’s technology hype-cycle.

Whereas Jansen’s [7] analysis has its merits, it uses a more qualitative app-
roach and only look studies published between 2010 and 2016. To have a view,
not limited by a priori definitions of research themes, this study looks at themes
of SiB research based on co-word analysis. Co-word analysis allows for an objec-
tive view of the thematics and linkages of a field of science [1]. Looking at the
nature of words to conceptualise scientific concepts [14] previous work has looked
at software research using co-word analysis [2]. However, this work, significantly
dated, did not look at software business in detail Thus, for drawing more holistic
picture of the recent trends in SiB research also qualitative bibliometric analysis
is needed. This short paper aims to answer that call.

Materials and Methods. The set of scientific publications to be used in our
review was downloaded from the Scopus database in September of 2020. The
search used was constructed to focus strictly on articles published as a result of
the ICSOB conferences series. This was implemented by searching for the ISSN
codes of the conference proceedings series and the individual volume numbers
of each conference proceedings2. With this technique, all items published and
presented in ICSOB (including keynote addresses and prefaces by the editors) are
included into the review. The search returned 249 documents, out of which 228
are conference papers and the rest are prefaces as well as workshop summaries.

We downloaded the metadata for all of the publications and analyse the
descriptive statistics, such as yearly count, countries and affiliations of authors,
of the sample. Then the data was used to run a co-word analysis using VOSviewer
software [13]. In co-word is a bibliometric technique used to identify the thematic
areas contained in a set of input documents. This enables creating a link between

2 Search term for this review is ‘‘ISSN (1865-1348) AND (VOLUME (370) OR

VOLUME(336) OR VOLUME(304) OR VOLUME(240) OR VOLUME(210) OR VOLUME(182)

OR VOLUME(150) OR VOLUME(114) OR VOLUME(80) OR VOLUME(51))’’.
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Fig. 1. The number of yearly published documents in
ICSOB (September, 2020).

Table 1. Top countries

Country #

Finland 75

Germany 47

Sweden 44

Netherlands 35

Italy 14

Canada 8

Norway 7

Brazil 6

Denmark 6

United States 6

individual documents in the sample based on their shared words, ultimately
leading to a network where links between the documents are weight values based
on shared words. Using metadata, we can also visualise the thematic evolution
of the sample. The approach allows understanding of the current state, but also
the evolution of a field of science. In VOSviewer, the co-word weights are based
on shared keywords between the documents. Based on the network created,
VOSviewer also applies a clustering algorithm to highlight thematic clusters of
publications.

2 Results and Discussion

Descriptive statistics. The ICSOB conference has had on average 25 papers (s =
7.50, N = 10). Having a lower attendance between 2016 to 2018, the conference
has attracted a good number of papers broadly focusing on software business.
The number of published papers is seen in Fig. 1.

The conference publications are European, mainly from Finland, Germany,
Sweden and the Netherlands. Table 1 gives all countries with more than five
publications in the conference series. Focusing on the institutions, we see a sim-
ilar focus to a few organisations, Finland having somewhat broader number of
organisations, as seen in Table 2.

ICSOB conference has attracted a broad number of authors, contributing to
the conference series ones or multiple times. In total, the publications had 159
authors, with a skewed distribution on the number of contributions made during
the conference history. However, 99 authors have contributed more than once.
Authors with more than five publications are shown in Table 3.

Co-word Analysis. The results of the co-word analysis is given in two graphs,
Fig. 2 and Fig. 3. Figure 2 shows the individual clusters of research published in
the conference, while Fig. 3 shows the same graph with a time overlay given in
colour. Overall, the conference papers had 1,578 separate keywords being used.
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Table 2. Affiliations of publications.

Institution Country #

Utrecht University The Netherlands 31

University of Jyvaskylä Finland 28

Chalmers University of Technology Sweden 21

Aalto University Finland 19

Malmö Högskola Sweden 13

LUT University Finland 11

Blekinge Tekniska Högskola Sweden 11

Free University of Bozen-Bolzano Italy 10

University of Turku Finland 9

Tampere University of Technology Finland 9

SAP AG Germany 8

Lunds Universitet Sweden 7

Technische Universität Darmstadt Germany 6

University of Oulu Finland 6

Universität Stuttgart Germany 6

Table 3. Top authors.

Author #

Jansen, S 25

Bosch, J 20

Brinkkemper, S 12

Olsson, H.H 12

Wnuk, K 10

Luoma, E 9

Abrahamsson, P 8

Hyrynsalmi, S 8

Rönkkö, M 8

Mazhelis, O 7

Wang, X 7

Smolander, K 6

Tyrväinen, P 6

To focus on the main keywords, the analysis was run using the 1,000 most used
keywords.

The most used keywords, with no surprise, is ‘software engineering’ (N =
57), with ‘ecosystems’ (N = 48) and ‘software ecosystems’ (N = 40) second
and fourth. Among the most used keywords, we can identify some more detailed
issues, such as data processing (N = 43), which is actually the third most common
keyword. In the top twenty keywords, we can identify a broad range of issues like
open source software (N = 18), business models (N = 19) and software products
(N = 18).

Focusing on the clusters created in Fig. 2 we can clearly identify a cluster
on ecosystems. In addition, we can see two cluster, yellow and blue, focusing
on software industry and companies. The yellow cluster seems to focus more on
Software Product Management, while the blue on revenue and business models.
The central cluster is Software Engineering, and we also see a few isolate clusters,
one data processing and one on commerce. These isolate cluster, while relatively
large, seem to be very focused. Overall, the co-word analysis resulted in 30
clusters, and our analysis only focuses on the largest clusters.

In looking to understand the evolution of the research published through the
conference, in Fig. 3, we can identify that the topic on Software industry level
analysis has sustained. However, the graph finds new areas of research such as
ecosystem coopetition and governance as well as addressing technical challenges
and debt as new areas of research.
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Comparing the Results Against Prior Work. In the most completed related work,
(author?) [7] identified in his analysis four main areas of work in Software-
intensive Business among the most cited articles. These areas—Software product
management; Software ecosystems; Continuous X, Agile and Technical Debt; and
Software Startups—are also visible in our analysis.

Naturally, there are certain differences due to the different approaches used.
While for example, software ecosystems is a large and a vibrant topic area in our
analysis, the temporal aspect shows clearly recent developments in the research
area. For instance, while both analyses has a cluster for software product man-
agement, in our analysis—focusing on all related documents of ICSOB confer-
ence series instead of the most cited articles—it remains a rather small as well
as a historical topic area. This might indicate that software product manage-
ment research area has been shrivelling up, at least in the context of the ICSOB
conference series.

Furthermore, it is worthwhile to note that software startups research does
not make a clearly appearance in our analysis. While there are notable software
startup research papers published in the studied conference series, the overall
number of the studies seem to have remained small. However, this might be seen
as a signal of a maturing new research area inside SiB.

3 Key Findings and Conclusions

We summarise our key findings in the following three points:

(i) The keyword-based co-word bibliometric analysis reveals that SiB field
is hosting a wide variety of different research streams ranging from more
technically focused research (e.g., technical debt, software architecture) to
business and management topics (e.g., coopetition, ecosystems, value cre-
ation). Thus, the conference series seems to be able to redeem to set goals
to work as a plaza for researchers with different backgrounds and research
methods. However, the emerging domains are scattered and semantically far
from each others. Whether this will be a threat or a promise remains to be
seen later. Too diverse conference might expel researchers whereas a diverse
forum could also work as an avenue for scholars to innovate new openings.
(ii) The temporal analysis hints that SiB research has been moving from
single software company (e.g., productization, requirement engineering and
product management topics) focused research through software ecosystems
focus towards new rising avenues such as technical debt and coopetition
areas. While naturally the older topics remain larger clusters in the analysis,
the emergence of new topics hint that the field is able to renew and reinvent
itself.
(iii) The author and institution analysis reveal some centralisation to a small
group of authors and institutions. While the all studied 249 documents had
been authored by 159 authors, as many as 62,2 % of the researchers have
authored more than two documents in the studied set. Furthermore, Tables 3
and 2 shows the concentration of the publications among a small set of
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Fig. 2. Historical clusters of the ICSOB 2010–2019 themes.
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Fig. 3. Historical clusters of the ICSOB 2010–2019 themes with temporal overlay.
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institutions and scholars. In order to attract more people to contribute, a
shared research agenda could work as a highway for newcomers.

Finally, considering the scattered figure of SiB research—at least based on
the ICSOB forum—the field could benefit from a formation of a shared research
agenda. For example, the software startup research seems to have benefited from
the publication of a shared research agenda back to 2016 [cf 12].

Further work could dive deeper to understand the evolution of the field. For
example, a more qualitative analysis could take a look on temporal development
of the used research methods and approaches in the field. In addition, the anal-
ysis could be strengthened by including also some of the workshop series such as
International Workshop of Software-intensive Business (IWSiB), International
Workshop of Software Product Management (IWSPM) and International Work-
shop of Software Ecosystems (IWSECO).
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Abstract. Blockchain is a foundational technology where the idea of a
distributed database and trust is established through mass collaboration
and smart contracts. It is being claimed to be the next major socio-
technical advancement after the invention of the Internet. In this paper
we present a framework that supports experts in designing self-sustaining
ecosystems leveraging distributed ledger technology. The critical build-
ing blocks of the framework are value exchange mapping, determining
an evolutionary distributed ledger technology architecture, governance
modelling, and token engineering. The goal of the framework is to estab-
lish a Minimum Viable Ecosystem that is self-sustaining in itself while
having a positive-sum game as the basis to attain organic network effects.
The framework has been evaluated through three case studies of promi-
nent distributed ledger technology projects. The results of the case study
were positive and evident of the need for such frameworks to help experts
to think strategically, critically and precisely.

Keywords: Distributed Ledger Technology · Blockchain · Token
engineering · Self-sustaining ecosystems · Socio-technical system

1 Introduction

Problem Statement: Distributed Ledger Technology (DLT) projects have
been easy to bootstrap although when it comes to next steps, for going beyond
a proof of concept and scaling up while attaining the network effects, numer-
ous projects have failed or substantially devalued. At times, the reason behind
the failure is lack of in-depth understanding of intricacies of blockchain systems
coupled with unavailability of right tools to help the projects navigate through
the complexities to engineer a technically as well as commercially sound product
or service. Nonetheless, many blockchain startups and communities lack a well-
defined revenue model which makes it difficult to raise external funding. More-
over, there are also instances, where projects decide to completely discard tok-
enization as it increases complexity in the system, but it backfires as the project
loses an important component which can actually facilitate self-sustenance [3].
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Self-sustaining ecosystems can be defined as being able to operate itself with
negligible interference from the outside world. The value is created, distributed,
maintained, exchanged and stored within the ecosystem and follows the princi-
ples of anti-fragile systems proposed by Taleb and Douady [8]. Moreover, it aims
to establish a Schelling Point which is to have an equilibrium in the network
with zero communication or coordination. It is a concept of game theory which
people tend to use as default solution in the absence of communication because
it seems natural, special, or relevant to them.

Aims and Objectives: The problems discussed in the previous section demand
to design a framework which can break down the complexity of DLT systems
while enabling stakeholders to create self-sustainable ecosystems.

Moreover, it opens up a wide range of possibilities for creating ‘fair’ market-
places where digital assets could be traded, exchanged, gifted or even curated
without any mandate from any central entity. Therefore, we evaluate the pro-
posed framework by conducting case-studies with multiple DLT projects. Addi-
tionally, to the best of the authors’ knowledge, this is the first attempt towards an
artefact that is focused on critical elements of blockchain project which assists
in carrying out strategic thinking while establishing a precise project roadmap
with the aim to attain self-sustenance in the form of a Minimum Viable Ecosys-
tem(MVE).

Related Work: The most relevant work carried out before in order to propose
a framework to facilitate blockchain ecosystems was ‘Token Ecosystem Creation’
by Dhaliwal et al. [2]. However, it is precisely focused on token engineering while
this study focuses on all critical aspects of any blockchain or a DLT system.
Secondly, the research by Pelt et al. [7] and Tan [9], provides a blockchain gover-
nance and token economics framework, respectively. These important elements
while proposing a holistic framework for strategically navigating through any
DLT projects.

Research Process: The research design process followed Design Science
Research by Hevner and Chatterjee [6]. Further, for the literature study, the
study employed Multivocal literature study by Garousi et al. [5] and to evaluate
the proposed framework we followed the guidelines by Yin [11] for conducting
multiple case studies.

2 Framework

The conceptual model of DLTs resulting from Multivocal Literature Study,
served as an input to further curate the framework. The framework consist of
three phases, namely, Discover, Design and Deploy. Wherever possible, the steps
include suggested tools in the form of state-of-the-art conceptual sub-frameworks
or other artefacts which were brought together from academic as well as
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Fig. 1. The design science research framework applied to this study, adapted from [6]

non-academic communities. They were included in the process model to ensure
the framework delivers efficacy for DLT projects. The framework is defined in a
manner where governance and token engineering are an integral part of project
strategizing. Moreover, the framework is aligned to our research method of DSR
by Hevner and Chatterjee [6], where framework offers a cyclic process for rele-
vance, design, evaluation and rigour as depicted in Fig. 1.

There are two primary requirements for the framework to be operationally
feasible and operate at an optimum level, it is assumed that Self-sovereign iden-
tity (SSI) is integral part of the project and legal regulations are being considered
at each step of the framework.

It has been observed over the period of time that there is a common practice
by experts for approaching DLT projects as starting up a traditional business
or startup. But there is more to these projects when approached from the per-
spective of starting up a new ‘country’. The country requires a set of rules (gov-
ernance) and monetary policies (token economics) to facilitate/attract/retain
citizens (network effects) and drive their user behaviour. This approach helps
in making the governance, token engineering and network effects as Key Perfor-
mance Indicators (KPIs) for any Blockchain or DLT project.

The framework (Fig. 2) starts with the ‘Discover’ phase which determines
the particular characteristics of the ecosystem and the purpose behind the
ecosystem followed by stakeholder mapping and value exchange map-
ping. The discover phase aims to prepare blockchain leaders with a series of
questions while laying out the context, criteria for success, the scope of solution
space, and constraints that need to be satisfied. Secondly, determining DLT
architecture for the project is equally critical as there are key elements to con-
sider such as required level of on-chain transparency, platform access rights,
data governance, issuing of digital assets and tokenization. These are a few
of the most important considerations required at the beginning of any DLT
project. Further, to determine DLT architecture we suggest Decision Support
System(DSS) Farshidi et al. [4]. The DSS1 results in a potential list of possible

1 https://dss-mcdm.com.

https://dss-mcdm.com
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options for DLT architecture as per the initial assumption of the project. The
DSS is a useful tool to perform quick initial feasibility check although recom-
mendations are generic and not specific to particular use-case.

The next phase ‘Design’ is an emerging concept that consists of building an
ecosystem surrounding the market or the business models via use of blockchain
or DLTs. It is a complex task, similar to designing and launching a completely
new economic system supported by technical infrastructure. It consists of making
high-level design choices including governance structures, the token modelling
and its parameters. These parameters are needed to be optimized for stakehold-
ers’ incentives and the long term sustainability of the associated ecosystem in
order to avoid value leakage. The governance must be focused on (i) Rules
(ii) The collective scope (iii) The decision-making process, and the (iv) Lack
of formal control systems. The blockchain governance model curated by van
Pelt [10], offers high-level view on the formation and context within the intri-
cacies of blockchain governance. It is divided into five dimensions consisting of
roles, incentives, membership, communication and decision making. The next
step is the token engineering. Token design requires an understanding of the
incentives for each participant in the ecosystem, the associated business model,
market structure, and network structure. The final model leads to a protocol
design that allows the network to sustain itself while prioritizing system secu-
rity through engineering of optimal incentive and governance mechanisms. The
core elements of token economics are divided into three segments, Market Design,
Mechanism Design and Token Design. Market design is the design of the envi-
ronment which mainly consists of off-chain parameters. Mechanism design is
the design of the system from off-chain as well as on-chain for optimizing gover-
nance, token economy and thereafter, overall ecosystem. Token design is the
design specific to the token that will be used in the ecosystem ecosystem Tan [9].
Further, the step of ‘classifying tokens’ is essential for the token economics
and engineering of the tokens. The tokens could be fungible or non-fungible
based upon the nature of project. The most critical parameter at the end of
Design phase is about ‘Analyzing Security Threats’, the research conducted
by Debus [1] offers required insights into securing the ecosystem.

The last phase is ‘Deploy’. The ‘Testing’ needs to be an integral part of
any ecosystem design process to build an optimal feedback loop that helps gov-
ern and monitor the system. This deploy phase consists of iteratively testing
until all parameters have been optimized with respect to their constraints. The
deployment process involves using a combination of mathematical, computer
science and engineering principles to fully understand the interactions in our
network and its failure points. It is important to note that optimization and
testing are present throughout the entire lifecycle in an iterative process, that
is, in practice, governance and token models should be continuously optimized
for parameters, variable ranges at all stages. There are various methods to test
and optimize the network, for instance, regression learning could be used to
validate the input selection stage for identifing the variables and parameters of
the objective function. Similarly, Monte Carlo simulations and Markov chains
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that allow quantifying outputs of token gravity to calculate the velocity of the
token and its value. Additionally, agent-based modelling and evolutionary algo-
rithms allow for the model to capture possible future interaction of different use
cases and users come on the network. The feedback loop created in this process
should relay information to deep learning models comprising neural networks,
this can assist in optimizing the network and maximize the objective function
of the network. The end goal of the proposed framework (Fig. 2) is to achieve
Minimum Viable Ecosystem that is self-sustaining in itself.

The process from Discover to Design is suggested to be a single way approach
as projects are expected to have concrete assumptions and reasoning before
starting the Design phase because it is likely to get lost in the hall of mirrors.
Although, the Design and Deploy phase are cyclic to keep room for continuous
testing and optimization of ecosystem.

3 Case Studies

The case-study partners were selected on the basis of satisfying these criteria: (i)
the blockchain project is relevant to the characteristics of SSE (ii) the blockchain
project involves a requirement for token engineering. The Table 1 summarizes
the case study partner, their field of work, nature of their project along with
identifiers. The identifiers were further used in Table 2 to link the case study
partner with their prominent comments. Please note that some amendments
were made to the framework after these evaluations. These amendments are left
out for reasons of brevity.

Table 1. An overview of the conducted evaluation multiple case-studies

Case study Field of work Type of project Identifier

Eclesia Startup Digital Collectables IE-1

Lisk Casino Community driven Online Casino (Gambling) IE-2

SecureSECO Academic Project Self-Sustaining Software Ecosystem IE-3

Table 2. The most prominent comments from the case participants about their expe-
riences with the framework along the five quality dimensions.

Evaluation Characteristics Rating Prominent Comments

Operational Feasibility IE-1: 5/5 IE-1: “The framework could be used
by every other DLT project and is
relevant to the LeanStack Startup
Innovation Framework”

IE-2: 5/5 IE-2: “It makes you think of all other
feasibility aspects”

IE-3: 5/5 IE-3: “Would be willing to come back
to this framework for future DLT
projects”

(contniued)
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Table 2. (contniued)

Evaluation Characteristics Rating Prominent Comments

Ease of Use IE-1: 4/5 IE-1: “Well structured framework
which assists in clear thinking about
concrete critical steps”

IE-2: 5/5 IE-2: “DLT ecosystems are complex
and this framework helps in breaking
down those complexities”

IE-3: 2/5 IE-3: “Framework is helpful, but DLTs
are complex and therefore it gets
overwhelming to consider all aspects”

Usefulness IE-1: 5/5 IE-1: “It helps in thinking about DLT
elements that are essential for scaling
up”

IE-2: 4/5 IE-2: “It is a tangible artifacts for
blockchain projects”

IE-3: 5/5 IE-3: “It helps rethinking how
blockchain projects operate”

Completeness IE-1: 4/5 IE-1: “The discover and design phases
are accurate and complete although
deploy can still be improved”

IE-2: 5/5 IE-2: “The framework is complete and
covers all major aspects”

IE-3: 5/5 IE-3: “The framework is complete”

Effectiveness IE-1: 4/5 IE-1: “The framework is relevant to
the needs of DLT projects but it can
be improved”

IE-2: 4/5 IE-2: “The aspects discussed in the
case study are effective and helps in
thinking beyond the proof of concept”

IE-3: 5/5 IE-3: “It helps in asking the right
questions that are crucial for the
success of a project”

Fig. 2. Revised framework for designing self-sustaining ecosystems
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4 Discussion

There was a researched assumption that the DLT community lacks a structured
approach while working on a DLT project. Moreover, the aspects such as gover-
nance and token economics are rarely considered at the early stage of any DLT
project due to their complexity, although these elements determine key design
decisions in order to build a Minimum Viable Ecosystem. At the beginning of
this research, token engineering was the sole topic to focus on but while progress-
ing and getting a better perception of the range of the topics and gaps in the
community, it was decided to further scope our research and propose a holistic
framework which is complete in itself while aiming for self-sustenance.

Strengths of Framework: The goal of the framework was to assist DLT
projects to efficiently strategize and implement their solutions which includes
governance and token engineering as integral part of the process. The case-
studies made it evident that the framework is a required tool and important
for projects to scale-up. The step for ‘value exchange mapping ’ was the most
discussed element of all the case-studies. The overall results of the case-study
received high confidence on the framework in terms of operational feasibility,
completeness, effectiveness and usefulness. The framework provides scope for
experimentation and exploration throughout the process while aiming for Mini-
mum Viable Ecosystem. Moreover, it fills in the gap for the projects that have
already achieved a Proof of Concept for, and are struggling to further scale it
up. Here, the framework could be leveraged to attain network effects and scope
for new business models. The element such as value exchange mapping which
was the most discussed element of the case-study, could benefit from a defined
framework which can make value mapping efficient.

Limitations of Framework: During the case-studies, the framework was
sometimes perceived as a bit complex but that was also because of the nature of
DLT projects. The case-study reference material included all sub-category frame-
works regarding governance, token economics, classification of digital assets etc.
which can guide the projects but it did add complexity to the main framework.
Moreover, the case-studies were conducted with only three partners and results
were promising. Although, it is insufficient to derive a thorough conclusion from
just three case-studies. To reach a concrete conclusion there needs to be more
case-studies. Also, it is expected that the framework will evolve along with the
results from case-studies as well as with progress in the DLT space. Furthermore,
there could be efforts in making the framework more easy to perceive. On the
other hand, the evaluation of the deploy phase was limited as none of the projects
were at that stage and also, it requires state-of-the-art agent simulations to get
precise results but that in itself is a research and development challenge. Lastly,
the framework works as a guiding principle which extensively helps in answering
‘why’, ‘who’, ‘what’, ‘when’ for the project but has limitations while answering
‘how’.
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Impacts of Framework: One of the most evident impacts of the framework,
during the course of case-studies was that each partner experienced some new ter-
ritories within the DLTs which were critical for their projects. It enabled rethink-
ing and reconsideration of elements crucial for engineering of DLT projects.
Moreover, the framework was received as a complete artefact covering all the
required DLT elements for the project. The effectiveness of the framework for
each of the project was impeccable as it enabled them to think about every
dimension in a DLT project. Each of the partners stated that they would use
the framework for their existing work and would be willing to come back to it, in
any other future DLT endeavours. Lastly, the framework is critical for the DLT
projects which are struggling to move beyond a proof of concept or a minimum
viable product.

5 Conclusion

Hence, the framework was curated while studying the intricacies of DLTs and
identifying the key elements of DLTs which dictate the design decisions to achieve
self-sustenance. These key elements were further structured into three phases of
Discover, Design and Deploy. The Design and Deploy are the iterative phases.
Furthermore, the framework was rigorously evaluated with ongoing DLT projects
as a part of multiple case studies. The results affirmed the need for such artefacts
which can help in strategizing the engineering decisions of next-generation socio-
technical ecosystems while making them commercially viable.

Future Work: The case studies were limited to three in this study, although
more case studies would provide concrete insights along with upgrading the
framework itself. The framework was perceived as bit complex and overwhelm-
ing so future could be in attempt to make it simpler and concise. Other inter-
esting future work would be modelling of token economics through agent based
simulations which would allow designers to bypass any theoretical limitations
and model the agents as per the assumptions directly while taking into account
every possible constraint.

Acknowledgement. This research is inspired from the work of Dhaliwal et al. [2]
and Tan [9].
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Abstract. Teaching entrepreneurship and startups is a challenging task.
Approaches using real or simulated entrepreneurship as a teaching method are
also common in startup education. However, as educators and researchers, we
typically only observe the outcomes of the startup journey between weekly lec-
tures and other meetings, whereas the actions taken by the student teams can
seldom be observed. This makes the process a black box. All valuable learnings,
realizations, and big ideas happen in the students’ minds, and little evidence exists
to say what happened during the course. As a result, we are entirely missing out on
the most critical elements of the learning process. To remedy this issue, we pro-
pose a new tool for startup education: The Startup Scratch Book. Based on extant
literature and our experiences in the area, we have devised this novel approach
to learning diaries in startup education. We discuss the specifics of this proposed
approach in this paper.

Keywords: Startup · Software startup · Entrepreneurship education · Learning
diary ·Methodology

1 Introduction

Software startups are an important economic force globally today. Startups are often
associated with innovativeness and with success stories where a garage-based team
grows its business into a global corporation. These types of stories have resulted in both
research and industry interest towards startups. Researchers and companies alike have
sought to understand what a ‘startup’ really is and what makes them different from other
business organizations. Startups have been studied from various points of view, with
one point of focus being how startups operate, resulting in approaches such as the Lean
Startup Method [16] and Internal Startups [8].

In a similar fashion, this interest towards startups has also made its way into
entrepreneurship education. Startup-specific courses can now be found in various dis-
ciplines. This also includes IT ones, given how technology-focused startups tend to
be.

It seems to be common in startup education to utilize approaches that focus on
learning by doing [2, 3]. This is hardly unheard of in entrepreneurship education in
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general, as many such course take approaches that focus on teaching students “for”
entrepreneurship, preparing them to do so in practice, or “through” entrepreneurship
in a simulated or real manner [17]. These types of teaching approaches often result in
courses that are not organized in the typical lectures (and exercises) into an exammanner.
New types of assignments and grading criteria are needed to evaluate work happening
in a real or simulated startup during the course [2, 3].

Research on startups thus far has sought to understand how startups work. This is
also of interest from the point of view of education and educators. In courses focusing
on learning “through” entrepreneurship, the educators are typically only able to observe
the outcomes of the startup journey. Between lectures and other types of meetings, such
as mentoring ones, the student teams typically work independently. This results in a
situation where the work itself carried out by these teams becomes a black box where
only the outcomes of the work can be observed.

In this paper, we propose a data collection tool for startup education, the Startup
Scratch Book (SSB). The SSB is a novel approach that draws from the established
learning diary approach used in education. We discuss what the tool is and how it could
be used in startup education, as well as what potential benefits it could yield.

2 Theoretical Background

In this section, we discuss existing research relevant to this topic. In the first subsection,
we discuss entrepreneurship education and startup education. In the second subsection
we discuss the use learning diaries in education. In the third subsection, we discuss the
Business Model Canvas, as it was used as a part of the research model.

2.1 Entrepreneurship Education and Startup Education

Startup education is often carried out in a manner that makes it a subset of entrepreneur-
ship education, with the focus on the entrepreneurial point of view on startups. Though
some entrepreneurship courses also discuss startups, courses focusing specifically on
startup entrepreneurship are common. These courses are common in IT disciplines as
well [2, 3], given how many startups focus on software or hardware. Even if a startup
does not sell software, software is typically at the center of its business and plays a key
role in delivering value (e.g. Uber delivers value through an app).

Sirelkhatim and Gangi [17], based on a literature review in the area, categorize
entrepreneurship education into three categories: teaching 1) “about” entrepreneurship,
2) “for” entrepreneurship, and 3) “through” entrepreneurship. The first one refers to
conventional teacher-centric educationwhere the focus is on theory. The second and third
refer tomore practice-focused education, where teaching “for” entrepreneurship is about
preparing students for entrepreneurship and teaching “through” entrepreneurship either
real or simulated entrepreneurship during the course. This typology arguably applies
to startup education as well. As Chanin et al. [2, 3] remark, startup education rather
commonly utilizes teaching “through” (startup) entrepreneurship approaches. As are
often associated with characteristics such as inexperienced team and lack of resources,
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they are arguably easier to found or simulate in an educational setting with students
– and, in fact, many startups are founded by students.

Past studies, such as that of Rasmussen and Sørheim [14], have linked action-based
entrepreneurship education (i.e. learning by doing, which can be likened to teaching
“through” entrepreneurship) with an increased number of new businesses founded by
course participants. If the aim is to foster entrepreneurship among students, such teaching
approaches may be preferable to traditional lecture-based ones.

2.2 Learning Diaries in Education

Learning diaries are widely used tools in education. In a course utilizing learning diaries,
the students write down their learning experiences into this diary, e.g. one entry per
lecture. Rather than simply writing down what was discussed in a lecture, students
are encouraged to reflect on the learning experience, thinking about it critically and
evaluating the implications of what they have learned. Indeed, learning diaries focus
on developing the reflection and critical thinking skills of the students [13]. Learning
diaries have been found in past studies to increase themetacognitive skills and attitude of
students, their time management skills [4], as well as their engagement and motivation,
and to help them better understand their learning processes [12].

For educators, learning diaries function as a way of grading students, as well as a
way of tracking what the students are learning. In larger courses, they can be resource-
intensive to evaluate, however, given the amount of textual content in each diary [6].
Typical assessment criteria for learning diaries include: (1) length, (2) presentation and
legibility, (3) number or regularity of entries, (4) clarity and quality of observation,
(5) evidence of speculation, (6) evidence of willingness to revise ideas, (7) honesty
and self-assessment, (8) thoroughness of reflection and self-awareness, (9) depth and
detail of reflective accounts, (10) evidence of creative thinking, (11) evidence of critical
thinking, (12) a deep approach to the subject matter, (13) representation of cognitive
skills, (14) relationship of the entries in the journal to any relevant coursework, theories
etc., (15) match of the content and outcomes of journal work to course objectives,
learning outcomes for the journal or purposes that the journal is intended to fulfill, and
(16) questions that arise from the reflective processes and on which to reflect further
[10].

2.3 Business Model Canvas

The Business Model Canvas (BMC) [11] was used as one framework in the Startup
Scratch Book as discussed in the following section. The BMC takes on the form of one
sheet of paper (hence canvas). This sheet is then split into boxes (See Fig. 1 in the next
section), each of which contains one element of a business model. The user of the canvas
fills it out to get a better picture of their current or hypothetical future business idea.
The BMC has become particularly popular among startups where filling out a lengthy
business plan, especially early on, can quickly become fruitless work when the approach
changes following a so-called pivot.
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3 Model for the Startup Scratch Book

The Startup Scratch Book (SSB) is summarized into a model describing its key elements
in Fig. 1 below. The SSB combines elements of traditional learning diaries and scrap
books. While they contain reflection in the form of text written specifically for the SSB,
the SSBs also focus on recording the learning process through various other types of
data. These data can be anything from sketches to notes to survey data.

The model for the SSB (Fig. 1) consists of two layers. On the first layer are four
building blocks (relevance, depth, reflection, and presentation), while on the second
layer is the content of the scratch book, where the Business Model Canvas is used
as a framework. Each building block contains sub-elements which also function as
assessment criteria. These are discussed in detail in the following subsections.

Fig. 1. Model for the Startup Scratch Book.

Aside from its educational goals, the purpose of an SSB is to record as much of the
work done in a startup as possible. An SSB contains all thematerial of a startup from user
surveys and the data collected via said surveys to pitch decks and sketches. It provides
a large and varied set of data to anyone interested in studying startups, especially in
educational settings.
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3.1 Relevance

Relevance is the foundation of the scratch book. It is judged based on five criteria. First,
the length of the SSB is defined in course requirements (e.g. 100 pages). Secondly, the
use of relevant coursework refers to the use of academic literature, frameworks etc. that
have been discussed during the lectures or in the course requirements. Thirdly, the SSB
should meet any other objectives defined for it.

The fourth criterion, honesty & self-assessment, can be difficult to evaluate objec-
tively. As Maloney et al. [9] discuss in relation to learning diaries, both physical and
psychological factors can result in dishonest reflection. To tackle these challenges, it
is important to discuss the SSB and its role thoroughly with the students. Honesty is
evaluated primarily through the regularity of the entries and how the reflection is carried
out. To this end, the fifth and final attribute of relevance, regularity of entries, is evaluated
based on how the SSB proceeds chronologically.

3.2 Depth

Depth refers to how in-depth the text goes and how accurate the descriptions are. Moon
[10] discuss the depth and detail of the reflection as one evaluation criterion for learning
diaries, and it is used as such here. In evaluating depth in SSBs, the presence of critical
thinking and any related speculation, and the depth of thought and reflection are focused
on. Finally, discussing skills known beforehand or learned during the course and how
they were used in the startup process is one factor in evaluating depth, although not
mandatory.

3.3 Reflection

Reflection is also a separate building block of its own. Moon [10] argue that reflection
is of high quality when it is analytical or integrative and links factors and perspectives.
Revising ideas refers to the process being visible in the text, and that ideas and their
implementations are revised as the startup progresses. Thoroughness, here, refers to
the reflection being visible in the text and it being many-sided and comprehensive.
Questioning is about showing in the text that the ideas and sources are questioned in
some way when considered worth questioning.

3.4 Presentation

Presentation includes criteria related to the visual aspects of thework aswell as its layout.
Legibility includes citing any sourcematerials correctly and the text being honest. Clarity
and quality are typical assessment criteria in learning diaries [10] and they are used here
as well; the content should be understandable and of good quality. Creativity refers to
displaying creativity in the ideas depicted in the SSB and their implementation, as well
as the layout of the SSB itself. Visuality refers to the visual presentation of the SSB,
such as pictures, tables, and any other visual elements and how they are represented.
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3.5 Content

The content required in the SSBs should be defined in the course requirements. Aside
from other SSB content, it includes the content of the business model canvas. All of the
building blocks of the BMC should be covered in an SSB. In addition to the traditional
building blocks of BMC, the SSB should also include the team perspective, the potential
inclusion of which we have discussed in another paper (see [7]).

4 How to Use the Startup Scratch Book?

The Startup Scratch Book (SSB) is a tool for entrepreneurship courses, and specifically
startup entrepreneurship ones, that utilize a learning “through” entrepreneurship app-
roach (as described by Sirelkhatim and Gangi [17]). I.e., for courses that teach through
real or simulated entrepreneurship. It is a novel approach to utilizing learning diaries in
startup education. Aside from functioning as a learning diary, it is a way of recording
the startup journey during such courses. Indeed, rather than focusing exclusively on
content manually written for the learning diary, the SSB also includes different types of
documents created during the startup journey (e.g. notes, sketches …).

To this end, aside from being intended to provide the benefits of learning diaries
to the students, the SSB is a data collection method for gathering rich data while also
serving as a way of tracking the work done by the student teams in the course. Any
weekly or other course deliverables are included into the SSB, such as a filled BMC, or
data from customer surveys. For students, this serves as a way of showing the work they
have done during the course. For teachers (and researchers), this also provides a closer
look into the startup journey in the form of a rich set of data that can be adjusted based
on research needs.

In evaluating the SSBs, the model we discussed in the previous section is to be used
(summary in Fig. 1) There are five building blocks to be evaluated and each of these is
discussed in detail in the previous section. In our course, we have defined the minimum
length for the SSBs to be 100 pages. This can be adjusted based on what kind of data one
wishes to include into the SSBs. In our example use case, we left it up to the students to
include whatever they wanted to past the required content.

Due to the proposed length of the SSBs (100+pages, teameffort), we encourage those
using the SSBs to monitor the progress of the teams. If regular updates are made, this is
ultimately not a daunting amount of data, given that the SSB does not consist exclusively
of traditional learning diary content in the form of written reflection. Nonetheless, it is
arguably a daunting task to produce an SSB a week or a day before the deadline, and as
such the teams should be working on it regularly – as is the case with any learning diary.

5 Discussion and Conclusions

Based on extant literature from various areas of research, such as lean startupmethodolo-
gies [16], the BusinessModel Canvas [11], startup [2, 3] and entrepreneurship education
[17], and learning diaries (e.g. [10]), we propose a novel approach to learning diaries in
startup education: the Software Startup Scratchbook. We have discussed the theoretical



The Startup Scratch Book – Opening the Black Box of Startup Education 199

foundation of this tool in detail in Sect. 3, and how it could be used in practice in Sect. 4.
The SSB is a tool that could help capture the overall learning process of creating a new
business, including the challenges associated with it. It also serves as a tool for reflecting
on the process and what has been learned during it.

Indeed, aside from being a data collection method, the SSB is still an educational
tool. Our motto for SSB is that “If it is not recorded in the book, it does not exist.”
We hypothesize that the students become mindful of their cognitive processes, actions,
and material they read and discover, the customers they talk to, and everything that
happens in their startup process over the several weeks of the course. Thus, the effects
of the SSB should be better when compared to traditional learning diary outcomes.
I.e., as traditional learning diaries have been argued to do [4, 12], using the SSB could
help students develop their metacognitive skills and attitude, time management skills,
and/or their engagement and motivation, and/or help the better understand their learning
process. However, this is pending empirical validation.

Aside from educational goals, the SSB functions as a data collection method that
produces a large amount of rich data. Given the breadth of data provided by the SSB,
it can serve as a primary or supporting data source for various types of studies. On the
other hand, one key challenge in using learning diaries is trust [5, 9]. A lack of trust can
stem from physical and psychological limitations [9]. E.g. a student might be afraid of
receiving a lower grade due to being critical about the course.

However, in this paper, we have only presented a proposal for this tool, and described
how it could be used in practice. We have, thus far, utilized it in practice ourselves
in a Lean Startup course as the University of Jyväskylä. We have developed the tool
iteratively, listening to student feedback and using existing literature to improve it. Yet,
it is still pending formal, scientific empirical validation in terms of its learning outcomes
and how it functions in practice. While we plan to do so ourselves in the future, those
interested in the SSB as a potential data collection approach are encouraged to do so
as well. To this end, future studies on the SSB should seek to either improve the SSB
model further, or to look at how SSBs could be utilized as primary or supporting data
in startup research. So far, we submitted the SSB to the 6th Teaching Innovation &
Entrepreneurship Excellence competition, and it can now be found in the book [15]
featuring all the finalists.

Finally, though SSB could certainly be used outside the educational context as well,
producing one can be time-consuming. For a course deliverable that decides a major por-
tion of the grade of a project-based course, resource-intensiveness is to be expected. On
the other hand, convincing startup practitioners to produce SSBs for research purposes
is likely to be a challenging task.
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Abstract. Organizations have established relationships to create software ecosys-
tems (SECO). Suppliers face challenges when provisioning andmaintaining prod-
ucts and technologies in a competitive market, while software-consuming organi-
zations face challenges when performing IT architecture activities, i.e., to choose,
adopt and maintain software products and technologies in such a dynamic mar-
ketplace. However, the lack of structured knowledge hinders SECO management
and monitoring in this scenario. In this paper, SECOGov approach is presented
to support IT architects in activities to assist a software-consuming organization
to: monitor the market; map relationships with suppliers, software products, and
technologies; manage software licenses; and visualize strategic information on IT
architecture evolution to adjust production. A tool was developed and a study with
16 IT architects in a large organization of the oil & gas sector was conducted to
evaluate its feasibility, as well as utility and ease of use. It was observed that SEC-
OGov is feasible to support IT architecture activities, more specifically regarding
monitoring technology adoption.

Keywords: Software ecosystems · Software asset management · Governance ·
IT architecture · Tool

1 Introduction

IT organizations establish relationships through the acquisition of products and con-
sulting contracts, for example, creating software ecosystems (SECO) [15]. Software-
consuming organizations must choose, adopt and maintain products and technologies
that serve as tools to support employees’ tasks and deliver products and services to
achieve business goals. These elements, known as software assets [19], are affected by
changes on suppliers’ market strategy, or mergers and acquisitions. A better understand-
ing of ecosystems to support decisions has been investigated [12]. However, the lack of
structured knowledge hinders SECO management and monitoring [16]. Designing and
maintaining IT architecture increase the organization’s formal self-knowledge so that
information is available to ensure business goals [3]. In this scenario, IT managers and
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architects apply spreadsheet analysis and distributed documents, as well as market infor-
mation based on technology research institutes (e.g., Gartner and Forrester), to maintain
the organization’s IT architecture [2]. However, they mostly use external information
to support IT architecture activities, disregarding information inherent to organization’s
software assets, without a specific tool support [13].

There is a lack of research to support these activities from a strategy that combines
market information (inter-organizational) with those obtained from a structured organi-
zational software asset base (intra-organizational), as reported by Alves et al. [1] and
recently verified in our observational study on real cases [19]. Strategies refer to gov-
ernance frameworks [6], e.g., ITIL [18], ISO 27002 [9] and COBIT [11, 17], or focus
on Software Asset Management (SAM) by ISO/IEC 19770 [10, 14], towards decisions
that take advantage of the ability to be agile and efficient when compared to competitors
[4]. Based on such issues, in this paper, SECOGov approach is presented to help IT
architects in activities that enable a software-consuming organization to: monitor the
market; map relationships with suppliers, software products, and technologies; manage
software licenses; and visualize strategic information on IT architecture evolution to
adjust production. The contribution is to provide a tool for SECO governance based
on software asset management mechanisms that support IT architecture activities. The
strategy addresses intra-organizational and inter-organizational views together to assist
IT architects in achieving the organization’s business goals.

As related work, Baars and Jansen [3] propose a framework for analysis of SECO
governance to improve performance and health so that the organization can gain strategic
advantage over competitors. However, it does not consider the relevance of the presented
factors and lacks validation by experts and case studies. On the other hand, research
institutes produce monitoring reports of technology evolution in the market from sur-
veys with experts, e.g., Gartner Hype Cycles and Forrester Tech Horizon Charts [8].
ThoughtWorks Technology Radar is another report for monitoring technology maturity
that, in one view, groups techniques, tools, platforms and languages. Despite the fact
that business leaders want to use technology to innovate, several IT departments still
rely on traditional methods to track and introduce emerging technologies. In the case
of SAM processes [10], there is a partial aid to SECO governance. ISO/IEC 19770
does not support IT architecture activities, such as choosing, adopting, and maintaining
technologies. This gap motivated an approach to address SECO governance and SAM
mechanisms together, as proposed in this work.

2 SECOGov Approach

From the gap identified in our previous work [19], we developed SECOGov based on
related work on SAM and SECO governance. Its mechanisms were organized into two
views: (1) intra-organizational view, which establishes a governance process for the
software assets incorporated into the organization’s IT architecture, inspired byNiemann
[16], Gartner [7], and ISO 19770 [10]; and (2) inter-organizational view, which allows
monitoring the evolution of markets, suppliers, technologies and products, inspired by
Forrester [6] and ISO 19770 [10]. In SECOGov, seven mechanisms are proposed and
integrated to support IT architecture activities in the SECO context.



SECOGov 203

The intra-organizational view consists of the first four mechanisms, while the intra-
organizational view consists of the last three: (1)Manage Software Taxonomy focuses
on defining a taxonomy to structure and maintaining the most appropriate categories to
catalog their software assets according to relationships in the ecosystem; (2) Manage
Software Architecture focuses on defining which software assets are standardized for
each category so that it is possible to quickly find what tool is standard for a given
technology; (3) Manage Standard Software Configuration focuses on defining which
software assets are part of a set of package that meets a specific profile or role within
the organization; (4) Manage Software Licenses focuses on managing available/used
licenses; (5) Monitor SECO focuses on managing information on SECO in which an
organization plays from reports of research institutes, consultancies or management
teams; (6)Analyze TechnologyMaturity focuses on carrying out analyses and inferences
from SECO to set up, achieve business objectives and prepare for changes; and (7)
Select Product or Technology focuses on allowing a quick check SECO information and
verifying which technology should be revised. Table 1 presents a comparison between
related work and SECOGov based on the mechanisms for supporting both intra- and
inter-organizational views.

Table 1. Related work against SECOGov mechanisms. = implements | = partially
implements | = do not implement
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SECOGov requires a repository with storage, search and retrieval, documentation,
publication and classification modules focused on exploring and maintaining software
assets data and information on the ecosystem. As such, a tool support was implemented
in Brechó Library1, called Brechó-SECOGov. Brechó is a web system to support a
reuse management process. A user playing as an IT architect role accesses Brechó as
administrator. To support his/her activities, some entities were identified and modeled:
(1) Category groups components (e.g., Database Management System); (2) Component
refers to a software asset (e.g., Microsoft Office); (3) Distribution refers to a set of
related assets (e.g., Microsoft Office for iOS); (4) Release refers to a set of versions
(e.g., Microsoft Office 2013 for Windows); (5) Package groups artifacts to users (e.g.,
Microsoft Office 2013 installation files to iOS); (6) Service enables web services (e.g.,

1 http://reuse.cos.ufrj.br/brecho/user/localeAction.do?language=en.

http://reuse.cos.ufrj.br/brecho/user/localeAction.do?language=en
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online service for a collection of images for Microsoft Office 2013 for Windows); (7)
License allows the definition of rights and duties on packages and services (e.g., floating
license); (8) Analysis enables the registration of SECO reports on categories or compo-
nents (e.g., document “Analysis of Office Suites Evolution”); (9) Configuration groups
assets to support users (e.g., “Configuration for Project Manager” including Microsoft
Project); and (10) SECOGov Component refers to a dynamic form that has SECO
relevant information on the software asset.

As an example, let the need of an IT architect be the registration and query of
information on different ecosystems. Thus, the IT architect needs to look at the list of
software assets. Brechó-SECOGov registers assets by entering information on a specific
product or technology in the ecosystem. At “My Components” icon, it is possible to
filter and sort assets according to their different characteristics, by clicking on a column’s
headers on the generated table (Fig. 1). An asset can be added or edited in two stages.
In the first stage, name, description, categories and settings are provided, being the last
two fields requested for the mechanisms Managing Software Taxonomy and Managing
Standard Software Configuration. In the second stage, the SECOGov form requests
specific data, such as supplier, nature (acquired, developed, evaluation etc.), maturity
date, assets produced, and URI. It is also necessary to establish whether the asset is
a standard for the category to which it is associated, checking the standard column at
Brechó-SECOGov, referring toManage Software Architecture.

Fig. 1. Brechó-SECOGov main control panel.

For each software asset, three graphs of SECO analysis are available: (a) use and
disuse distribution, i.e., availability of licenses for each version (Managing Software
Licenses); (b) asset trace with respective category and associated assets; and (c) pro-
ductivity comparing to other software assets that produce a particular asset, filtered by
time. In turn, it is possible to check SECO information from the organization from two
graphs: (a) degree of technological dependency in relation to suppliers; and (b) distribu-
tion of licenses purchased by the organization for the assets categories. To monitor the
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participation of an organization in different ecosystems, a SECO Analysis Module was
created. When editing an analysis (Monitor SECO), SECO information is requested,
such as the title of the analysis, origin/source, author, description, justification, impact
on the business, benefit rate, market penetration, maturity, suppliers, time for adoption,
recommendation for adoption, and comparing products. To trace the evolution of an
analysis over time, it is possible to assign it to categories and/or assets. The analysis list
may be ordered with focus on the most important parameters: benefits rate, maturity,
time for adoption (years), and recommendation for adoption.

3 Evaluation

SECOGov approach and tool were evaluated in a feasibility study. Technology Accep-
tance Model (TAM) [5] supported the tool’s evaluation as regards to easy of use and
utility [8]. The main goal was to evaluate SECOGov as a support to IT architecture
activities, i.e., choose, adopt and maintain products or technologies offered in the mar-
ket. Moreover, the tool’s ease of use and utility were evaluated. These objectives are
presented according to the GQM (Goal-Question-Metric) in Table 2.

Table 2. Objectives #1, #2 and #3.

Analyze SECOGov approach and tool

for the purpose of characterizing (#1)
evaluating easy of use (#2)
evaluating utility (#3)

with respect to IT architecture activities in the SECO context

from the point of view of IT architects

in the context of a large software-consuming organization

The main question refers to checking if the participants would be able to understand
the relationship of a software-consuming organization with the ecosystems to which
it belongs. This perception was measured by metrics of effectiveness and efficiency.
Effectivenessmeasures the ratio between the results obtained and the intended objectives
(i.e., number of correct tasks in relation to the proposed set). In turn, efficiency measures
the ratio between the results obtained and the resources used (i.e., number of correct tasks
relative to time in minutes). Five items were set to check IT architecture activities with
and without the tool: (a) difference in the execution time; (b) difference in the number of
correct answers (tasks) after the execution; (c) difference in the perception of accuracy
of the information recorded by the participants; (d) difference in effectiveness; and (e)
difference in efficiency.

A pilotwas conductedwith three participants. They performed a set of IT architecture
activities with andwithout the tool support. A field to report the perceived accuracy of the
information provided by the participant was added to each task tomeasure how confident
the participant was on performing each of them. After some bug fixes in the tool and
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review on the study’s instrument, the evaluation was conducted with 16 participants
working in the IT architecture department of a large software-consuming organization
in the oil & gas sector. At first, the participants signed a consent form and filled the
characterization form. This allowed us to distribute them into two groups of equal size,
keeping the profile of both groups as balanced as possible.

Next, both groups received a text explaining the basics of SECO. The group that
would use the tool (G1) also received a brief training on Brechó-SECOGov (about
10 min) in order to use the tool to perform the tasks. The second group (G2) used the
organization’s IT governance tooling itself (i.e., documents and spreadsheets). Finally,
each participant evaluated the SECO governance approach used. Participants in G1 also
evaluated the tool regarding ease of use and utility. Regarding academic education, 6%
of the participants hold a PhD degree and have already conducted a post-doctoral stage,
6%were PhD students, 50% hold aMaster’s or Specialization degree, 6%wereMaster’s
or Specialization students, and 32% reported having a Bachelor’s degree in the field of
Computer Science.

In a scale from 0 to 5, where 0 is “no” (no experience), 1 is “studied in class or in
a book” (very low degree), 2 is “practiced on projects in the classroom” (low degree),
3 is “used on personal projects” (medium degree), 4 is “used in few projects in the
industry” (high degree), and 5 is “used in many projects in the industry” (very high
degree), the background was extracted: (i) Software engineering: 37% reported very
high degree of experience, 25% reported high degree, 19% reported medium degree,
and 19% reported very low degree; (ii) IT Architecture: 38% reported very high degree
of experience, 50% reported high degree, and 12% reported medium degree; (ii) SAM:
13% reported very high degree of experience, 19% reported high degree, 37% reported
medium, 25% reported very low degree, and 6% had no experience; (iv) IT Governance:
25% reported very high degree of experience, 13% reported high degree, 19% reported
medium degree, 37% reported low degree, and 6% reported very low degree; and (v)
SECO: 13% reported very high degree of experience, 12% reported medium degree,
19% reported low degree, 25% reported very low degree, and 31% had no experience.
On a 0–2 scale, where 0 is “I have no familiarity”, 1 is “have some familiarity”, and
2 is “I’m very familiar”: (a) 19% were very familiar with IT Governance tools; most
(56%) had some familiarity, while 25% were not familiar with such tools; (b) only 13%
were very familiar with SAM tools; most (50%) had some familiarity, and 37%were not
familiar with such tools; and (c) 31% had some familiarity with SECO view/analysis
tools, while most (69%) were not familiar with them.

Next, the resultswere analyzedbasedon: (e) the answers providedby the participants;
(ii) the duration of the tasks; and (iii) the feedback written in the evaluation form. A
statistical analysis was conducted to better understand the results with the aid of Minitab
Statistical Software. Measures of central tendency and dispersion were calculated, as
shown in Fig. 2.
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Fig. 2. Boxplot charts comparing G1 e G2.

We used theMann-Whitney nonparametric test and CI to calculate p-value, as shown
by Table 3. Considering 95.9% confidence interval (CI) and p-value of 0.05, medians
and estimates, it was found that the time was not a difference factor between G1 and G2
(W = 73.5 and p-value of 0.5995). The perceived accuracy of the answers was also not
significantly different between the groups (W = 81 and p-value of 0.1893). However,
the use of the tool provided higher effectiveness (W= 97 and p-value of 0.0028), higher
efficiency (W = 97.5 and p-value = 0.0023) and a larger number of correct answers (W
= 97 and p-value = 0.0028) in G1, in comparison to G2, for the selected arrangement,
in the applied context and in accordance with the statistical parameters adopted in this
study.

It was revealed that 75% of participants who used the tool had accomplished all
tasks (G1), compared to only 37.5% of those who have not used it (G2). A total of
75% of participants in G1 was satisfied with the outcome of the experiment, against
50% in G2. Most participants in both groups (75% in G1 and 87.5% in G2) stated that
the proposed “intra” and “inter” views based on the SECO context could benefit or
support IT architecture activities, motivating new studies in the field. Finally, the study
has indicated that Brechó-SECOGov is easy to use. However, some opportunities for
improvement were identified, such as revising the amount of information in the main
control panel. Regarding utility, the study has indicated that Brechó-SECOGov fulfilled
its goal. As such, participants did not requested improvements in the tool on this subject
and indicated that it could be used as a SECO governance tool to support IT architecture
activities.
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Table 3. Mann-Whitney nonparametric test and CI.

Variable Group N Median Punctual
estimation
n1 – n2

95.9 CI
for n1
– n2

W n1 – n2
test versus
n1 �= n2
significant
to

The test is
significant
(adjust for
ties)

T (min) G1 8 29.5 4.0000 (−13.00;
14.00)

73.50 0.5995 0.5992

G2 8 23

Correct
answers

G1 8 9.5 6.0000 (4.000;
8.000)

97.00 0.0028 0.0025

G2 8 3.5

Perceived
accuracy

G1 8 9.083 1.0830 (−0.250;
2.334)

81.00 0.1893 0.1886

G2 8 8.008

Effectiveness G1 8 0.7917 0.5000 (0.3334;
0.6666)

97.00 0.0028 0.0025

G2 8 0.2917

Efficiency G1 8 0.3492 0.2179 (0.0761;
0.4174)

97.50 0.0023 0.0023

G2 8 0.1583

Some threats to validity were identified. As internal validity, results depend on the
organization’s available participants, who were requested to carefully fill the forms and
to not exchange information. Unpredicted difficulties with the forms and the tool were
mitigated with a pilot and a brief training to G1. In addition, tasks were arranged in a
growing sequence of complexity to avoid effects on thinking and execution. As external
validity, this study considers part of amass of data from a real large organization and new
studies should be run. As constructo validity, some specific measures were chosen to
collect data from the tasks (with the same weight) and a random selection of participants
was not possible given the profile (IT architect in industry). Finally, as conclusion
validity, the sample size is not ideal from a statistical point of view. However, this is a
difficulty for empirical studies in software engineering, especially in industry. So, the
results of this study are considered as indications.

4 Final Remarks

This paper presented SECOGov as an approach to support IT architecture activities
of software-consuming organizations in SECO, joining governance mechanisms and
a SAM strategy to combine intra- and inter-organizational views. A feasibility study
indicated that SECOGov provides higher effectiveness, efficiency and number of cor-
rect tasks for the selected arrangement and statistical parameters. Future work refers to
include requirementsmanagement to support Select Product or Technology and integrate
research institute services to automate Analyze the Technology Maturity.
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Abstract. With the increasing attention on Machine Learning applica-
tions, more and more companies are involved in implementing AI compo-
nents into their software products in order to improve the service quality.
With the rapid growth of distributed edge devices, Federated Learning
has been introduced as a distributed learning technique, which enables
model training in a large decentralized network without exchanging col-
lected edge data. The method can not only preserve sensitive user data
privacy but also save a large amount of data transmission bandwidth and
the budget cost of computation equipment. In this paper, we provide a
state-of-the-art overview of the empirical results reported in the existing
literature regarding Federated Learning. According to the problems they
expressed and solved, we then categorize those deployments into differ-
ent application domains, identify their challenges and then propose six
open research questions.

Keywords: Federated learning · Machine learning · Software
business · Literature review

1 Introduction

Nowadays, the development of mobile devices, connected vehicles, and data col-
lection sensors has brought explosive growth of data, which highly power the
traditional Machine Learning methods [1]. However, those common methods
usually require centralized model training by storing data in a single machine or
a central cloud data center, which leads to many problems such as data privacy,
computation efficiency [2], etc.

Due to the development of computing and storage capabilities of distributed
edge devices, using increased computing power on the edge becomes an applica-
ble solution [3]. In a Federated Learning system, local model training is applied
and data created by edge devices do not need to be exchanged. Instead, weight
updates are sent to a central aggregation server to generate a global model. The

c© Springer Nature Switzerland AG 2021
E. Klotins and K. Wnuk (Eds.): ICSOB 2020, LNBIP 407, pp. 210–218, 2021.
https://doi.org/10.1007/978-3-030-67292-8_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-67292-8_17&domain=pdf
http://orcid.org/0000-0002-4132-6619
http://orcid.org/0000-0003-2854-722X
http://orcid.org/0000-0002-7700-1816
https://doi.org/10.1007/978-3-030-67292-8_17


Engineering Federated Learning Systems: A Literature Review 211

system solves the problem that models in a traditional Machine Learning app-
roach can only be trained and delivered on a single central server. The theory of
Federated Learning has been explored in [4,5]. After the concept was first applied
by Google in 2017 [6], there have been several Federated Learning architectures,
frameworks and solutions proposed to solve real-world issues.

The contribution of this paper is threefold. First, we provide a state-of-art
literature review within the area of Federated Learning systems. We identify and
categorize existing literature into different application domains according to the
problems expressed and solved. Based on the challenges and limitations identi-
fied in our literature review, we propose six open research questions for future
research. This review can recommend a new option for industries and AI soft-
ware engineer to solve the problems of traditional AI/ML systems, like expensive
training equipment, computation efficiency, data privacy, etc. Furthermore, the
difficulties are pointed out in this review when deploying the Federated Learning
components into real systems.

This paper is structured as follows. In Sect. 2, we describe the research
method we applied. In Sect. 3, we summarize the results from the literature
review. In Sect. 4, we outline the challenges of current Federated Learning sys-
tems. Finally, we conclude the paper in Sect. 5.

2 Research Method

This research is conducted following the guidelines presented by Kitchenham [7].
The purpose of our review is to present an overview of contemporary research
on the empirical results and solutions regarding Federated Learning that has
been reported in the existing literature. In this paper, we address the following
research questions:

– RQ1. What are the application domains where Federated Learning technique
is applied?

– RQ2. What are the existing Federated Learning systems as reported in the
published literature?

– RQ3. What are the main challenges and limitations identified in those
reported systems?

2.1 Search Process

To provide a state-of-the-art literature review of Federated Learning in the
software engineering research domain, we searched papers from several high-
ranked journals/conferences. During our search process, in order to include all
the papers which are related to our research questions, we started by selecting
relevant terms, namely “Federated Learning”, “Distributed Learning”, “Collab-
orative Learning” to cover all papers which are related to Federated Learning
and continued with “Case Study”, “Application”, “Solution” and “Framework”
to identify papers that report on empirical study results.
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The journals that were included in our search process are top-ranked soft-
ware engineering and computer science journals such as IEEE Transactions on
Software Engineering (TSE), Communications of the ACM (CACM), Machine
Learning (JML), etc. [8]. In addition, we used the same queries to search for
relevant conference papers and literature in the well-known libraries, such as
IEEE Xplore Digital Library, ACM Digital Library, Science Direct and Google
Scholar.

2.2 Inclusion and Exclusion Criteria

Each paper that matched the search criteria was reviewed by at least one of the
authors of this paper. During the selection, we firstly checked the keywords and
the abstract to only include papers within Federated Learning field. After that,
we searched and analyzed the application scenario in the body of the paper to
identify the specific engineering problems solved by applying Federated Learn-
ing. We only selected the papers that report on Federated Learning with empir-
ical results, e.g.. Federated Learning on user action prediction, wireless systems,
health records, etc. In summary, we included the paper where engineering Fed-
erated Learning systems are the main topic of the paper.

2.3 Results of the Literature Search Process

This section summarizes the results of our literature search process. Although
there were about 253 different papers that initially matched the search criteria
entered in the search engines of the journals and conferences listed in Sect. 2.1,
we found only 28 papers satisfying the inclusion criteria we specified. Those
papers solve at least one engineering problem and present their empirical find-
ings/results in the abstract or in the body of the paper. The selected papers are
marked by “▲” in the reference section. Based on problems addressed and solved
in each paper, we categorize them into six application domains. In our search
results, there are 4 papers ([9–12]) in telecommunication field, 6 papers ([6,13–
17]) relates to mobile applications, 4 papers ([18–21]) relates to automotive, 5
papers ([22–26]) in IoT and 4 papers ([27–30]) relates to medical solutions. The
rest of the papers ([31–35]) are related to other fields like air quality monitoring,
image-based geolocation recognition, etc.

3 Existing Federated Learning Systems

In this section, and in accordance with the RQ2, we present the existing Feder-
ated Learning systems reported in papers we selected. In the rest of the section,
in order to provide clear descriptions, we present each domain in more details.
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Telecommunication. A typical telecommunication system usually contains
numerous components and distributes to different places. In our results, most of
the research focuses on constructing an efficient learning framework for federated
model training. Wang et al. [9] define an “In-Edge AI” framework which enables
intelligent collaboration between devices and the aggregation server to exchange
learning parameters for better model training in energy and computation con-
straint user equipments. Kang et al. [11] introduce reputation metrics for reliable
worker selection in mobile networks. The solution enhances system safety while
keeping the same prediction accuracy. Yang et al. [12] propose a novel over-the-
air computation based approach for fast global model aggregation via exploring
the super-position property of the wireless multiple-access channel, which solves
the problem of limited communication bandwidth in wireless systems for aggre-
gating the locally computed updates.

Mobile Applications. Because of the explosive growth of smartphones and
the evolution of the wireless network, a statistical Machine Learning model can
significantly improve the mobile applications. However, due to the private data
produced by personal-owned mobile devices, data privacy and security is also an
essential topic in this domain. In order to apply Machine Learning techniques
to human daily life, Yang et al. [6] and Ramaswamy et al. [13] apply Federated
Learning techniques on the Google Keyboard platform to improve virtual key-
board search suggestion quality and emoji prediction. Leroy et al. [15] conduct an
empirical study for the “Hey Snips” wake word spotting by applying Federated
Learning techniques. Ammand et al. [16] implement a federated collaborative
filter for personalized recommendation system. Liu et al. [17] propose “FedVi-
sion”, an online visual object detection platform, which is the first computer
vision application applied Federated Learning technique.

Automotive. Automotive is a prospective domain for Federated Learning
applications. Samarakoon et al. [18] suggest a distributed approach of joint trans-
mit power and resource allocation which enables low-latency communication in
vehicular networks. The proposed method can reduce waiting queue length with-
out additional power consumption and similar model prediction performance
compared to a centralized solution. Lu et al. [19] and Saputra et al. [20] evaluate
the failure battery and energy demand for the electronic vehicle (EV) on top of
Federated Learning. Their approaches show the effectiveness of privacy serving,
latency reduction and security protection. Zeng et al. [21] propose a framework
for combining Federated Learning algorithm within a UAV swarm. The frame-
work proves that it can reduce the number of communication rounds needed for
convergence compared to baseline approaches.

IoT. Internet of Things is a distributed platform which contains numerous
remote sensors and devices. Different from the wireless system, devices within
IoT are power-constrained. In our search results, most research in this domain
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focuses on data privacy and system efficiency problem. Zhou et al. [22] propose
a real-time data processing architecture of the Federated Learning system on
top of differential IoT. Zhao et al. [23] design an intelligent system which utilizes
customer data to predict client requirements and consumer behaviour with Fed-
erated Learning techniques. However, the authors use the blockchain to replace
the centralized aggregator in the traditional Federated Learning system in order
to enhance security and system robustness. Mills et al. [25] design an advanced
FedAvg algorithm which greatly reduces the number of rounds to model conver-
gence in IoT network. Savazzi et al. [26] present a fully distributed or server-less
learning approach in a massive IoT network. The proposed distributed learn-
ing approach is validated in an IoT scenario where a machine learning model is
trained distributively to solve the problem of body detection. Sada et al. [24]
give a distributed video analytic architecture based on Federated Learning. It
allows real-time distributed object detection and privacy-preserving scheme for
model updating.

Medical. Federated Learning has propelled to the forefront in investigations
of this application domain. Vepakomma et al. [27] propose “splitNN” which
enables local and central health entities to collaborate without sharing patient
labels. Huang et al. [28][30] present an approach of improving the efficiency
of Federated Learning on health records prediction. Brisimi et al. [29] give an
approach to a binary supervised classification problem to predict hospitaliza-
tions for cardiac events on top of Federated Learning, which demonstrates faster
convergence and less communication overhead compared to traditional machine
learning approaches.

Other. In our research, we also identified some other application scenarios.
Sozinov et al. [34] evaluate federated learning for training a human activity
recognition classifier which can be applied to recognize human behaviour such
as sitting, standing, etc. Sprague et al. [33] gives a groundwork for deploying
large-scale federated learning as a tool to automatically learn, and continually
update a machine learning model that encodes location. Verma et al. [32] provide
strategies and results in building AI models using the concept of federated AI
across multiple agencies. Hu et al. [35] propose an inference framework “Feder-
ated Region-Learning” to PM2.5 monitoring. The results demonstrate the com-
putational efficiency compared to the centralized training method. Hao et al.
[31] evaluate an efficient and privacy-enhanced Federated Learning scheme for
industrial AI solution.

4 Discussion

In the previous section, we can observe that although Federated Learning is a
newly-emerging concept, it has the potential to accelerate the Machine Learning
process, utilize the advantage of distributed computing and preserve user pri-
vacy. However, there are several challenges and limitations associated with the
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techniques identified and described in the literature review. One of the biggest
problems is the system failure tolerance, the majority of the Federated Learning
systems presented in our reviewed paper apply a centralized architecture where
edge devices are directly connected to a single central server and exchange model
information. As [9] describe, this may make the system face the risk of single-
point failure and influence the service availability of the learning system.

Furthermore, system efficiency is still a crucial problem for Federated Learn-
ing system. There are some proposed approaches to save computation power
and communication resources for Federated Learning systems [12,25,31]. How-
ever, the conclusion needs to be further verified in real-world industrial deploy-
ments with the largely increased number of edge nodes. Besides, our review also
identifies challenges of the methods to separate training devices, since systems
reported in our reviewed papers usually utilize all the devices to participate
training, which leads to the waste of the computation resources.

In addition, model validation has to be further improved. Especially for those
safety-critical systems, such as automotive and medical applications [19,29,30],
the quality of the models in all edge devices should be guaranteed.

Besides, due to the increasing number of edge devices, the mechanism of
handling devices joining and leaving is one of the limitations in current Federated
Learning systems. As [4] presents, the most common way is to simply accept
new drop broken connections. This may lead to further problems of system
performance such as model performance and model convergence.

Finally, although Federated Learning systems have the advantage of privacy-
preserving, systems still have to face the risk of various security issues such as
Denial-of-Service, malicious model updates, etc., which is also a major limitation
and future direction for Federated Learning systems [23].

According to these challenges, we then propose six open questions for future
research:

1. How to guarantee continuous model training and deployment in an industrial
Federated Learning system?

2. How to efficiently update model weights and deploy global models?
3. How to split edge device sets for model training and testing?
4. How to guarantee model performance on all edge devices?
5. How to handle devices leaving and joining in different industrial scenarios?
6. How to protect Federated Learning systems from malicious attacks?

5 Conclusion

To stay competitive, more and more companies have introduced AI components
into their products. However, although machine learning methods can improve
software service quality, many companies struggle with how to minimize the sys-
tem training cost and a reliable way to preserve user data privacy. Due to the
model-only exchange and distributed learning features, Federated Learning is
one option to solve those challenges. In order to provide concrete knowledge of
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this kind of learning approach to the industry, in this paper, we provide a lit-
erature review of the empirical results of Federated Learning systems presented
in the existing literature. Our research reveals that there are several Federated
Learning systems used for different application scenarios. Those scenarios are
categorized into six different application domains: telecommunication, mobile
applications, automotive, IoT, medical, other. Also, we note that the emerging
trend of applying Federated Learning to mobile applications and identify several
prospective domains. We summarize our findings in this article that works as
a support for researchers and companies when selecting the appropriate tech-
nique. Furthermore, based on the challenges and limitations of current Federated
Learning systems, six open research questions are presented.

In our future work, we plan to expand this review to include closely related,
and highly relevant research papers. Also, we plan to validate our findings in the
industry and explore the open research questions we propose in this paper.
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Abstract. User stories describe system requirements from the users’
point of view using structured natural language. These artifacts mostly
assist the development team in agile projects where sets of them express
the expected features of the to-be software. Nevertheless, when faced
with large user stories’ sets, further structuring needs to be introduced to
make the software problem more understandable/clear. Indeed, the latter
can hardly be understood on the basis of huge flat lists of sentences. The
present paper describes the premises of an experiment destined to eval-
uate whether novice modelers can understand the requirements problem
better through a visual representation (called Rationale Tree) built out
of a user stories’ set. It does so by comparing, on the same objective,
the Rationale Tree method to the industry-adopted User Story Mapping
technique with a modeling exercise. This was performed with the partic-
ipation of two student groups where one used the former technique while
the other one employed the latter. The ultimate goal of this exercise
is to identify the actual performance of the Rational Tree in delivering
understandability to the requirements problem (when input is provided
in the form of a complex user stories’ set) in order to identify possible
bottlenecks and improvement opportunities within the method itself.

Keywords: User stories · User story · Rationale Tree · User Story
Mapping · Agile requirements engineering

1 Introduction

User stories are requirements expressions written in natural language, generally
structured around three dimensions, i.e. the WHO, the WHAT and (possibly)
the WHY [9]. They are usually manifested in the format ‘As a <type of user
>, I want <some goal> so that <some reason>’ [1]. Even though the user
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stories’ simple structure is beneficial in describing globally the features of the
to-be system especially when developed in an agile manner, still delineating
thoroughly every aspect of the software requirements specification problem from
a list of user stories remains challenging.

The Rationale Tree [8,10] is one way of dealing with this challenge; it
represents a conceptual modeling-based method to visually represent elements
extracted from a user stories’ set and to link these elements. The method uses
parts of the i* strategic rationale diagram constructs [12] and visual notation to
build various trees of relating user story elements in a single project with the
purpose of identifying depending user stories, identifying Epic ones and group
them around common Themes. In essence, this visually-aided method aims to
recognize and reduce any occurring modeling redundancies during the stages of
requirements’ analysis and design at the start of a software development project.
The Rationale Tree was introduced theoretically in [10]; it was applied on real life
cases in [8] and its ability as a stand-alone method to improve the understanding
of user stories’ set has been tested on novice modelers in [6,11]. On the other
hand, User Story Mapping [3] is an industry-adopted user stories’ structuring
method based on listing, under the scope of an epic user story, all of the related
lower-level functions described in ordinary user stories.

The study aims to overview whether a conceptual modeling-based approach
such as the Rationale Tree offers a better resolution to the elicitation of user
requirements when compared to a simpler user stories’ structuring approach
(User Story Mapping). Under this scope, an experiment – whose premises are
presented in this paper – was organized with the participation of master-level
students taking on the role of novice modelers. Half of these students were asked
to perform a modeling exercise (see Sect. 2) based upon a case study’s user story
set by using the Rationale Tree method. At the same time, the other half of
the group had to undergo the structuring of the same user story set but using
the User Story Mapping technique. This paper overviews the ability of the first
group to produce a rationale tree of acceptable quality and the one of the second
group to produce a user story map of acceptable quality. Further analysis will
be the subject of a following communication.

2 Research Approach and Sampling Technique

For the purposes of this study, we performed a modeling exercise (referred also
as the drawing exercise) with the participation of a student group. Our goal was
to capture the modeling capabilities1 of novice modelers when employing the
Rationale Tree method in order to discover possible benefits and/or drawbacks
derived from its application. Since a generic class of novice modelers could be
instantiated by many possible roles and task-specifications within the software
development industry there was no available comprehensive sampling frame to
rely on. Consequently we decided to use non-stochastic purposive sampling in
1 Modeling capability will denote the capacity of novice modelers to produce qualita-

tive artifacts while employing a specific user stories’ structuring method each time.
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the form of typical cases [4] representing our participating students. In particu-
lar, our sample consisted of the Master program of Business Administration with
a specialization track in Business Information Management from the ‘Katholieke
Universiteit Leuven’ (Brussels Campus). This group totaled seventy-two students
previously educated in general business and economics subjects other than the
Information Technology field. Their limited experience in the domain of software
modeling and requirements engineering was suitable in order to test the level of
general comprehension and learning transferability of the Rationale Tree (com-
pared to the User Story Mapping) as represented by the quality of the artifacts
produced by the students when exercised in a specific case study with a defined
user stories’ set.

3 Design of the Modeling Exercise

The exercise began by introducing a mix of open-ended and closed questions
intended to: a) collect background information concerning the participating stu-
dents, and b) survey their previous knowledge corresponding to the domain of
software modeling. For this introductory part, the students had to write down
their primary occupation at the time the exercise was taking place and their pre-
vious experience with software modeling. This last question asked the students
to elaborate on the specific modeling languages they were accustomed to and
how they acquired this kind of knowledge. Following, the format of the questions
changed from open-ended to a Likert style as they became more specific to the
structure of user stories, the Rationale Tree method and the User Story Mapping
technique. In particular, students were asked to what extend they were aware
of these techniques (in general) and to what extend they were accustomed to
specific features incorporated in these techniques (i.e., ‘are you familiar with the
i* modeling language?’). Due to size limitations, all the information collected
from these questions is presented in Appendix 12.

Next, the entire group was split randomly into two equally-sized smaller
groups. The first group3, amounting to thirty-six students, had to employ the
Rationale Tree method throughout the entire endeavor. The exercise began by
introducing a detailed theoretical explanation of the method accompanied by
a solved example to instigate further the students’ understanding. Next, each
student was given the same case description (‘Company X’ case, see Fig. 1) and
had to identify/correspond the user stories’ dimensions to the modeling elements
of the Rationale Tree. Following, each student individually had to draw a RT
diagram4 based on the information provided from the previously determined user
stories’ set. The second student group5, comprised also of thirty-six students, had
to follow exactly the same procedure to perform the modeling exercise; they were,
however, instructed to employ the User Story Mapping technique throughout
2 All Appendices are available at: http://dx.doi.org/10.17632/b4zyddbrbc.1.
3 The first student group will also be referred to as the ‘Rationale Tree group’.
4 ‘RT diagram’ denotes the artifact produced by employing the Rationale Tree method.
5 The second student group will also be referred to as the ‘User Story Mapping group’.

http://dx.doi.org/10.17632/b4zyddbrbc.1
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their entire endeavor. In this aspect, this particular group was provided with a
theoretical explanation about the User Story Mapping technique accompanied
by a solved example with the ultimate goal of each student producing a USM 6.
A full description of the tasks and expectations involved in this drawing exercise
is given in Appendix 2. Both groups were given the same time to perform this
drawing exercise (one hour). An experimental design in the aforementioned form
is justified in [5] as it is purposed to analyze the students’ ability to respond
to complex software engineering cases given that their viewpoint provides an
alternative conceptual framework, a wider scope and a rich set of data.

The case study used for this modeling exercise was retrieved from [6] and
referred to the case provided by a ‘Company X’ remained unnamed for privacy
reasons. This particular case study (presented in Fig. 1) was reviewed and opti-
mized using the Quality User Story framework [2,6]. The latter represents a
linguistic approach to engage in a first-level evaluation of the quality in a set of
user stories. Overall, the framework establishes a set of fourteen criteria address-
ing the syntactic, the semantic, and the pragmatic content of the text that should
define high-quality user stories [2]. Therefore, a quality-enhanced user story set,
after the implementation of the aforementioned framework, was used in the
present exercise in order to build a ‘golden standard’ for the RT diagram. The
‘golden standard’ method refers to the construction of an ‘ideal’ artifact created
by our research team. Every correct element and link was awarded with points.
The RT diagrams produced by the Rationale Tree group approaching this ‘ideal’

Fig. 1. The ‘Company X’ case study for the drawing exercise.

6 The ‘USM’ abbreviation denotes the artifact of the User Story Mapping technique.
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solution the most, were awarded with the most points (see Sect. 5). This golden
standard was then ‘converted’ into a USM to compare and evaluate optimally
the artifacts received by the User Story Mapping group also.

4 Hypothesis

As justified before, the comparison between the different features of the Rationale
Tree and the User Story Mapping started by providing a thorough theoretical
explanation of each approach before the actual drawing exercise takes place.
Whether the notions were sufficiently understood was measured by the qual-
ity of the artifacts extrapolated from the answers of the students. Conversely
to the User Story Mapping technique, the Rationale Tree contains links and
decompositions making it more difficult to be comprehended by novice model-
ers. The latter incorporates also a broader choice of elements with semantics
open to interpretation, adding thusly to its overall complexity. Hence, our main
hypothesis:

‘The artifacts resulting from the drawing exercise are of lower
quality in the Rationale Tree group than the User Story Mapping
group.’

The quality in the artifacts produced by these two student groups represents
the level of comprehension of the requirements problem, as presented in the case
study and its accompanying user stories’ set, when assisted by the employment
of the two aforementioned user story structuring techniques.

5 Evaluation Methods for the Students’ Artifacts
and Validation of the Hypothesis

This section is devoted to the evaluation and comparison of the students’ drawn
artifacts. We used two evaluation methods to assess the RT diagrams: The first
one (the Three Criteria evaluation method [11]) consisted of the evaluation of
three main criteria namely completeness, conformity and accuracy. A score was
allocated to each model element and link identified in each of the RT diagrams
reproduced by the respondents. Completeness checked whether the respondents
have modeled all WHAT and WHY dimensions in a complete way, receiving a
point for each modeled element. Conformity referred to the respondents ability to
identify which modeling construct would represent each user story dimension. For
each conformed element half a point was given. Accuracy referred to the correct
identification of a number of fundamental links as identified from the golden
standard artifact. For each correctly identified link, four points were given. If the
link was present but the wrong type of link was used, only one point was given.
The second evaluation method (the Golden Standard [6]) was based on an ‘ideal’
artifact, created by the research team, whose every correct element and link was
awarded with the maximum of points. The RT diagrams provided by the students
approaching this ‘ideal’ solution the most gathered the most points. The USM
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artifacts were evaluated based on five identified criteria namely completeness,
consistency, accuracy, correctness and accuracy. Appendix 3 provides a detailed
description of each evaluation method as well as the grading system per criterion.

5.1 How Well Can the Rationale Tree Group Identify Correctly the
WHO-, WHAT-, WHY-Dimension of the User Stories’ Set?

Before commencing with the actual evaluation of the produced artifacts for the
two groups, we analyzed whether the identification of the WHO-, WHAT-, and
WHY-dimensions within the user stories’ set was easily feasible for the partici-
pating students. We started with that because a proper identification of the user
stories’ dimensions is not an easy task for novice modelers.

Judging from the students’ choices, the WHO-dimension was identified
correctly by 73% of the students assigned to the Rationale Tree method. How-
ever, this particular group had difficulty in identifying elements of the WHAT-
and WHY-dimension. Indeed, Table 1 shows the participants’ augmented dif-
ficulty in distinguishing between Task and Capability on the one hand, and
Soft- and Hard-Goal on the other. We therefore consider that the differentiation
between the former mentioned elements can be ambiguous for novice modelers
when using the Rationale Tree method.

Table 1. WHAT-, WHY-dimension analysis for Rationale Tree group.

MBA student Task Capability Soft-goal Hard-goal Not present

US2WHAT 45.9 48.6 5.4

US2WHY 2.7 5.4 51.4 40.5

US3WHAT 94.6 5.4

US3WHY 21.6 16.2 56.8 5.4

US4WHAT 29.7 70.3

US4WHY 100

US5WHAT 59.5 40.5

US5WHY 10.8 43.2 45.9

US6WHAT 16.2 81.1 2.7

US6WHY 13.5 86.5

US7WHAT 62.2 35.1 2.7

US7WHY 2.7 5.4 54.1 37.8
*Bold elements indicate the most occurring element within that sample.
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5.2 How Well Can the User Story Mapping Group Identify
Correctly the WHO-, WHAT-, WHY-Dimension of the User
Stories’ Set?

Judging from the students’ choices, the WHO-dimension was identified cor-
rectly by 62.9% of the students assigned to the User Story Mapping technique.
Table 2 reveals that for this particular group there was also a lot of variability
in the identification of elements which points towards the existence of ambiguity
in the artifacts’ semantics. Students tend to identify the WHY-dimension solely
as an Activity, which is the highest level used element in the USM. Goal-level
tasks are identified solely as activities, although this depends on the context of
each case. Our used case (Company X) did not have much details, and due to
the hierarchical structure of the User Story Mapping technique, an activity must
be followed by a task and finally a detail. This unlike the Rationale Tree where
goals, tasks and capabilities can all be used interchangeably.

Table 2. WHAT-, WHY-dimension analysis for User Story Mapping group.

MBA student Activity Task Detail Not present

US2WHAT 5.7 57.1 37.1

US2WHY 51.4 11.4 34.3 2.9

US3WHAT 20 77.1 2.9

US3WHY 71.4 25.7 2.9

US4WHAT 37.1 62.9

US4WHY 2.9 2.9 94.3

US5WHAT 2.9 74.3 22.9

US5WHY 62.9 8.6 25.7 2.9

US6WHAT 8.6 74.3 17.1

US6WHY 71.4 5.7 20

US7WHAT 5.7 74.3 17.1 2.9

US7WHY 51.4 14.3 25.7 8.6
*Bold elements indicate the most occurring element within that
sample.

5.3 Comparison of the Resulting RT Diagrams and USM Artifacts
for the ‘Company X’ Case

Table 3 compares various descriptive elements related to the acquired points for
each drawn artifact, based on their corresponded evaluation method. We observe
that the means are similar for the artifacts produced by both groups. Standard
deviation is lower for the resulting USM. Hence, the artifacts resulting from the
modeling exercise were similar in quality regardless to which group the students
were assigned to, which is an element that leads us towards the rejection of our
main hypothesis.
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Table 3. Descriptive statistics of three evaluation methods.

% of
points
on USM

% of points on RT
diagram based on Golden
Standard evaluation

% of points on RT
diagram based on Three
Criteria evaluation

N Valid 35 37 37

Missing 37 35 35

Mean .5281 .5536 .5522

Median .5690 .5806 .5965

Std. Deviation .13698 .20109 .17229

Minimum .14 .03 .11

Maximum .71 1.29 .83

6 Conclusion

The present study illustrates a first-level comparison between a relatively-new
and conceptual modeling-based method of structuring user stories’ sets to the
industry-adopted technique. In total, the elements/links presented in the Ratio-
nale Tree method were perceived as somehow difficult to identify and differen-
tiate one from another. Our analysis explicitly revealed a prolonged confusion
between the elements used to describe the WHAT- and WHY-dimension within
a user stories’ set such as Tasks/Capabilities and Soft-Goals/Hard-Goals. This is
an indication that more thought should be placed in the semantics and rules to
facilitate the differentiation between such functional elements. However, despite
our initial expectations, the Rationale Tree group produced artifacts similar in
quality compared to the ones of the User Story Mapping technique. A factor
that might have influenced these results is the use of the particular case study
which proved to be difficult in representing the requirements problem no matter
the method used by the students. However, the use of this case provided us with
the necessary consistency in studying and comparing our results with the ones
received from previous studies. Moreover, the complexity of the case adds value
to the goal of this exercise which was to be considered as a first-level simulation
of the elaborate tasks that modelers have to perform when taking on the task of
requirements elicitation and analysis. An even more in-depth comparison of the
ability of understanding the software problem and, more particularly, specific
key aspects like missing requirements, Epics and Themes on the basis of both
techniques will be the subject of a broader communication. Future work also
includes reproducing the same kind of experiment but opposing the rationale
tree and the use case diagram [7].
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