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Foreword

The immersive ecosystem of the Internet of Things, with its capillary sensor
streams, is flooding information systems, and consequently business processes,
with huge amounts of heterogenous real-time raw data.

Such huge data flows truly represent the most precious IoT innovation and at the
same time the most complex challenge as Big IoT Data often requires real-time
processing and fusion to turn into actionable and smart insights.

Here, Data Science, by means of dedicated methodologies, machine learning
techniques, and tools, can unleash the full potential of IoT allowing it to translate
raw, fragmented data into meaningful, smart information. The picture that arises is a
two-faced coin with IoT representing the ubiquitous data generation infrastructure
and Data Science, the first consumer of such data to uncover information and
eventually knowledge.

This book, often through the presentation of practical innovative IoT applica-
tions spanning from health care to agriculture, investigates how Data Science
methods, algorithms, and tools can effectively complement the IoT infrastructure.

Catania, Italy Min Chen
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Preface

In everyday life, the Internet of Things (IoT) paradigm fosters the idea of inter-
connected entities as computers, humans, objects, devices and sensors, all capable
of exchanging data to collaborate and provide unforeseen services, spanning vari-
ous domains as industrial manufacturing, livelihood resources management (agri-
culture, water and waste), sustainable and eco-friendly economy, logistics,
transportation, smart cities, health care, social networks, nanotechnologies frontiers
and others. Like most of the modern technologies, IoT relies on advanced hardware
and high-speed networks for its purposes, but these are only the means that endorse
the massive underlying stream of data, the real core of IoT.

On the other hand, Data Science (DS) meets IoT with its methodologies, tech-
niques and tools to translate data into information, enabling the effectiveness and
usefulness of new services offered by IoT stakeholders. If IoT can indeed be
considered the infrastructure of a new world full of amazing possibilities, DS is the
key that can really lead to a significant improvement of human life.

It is known, however, that generating data is much easier than extracting
something useful from it, even in the presence of high-end performance computer
systems. The rate of (even real-time) data creation, especially when considering
IoT, is unequivocally higher than the rate of increasing in machine processing
capabilities. To complete (and complicate) the picture, the huge amount of data
coming from IoT sensors and devices may differ in type, format and semantics,
therefore this also demands for a significant effort to compare, discriminate and/or
integrate distinct sources of information; researchers tried to condensate all these
issues into the term “Big data” that features the evolution of DS.

This book investigates the combination of IoT and DS, specifically how
methods, algorithms, and tools from DS can effectively support IoT; the aim is also
to present innovative IoT applications as well as ongoing research that exploit
modern DS approaches. Readers are offered new issues and challenges in a cross-
disciplinary context that involves both IoT and DS fields. In particular, the book
spans the following scenarios: (1) smart home architectures; (2) mobile edge
computing for health care; (3) centrality measures in complex networks;
(4) Low-Power WAN; (5) hydroponic agriculture; (6) collaborative body sensor
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networks; (7) Unmanned Aerial Vehicles; (8) criminal networks analysis; and
(9) indoor navigation systems. These research areas correspond to authored chap-
ters briefly introduced below.

“IoT Aided Smart Home Architecture for Anomaly Detection” by Ibrahim Arif
and Nevena Ackovska presents a system for the discovering of unusual events
inside homes through the comparison of past versus present behaviors as revealed
by data from IoT nodes. The chapter in particular starts reviewing the existing
models in the field of anomaly detection in smart homes, then considers fire
detection/prediction and fall detection of elderly people as the two most significant
anomalies and discusses how the proposed system can effectively detect them and
which countermeasures can be carried out to save lives.

“Evolutionary Dynamics and Multiplexity for Mobile Edge Computing in a
Healthcare Scenario” by Barbara Attanasio, Alessandro Di Stefano, Aurelio La
Corte and Marialisa Scata proposes a framework to conceive cognitive ambient
assisted living (AAL) of people with frailty syndromes. The chapter considers how
mobile edge computing (MEC) can endorse the shifting of health care from a
traditional approach to a distributed patient-centric one, specifically exploiting the
cognitive and evolutionary dynamics of complex networks to extract collective
knowledge from the AAL of frail people viewed as a social network. In the chapter,
the evolution of cooperation between MEC nodes with a low blocking probability is
explored to prevent inefficiency in the proposed smart AAL.

“Correlations Among Game of Thieves and Other Centrality Measures in
Complex Networks” by Annamaria Ficara, Giacomo Fiumara, Pasquale De Meo
and Antonio Liotta investigates how the Game of Thieves (GoT) can be used to
compute nodes’ and links’ centrality in complex network. The GoT is a new
algorithm that executes in polylogarithmic time with respect to the state-of-the-art
methods that need at least a quadratic time. The chapter illustrates recent literature
and discusses several experiments on three correlation metrics in networks differing
for nature (artificial and real), type (scale-free, small-world and Erdös-Rényi) and
size.

“A LPWAN Case Study for Asset Tracking” by Fabrizio Formosa, Michele
Malgeri and Marco Vigo describes a smart application aiming at tracking livestocks
using a Low-Power Wide-Area Network (LPWAN), a widely adopted technology
within IoT for its low power, long range and low-cost features. The chapter pro-
vides the state of the art in industrial IoT platforms useful for tracking applications,
then briefly discusses asset tracking, its key features and main use cases, finally
introducing the case study together with a discussion on functionalities and per-
formance assessment.

“Implementing an Integrated Internet of Things System (IoT) for Hydroponic
Agriculture” by Georgios Georgiadis, Andreas Komninos, Andreas Koskeris and
John Garofalakis concerns modern trends in IoT-based agriculture, in particular,
how the adoption of Wireless Sensor Networks (WSNs) to measure soil properties,
environmental and ambient light conditions enables precision agriculture, allowing
the reduction of energy, water, fertilizer and chemicals used for plant growth. After
an overview of the current literature, the chapter analyzes the use of IoT in
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hydroponic agriculture, where plants are placed over a substrate material and
continuously watered with nutrient solutions, an innovation leading to very
high-quality products although more expensive than other farming approaches.

“A Collaborative BSN-Enabled Architecture for Multi-user Activity Recognition”
by Qimeng Li, Raffaele Gravina, Congcong Ma, Weilin Zang, Ye Li and Giancarlo
Fortino considers Body Sensor Networks (BSN) used to support the shifting toward
human-centric IoT services, and combines them with multi-user Activity Recognition
(AR) to analyze the interaction of individuals in a shared environment, a research area
in embryonic stage. After a brief discussion on related work on recent multi-user AR,
the chapter presents a novel BSN-enabled architecture to support collaborative
multi-user AR achieving better responsiveness, latency reduction and higher
scalability.

“Collaborative Solutions for Unmanned Aerial Vehicles” by Francisco Fabra,
Julio A. Sanguesa, Willian Zamora, Carlos T. Calafate, Juan-Carlos Cano and Pietro
Manzoni is a chapter where Unmanned Aerial Vehicles (UAVs), a.k.a. drones, are the
main topic. Several issues are outlined, from battery lifetime challenge to privacy,
security, and safety, to their social applications, as human transportation and indoor
navigation systems, to legal related questions. The chapter then focuses on collab-
orative solutions for UAVs, joining them into a swarm to carry out a cooperative task;
different scenarios are presented, and for each of them a proper protocol to manage all
swarm UAVs as a whole is introduced in terms of its finite state machine, together
with performance metrics coming from real experiments.

“Graph and Network Theory for the Analysis of Criminal Networks” by Lucia
Cavallaro, Ovidiu Bagdasar, Pasquale De Meo, Giacomo Fiumara and Antonio
Liotta explores network science tools to investigate criminal networks, also in order
to assist law enforcement agencies. To this purpose, the chapter considers the
Sicilian Mafia scenario, in particular the set of theoretical tools used to analyze such
a criminal network is discussed, the social network analysis is briefly reviewed and
finally a study on two real criminal networks related to Sicilian Mafia is presented,
showing the dataset extracted from juridical acts, the weights distribution analysis
useful to understand suspected interactions and the shortest path analysis that
allows to identify trusted affiliates inside the clan who can spread confidential and
illegal messages.

“A Data Mining Approach for Indoor Navigation Systems in IoT Scenarios” by
Mahbubeh Sattarian, Javad Rezazadeh, Reza Farahbakhsh and Omid Ameri Sianaki
considers indoor navigation systems (INS) and discusses the role of data mining
techniques in allowing the prediction of what actions INS devices will take, based
on past history. After a deep overview on existing related works, the chapter
illustrates a navigation model based on the data of a real-world scenario adapted
from the emergency ward of a large hospital, and discusses how such previous
experiences can be effectively used to suggest better routes; results show
improvement both for traveled distance and elapsed time by decreasing the number
of turns and obstacles encountered.
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IoT Aided Smart Home Architecture
for Anomaly Detection

Ibrahim Arif and Nevena Ackovska

Abstract Internet of Things (IoT), and Information and Communication Technol-
ogy (ICT) enhance the cities and homes with intelligence using various types of
devices that are embedded for sensing purposes. The IoT nodes can collect time-
series information for a given purpose, like measuring temperature, air pollution and
traffic congestion, motion tracking etc. and provide node behavior and environment
interaction. Besides the normal ritual events that happen according the measured
parameters, some unusual states, called anomalies, can be detected by using the
same measurements. The anomalies that happen at homes, such as fire, elderly peo-
ple fall etc. are life-critical and their early detection and/or prevention can save lives.
In this chapter, we propose an Anomaly Detection System Architecture for smart
homes. The fire detection/prediction and fall detection of elderly people are exam-
ined as anomalies from the usual, everyday activities. An experimental study, as
proof of concept for the fire emergence case, is run by using LSTM neural network
architecture. One of the positive features of the proposed methodology is that the
faulty readings and false positive alarms on specific parameters are not enough to
rise an anomaly detection if those readings are not supported by other parameters.

1 Introduction

As the Industry 4.0 is taking place on the market, the smart city and smart home con-
cepts are getting more popular and becoming everyday phrases for the researchers.
The contribution on this field arises as urban population is rising, according the UN
reports. As shown in Fig. 1, over 4 billion people already live in urban areas, as
is estimated by the end of 2020. Thus, governments invest to improve their cities’
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Fig. 1 Urban and rural population projected to 2050: World 1500–2050 [1]

informational infrastructure to provide easier life for their citizens and to adapt to
the future technology trends.

With the help of Internet of Things (IoT) and Information and Communication
Technology (ICT) the communication and interaction between the devices are pro-
vided. Monitoring of the collected data on dashboards is the most common action
provided by the software solutions.

Beside monitoring the measured data by including machine learning and other
predictionmechanisms, the systems are getting smarter and they take away the human
interaction from themeasurement andmonitoring processes. Since the processed data
is enormous and sensing capabilities in IoT devices are precise enough, the smart
home systems can detect even parallel events synchronously whilst humans mostly
cannot detect them at all.

The common usage of smart city and smart home end-points is to monitor the past
or current status of the sensing environment. Moreover, it allows future predictions
according the past behavior. The past behavior of the data can be used to devise
the normal (usual) behavior of the system. But every system is open to failure or
exceptional (unusual) behavior which is presented as anomalous event.

The anomalous behavior of the system can be life critical. Its early detection can
save lives in the situations when that particular unusual behavior is dangerous for
the people. For example, one such example is the fall of elderly people. The elderly
fall anomaly can be presented as most common injury or death cause for elderly
people [2].

In this chapter, we are reviewing the existing models in the field of anomaly
detection in the smart homes and propose a smart home architecture for anomaly
detection of fire and elderly people fall detection cases.

This chapter is organized as follows. Section 2 presents a general survey on the
existing models of anomaly detection in IoT used in Smart City and Smart Home.
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Section 3 introduces the proposed smart home architecture. Section 4 presents the
example application cases for fire emergence and fall detection, where the detailed
workflow is shown. Section 5 presents the implementation of an anomaly detection
system for the fire emergence case as an experimental study, and the results are
reviewed afterwards. Finally, the chapter is concluded with outcome review of the
study in the Sect. 6.

2 The Existing Models

In this section, we review the existing models in the application domains of IoT in
Smart City and Smart Home where anomaly detection is concerned. The connection
between these four concepts and application areas are examined and discussed in
sequel.

2.1 Internet of Things

The accessibility of the sensors, communication, and processing units strengthens
the power of IoT to be used in everyday devices. Since the main goal of IoT is the
devices to be connected to the internet and to be accessed from anywhere, it provides
a wide area of application and an open window for scientific research. As the price of
the IoT nodes has become cheaper, nowadays, it is easier to build a smart environment
in comparison with the previous years. Other recent scientific reports also discuss
that cheap and useful hardware architecture and solutions are existent.

The authors in [3] categorize the IoTcomponents into data acquisition system, data
communication system, and data processing system. They emphasize that the data
communication system commonly consists of standardized platforms and protocols
besides the data acquisition and processing systems which are project dependent.
Furthermore, they classify the IoT as; (i) consumer IoT (CIoT) where the systems
occupy the customer’s space and the data is sent to centralized server or an individual
gadget for processing, and (ii) industrial IoT (IioT) where technologies like big
data, machine learning, device-to-device communication, automation, machine-to-
machine (M2M)communication etc. are emerged to performdifferent functionalities.

The security aspect is mostly neglected, but it represents a big challenge for IoT
devices since everything is connected to the internet and can be accessed by its IP.
The authors in [4] depict the design-time and runtime approaches to handle safety and
security in IoT. The study also consists of literature review on natural experiments in
safety and security. On the other hand, in another study [5] a prototype of a reliable,
cost effective and simple to use device for security testing of smart grid end point
devices is proposed and evaluated.
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2.2 Smart Cities

Thanks to the IoT and ICT the cities are getting more intelligent. By sensing the city
and acting accordingly the sensed information enables the city to control itself with
or without human interaction. The smart city concept covers a wide area of topics,
such as energy sources, communications, traffic management, smart health, smart
environment, smart home etc. as depicted in Fig. 2.

The smart city can be developed by using 2 approaches: (i) top-down approach
where the government standardizes the architectures and centralizes the development
and information flow, and (ii) bottom-up approach where every end point builds its
own smart environment and makes it eligible for further integration into the smart
city.

The authors in [6] present an Intelligent Unmanned Aerial Vehicle (UAV) for
urban surveillance case studies. They also develop an intelligent IoT platform for
UAV which integrates the 4 aspects: (i) Data, (ii) Connectivity, (iii) Device, and (iv)
Service, which provides mobile platform for multiple services.

Energy is one of the most important elements in the smart cities. The study [7]
represents an applied IoT architecture for smart microgrids. Its two main design
goals are: (i) to go beyond basic electricity services with purpose of using locally
produced renewable energy, creating flexible exchange for the energy resources and

Fig. 2 Smart city
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contribution realization of the large-scale smart grid, and (ii) to meet high level
requirements like being flexible, scalable, reliable, and secure to ensure integration
and interoperability with other microgrids.

The IoT middleware architecture for smart cities, which provides communication
between heterogeneous systems in the city, is discussed in [3]. The need of IoT
middleware is taken in consideration from 5 points of view: (i) Autonomous city, (ii)
Centralized control for authorities, (iii) Reduced capex and opex, (iv) Sustainability
and maintainability, and (v) Vendor neutrality.

In [8], the authors present a mobile (drive-by) sensing platform where sensing
devices are embedded to scheduled vehicles like busses, trash trucks etc. and unsched-
uled vehicles like taxis. The architecture consists of 3 layers: (i) Sensing layer, (ii)
Cloud layer and (iii) Application layer. They overview the sensor types in 5 classes:
(i) Ambient fluid properties, (ii) Electromagnetic properties, (iii) Urban envelope
properties, (iv) Photonic properties and (v) Acoustic properties, and discuss their
potential applications in their platform.

The study in [9] covers most of the branches depicted in Fig. 2 like smart home,
smart parking, surveillance, environmental pollution, vehicular traffic, and weather
and water system. They define a smart city architecture for big data analytics which
consists of 4 tiers: (i) Bottom Tier (Data generation and collection tier), (i) Interme-
diate Tier-I (Communicator tier), (iii) Intermediate Tier-II (Data management and
processing tier), and (iv) Top-Tier (Data interpretation tier).

2.3 Smart Homes

As a branch of smart cities (Fig. 2), smart homes represent a wide area of research
since it is the first main terminal of bottom-up approach which nowadays is more
convenient to be applied.

Currently, almost all gadgets in the house are smart enough thanks to the IoT and
ICT. From air conditioning to entertainment devices (Fig. 3), everything is becoming
connected to the internet, thus, the user is able to control them from anywhere.

The features of smart homes such as reducing human effort, helping old and
handicapped people, and saving electricity are presented in [10]. On the other hand,
the authors in [11] describe the smart home as ‘IT enabled home that provides
comfort, convenience, security along with energy efficiency thorough prediction,
analysis of data and automation of devices."

As a different approach of developing a complete framework, the authors in [12]
present three layered Cloud-assisted Agent-based Smart home Environment (CASE)
architecturewhich relies on distributedmulti-agent paradigmand cloud technologies.
Their objective is to recognise activities of a person in a home environment by using
various sensor measurements.

A comprehensive review on the literature of IoT for smart homes is presented in
a study [13] where practical design challenges for data processing are discussed.
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Fig. 3 Smart home

2.4 Anomaly Detection Systems

Unusual behavior or failure of a system is defined as an anomaly. It can be system
dependent like failure of a system or its sub-system, or system independent where
the anomaly can occur by external factors, e.g. fire.

A novel approach on the anomaly detection by using neural network Self-
Organizing Maps is presented in [14]. The authors classify anomalies as: (i) unusual
activities where the tracked user is at unusual location at home for a focused time
(e.g. sitting in kitchen at bed time), (ii) unusual long activities where the activities
last longer than expected due to falls or loss of consciousness, and, (iii) unusual short
activities where the activities last shorter than expected which can mean the user is
facing health problems (e.g. waking up at night hours). On experiments, their system
predicts the anomalies with accuracy of 83.8% to 99.1% for unusual short activities
and unusual activities respectively.

In [15], the authors examine the anomaly detection attacks on smart electricity
meters. Vector, Honesty coefficient, and KLD based anomaly detection algorithms
are presented for identifying compromised meters in Advanced Metering Infrastruc-
ture with the concept of Swarm Intelligence (algorithms inspired from nature like ant
colonies, flock of birds, fish schools etc.). The detection probability of the presented
system is close to 1.0 whereas the false alarm is 0.17.
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The authors in [16] depict that threshold-based algorithms have been used in most
of fall detection area, followed by decision tree based algorithms, genetic program-
ming, and support vector machines. According to the used sensor types, the applied
fall detection algorithms also vary.

Besides the anomaly detection/prediction accuracy, the literature concludes that
lowering the false alarm is also important on the anomaly detection area.

3 Proposed Smart Home Architecture

Considering the aforementioned concepts and architectures we have developed a
smart home architecture based on the architecture in [8, 11], for anomaly detection
integration as depicted in Fig. 4. The architecture consists of 3 layers. They will
be explained in the following subsections. Examples for using this architecture are
given in Sect. 4.

3.1 Layer I - Sensing Layer

The sensing layer covers all smart home sensors which sense the environment. Every
sensor has its own sensingmechanism and converts themeasured value to ameaning-
ful parameter. This layer also includes M2M (Machine to Machine) communication
where the IoT devices communicate with each other through wireless protocols like
ZigBee, Xbee, Wifi, Bluetooth etc.

Fig. 4 Proposed smart home architecture
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3.2 Layer II - Cloud Layer and Anomaly Detection Layer

The cloud layer provides network and communication over LTE, GSM, 2G/3G, and
storage capabilities. Moreover, since the computational power is higher in this layer,
machine learning, big data and other data processing technologies can be applied for
better knowledge acquisition and event predictions.

The anomaly detection layer comes into play beside the cloud layer where an
anomaly situation is being detected according to the processed data. The anomaly
is detected when the time-series data is exceptional to its normal behavior and it is
mostly an outlier to the statistical data. For example, if an instant rise in room tem-
perature over the expected normal temperature change occurs, there is a possibility
to a fire being the cause of the abnormal heating. Depending on the anomaly domain,
this layer is supposed to raise an error and provide interaction with the corresponding
IoT nodes from Layer I according to the use cases or alert the user over Layer III
applications.

3.3 Layer III - Application Layer

The application represents a general overview for the user of the sensing devices.
According to the implemented project, the applications can vary. In our case, for
anomaly detection, the notification mechanism plays a vital role, since the user can
respond to the anomaly as soon as it occurs.

4 Example Application Cases

Thework presented in this paper considers fire detection and fall detection as anomaly
cases. Since the final intention is tomonitor senior citizens in their everyday activities,
the early detection of such anomaly cases can save lives. In the following subsections
the normal workflow of the everyday routine is presented and then the anomaly
occurrence on these cases is depicted for a better understanding of the cases. The
first case is for fire emergence where a fire presence is defined as anomalous event
in a house. Particular parameters are defined and elaborated as crucial for this case
(4.1). An experimental study of the fire emergence case is then discussed in Sect. 5.
The second case is for detecting fall, particularly fall of elderly people. This is an
important case, especially for the nursing homes, since the fatalities that happen due
to the fall of elderly people are correlated to the late discoveries of such cases and
thus late intervention. The set of parameters that are important to this case are also
elaborated (4.2).
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4.1 Fire Emergence Case

Nowadays, almost every house in the developed countries has at least one IoT node.
The very common fire detection mechanism is smoke detection system where an
alarm goes off when smoke is detected or watering mechanism is activated to extin-
guish the fire. According to the sensitivity they can be activated even by cigarette
smoke or a smoke which can be detected through window. To strengthen the fire
decision, the ambient temperature can be taken into account.

Refrigerators, air conditioners, heating devices etc. have sensors formeasuring the
ambient temperature of the environment. By processing the measured temperature as
time-series the normal behavior of the system can be extracted. Thus, when excep-
tional data pattern occurs, e.g. instant temperature increase, the event is considered
as anomaly and it is treated as fire.

For the related case, the indoor station for measuring air pollution which is pre-
sented in a study [17] is a practical fit. Although it is built for measuring air pollution,
its sensing on temperature, humidity, and CO2 can provide reliable data for integra-
tion with fire detection as anomaly in the environment.

Figure 5 shows the fire detectionworkflowwhere the time-series data is proceeded
to the prediction model, then to the anomaly detection model where an anomaly is
detected. The unusual behavior of the sensors’ time-series data is summed up as a
weighted error where the weights represent importance of the sensor for the related
anomaly, e.g. temperature data is more important than humidity data, and if the sum
is greater than a defined threshold the system alerts an anomaly. The experimental
study for this case is presented in Sect. 5.

In response to the fire detection, for an ideal smart home example, the system
should notify the corresponding user and emergency teams. Moreover, the system
should communicate with other smart IoT devices in order to force them to work in
crisis-mode where a bigger disaster can be prevented, e.g. autonomously disabling
the natural gas infrastructure, activate the anti-fire system etc.

The early detection and prevention of fire is important for human lives since the
fires are mostly detected when they already become dangerous. Thus, the sooner the
emergency forces are informed the faster they respond to the disaster.
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Fig. 5 Fire detection workflow

4.2 Fall Detection Case

The most common injury that can lead to death in elderly people is their fall [2].
Especially, being alone calling for help while there is no one around is great problem
in their age.

The authors in[18] present non-invasive environmental sensors for detecting user
activities inside the house. Furthermore, the papers [16, 19], among others, present
fall detection systems that contribute to this case. In [14], an experimental study on
fall detection as anomaly is presented.

The elderly people, mostly in rehabilitation centers, are tracked bymotion sensors
rather than cameras in order to not disturb their privacy. By using the motion sensors’
past data and current data as time-series, the anomaly detection system can learn the
usual behavior of the related elderly user. In case of abnormal situation, the system
detects the unusual activity, e.g. the elderly fall in our case, and raises an alarm to
the related units.

Another approach is to use attached IoT device to the corresponding user which
measures heart rate, temperature etc. parameters of the elderly people. This informa-
tion creates a user profile for its usual activities. In case of fall or conciseness loss
the system detects the anomaly and reports to the related units.
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Fig. 6 Fall detection workflow

Figure 6 shows the fall detection workflow. The anomaly detection model calcu-
lates a weighted error for anomalous behavior of the related data and then the system
decides whether the activity is anomalous or not. Most elderly fall deaths are based
on late detection of the falls. These systems can provide early detection and notifying
mechanism for fast interventions which may save lives.

5 Experimental Study

As a proof of concept of the proposed architecture in Sect. 3, we have implemented
an experimental anomaly detection system for the fire emergence case (4.1). The
observation study follows the workflow shown on Fig. 5 and covers all of the afore-
mentioned aspects for detecting an anomaly.

The implementation is inspired from a comprehensive study [20] on short-long
term anomaly detection in heterogeneous sensor networks. Detecting faulty readings
caused from the sensor itself and anomalous behaviour of the system is the main
focus of this study. This is also included in our experimental study where the data
set consists of faulty readings besides the anomalous readings.
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5.1 Description of the Data Used

In this experiment, we focus on detecting anomalies by looking on heterogeneous
parameters, thus, themain factor of choosing appropriate data set for the experimental
study is the data set to include time-series measurement from various sensors. For
the fire emergence case; temperature, carbon monoxide, and humidity are some of
the useful parameters and should be included in the data set.

There are data sets publicly available that contain many of the measured parame-
ters that are vital to our study. The data set used in this research is [21] published on
Kaggle by HomeOffice AirPi. It is a very rich data set which consists of temperature,
relative humidity, air quality, carbon monoxide, nitrogen dioxide among others. The
measurements are taken in 5min intervals. The data set was originally created for
monitoring of the air quality in home environment, and eventually to asses the impact
of changeable home conditions like entering/leaving room, running heating device
in the room, even experiment a fire case. The main objective of the related project
was to examine the data when something occurs in the related system.

Oppositely, in this research, we are looking through the data set to detect the
environmental changes as anomalies.

The data set [21] represents 14,572 readings for 9 parameters:

Volume [mV]: Ambient noise level.
Temperature-DHT [Celsius]: Temperature reading from the DHT22 sensor in
degrees Celsius. Has a small number of faulty readings due to sensor failure.
Pressure [Hectopascal]: Air pressure from the BMP085 sensor in hectopascal.
Temperature-BMP [Celsius]: Temperature reading from the BMP085 sensor in
degrees Celsius.
Relative_Humidity [%]: Relative humidity reading from the DHT22 sensor. Has a
small number of faulty readings due to sensor failure.
Air_Quality [Ohms]: Air quality measurements from the TGS 2600 sensor.
Carbon_Monoxide [Ohms]: Carbon monoxide measurements from MiCS-5525
sensor.
Nitrogen_Dioxide [Ohms]: Nitrogen dioxide measurements from MiCS-2710 sen-
sor.
Because the initial time-series readings are non-anomalous [22] the data set is divided
into 10% of training set and 90% of test set, as seen in Fig. 7. The test set is our point
of interest information, where faulty sensor readings, and instant changes can be
detected as anomalies.
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5.2 Implementation Using Long Short-Term Memory
(LSTM)

Every measurement in time-series data is related to the previous readings on the
sequence, and predicting the upcoming data point is a big challenge for building
an intelligent system. Since the Recurrent Neural Networks (RNN) are basically
designed to deal with sequential data, time-series in our case, we have decided to
use the capabilities of RNN for implementation phase of the experimental study.
Furthermore, Long Short-Term Memory (LSTM) is a powerful RNN architecture
which deals with relational patterns on long sequences with unknown lengths [22].

In this experimental study, we are using the well known machine learning library,
Keras, to implement LSTM based anomaly detection model. Firstly, we are pre-
pocessing the data into 10% training and 90% testing data, as mentioned before.
For training, alongside each data point xt and its next reading xt+1, where t is the
current state, a sequence of previous readings xt−n, . . . , xt−3, xt−2, xt−1, where n is
unroll length and in our case is set to 50, is proceeded for training the LSTM. On the
other hand, the same method is used for testing, but this time the next reading xt+1

is predicted by the trained LSTM model.
Secondly, after defining the training and testing data, we are setting the LSTM lay-

ers and tuning the necessary parameters in order to get acceptable training results.
It is worth mentioning that 10% of the training data is set as validation data to
validate the training performance of the prediction model. The Fig. 8 represents
the resulting performance of the learning phase. After running tests on parameters
with default of 50 epochs, we have discovered that some of them (Temperature-
DHT, Temperature-BMP, Carbon_Monoxide, Nitrogen_Dioxide, Pressure) request
less epochs to effectively train the prediction model whilst readings for Light_Level
request more epochs for better fit. As a result, by looking at train loss and valida-
tion loss graphs in Fig. 8, almost all parameters fit with high success rates except
Air_Quality and Volume sequences.

Fig. 7 Look up to sensor readings for temperature (2 different sensors) and humidity
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Fig. 8 Learning performance: training loss and validation loss evaluation over epochs for each
parameter
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Finally, the predicted data is compared with the real data in Fig. 9. The reason for
training the Air_Quality and Volume data with higher loss can be inspected from the
related graphs. Furthermore, the results are afterwards examined to detect anomalies.

5.3 Experiment Results

To detect the anomalies on the test data, we are extracting the differences for every
point for each parameter. dt = |pt − rt | where the difference dt is the absolute dif-
ference between the predicted value pt and the real value rt at a given time t . Thus,
a set of differences d is constructed for every parameter.

Afterwards, we set the anomaly factor to 1% (anomaly_ f actor = 0.01) which
defines that the largest 1% differences from the set d are selected as anomalies. The
Fig. 10 presents the anomalous points for each parameter.

To discuss, by looking at the graphics for each parameter, the last readings of the
first quarter andmost of the last quarter include anomalous data. Themost important
outcome of the implementation is that the anomalies are detected not only on a single,
but on multiple parameters. Thus, we can conclude that a detection of unusual event
on a single parameter is assisted by various parameter readings. Therefore, false
positive situations can be detected when a specific parameter alarms a problem and
others do not support that.

In addition, the readings from sensor failure also appear as anomalies and it is
a big issue to determine whether it is a real world anomaly or not. As mentioned
before, this situation is also solved by registering unsupported faulty readings as false
positive alarms.

Finally, although we have worked on offline data, the experimental study results
are promising and bring the confidence that the system will be successful on
streaming/real-time data because the previous sequence is known and the predicted
data will be measured on the next reading.

6 Conclusion

In this chapter we present an architecture that integrates the concepts of a smart
home architecture with the anomaly detection subsystem. This subsystem is capable
of detecting the unusual behavior and then reporting it to the other, more traditional
layers of the architecture. Integrating an Anomaly Detection module to an existing
IoT infrastructure can add enhanced smartness to the existing smart home system by
using the already measured values such as temperature, light etc.

Additionally, two application cases are elaborated in more detail, fire detection
anomaly and fall anomaly. The early detection of fall in elderly people can save lives,
since the late detection and intervention are the main reasons of them not surviving
a fall. The fall can be detected as an anomaly of the normal person’s routine. In this
case, the notifying mechanism plays a vital role in order to save the life of the elderly.
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Fig. 9 Differences between prediction and test data, for each parameter
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Fig. 10 Pointing the anomalous readings for each parameter
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As explained in the fire case, the early stage of a fire can be detected by using
existing temperature measuring sensors, but also other types of sensors which are
not primarily intended for fire detection, but can relate to a fire. After detecting the
fire as an abnormal activity, the notifying actions play a vital role for informing the
related units for emergency. The communication with other IoT devices can also
work against the fire anomaly, by forcing the other IoT nodes to work in crisis-mode.

The experimental data set was perfect fit to achieve the expected outcome from
this research. The synchronous detection of an anomaly by various parameters shows
the power of the system in pointing the unusual events with high precision. Some
detected outliers on particular parameter are critical to the system. In addition, besides
detecting the real world anomalies, we are extracting the faulty readings from some
sensors too, which is a big challenge to classify them as a sensor failure instead of
fire occurrence. Therefore, the faulty readings and false positive alarms on specific
parameters are not enough to rise an anomaly detection if those readings are not
supported by other parameters, which is also result from this research.

Acknowledgements This work was partially financed by the Faculty of Computer Science and
Engineering at the Ss. Cyril and Methodius University in Skopje, North Macedonia. The authors
would like to thank Angela Momirovska and Aynur Kaso, from Ss. Cyril and Methodius in Skopje,
North Macedonia, for their assistance.

References

1. “Our world in data.” [Online]. https://ourworldindata.org/grapher/urban-and-rural-
population-2050. Cited 30 Apr 2020

2. Rubenstein, L.Z.: Falls in older people: epidemiology, risk factors and strategies for prevention.
Age Ageing 35(2), ii37–ii41 (2006)

3. Joseph, T., Jenu, R., Assis, A.K., Kumar, V.S., Sasi, P., Alexander, G.: Iot middleware for smart
city:(an integrated and centrally managed iot middleware for smart city). In: IEEE Region 10
Symposium (TENSYMP), pp. 1–5. IEEE (2017)

4. Wolf, M., Serpanos, D.: Safety and security in cyber-physical systems and internet-of-things
systems. Proc. IEEE 106(1), 9–20 (2017)

5. Saleh, M., Al Barghuthi, N.B., Alawadhi, K., Sallal, F., Ferrah, A.: Streamlining “smart grid
end point devices” vulnerability testing using single board computer. 2018Advances in Science
and Engineering Technology International Conferences (ASET), pp. 1–6. IEEE (2018)

6. Giyenko, A., Im Cho, Y.: Intelligent uav in smart cities using iot. In: 2016 16th International
Conference on Control, Automation and Systems (ICCAS), pp. 207–210. IEEE (2016)

7. González, R.M., Wattjes, F.D., Gibescu, M., Vermeiden, W., Slootweg, J.G., Kling, W.L.:
Applied internet of things architecture to unlock the value of smart microgrids. IEEE Internet
Things J. 5(6), 5326–5336 (2018)

8. Anjomshoaa, A., Duarte, F., Rennings, D., Matarazzo, T.J., deSouza, P., Ratti, C.: City scanner:
building and scheduling amobile sensing platform for smart city services. IEEE Internet Things
J. 5(6), 4567–4579 (2018)

9. Yadav, P., Vishwakarma, S.: Application of internet of things and big data towards a smart city.
In: 2018 3rd International Conference On Internet of Things: Smart Innovation and Usages
(IoT-SIU), pp. 1–5. IEEE (2018)

10. Vaidya, V.D., Vishwakarma, P.: A comparative analysis on smart home system to control,
monitor and secure home, based on technologies like gsm, iot, bluetooth and pic microcon-

https://ourworldindata.org/grapher/urban-and-rural-population-2050
https://ourworldindata.org/grapher/urban-and-rural-population-2050


IoT Aided Smart Home Architecture for Anomaly Detection 19

troller with zigbee modulation. In: 2018 International Conference on Smart City and Emerging
Technology (ICSCET), pp. 1–4. IEEE (2018)

11. Baig, M.N., Himarish, M.N., Pranaya, Y., Ahmed, M.R.: Cognitive architecture based smart
homes for smart cities. In: 2018 2nd International Conference on Trends in Electronics and
Informatics (ICOEI), pp. 461–465. IEEE (2018)

12. Cicirelli, F., Fortino, G., Giordano, A., Guerrieri, A., Spezzano, G., Vinci, A.: On the design of
smart homes: a framework for activity recognition in home environment. J. Med. Syst. 40(9),
200:1–200:17 (2016)

13. Stojkoska, B.L.R., Trivodaliev, K.V.: A review of internet of things for smart home: challenges
and solutions. J. Clean. Prod. 140, 1454–1464 (2017)

14. Novák, M., Jakab, F., Lain, L.: Anomaly detection in user daily patterns in smart-home envi-
ronment. J. Sel. Areas Health Inform 3(6), 1–11 (2013)

15. Paikrao, P.S., Bose, R.: Anomaly detection algorithms for smart metering using swarm intelli-
gence. In: Proceedings of the 1st International Workshop on Future Industrial Communication
Networks, pp. 3–8 (2018)

16. Ahmed, M., Mehmood, N., Nadeem, A., Mehmood, A., Rizwan, K.: Fall detection system for
the elderly based on the classification of shimmer sensor prototype data. Healthc. Inform. Res.
23(3), 147–158 (2017)

17. Ilievski,A.,Dojchinovski,D.,Ackovska,N.,Kirandziska,V.: The application of an air pollution
measuring system built for home living. In: International Conference on Telecommunications,
pp. 75–89. Springer (2018)

18. Dimitrievski, A., Zdravevski, E., Lameski, P., Trajkovik, V.: Towards application of non-
invasive environmental sensors for risks and activity detection. In: 2016 IEEE12th International
Conference on Intelligent Computer Communication and Processing (ICCP), pp. 27–33. IEEE
(2016)

19. Yacchirema, D., de Puga, J.S., Palau, C., Esteve, M.: Fall detection system for elderly people
using iot and big data. Procedia Comput. Sci. 130, 603–610 (2018)

20. Cauteruccio, F., Fortino, G., Guerrieri, A., Liotta, A., Mocanu, D.C., Perra, C., Terracina, G.,
Torres Vega, M.: Short-long term anomaly detection in wireless sensor networks based on
machine learning and multi-parameterized edit distance. Inf. Fusion 52, 13–30 (2019)

21. Home Office AirPi, “Indoor climate measurements using an AirPi: A Raspberry Pi shield kit.”,
Kaggle, [Online]. https://www.kaggle.com/mvolkerts/home-office-airpi. Cited 09 Aug 2020

22. Malhotra, P., Vig, L., Shroff, G., Agarwal, P.: Long short term memory networks for anomaly
detection in time series. In: Proceedings, vol. 89, pp. 89–94. Presses universitaires de Louvain
(2015)

https://www.kaggle.com/mvolkerts/home-office-airpi


Evolutionary Dynamics and Multiplexity
for Mobile Edge Computing in a
Healthcare Scenario

Barbara Attanasio, Alessandro Di Stefano, Aurelio La Corte,
and Marialisa Scatá

Abstract Today, on thewake of the evolution of 5G towards 6G, the complex joining
of existing communication systems and the socio-technical aspects of human inter-
actions, acquire a growing scientific interest. In particular, this can become decisive
to establish innovation in healthcare. Complex networks theory and evolutionary
dynamics can play a key role in designing a smart healthcare system, and enable to
provide statistical estimators to understandwhichmeasures andhowwould be needed
to dynamically manage requirements and needs. Thus, following this approach, we
propose a framework for a smart healthcare scenario, to design a cognitive ambient
assisted living of frail people connected. We consider the multiplex networks to rep-
resent two interdependent networks, the mobile edge computing nodes network and
the social network of frail people. In the case of a multi-services environment, we
evaluate the impact of evolutionary dynamics of cooperation of mobile edge com-
puting nodes in the system. Our findings show how the evolutionary dynamics of
mobile edge computing nodes allow decreasing the blocking probability, with the
increasing of cooperators in the considered scenario.
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1 Introduction

The ongoing process of telecommunications evolution within 5G networks, and the
recent development towards the 6G along with the increasing number of users and
consequently the demands of growing bandwidth-intensive services and applications,
is creating a large volume of traffic, making a compelling and complex dare that still
lies ahead [20, 32]. Some specific attributes used to characterize networks such
as interference, coverage, throughput, robustness and cost, are not able to describe
the crucial aspects of the organization in terms of dynamics and structural degree of
future wireless andmobile networks. For this reason, 5G towards 6G, will be focused
on complex networks topics such as densification, heterogeneity and distributed
and self-organizing decision-making [56]. Moreover the role of 5G and the future
innovations of 6G will allow to turn into heterogeneous, cognitive and constantly-
changing connected systems of things (Internet of Things) and people (Internet of
People) [30, 41, 52]. Over recent years, the interest on some sociotechnical design
aspects, that take into account the psychological, collective dynamics, in addition
to legal and economic requirements, is growing so fast. This approach, that will
be an important new point for 6G [20], would also facilitate the development of
new systems and applications, trying to quantify how their introduction impacts on
personal life conditions, community, and societal levels, particularly on the design
of healthcare systems.

In the modern information society, given that telecommunication networks rep-
resent one of the largest scale factor with renovations occurring continuously over
the time, it is crucial to reason about the trajectory of the future applications, such
as healthcare[3, 17, 52]. Healthcare is experiencing a rapid transformation from tra-
ditional approach to a distributed patient-centric one, representing also a significant
aspect in the new economy [3]. There is a challenge in public healthcare sector also
due to the lack of adequate facilities that are driving the way in which health ser-
vices are delivered to patients. Smart homes, smart city, which integrate health and
other technologies, lead to design innovative cognitive and dynamical environment
in which healthcare services are being provided to patients. An interesting scenario
can be represented by an Ambient Assisted Living (AAL) in which it is provided the
assistance of people with recognized frailty syndromes [51].

Frailty is a vulnerability condition to stressors that results in an increased risk of
adverse healthcare outcomes [51]. In this context, the evolution of 5G and the imple-
mentation of Internet of Things (IoT) and Internet of People (IoP) have encouraged
the development of many services able to collect data from patients, to study the
effectiveness of treatments for patients and frail people. There is a lack of features
which insert into the systems the capability of spotting collective behaviors, envi-
sioning dynamics of communication networks, that represent a key aspect to learn
on how properly monitor them. Thus, to do this and at the same time to collect data
about their habits, social interactions and health without obstructing their lives, smart
devices should bewearable andwireless. These devices, sensors and actuators are the
leading character of the so called “Internet of Healthcare Things” [37] and they are
characterized by constrained energy, memory and processing capacity. Moreover, it
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could be useful to provide computing ability in near proximity of end users, through
mobile edge computing (MEC) nodes.

In order to plan suitable healthcare systems that exploit the communication tech-
nologies, the complexity of social networks, and the knowledge from data and behav-
ioral collective dynamics [58, 59], this paper is focused on proposing an innovative
approach, based on cognitive and evolutionary dynamics and complex networks
applied to a scenario represented as a smart AAL which provides healthcare multi-
services to frail people. Through the multiplex networks representation we envision
the AAL of frail people as a social network able to produce collective knowledge
through dynamics and big data. Patients, frail people are represented as nodes and
they are linked to each other through different ties. In addition, we represent the
MEC as a service-based multiplex networks which depends on knowledge and data
from social network of frail people. Data are related to habits, clinical conditions,
behaviors, collective awareness, and service requests.

In this paper, we propose a framework which relies on the representations through
multiplex networks to design a cognitive dynamical multi-services environment for
smart healthcare into AAL of frail people. We explore the evolution of cooperation
betweenMEC nodes with a low blocking probability, in order to prevent inefficiency
in the proposed smart AAL. To this aim, we model MEC servers as nodes of a mul-
tiplex network, layered as service-based, and evaluate the evolution of cooperation
among them thanks to a game-theoretic approach. An interesting point to untangle,
introducing the multiplex representation of users and MEC, is the knowledge min-
ing of the network structure and its dynamics. The analysis of coexistence of various
types of interactions among users on a complex network [9], allows us to unveil
hidden behaviors that this kind of network can exhibit. Moreover, the Evolutionary
Game Theory (EGT), which constitutes the mathematical framework to study the
evolution of strategic interactions within a complex system, highlights the interde-
pendence between the strategy of a node and the others which are connected to it in
the different layers and from which depends the evolution of collective dynamics.

The paper is organized as follows: after an introduction, in Sect. 2 we discuss
background and methods pointing out, in the order, the main features of the smart
healthcare scenario, the MEC, the multiplex networks and the EGT. In Sect. 3 we
show the proposed model and framework. In Sect. 4 we discuss results and findings
showing the simulations conducted. Finally, we present conclusion and future works
in Sect. 5.

2 Background and Methods

2.1 Internet of People in an Opportunistic Network Scenario

The fast expansion of the Internet at the edge, and the tighter interactions between
human users and their personal mobile devices push toward an Internet where human
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beings become more central than ever. Humans with their personal devices act as
their proxies in the cyber world and they are fundamental tools to sense the physical
world, leading to the so-called Cyber–Physical convergence [19]. The vast avail-
ability of personal devices (e.g., smartphones) carried by humans, and IoT devices
(e.g., sensors) embedded in almost every physical object, together with the perva-
siveness of wireless communication technologies and the massive amounts of data
describing processes, phenomena and behaviors of the physical world are crucial in
this phenomenon. Data from the physical world are analyzed in the cyber world to
generate appropriate representations of the physical entities and phenomena. Based
on this knowledge, services not only interact with each other, but also control the
status of the physical world itself, through actuators [46]. In addition, to collect infor-
mation from the cyber world around us, end devices which move with us and act
in the physical world, leave digital traces of our behaviour in the virtual world as:
our mobility patterns, our social relationships, our opinions, etc. All this incentivise
a radically new Internet paradigm, the IoP [19, 46], where human beings and their
personal devices are not seen merely as end users of applications, but become active
elements of the Internet. This paradigm is based on the observation that, since the
edge of the Internet is primarily populated by human personal devices, or by devices
embedded in physical objects with which humans constantly interact, the Internet
network paradigms should take into account human behaviours in the design of all
networking functions. Human beings are more and more central in technical systems
they use and have an active role in their operations along with the Internet devices,
through which they communicate, they become the leading actors of a complex
socio-technical ecosystem. In this ecosystem, users should not change their lifestyle
and adapt themselves to technological requirements but it is the technology that has
to take care of people [46]. Personal devices are “key nodes” of the network and
make decisions about network functions and data dissemination, by also exploiting
human behaviour modeling in physical world. In many cases, network services will
be focused on devices, in the sense that they will “take the initiative” and determine
how the network must be configured and managed to meet their requirements. They
make it possible to dynamically configure the network to access nearby devices and
to decide how to use network resources.

To sum up, the characteristics that underlie the IoP paradigm are:

• IoP is human-centric and the IoP algorithms should bebasedonquantitativemodels
of individual and social human behaviour.

• IoP is device-centric, users’ devices are seen as “central IoP nodes”, which are
proxies of humans in the cyber world.

• IoP is data and computing-oriented, IoP will naturally include the primitives that
deal with data management and data computation.

• IoP is self-organizing, IoP users’ devices can establish spontaneous and
infrastructure-free networks with nearby devices.
Because of its characteristics, the most profitable paradigm of self-organizing net-
work for IoP is the opportunistic network [16, 18]. In an opportunistic network like
this, nodes are personal devices and the network is focused on people and their
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devices. The opportunistic network imitates, in the cyber world, the way infor-
mation spread in the physical world through contact between people. To achieve
this goal, personal devices should contribute part of their resources to the dis-
semination process (crowd sensing, sensing people centric). To develop effective
algorithms for data collection in the cyber-physical world, cognitive heuristics
have been proposed [28]. These heuristics are effective in the dissemination of
data in the cyber-physical world where each node has only a partial knowledge of
its environment.

2.2 Mobile Edge Computing

Due to the advancement in technologies, mobile sensing and wireless communica-
tion, the introduction and development of innovative applications have been encour-
aged in the last years [1, 30]. Despite the computing and storage capabilities of smart
devices have increased over recent years, they are still limited in computational and
battery resources in comparison with requirements which are increasingly demand-
ing [25]. Cloud represents the current paradigm for the delivery of services to a
massive number of users and it is based on the concentration of huge computation
and storage resources in centralized datacentres. However, this way of offloading
computation task often leads to unacceptable delay and heavy backhaul usage [4,
5, 29, 66]. MEC is a promising paradigm able to provide a capillary distribution of
cloud computing capabilities to mobile devices in a decentralized manner and it is
identified as one of the key pillars of 5G [25, 35]. It brings application hosting from
centralized data centres to the network edge, closer to users and the data generated
by applications [29, 65]. It makes it possible the execution of delay-sensitive and
context-aware applications in close proximity of end users while alleviating backhaul
utilization and computation at the core network. The main characteristics of MEC
are the following [65]:

• Proximity: MEC servers are deployed in close proximity of end devices.
• Low latency: moving data offloading from core network. MEC speeds up appli-
cation response.

• High bandwidth: the transmission of data betweenMEC servers and smart devices
fully exploit the bandwidth of access network gaining speed.

• Location and network context awareness: MEC servers use received information
from smart devices within the local access network to determine specific locations.

• Mobility awareness: mobility is a crucial feature of ubiquitous smart devices.
When devices move along, tasks may be offloaded to different MEC servers.

• Heterogeneous resource synergy: to deal with a huge amount of task demands, it
is necessary to exploit both cloud and edge computing. In addition, it is necessary
synergizing heterogeneous resources, such as computing, caching, communica-
tion, etc.
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• Real time response: the latency of the offloading process is not only affected by
the states of various resources, but also by the strategies of other devices, thus
designing computation offloading schemes that can guarantee low latency is not
trivial.
The main advantage of a system that employs MEC is the possibility to enable
the typical 5G applications, such as vehicular communication, remote control of
robots or machinery, interactive gaming, virtual reality, IoT, Internet of Medical
Things (IoMT) [34] and healthcare [27, 37] reducing latency availability of both
data and services to the end-users and providing high bandwidth and computing
agility in the computation offloading process [2, 25, 66].
Despite the benefits deriving from the decentralization of cloud computing infras-
tructure, there are new challenges and open issues deriving from this paradigm
[61]:

• Resource management: the computing and storage resources in individual MEC
platformare limited andmaybe able to support a constrained number of application
with moderate needs of such resources.

• Interoperability: MEC infrastructure owned by different network providers should
be able to collaborate with each other.

• Service discovery: exploiting the synergies of distributed resources and various
entities requires discovery mechanisms to automatic discovering of the heteroge-
neous resources and synchronization.

• Mobility support: solutions for a fast process migration may become necessary.
• Fairness: ensuring fair resource sharing and load balancing is also an essential
problem.

• Security: MEC servers could be vulnerable to attacks such as Distributed Denial
of Service (DDoS) and issues related to users’ privacy- protection mechanisms.
Due to the limited capacity of each server, edge components may need to compete
for the task offloading. In this way in [48] it is explored the positive synergy among
MEC and Game Theory (GT) in use cases of incomplete information including
aspects of learning, cooperation and social connections in a multi-tiered infras-
tructure where each layer represents local computing, edge and remote servers.
In [61] it is demonstrated that collaborative MECs give better results in term of
execution time, latency and faster results. In [65] authors provide a game theoretic-
approach for the computational offloading based on incentives that reduces smart
devices energy consumption and task execution time. A comparison, through a
game-theoretical multiuser computation offloading, between local computation
and offloading, is explored in [55] where it is demonstrated that the proposed
method achieves better results compared to local computation. A game theory-
based power control approach for improving performances, is proposed in [42]. In
[31] a Bayesian game theoretic approach is analysed as a guideline for the design
of computational offloading strategies. In this paper we consider MEC nodes in a
multiplex networks able to cooperate to dynamically distribute tasks, in line with
the behavioral dynamics of people in the social multiplex network.
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2.3 Multiplex Networks

Over the last decade, as a result of one of the major efforts of the multidisciplinary
scientific research, ranging from physics to engineering, the most interesting investi-
gated aspect is that there is a huge number of natural and man-made systems that can
be structured as networks [8] with constituents considered as nodes, and interactions
modeled as links [9]. A multitude of properties have been deeply explored and they
have become the keywords of the most intriguing research studies involving several
disciplines and application fields [38–40], starting from the bio-inspired approach
which made it possible to include modeling features such as self-organization, self-
protection and adaptive dynamics, with the aim to design networks as complex sys-
tems [57, 60].

It is well known that a network is a clear representation of entities along with their
interactions and global connectivity. Network theory inspects the topology and the
structural patterns of interactions among elements of a network. It can be applied to
large communication systems, transportation infrastructure [45, 62], biological sys-
tems and brain networks [14] and a variety of social interactions structure and phe-
nomena, such as spreading, cooperative and contagion dynamics [8, 23, 58]. Society,
telecommunication networks and the human brain represent examples of complex
multi-relational systems, whose behavioral dynamics emerge from the analysis of
their representative non-trivial structural organizations, non random patterns and
interactions among their constituents [13, 45]. In reference to the aforementioned
networks, they exhibit specific complex topological features, showing, for exam-
ple, small-world properties [63]. It implies an average topological distance between
nodes increasing logarithmically or slower with the number of nodes, or a power-
law behaviour, which characterises the presence of scale-free degree distribution and
a statistical abundance of “hubs” with a large number of connections k compared
with the average degree value k [6]. These macroscopic properties put in evidence
the topological complexity of the systems which many real world networks display
in addition to other features, such as heterogeneity of nodes, intensity and types of
interactions. To shed light macroscopic, microscopic and mesoscopic points of view,
and to obtain the encoding of complexity and other statistical resolution parameters
and analysis, the multilayer networks represent the suitable network mathematical
formalism. The elementary unit, charted into a network node and the interaction of
pairs of nodes is traditionally represented as a connection with a weight. In many
cases the representation in which all links are treated on such an equivalent way
can be a constraint and it results in loosing details and information, leading to an
incomplete description of phenomena that characterize real-world networks.

Some issues related to social networks structure or economics financial networks,
viral marketing, gossiping, epidemic spreading and contagion, have been not prop-
erly understood, since the traditional formalism assumed that the interactions or
relationships take place at the same level. Yet, in reality pairs of interacting elements
are connected through multiple types of links, with a multi-scale resolution in space
and time. Multilayer networks have been able to generalize the traditional network
theory developing a novel framework to study graphs where elements are nodes
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with several different layers of connections, to be taken into account to properly
describe the connectivity and dynamic processes on the system. Multilayer networks
incorporate multiple levels of interactions in which each entity, represented as phys-
ical node has different manifestations in specific layers, indicated as “state node”.
Each layer describes different categories of connections, thus considering the mul-
tiple relationships between nodes that can be different for relevance, context and
meaning [9, 13]. Such a change of paradigm leads to take into account more knowl-
edge than the aggregate of a series of single layers, including links into different
groups, the nature of relationships and nodes which belong to each layer, although
in some cases it is possible to debate on the possible compressibility [21]. A mul-
tilayer network is represented as a family of graphs, as defined in [13]. Graphs can
be weighted or unweighted, directed or undirected, and are characterized by a set of
nodes and edges. In each layer we have a different set of interconnections between
nodes, called intra-layer connections, in contrast with the interconnection among
layers, called inter-layer interactions. The concept of multilayer extends other math-
ematical objects defined as particular type of multilayer networks, such as multiplex
networks, networks of networks, interdependent networks, hypergraphs, and many
other. Specifically, multiplex networks describe a large number of networks, from
social to biological, where a set of node is connected by links of different nature
in different layers and the only possible type of inter-layer interactions is that with
its counterpart nodes in the rest of layers [9, 13]. The multiplexity represents an
extra dimension of analysis which allow us to unveil dynamics and non-trivial phe-
nomena, through multiple channels of connectivity, and providing the more natural
description for systems in which nodes have a different set of neighbours in each
layer [23]. In the multiplex framework, taking into account the inter-layer interac-
tions between the same nodes at different layers has deep dynamical consequences
and gives rise to unexpected emergent phenomena [23]. Each type of interaction can
be characterized by a given cost, distance or weight, proving that treating all the
links as equivalent in an aggregate structure, results into losing knowledge [10, 45].
The multiplex structure and the referred analysis able us to quantify the information
encoded in structure, dynamics and connectivity of the complex system. To show the
hidden behavior of complex systems we need to investigate of a multi-dimensional
network representation, cause it leads to unveiling interesting structural properties
and interdependence, to understand emerging phenomena such as cascading failures,
super-diffusion, spreading and epidemic dynamics and evolutionary game-theoretic
strategies, to learn and predict collective dynamics in order to design control mecha-
nism and cognitive environment. Thanks to the introduction of multiplex dimension,
we acquire a deeper level of analysis in structural terms that can be achieved also by
exploring connectivity through weighted multiplex networks so that links between
the nodes not only are distinguished by the kind of interaction linking the nodes, but
also by the cost or intensity reflecting the importance. Having such a mathematical
representation of complex structure, in addition to mathematical algorithms of com-
plex networks, makes us able to extract information and knowledge from systems,
to understand cognitively phenomena, identify mechanisms and inspire design of
systems, able to dynamically learn to evolve.
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2.4 Evolutionary Game Theory (EGT)

The GT is a branch of applied mathematics that analyses conflict situations and
searches for competitive or cooperative solutions using mathematical models. It is
designed to address situations in which the outcome of individuals’ decision depends
not just on how they choose among several options, but also on the choices made by
the people they are interacting with [26]. EGT originally was born to apply models
belonging to the traditional GT to the study of genetics, adaptation and frequency
with which a gene appears in a population [23]. EGT differs from classical theories
because it focuses more on the dynamics of changing strategies than on achieving
an equilibrium. The game is not only a model of interactions among individuals, but
also a tool to investigate which behaviours emerge and are able to persist within a
population [23]. In particular, EGT has been used extensively to study the problem
of cooperation [50]. The purpose of these theories is to use mathematical models to
describe and predict what will happen in a game as in a real situation. These studies
essentially have a dual role: firstly, a positive role, which consists of interpreting
reality and trying to explain why, in specific context, an individual acts in one way
rather than in another; the second role, prescriptive, that aims to determine which
outcome will arise from the encounter between two or more individuals [49]. At the
base of GT and EGT there is obviously the definition of game.

A game is a model of interaction between decision makers where each one plans
his actions simultaneously. In each game there are [26]:

• A set of N participants, called players;
• Each player has at his disposal a set Ai = ai1, ai2, . . . , ain of any possible actions
or strategies;

• Together with each strategy, each player receives a payoff that numerically char-
acterizes the player’s preference.
In the analysis of the evolution of cooperation it is useful exploit social dilemmas
[33], which are two-players and two-strategies games. Social dilemmas are situa-
tions in which collective interests are at odds with private interest. They describe
situationswhere the fully selfish and rational behaviour leads to an outcome smaller
than the one the individuals would obtain if they acted collectively [15]. Social
dilemmas represent the tension between the benefit of the individual and the com-
mon good. The two possible strategies are cooperation (C) or defection (D), where
cooperating means contributing to the benefit of the whole population paying a
cost and defection means being selfish and not paying any cost and relying on
the cooperation of other player [23]. To sum up, through the evolutionary game
theory, we show the role played by the cooperation of MEC nodes in the multiplex
network to provide a multi-services environment with a low blocking probability
in response to task offloading problem.
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3 Model

3.1 Scenario

The assumed scenario is an innovative smart AAL that provides a multi-service envi-
ronment towards patients, people with recognised frailty syndromes [51], leveraging
the advantages related to 5G technology, mobile edge computing, and complex net-
works algorithms. Data can be transmitted between devices (such asmedical devices,
IoT, hand-held devices, etc.) in short range through D2D communication [32]. In this
assumed scenario, from one hand, patients are represented as social network nodes
linked to each other through different ties (such as real and virtual). Moreover, from
this network we can extract big data related on information diffusion, collective
awareness, behavioral dynamics and service requests. From the other hand, we have
MEC, which guarantees the providing of service in the multi-service environment.

Considering that in AAL we can have different types of service requests and
that the 5G network is expected to provide differently eMBB (enhanced mobile
broadband) and uRLLC (ultra reliable or low-latency communications), we represent
theMEC as nodes of a multiplex network, layered as service-based. In this multiplex
network formalization we analyze the fitness of statistical parameters which rules
the cooperation of MEC nodes, to guarantee the service requirements.

3.2 Social Multiplex Modeling for AAL and MEC Networks

In this section, we describe the first step of our modeling procedure which consists
of defining a social weighted multiplex network [22]. We highlight the importance
of including multiple relationships between users in a multiplex network. In the first
multiplex, each layer corresponds to a different type of social interaction between
users in the AAL (real and virtual layers). In the second multiplex, each layer corre-
sponds to a different type of interaction between MEC nodes, based on service type,
eMBB or uRLLC. Thus, let us consider two multiplex network, M1 and M2, of M
layers α = {1, . . . , M} and N nodes i = {1, . . . , N }. A multiplex network is a set
of M weighted networks (or layers) Gα = (V, Eα). The set of nodes V is the same
for each layer, whereas the set of links E changes according to the layer [45]. Each
network Gα is described by the adjacency matrix, denoted by Aα with elements aα

i j ,
where aα

i j = wα
i j > 0, if there is a link between i and j with a weight wi j , otherwise

aα
i j = 0. In the multiplex M1, we include weights as function of the discrepancy
of patients awareness on its own health conditions and the assortativity with other
patients [58, 64]:

(wα
i j )

M1 = hi j |�ai j | + 1 (1)
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Fig. 1 Multiplex network representation of mobile edge computing and ambient assisted living.
The figure illustrates the networks representation in two multiplex networks, M1 and M2. Starting
from the scenario of a Smart Ambient Assisted Living which includes mobile edge computing,
internet of things devices, patients, that are people with frailty conditions with hand-held devices.
The two multiplex are interdependent forwarding from one side the services requests and from the
other side the multi-services environment

In the multiplex M2, weights are function of p, that represents the maximum
processing capacity that a node assigns to an application of the specific layer, based
on requirements of uRLLC and eMBB services [36]:

(wα
i j )

M2 = 1 + |pα
i − pα

j | (2)

Since in amultiplex network a pair of nodes can be connected inmultipleways, the
concept ofmultilink can be defined as amesoscale property, which represents the pat-
tern of connections between two nodes [47]. In fact, networks are also characterised
by non-trivial structural patterns not only at the level of single-node but also at the
level of sub-graph, which adds level of richness to deepen inside structural properties
[9]. Let us consider in the M2 the vector

−→m = (m1,m2, . . . ,mα, . . . ,mM1), defined
as a multilink, in which every element mα can have only two values mα = 0, 1. As
showed in [47], we can introduce the multiadjacency matrices A

−→m with elements
Ai j

−→m , and the multidegree k
−→m
i , given by the following equations:
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Ai j
−→m =

M∏

α=1

[θ(aα
i j )mα + (1 − θ(aα

i j ))(1 − mα)] (3)

where θ(x) = 1, if x > 0, otherwise θ(x) = 0. These elements serve to evaluate if
exists a multilink between node i and node j . To estimate in these terms the structural
role of a node in the multiplex network, we evaluate how many multilinks −→m are
incident upon node i :

k
−→m
i =

N∑

j=1

A
−→m
i j (4)

3.3 Evolutionary Game Theory for MEC Cooperation

Since themobile edge computing resources are limited, one key challenge, in the pro-
posed scenario, is offering the computing service in amulti-service environment with
a low service blocking, in order to prevent inefficiency in the deployment of comput-
ing system in the proposed AAL scheme (see Fig. 1). In this paper, we introduce the
evolutionary game-theoretic approach to deal with this issue by enabling cooperation
between MEC nodes in the multiplex network. We focus on exploring the evolution
of cooperation on the multiplex network M2 of MEC nodes, in order to reduce the
blocking probability [11]. We analyze different social dilemmas, the iterated forms
of Prisoner’s Dilemma game (PD), the Snowdrift game (SD), the Stag-Hunt game
(SH) and the Harmony game (HG). Since these dilemmas are two-strategies games,
with different features, as specified in the payoff matrix, MEC nodes can choose
between two strategies: cooperate (C) or defect (D) (Table1):

Where R represents the reward gained by a co-operator playing against another
co-operator, S is the sucker payoff obtained by a co-operator that plays against a
defector, T is the temptation payoff obtained by a defector when he plays against a
co-operator, and P represents the punishment for the mutual defection. The selection
of the matrix parameters enables the definition of several games according to their
evolutionary stability [54].

If R > S and R > T > P the game is the HG and the final state of a population
that plays this game is the total cooperation. The opposite situation, with T > R >

P > S, is represented by the PD; T > R > S > P yields the SD, finally R > T > P

Table 1 Payoff matrix

C (Cooperation) D (Defection)

C (Cooperation) R S

D (Defection) T P
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> S corresponds to the SH [44]. Cooperating means that two MEC nodes exchange
each other generic computation requests, linked to a specific application, when one
of them is temporary overloaded [11]. However, there could be MEC nodes that
choose to defect. In fact, if a node i , at the edge of the multiplex network M2, decides
to work on isolation, it can use a buffer, with size k to store computation requests
when its CPU is busy. Consequently, it can have the possibility of dropping requests
when this buffer is full. However, if multiple MEC nodes can come to rescue of each
others, through cooperative behaviors of the node’s neighborhood in the multiplex
networkM2, dropping probabilities will be reduced, exploiting bothmultiplexity and
EGT. In order to evaluate the performance of our proposed approach, we consider a
metric: Pi , namely the blocking probability of the service [11], i.e., the probability
that a service request is not executed by either the MEC node (where the request
arrived) or by the cooperative node on the weighted multiplex network M2. Thus, it
is given by:

Pi = 1

k
−→m
i

N2∑

j=1

Rk∑

R j=T2

πRk R j · πR∗
j

(5)

where, k
−→m
i is the multidegree of node i, R j represents the service requests number

accepted by node i , of the total service requests sent from weighted multiplex M1.
Rk is the service requests number equal to k, buffer size, which is the maximum
requests number allowed. We consider a scenario where the two multiplex are inter-
dependent and, for the sake of simplicity, we assume that the flows of requests from
weighted multiplex network M1, arrive according to a Poisson distribution with rate
of λi . We define the blocking states of a MEC node as a state where the incoming
requests cannot be stored or shared in the neighbors. Differently from the case of a
single network, where we can consider just only one type of service application, the
introduction of multiplex dimension, layered as service-based, enables MEC nodes
to gain from cooperation in different services and in the different layers. This means
that, for example, a node that has a high blocking probability for one service ben-
efits from the cooperation of his neighbors, getting the opportunity to provide also
other services. The multiplex dimension enables us to evaluate the global blocking
probability in multi-service scenario. We aim at quantifying the gain of leveraging
the multiplex representation of both AAL and MEC network nodes, the collective
behaviors of the multiplex M1 which produce requests for the MEC network and
the evolution of cooperation in multiplex network M2, to efficiently provide a multi-
service environment. We assume, in this paper, that the collective dynamics of the
weightedmultiplex networkM1 constitute an input to the other weightedM2 in terms
of service requests R j , which impact the blocking probability. The final aim is to
minimize the blocking probability in this given scenario leveraging the evolution of
cooperation of the MEC nodes.
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4 Simulation and Results

Simulations have been conducted taking into account the two weighted multiplex
networksM1 and ofM2 both consisting ofM = 2 layers, and following the analytical
model described in Sect. 3. The M1 is referred to the multiplex representation of
patients networks in AAL with N1 = 1000 nodes, and the M2 is referred to the
multiplex representation ofMEC service-based network, with N2 = 100 nodes. Each
layer of both weighted multiplex networks is modeled by considering the Scale- free
network as network topology [7]. The reason behind this choice is due, from one
hand, to its ability to give a boost to spreading collective dynamics [58] and, from
the other hand, it represents the most suitable network topology for the emergence
of cooperation [22, 24]. In this way, we are able to investigate how such synthetic
network, characterized by controlled topological properties, allow us to derive the
potential gain both in terms of behavioral dynamics of the patients multiplex network
and in terms of MEC cooperation to provide uRLLC and eMBB services. In Fig. 2
we display the M1 multiplex representation of patients networks in AAL. Notably,
the choice of SF topology is induced by that SF is inherently heterogenoeus, strictly
resembling real-world networks displaying a skewed statistical distribution deriving
from the preferential attachment rule (“rich get richer”) [53]. In Fig. 3 we show the
aggregate network of the multiplex representation of MEC service-based network,
underlining themultidegree, based on the analyticalmodel described in Sect. 3,which

= 1 = 2

Fig. 2 Mobile edge computing multiplex network. The figure illustrates the two layers of the
multiplex representation. The network topology considered is a Scale-Free Network
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Fig. 3 Mobile edge computing aggregate network. To evaluate the multilink for each node of the
multiplex network it is convenient to construct the aggregate network Ĝ, formed by the N2 nodes
of MEC multiplex network. The size of nodes represent the measure of the multidegree

indicates how many multilinks are incident upon a node i . In Fig. 4 we show the
density plots to highlight the evolution of cooperation based on four different social
dilemmas, respectively PD, SD, HG, SH in (a)-(b)-(c)-(d). We have simulated the
evolutionary dynamics in all the different configurations of dilemmas for a number
of rounds such that a dynamical steady-state was reached. Results confirm that SF
is the most suitable network topology for the emergence and maintenance of the
cooperation. Strikingly, we show that the HG, and secondly SD, achieve faster the
highest density of cooperators than in the other cases, PD and SH, as expected from
literature [44]. In Fig. 5 we shed light on the impact of different social dilemmas on
the blocking probability of MEC nodes in the M2 weighted multiplex network. A
node having a high blocking probability for one service gains in capacity from the
cooperative behavior of hisMECnodes neighbours inmultiplex to provide computing
for the global multiservices environment. We quantify the role of different social
dilemmas, PD - SD - HG - SH (see respectively (a)-(b)-(c)-(d) of Fig. 5) on the
global blocking probability in multiservices scenario of MEC nodes, depending on
their multidegree and the number of cooperators in the multiplex.We find out that the
evolution of cooperation in the weighted multiplex network of MEC nodes influence
the probability that a service request (uRLLC or eMBB) is not executed by either
the node or the cooperative neighbouring one, and it decreases as the number of
cooperators increases. Themultidegree ofMECnodes, displayed inFig. 3 anddefined
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Fig. 4 Density plots. The figures illustrate the density of cooperation in various social dilemma,
against the rounds of the game: we show the density ρ, ranging from blue (lowest) to red (highest)
in the following games: a PD - b SD - c HG - d SH, with M = 2 layers in the weighted multiplex
network M2

in Sect. 3, represents the potential impact of service load on the MEC nodes, but also
the potential neighborhood with whom to cooperate in order to provide different
services. Thus, it is able to trigger a cooperative mechanism. If a MEC node, in the
weighted multiplex network M2, decides to work on isolation, which means that
it maintains its interactions but without cooperative approach, potentially it could
reduce its blocking probability by increasing the buffer size with a cost [11]. When
there is not variation of buffer size, for that node, the higher is its multidegree the
higher is its blocking probability, since in this case its neighbourhood, represented by
the number of incident multilinks (see Sect. 3), is large and selfish thus it can increase
its temporary load peaks. We find out, that the gain of the evolution of cooperation is
more striking for the nodes with high multidegree measure as showed in Fig. 5. The
evolution of cooperation in weighted multiplex networks, with scale-free structure as
network topology of layers, is able to uniform the blocking probability regardless of
the number of incident multilinks in a node, when dynamical steady-state is reached.
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Fig. 5 The impact of evolutionary game theory on blocking probability of MEC nodes. Plots
display the blocking probability of nodes against the number of cooperators in the different social
dilemmas: a PD - b SD - c HG - d SH.We highlights the blocking probability of nodes with various
measures of multidegree, identified by the colors ranging from yellow (the minimum value) to black
(the maximum value)

5 Conclusion and Future Works

Our idea of including the multiplex representation and the EGT, which enable coop-
eration ofMEC andmeets up needs of anAAL of frail people, represents an approach
to evaluate the impact of evolutionary dynamics and complex networks in a health-
care scenario. The proposed framework and model encompasses, from one hand,
the collective dynamics of the social network representation of patients and, on the
other hand, the cooperation of MEC in multiplex network, which provides services
to AAL. People can share contents improving knowledge on their own conditions
within the AAL. In terms of complex networks this is crucial to improve collective
awareness, giving a non-trivial impact on the treatments and the life conditions of
people [64]. For example, in the case of frailty associated to life-changing illness
[12], the emotional andmental impact is vast and can be long-term [43, 58]. Although
any illness can trigger depression, the risk of chronic illnesses and depression can
cause possible aggravation in daily life conditions. Thus, patients with life-changing
illnesses which share their experience through interactions in a real and virtual net-
work, represented as a social multiplex network, can improve their outcomes [64].
The multiplex network of patients, if properly monitored, such as in a smart cogni-
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tive AAL, allows them to share clinical experience and condition, producing, at the
same time, data about collective behaviors, needs, service requirements and habits.
Through the same social network, this can enable a positively sharing of experiences
rather than driving a possible distress contagion [58]. To have a dynamic cognitive
multi-service environment for a network of frail people, we need to move computing
at network edge, closer to users, and a cooperative behavior is needed among com-
puting nodes, to guarantee multi-service system. For this reason, in this paper we
aimed at quantifying the gain of leveraging themultiplex representation of both AAL
and MEC networks. Collective behaviours on the first multiplex network produce
services requests for the MEC network, while the evolution of cooperation on the
second multiplex network is able to provide an efficient multi-service and cognitive
environment. MEC nodes benefit from their own cooperation impacting on blocking
probability gaining capacity to provide services. We envision to consider a complex
scenario including collective dynamics in patients networks, such as awareness dif-
fusion and mesoscopic aspects, in both multiplex networks, to detect communities,
with the aim of improving performances in providing services.
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Correlations Among Game of Thieves
and Other Centrality Measures
in Complex Networks

Annamaria Ficara, Giacomo Fiumara, Pasquale De Meo, and Antonio Liotta

Abstract Social NetworkAnalysis (SNA) is used to study the exchange of resources
among individuals, groups, or organizations. The role of individuals or connections
in a network is described by a set of centralitymetricswhich represent one of themost
important results of SNA. Degree, closeness, betweenness and clustering coefficient
are the most used centrality measures. Their use is, however, severely hampered by
their computation cost. This issue can be overcome by an algorithm called Game of
Thieves (GoT). Thanks to this new algorithm, we can compute the importance of
all elements in a network (i.e. vertices and edges), compared to the total number of
vertices. This calculation is done not in a quadratic time, as when we use the classical
methods, but in polylogarithmic time. Starting from this we present our results on
the correlation existing between GoT and the most widely used centrality measures.
From our experiments emerge that a strong correlation exists, which makes GoT
eligible as a centrality measure for large scale complex networks.

1 Introduction

SNA studies groups [14] of individuals and it can find an application in a lot of
areas such us organizational studies, psychology, economics, information science
and criminology [5, 13]. Social Networks (SNs) like Facebook and Twitter have
grown exponentially providing new challenges for the application of SNA methods.
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The definition of the so-called centrality measures represents one of the most
important results of SNA.These set ofmeasures describe the role of single individuals
(or single connections) with respect to their network of relationships and can be used
to identify the most influential people. These people have the potential of controlling
the information flow inside a network and, for this reason, they have a great practical
relevance. Thanks to the use of themain centrality metrics, such us degree, closeness,
betweenness, and clustering coefficient, we can increase our understanding of a
network.

When we compute centrality measures on on-line SNs, we are facing the problem
about the big size of the data. This problem can be overcome by using a new algorithm
called Game of Thieves (GoT) [26]. GoT computes the centrality of both vertices
and edges in a network with respect to the total number of vertices. This computation
is done in polylogarithmic time, while the classical centrality measures need at least
a quadratic time.

GoT owes its name to the protagonists of the game who are a multitude of thieves
whose main purpose is to steal diamonds.

The basic idea is to make an overlap between a heterogeneous system like a com-
plex network [30] and a homogeneous artificial system which has two key elements:
a group of thieves and a set of vdiamonds (i.e. virtual diamonds). At the beginning,
each vertex is artificially endowed with vdiamonds and wandering thieves. If a thief
does not carry any vdiamond, his state is “empty”. If he carries a vdiamond, his state
becomes “loaded”. If the thief state is “empty”, he wanders in search of vdiamonds.
The thief picks randomly a neighbor of the vertex in which it is located, he moves
to this new vertex and, if he finds a vdiamond, he fetches it. Then, he follows back
the same path used in search of vdiamonds and brings the vdiamond back to his
home vertex. At this point the vdiamond becomes available for the other thieves who
can steal it. At the beginning of the game, there is the same number of thieves and
vdiamonds in each vertex. Then, GoT proceeds in epochs. At each epoch, all thieves
move from their current location to the next one. When they find or deposit a new
vdiamond, their state (“loaded” or “empty”) changes.

Encouraged from the superior performance of GoT respect to the state-of-art
algorithms, we decided to investigate whether GoT can be used to compute vertices
and edges centrality. This amounts to investigate whether and to which extent exists
a correlation between GoT and some classical centrality measures.

Correlation is a bivariate analysis through which we can study the association
between two variables. This kind of analysis takes into account the strength of this
relationship between pairs of variables and its direction. The value of the correlation
coefficient can vary from −1 to +1. A perfect degree of association (positive or neg-
ative) between two variables is indicated by a value of ±1. The relationship between
pairs of variables becomes weaker when the value of the correlation coefficient goes
towards 0. The most used types of correlations are Pearson correlation, Spearman
and Kendall rank correlations.

We have done a lot of experiments computing these three correlation metrics on
different types of networks both artificial and real. We used three classes of simu-
lated networks: Erdös Rényi (ER) random graphs, small-world (SW) and scale-free
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(SF) networks. For each class, we randomly generated different networks which have
1,000–15,000vertices and4,970–1,125,545edges.Then,wehave taken into account
three networks from real-world: Dolphins (62 vertices, 159 edges, unweighted), High
Energy (8,361 vertices, 15,751 edges, weighted, disconnected) and Internet (22,963
vertices, 48,436 edges, unweighted). Our experiments show that there is a strong neg-
ative correlation amongGoTand themain centralitymetrics like degree, betweenness
and closeness; while there is no correlation between GoT and the clustering coeffi-
cient with the exception of the small-world networks in which we can find a strong
positive correlation.

2 Related Literature

Centrality measures describe the position of an individual in a network in relation
to the complete network and to the other individuals in the same network. Some
centrality metrics identify the most influential and prestigious actors in a network [3,
15, 33, 39], some others indicate the social influence of an individual with respect
to others in a network [16], others evaluate the integration of each individual into
a network [38]. Most recently, a new algorithm called Game of Thieves has been
developed [26]. It is amethodwhich is able to compute the importance of both vertices
and edges, which are the elements of a network, and to complete this computation
in polylogarithmic time with respect to the total number of vertices.

Degree centrality, closeness centrality, betweenness centrality and clustering coef-
ficient can be considered as the most frequently used centrality metrics. The first
three measures were proposed by Freeman [15], whereas the clustering coefficient
was defined by Watts and Strogatz [40]. In our work, we try to answer to an often
asked, but rarely answered, question that is: are these centrality measures correlated?
If there exists a high correlation between the centrality metrics, we can expect they
have a similar behavior in statistical analyses and for this reason the development
of multiple measures seems to be redundant. If there is not high correlation, we
can conclude that they are unique measures which can be associated with different
outcomes. But, we are not only interested in the correlation between the most used
centrality metrics. We want to answer to an other question: are these centrality mea-
sures correlated with Game of Thieves? If we find that they behave similarly, we
can use GoT in the computation of individuals’ centrality in very large networks,
considerably reducing the execution time of this computation.

Many researchers carried out studies on the correlations between centrality mea-
sures.

Bolland [2]made a correlation analysis on four centralitymeasures: degree, close-
ness, betweenness, and continuing flow. He considered three criteria that are robust-
ness, face validity and sensitivity. He underlined the similarity between closeness,
degree and continuing flow and a relative difference between this three indices and
the betweenness centrality. The high intercorrelations among the first three indices
produced a considerable redundancy for the used dataset which was increased with
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the introduction of random error into the data. Then, the author chose the continuing
flow as the best model and a useful companion to the betweenness.

Rothenberg et al. [32] compared eight centrality measures analyzing people risky
behaviors in an area of low prevalence for HIV transmission. These measures were:
three forms of information centrality (i.e. measures of centrality which make use of
all paths between pairs of points) [36], eccentricity, mean, and median (i.e., three
distance measures), and degree and betweenness centrality. Their studies showed
an high correlation among these eight centrality measures. In particular, there was
an high correlation among the three distance measures and the three information
measures, but there was a weaker correlation among these measures and degree
and betweenness. Degree and betweenness were highly correlated, but both were
less correlated with the three forms of information centrality which were highly
correlated among themselves.

Faust [12] used a subset of the data from Galaskiewicz’s study [17] regarding
relationships between CEOs, clubs and boards and examined correlations among
several centrality measures. He used centrality measures such us degree, eigenvector,
closeness, betweenness to compute the centrality of an event, and flow betweenness
used to identify central clubs. Then, he studied the correlation among these metrics
founding correlation coefficients between 0.89 and 0.99.

Valente and Forman [38] discovered two new centralitymeasures know as integra-
tion and radiality. They examined correlations among these twomeasures, in-degree,
out-degree, closeness, betweenness, flow and density. They used the “Sampson
Monastery” and the “Medical Innovations” datasets. Their analysis showed that inte-
gration was correlated with in-degree and radiality was correlated with out-degree.
A further study on the correlation revealed that these new metrics were similar but
distinct from closeness, betweenness and flow.

In a more recent study, Valente et al. [37] choose the most commonly used cen-
trality measures such as degree, in-degree, out-degree, betweenness, s-betweenness,
closeness-in, closeness-out, s-closeness, integration, radiality and eigenvector. They
empirically investigated the correlation among them finding out that degree had the
strongest overall correlations. Eigenvector centrality had the next highest average
correlation. Similar correlations were founded among betweenness, symmetrized
closeness, in-degree and out-degree. The lowest average correlation was discovered
between directional closeness measures, in-closeness and out-closeness.

Li et al. [24] first studied the Pearson correlation between centrality measures and
the similarity ranking for vertices. Then, they introduced a new centrality measure
known as the degree mass. They found that betweenness, closeness, and eigen-
vector were strongly correlated with the degree, the 1st-order degree mass and the
2nd-order degree mass, respectively, in both artificial and real networks. Then, they
demonstrated that eigenvector and the 2nd-order degree mass had a larger Pearson
correlation coefficient respect to eigenvector and a lower order degree mass.

Ronqui and Travieso [31] studied the correlation between pairs of centrality mea-
sures in two artificial networks and several real networks. Their analysis showed
that these metrics were usually correlated. A stronger correlation could be found in
the artificial networks with respect to real networks. Moreover, the strength of the
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correlation between the centrality measures varied from network to network. For
this reason, they proposed a centrality correlation profile as a way to characterize
networks. This profile consisted of the values of the correlation coefficients between
the centrality metrics of interest.

Grando et al. [20] showed through their experiments that vertex centrality mea-
sures such as information, eigenvector, subgraph, walk betweenness and between-
ness could identify vertices in all kinds of networks with a performance at 95%.
Considerably lower results could be achieved using other metrics. In addition, they
demonstrated that several pairs of centrality metrics evaluate the vertices in a very
similar way (i.e. their correlation coefficient values were above 0.7).

Shao et al. [34] uses degree to approximate closeness, betweenness, and eigenvec-
tor. They first demonstrated that rank correlation performed better than the Pearson
one in scale-free networks. Then, they studied the correlation between centrality
metrics in real networks. At the end, they demonstrated that largest betweenness
and closeness vertices could be approximated by the largest degree vertices. This
approximation was not valid for the largest eigenvector vertices.

Oldham et al. [29] used 212 different real networks and calculated correlations
between 17 different centralitymeasures. The relationship between these correlations
and the variations in network density and global topology was examined together
with the possibility for vertices to be clustered into distinct classes according to
their centrality profiles. Their analysis showed that there was a positive correlation
among the centrality measures. The strength of these correlations could vary across
networks, and network modularity played a key role in driving these cross-network
variations.

3 Background

3.1 Centrality Measures

Centrality is a core concept for the SNA. A SN is a set of people interconnected by
social ties, e.g., friendship or family relationships [19]. It can be represented using
a graph G = (V, E) where V is a set of vertices (also called nodes, actors) and
E ⊆ V × V is a set of edges (also called links, ties). A graph is called undirected
when all the edges are bidirectional, directedwhen the edges have a specific direction.
Given a directed edge e = (u, v) ∈ E , we can say that v is the head of e, u is the tail
and v is adjacent to u. Specific graph types can be used depending on the specific
SN. We can represent a SN like Facebook with an undirected graph because in this
case friendship relationships are reciprocal. Instead, we can use directed graphs to
describe SNs like Twitter which use following relationships and require the use of
edges with a specific direction.
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A SN can be also defined as a weighted graph G = (V, E, W ) where V is the set
of vertices, E ⊆ V × V is the set of edges, and W : E → R++ is a set of positive
weights defined on each edge.

Degree Centrality (DC) [15] is used to evaluate the local importance of a vertex
and it is one of the simplest centrality measures; given a vertex u the degree centrality
DC(u) of u is as follows:

DC(u) =
v∑

w=1

auw

where v is the number of vertices in G, auw = 1 if and only if there exists (u, w) ∈ E ,
0 otherwise.

Betweenness Centrality (BC) [4] measures how important the role of a vertex is
in the propagation of informations. Some vertices, in fact, act as bridges between
different parts of a graph and for this reason they can block the flow of informations
from one region to other. Specifically, the (shortest-path) betweenness BC(u) of a
vertex v is the sum of the fraction of all-pairs shortest paths that pass through u and
it defined as follows:

BC(u) =
∑

x,y∈V

σ(x, y|u)

σ (x, y)

where σ(x, y) is the number of shortest paths between an arbitrary pair of vertices
x and y, and σ(x, y|u) is the number of shortest paths which connect x and y by
passing through the vertex u.

Closeness Centrality (CL) [15] measures the “proximity” between a vertex and
all other vertices in a graph G. The closeness centrality of a vertex u is the reciprocal
of the sum of the shortest path distances from u to all other vertices in G, normalized
by v − 1:

C L(u) = v − 1
v−1∑
w=1

d(u, w)

Clustering Coefficient (CC) measures how connected a vertex neighbors are to
one another. For unweighted graphs, the clustering of a vertex u, denoted by CC(u),
is the fraction of possible triangles through that vertex that exist,

CC(u) = 2 T (u)

D(u)(D(u) − 1)
,

where T (u) is the number of triangles through vertex u and D(u) is the degree of
u. CC(u) = 1 if every neighbor connected to a vertex u is also connected to every
other vertex within the neighborhood. CC(u) = 0 if no vertex that is connected to u
connects to any other vertex that is connected to u.
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3.2 Game of Thieves

Game of Thieves [26] is a new centralitymeasure to compute the centrality of vertices
and edges in a graph G = (V, E), where V is the set of vertices, and E is the set of
edges.

As mentioned in Sect. 1, the leading actors in the game are wandering thieves. If
a thief carry a vdiamond, his state is “empty”. If a thief does not carry a vdiamond,
his state is “loaded”.

In order to understand how this measure works, we have to define some notation:

• �v
0 is the initial number of vdiamonds in vertex v ∈ V at epoch T = 0;

• �v
T indicates the number of vdiamonds in vertex v ∈ V at epoch T (i.e. after GoT

has run for T epochs);
• �e

T is the number of “loaded” thieves passing through an edge e ∈ E at epoch T ;
• �v is the set of vertices connected by an edge with vertex v,∀v ∈ V ;
• �vu ≥ 0 is the weight of the edge which connects the vertex v ∈ V and u ∈ V ;
• Yt is a dynamic list which contains the vertices visited by a thief t , useful to keep
the path of t in his search for vdiamonds.

If the state of a thief t is “empty”, the following operations will be sequentially
performed in any epoch ep:

step 1: a randomly picks a vertex u ∈ �v , where v is its actual location, with a
probability pvu = �uv∑

v∈�v
�vu

.
step 2: t moves from his home vertex v to vertex u.
step 3: If u ∈ Yt , then all the vertices after u in Yt are removed from the list.
step 4: If u /∈ Yt , then u is added to the end of Yt .
step 5: If �u

ep > 0, then t takes one vdiamond and changes his state to “loaded”.
step 6: �u

ep decreases by one vdiamond.

If the state of a thief t is “loaded”, the following steps will be sequentially per-
formed in any epoch ep:

step 1: t moves from the last vertex v from Yt , which is his actual location, to the
last but one vertex u from Yt .

step 2: v is removed from Yt .
step 3: �e

ep increases by one, i.e, edge e from v to u increases.
step 4: If u is the home vertex of t , t unloads the vdiamond, and sets his state to

“empty”.
step 5: �u

ep increases by one vdiamond.

The game runs for a duration of T epochs. The number of epochs to stop the
algorithm is conventionally T = log3|V |.

Figure1 shows snapshots of GoT in action on a simple network with 10 vertices.
We can observe the thieves’ behavior and consequently the number of vdiamonds
on each vertex v after T = log3|10| ≈ 12 epochs.
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Fig. 1 GoT in action. GoT behavior over T = 12 epochs on a simple unweighted network with
10 vertices. The initial parameters are �v

0 = 10 and 1 thief per vertex. The numbers on the side
of each vertex show the number of vdiamonds, �v

ep , in any vertex v at epoch ep, where ep =
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 epochs in subplots a, b, c, d, e, f, g, h, i, j, k, l respectively

When the game stops the centrality of each vertex v is computed as:

�̄v
T = 1

T

T∑

ep=0

�v
ep

This measure also refers to the average number of vdiamonds present at a vertex v,
after the game has run for a duration of T epochs. An important vertex is indicated
by a small �v

T value, while a less important vertex is denoted by a high �v
T value.

This is because a lot of thieves visit the most central vertices which will are quickly
depleted, while few thieves visit the less central vertices which will not be depleted.

Then, the centrality of each edge e is also computed as:

�̄e
T = 1

T

T∑

ep=0

�e
ep

This measure also refers to the average number of thieves who carry a vdiamond
(i.e. in “loaded” state) passing through an edge e after T epochs. The most important
edges are indicated by a high �e

T value, while the less important edges are denoted
by lower �e

T values.
The computational complexity of GoT, O(GoT ), is bounded by O(log2|V |) <

O(GoT ) < O(log3|V |).
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Table 1 Comparison of five centrality algorithms using computational complexity

Algorithm Computational complexity

Degree centrality O(|V |)
Betweenness centrality O(|V ||E |)
Closeness centrality O(|V 3|)
Clustering coefficient O(V 2)

Game of thieves O(log2|V |) < O(GoT ) < O(log3|V |)

It’s easy to guess from the description of the game that each vertex in the network
is independent from the others. An high level of parallelization can be achieved in a
traditional parallel computing environment, such as MPI. We can also think about a
graph partitioning algorithm in which each vertex or a group of vertices can do their
own computations. GoT seems to be a fully distributed algorithm. Table1 shows
how GoT represents a great step forward in terms of time complexity with respect
to centrality algorithms such us degree, betweenness, closeness and clustering.

3.3 Correlation Coefficients

The correlation coefficient is a statistical measure of the strength of the relationship
between two variables. The values of the coefficient can vary from −1.0 to 1.0.
A number greater than 1.0 or less than −1.0 implies an error in the correlation
measurement. A correlation of−1.0means that there is a perfect negative correlation,
while a correlation of 1.0 shows a perfect positive correlation. A correlation of 0.0
indicates no relationship between the two variables.

Pearson r correlation coefficient [6] is themost used correlationmetric and itmea-
sures the degree of association between two linearly related variables. It is computed
according to the following formula:

r = s
∑

ab − ∑
(a)(b)√[s ∑

a2 − ∑
(a2)][s ∑

b2 − ∑
(b2)]

where r is the Pearson correlation coefficient, s is the number of observations,
∑

ab
is the sum of the products of a and b scores,

∑
a is the sum of a scores,

∑
b is the

sum of b scores,
∑

a2 is the sum of squared a scores and
∑

b2 is the sum of squared
b scores.

Spearman rank correlation coefficient [35] is a non-parametric measure of rank
correlation. It measures the degree of relationship between two variables. The only
hypothesis required is that the two variables can be ordered and, if possible, contin-
ued. This coefficient is computed according to the following formula:



52 A. Ficara et al.

ρ = 1 − 6
∑

d2
i

s(s2 − 1)

where ρ is the Spearman rank correlation, di is the difference between the ranks of
corresponding variables and s is the number of observations.

Kendall rank correlation coefficient [23] is a non-parametric test used to measure
the strength of association between two variables. If we consider two samples, x and
y, where each sample size is s, s(s − 1)/2 will be the total number of pairings with
xy. This coefficient is computed according to the following formula:

τ = sc − sd
1
2 s(s − 1)

where sc is number of concordant pairs and sd is number of discordant pairs.

3.4 Complex Networks

Random networks. A random network may be described simply by a probability
distribution, or by a random process which generates it. The Erdös Rényi model
is one of two closely related models to generate random networks. There are two
variants of the Erdös Rényi model [11]. The first chooses one of all possible networks
G(v, E) with v vertices and E edges, where each network has an equal probability.
This could be done by choosing V edges from the

(
v

2

)
possible edges. Second variant

G(v, p) [18] starts with an initial set of v unconnected vertices and includes edges
with probability p. It can easily be deduced that each network with v vertices and E
edges is equally likely with probability:

pE (1 − p)(
v

2)−E

In this paper, we used the second variant G(v, p) of the ER model. In each
experiment, we have chosen the number of vertices v between 1, 000 (see Fig. 2) and
15, 000, and a probability for edge creation p = 0.01.

Small-world networks. A small-world network [10] is characterized by a high
degree of local clustering (like regular lattices). It also possess short vertex-vertex
distances. This network model was proposed byWatts and Strogatz [40] and it inter-
polates between these two extremes by taking a regular lattice and randomly rewiring
some of its edges.

Newman and Watts [27] proposed a variation of the Watts and Strogatz model.
Given a network defined as a graph G(V, E), where V is the set of vertices and E is
the set of edges, the Newman-Watts-Strogatz small-world model (NWS) is defined
as follows:
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Fig. 2 Randomnetwork. ERmodel created using the variantG(v, p)with v = 1000 and p = 0.01
probability for edge creation

step 1: Ring Creation. Creation of a ring over v vertices in which each vertex u ∈ V
is connected with the k closest neighbors. If k is odd, u is connected with
the nearest k − 1 neighbors.

step 2: Edge rewiring. For each edge (u, w) ∈ E , in the underlying v-ring with
k nearest neighbors, a new edge (u, w) is added, with randomly-chosen
existing vertex w and probability p.

Compared withWatts-Strogatz model, the random rewiring increases the edges num-
ber because new edges are added and no edges are removed.

In this paper, we used the NWS model. In each experiment, we have chosen
the number of vertices v between 1, 000 (see Fig. 3) and 15, 000, k = 6 neighbors
with which connect each vertex u in the ring topology, and a probability p = 0.6 of
rewiring each edge.

Scale-free networks. A scale-free [10] network is characterized by a degree distri-
bution (i.e. the distribution of the number of vertices that have a particular degree)
which decays like a power law [1]. Given a network defined as a graph G(V, E),
where V is the set of vertices and E is the set of edges, the scale-free network model
of Barabási and Albert (BA) is defined as follows:

step 1 Initial condition. The network consists of v0 vertices and e0 edges.
step 2 Growth. One vertex u with e edges is added at each step. Time t is the number

of steps.
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Fig. 3 Small-world network. NWS small-world network model with v = 1000 vertices, each of
which is joined with its k = 6 nearest neighbors in the ring topology, and p = 0.6 probability of
rewiring each edge

step 3 Preferential attachment (PA). Each edge of u is attached to an existing vertex
w with the following probability:

Pi = D(w)
∑
u∈V

D(u)

The defined probability is proportional to the degree of vertex u.
Holme and Kim [22] proposed a SF network model with two main char-
acteristics: a perfect power-law degree distribution and a high clustering.
To incorporate the second one, which is a peculiarity of the SW model, the
authors modified the above BA algorithm by adding the following step:

step 4 Triad formation (TF). If an edge (u, w) was added in the PA step, an edge
from u to a neighbor of w (chosen randomly) is added. If all neighbors of w

were already connected to u (i.e. there are no pair to connect), a PA step is
done instead.

In this paper, we used the BA model with the fourth extra step to generate scale-
free networks. In each experiment, we have chosen the number of vertices v between
1, 000 (see Fig. 4) and 15, 000, we add 5 random edges for each new vertex u, and
we have chosen a probability p = 0.3 of adding a triangle after we have added each
of these random edge.
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Fig. 4 Scale-free network. Extended BAmodel by Holme and Kimwith v = 1000 vertices, e = 5
random edges to add for each new vertex and p = 0.3 probability of adding a triangle after adding
a new edge

Real networks. In this paperwe used three real networks:Dolphins,HighEnergy and
Internet. The corresponding datasets have been downloaded from Mark Newman’s
website.

The Dolphins social network is an undirected and unweighted network of the
relationships between the bottlenose dolphins (genusTursiops) living in a community
in NewZealand [25]. The dolphins have been observed between 1994 and 2001. This
network is composed of 62 vertices which are the bottlenose dolphins and 159 edges
which are the frequent associations (see Fig. 5a).

The High Energy theory collaborations is an undirected and weighted network of
co-authorships between scientists who posted preprints on the High-Energy Theory
E-Print Archive between January 1, 1995 and December 31, 1999 [28]. This network
is composed of 8, 361 vertices which are scientists and 15, 751 edges which are
connections existing if the scientists have authored a paper together (see Fig. 5b).

The Internet network was created by Mark Newman from data for July 22, 2006
and is not previously published. It was reconstructed from BGP tables posted by
the University of Oregon Route Views Project. This network is a snapshot of the
structure of the Internet at the level of autonomous systems (AS), i.e. collections of
connected IP routing prefixes controlled by independent network operators. It is an
undirected and unweighted network in which the vertices are 22, 963 AS and the
edges are 48, 436 connections between AS (see Fig. 5c).
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Fig. 5 Real networks. aDolphins social networkwith 62 vertices (i.e. dolphins) and 159 edges (i.e.
frequent associations). b High Energy theory collaborations network with 8, 361 vertices (i.e. sci-
entists) and 15, 751 edges (i.e. connections existing if the scientists have authored a paper together).
c Internet network with 22, 963 vertices (i.e. autonomous systems - AS) and 48, 436 edges (i.e.
connections between AS)

4 Correlation Analysis

We investigated the correlations among the centrality measures introduced in
Sect. 3.1, in both artificial and real-world networks described in Sect. 3.4. The
network models include the SF networks, the SW networks and the ER random
networks. For each class, we randomly generated five unweighted networks. Each
network had between 1, 000 and 15, 000 vertices. Each SF network had between
4, 970 and 74, 959 edges. Each SW network had between 4, 810 and 71, 826 edges.
Each ER network had between 5028 and 1, 125, 545 edges. The real-world networks
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Fig. 6 Pearson correlation coefficient r between GoT and Degree (Blue), GoT and Betweenness
(Orange), GoT and Closeness (Green), GoT and Clustering Coefficient (Red) as a function of the
Network size, in SF networks (a), SW networks (b), ER random graph (c) and as a bar chart for real
networks (d). In the artificial networks, the size is between 1000 and 15000 vertices

include three networks fromdifferent domains: theDolphins social network, theHigh
Energy theory collaborations and the Internet network.

For the implementation of the centrality measures such as degree, closeness,
betweenness, and clustering coefficient, we used Python and NetworkX library [21].
For GoT we used the implementation by D.C. Mocanu [26] which is available on
GitHub (https://github.com/dcmocanu/centrality-metrics-complex-networks), set-
ting 1 thief and �v

0 = |V | vdiamonds per vertex. We let GoT to run for T = log3|V |
epochs. NetworkX was also used to generate the artificial networks and to perform
our experiments with the real networks.

The results of the Pearson correlation coefficient r are presented in Fig. 6, the
Spearman rank correlation coefficient ρ in Fig. 7 and the Kendall Rank Correlation
coefficient τ in Fig. 8, with the growth of networks’ sizes. Small deviations of rank
correlation coefficients can be observed when the size of the networks is rather small.
However, when networks grow big enough, the deviations are not visible anymore,
especially for the rank correlation coefficients. Spearman correlation coefficient ρ

was much higher than Pearson correlation coefficient r and so more capable of
capturing the underlying ranking correlation between GoT and the other measures.

https://github.com/dcmocanu/centrality-metrics-complex-networks
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Fig. 7 Spearman rank correlation coefficient ρ between GoT and Degree (Blue), GoT and
Betweenness (Orange), GoT and Closeness (Green), GoT and Clustering Coefficient (Red) as a
function of the Network size, in SF networks (a), SW networks (b), ER random graph (c) and as
a bar chart for real networks (d). In the artificial networks, the size is between 1000 and 15000
vertices

Moreover, we can observe that ρ is always larger than τ , but there is no distribution
difference between these two coefficients.

GoT and degree centrality have the strongest negative correlation. GoT and
betweenness centrality also exhibit a large negative correlation. GoT and closeness
centrality are negative correlated, but this correlation is less than that between GoT
and both degree and betweenness. GoT and clustering coefficient centrality have no
correlation in most cases. In ER networks, we can observe the strongest and almost
identical negative correlation among GoT and degree, betweenness and closeness. In
SW networks, we can observe a very strong and unique positive correlation between
GoT and the clustering coefficient. Real networks are more complex than the arti-
ficial ones, but also in this case the correlation among GoT and degree centrality is
confirmed to be the strongest one.
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Fig. 8 Kendall rank correlation coefficient τ betweenGoTandDegree (Blue),GoTandBetween-
ness (Orange), GoT and Closeness (Green), GoT and Clustering Coefficient (Red) as a function of
the Network size, in SF networks (a), SW networks (b), ER random graph (c) and as a bar chart for
real networks (d). In the artificial networks, the size is between 1000 and 15000 vertices

5 Conclusions

In this work we examined the correlation between well known and recently proposed
centrality measures in real and artificial networks, i.e. scale-free, small-world and
Erdös-Rényi networks. If two centrality measures have a strong correlation, it means
there is the possibility of approximating the metric with the highest computational
complexity using the other. We used the Pearson correlation coefficient, the Spear-
man and Kendall rank correlation coefficients to study the correlations between the
centrality metrics. An important finding is that the degree and the betweenness are
strongly correlated with the new metric Game of Thieves. Also the closeness cen-
trality is correlated with GoT but it’s some sort of weaker correlation. The clustering
coefficient and the Game of Thieves have a strong positive correlation only in SW
networks.

We have done a correlation analysis observing the correlation coefficients when
the number of vertices in both artificial and real networks increases. As future work,
we want to make an analysis on artificial networks taking into account the increase
of the number of edges when the number of vertices does not change.
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Moreover, in this work, we focus on measures of vertex centrality and conse-
quently on GoT’s capability to compute the vertices centrality in a network. As
future work, we want to apply the GoT algorithm to the case of edge centrality mak-
ing a correlation analysis with the state-of-the-art measures of edge centrality. The
centrality of an edge reflects its contribute spreading messages over a network, as
short as possible, and we can use it as a tool for the community detection [7–9].

We can conclude that the GoT algorithm represents a step forward compared
to the classical centrality algorithms which have at least a quadratic computational
complexity an it can be used instead of degree, betweenness and closeness centrality
when we want to compute the centrality of a vertex in a very large network.
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A LPWAN Case Study for Asset Tracking

Fabrizio Formosa, Michele Malgeri, and Marco Vigo

Abstract The industrial application of Internet Of Thing is rapidly growing leading
to, so called, Industrial IoT. Moreover, the future spread of 5G make possible the
application to many new fields. However, waiting for 5G, Low-Power Wide-Area
Network (LPWAN) technologies permits company to already develop applications
energy-efficient using current communication technologies. This paper presents the
development of a project mainly aiming at providing tracking service starting from
LPWAN protocol selection till the analysis of some implementation prototypes. The
work focuses on energy saving when using GPS and cryptography routines.

1 Introduction

Internet Of Things is one of themost interesting industrial sector, it can be considered
a mature technology with a growing number of cases already in use covering a
multitude of options and facing problems dealing, for instance, with connectivity,
hardware/software and energy saving.

Today, more than one-third of companies use IoT solutions so that we use the
acronym IIoT (Industrial IoT) to refer to the use of IoT principles in industry. With
the expansion of IoT, Low-Power Wide-Area Network (LPWAN) technologies are
increasingly used in industrial and research communities for their low power, long
range and low-cost requirements. Sigfox, LoRaWANandNarrowband-IoT (NB-IoT)
are the leading LPWAN technologies that differ in different technical aspects [13].
Low Area Wide Network (LPWAN) is a category of wireless communication tech-
nologies. These technologies are used in the IoT field to connect a large number of
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“things” such as smart water meters, parking sensors, GPS locators and countless
other objects [19]. All LPWAN technologies have three fundamental characteristics
in common: low power, long range and low-cost requirements.

The LPWAN, and in particular NB-IoT, in a way, aims at anticipating 5G. Mobile
cellular networks such as 3G, 4G and 4.5G ensure high bandwidth and extended
coverage for several kilometers in the face of high connection costs and high energy
consumption. To partially overcome these limitations while waiting for 5G, many
companies, in recent years, opted for NB-IoT as IoT andM2M connectivity technol-
ogy. NB-IoT is a versatile and very economic technology that allows companies to
create IoT applications in the most varied areas: Smart Agriculture, Smart Metering,
integrated logistics, digital healthcare.

The paper presents a case study dealing with tracking where resources are low,
mainly in energy.

It consists of a Smart application aiming at tracking livestocks using an LPWAN
network, and in particular Narrowband IoT [6] that is a communication protocol
based on LTE protocol [17]. The work presents the advantages in choosing NB-IoT
among the other technologies already available. The case study aims at highlighting
some specific implementation problems regarding the impact of enabling security
to energy management in contexts where the use of GPS is critical for consuming
reasoning.

The system is based on EVB-M1 development board [9] supplied by Huawei with
the expansion board containing a GPS module and a SIM card that allowed us to
connect to a working NB-IoT network.

Several tests were carried to study the battery evolution mainly during the use
of NB-IoT network, and GPS. The tests were carried out, also, to study the impact
encryption.

Next section presents a brief presentation of some IIoT platforms useful for track-
ing application, than Sect. 3 discusses the problem that we aim at solving, Sect. 4
presents the actual implementation of the platform in deepening problems, mainly in
energy saving, and solutions and in Sect. 5 some evaluation of the platform behaviour
in terms of functionality and perform are discussed.

2 State of the Art of Platform for IIOT

The main LPWAN technologies developed in recent times are Sigfox, NB-IoT and
LoRa� and they are likewise quite different.

Sigfox technology [18] was founded in 2010 by Ludovic LeMoan and Christophe
Fourtet with the aim of connecting objects and is present in over 70 countries. Sigfox
uses a free frequency spectrum (without a license) and the number of messages over
the uplink is limited. LoRa� is a network technology developed by Cycleo, founder
of LoRa Alliance�.

LoRaWAN� is the open standard to connect wireless “things” and is designed to
scale from a single gateway installation up to large global networks with billions of
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devices [12]. LoRaWAN� uses an unlicensed frequency spectrum, also, and requires
a gateway that receives themessages and forwards them to the router. NB-IoT is a cel-
lular radio technology specified by 3GPP in Release 13 for wide area and low power
connectivity. In September 2019, Global mobile Suppliers Association announced
that over 142 operators have deployed/launched either NB-IoT or LTE-M networks
[5].

NB-IoT, unlike Sigfox and LoRa�, uses a licensed frequency spectrum thanks to
which the interference is reduced. Now let’s describe the main features of Sigfox,
LoRaWAN and NB-IoT.

2.1 Sigfox

SigfoxTM uses the unlicensed sub-GHz ISM bands (868MHz in Europe, 915MHz in
NorthAmerica, and 433MHz inAsia) and anUltra-NarrowBand (UNB)modulation
(100 Hz). It requires the use of proprietary base stations. The end-devices use BPSK
modulation in the already cited UNB with a maximum data rate of 100 bps. Thanks
to UNB in sub-GHz spectrum SigfoxTM has very low noise levels andmakes efficient
use of the frequency band. All this feature lead to very low power consumption, high
receiver sensitivity, and low-cost antenna design. The maximum payload length for
each uplink message is 12 bytes and the number of these messages is capped to 140
messages per day. Regarding the downlink messages, the maximum payload length
for each one is 8 bytes and their number is limited to 4 messages per day, thus all
uplink message could not be acknowledged.

Given the impossibility to use acknowledgments, the reliability of the uplink
transmission is guaranteed by time/frequency diversity and transmission duplica-
tion. A generic end-device sends message three times through different frequency
channels, all base stations can receivemessages simultaneously over all channels. So,
end-devices can transmit the message a channel randomly chosen. This mechanism
reduces the end-device complexity and its cost.

2.2 LoRaWAN

LoRa� is a spread spectrummodulation technology that use the unlicensed sub-GHz
band, it’s derived from the chirp spread spectrum (CSS) modulations that guarantees
a full bidirectional communication. The signal has a low level of noise, high interfer-
ence resilience, and is difficult to detect or jam. LoRaWAN is a protocol that define
the upper layers of the LoRa network, provides six spreading factors (SF7 to SF12)
to adapt the data rate and the range of the transmission. A higher spreading factor
means a longer transmission range and lowest data rate. LoRaWAN provides a data
rate between 300 bps and 50 kbps and a maximum payload length for each message
of 243 bytes.
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A message transmitted by a LoRaWAN end-device is received by all base stations
in the range. This multiple reception improves the communication reliability ratio;
however, it is necessary to deploy many base stations in each area, increasing thus
the network infrastructure cost.

LoRaWANprovides different communication classes tomeet the different latency
requirements of IoT applications:

• Class A (bidirectional end-devices): each uplink transmission is followed by two
time-windows for receiving downlink messages. The uplink transmission time is
chosen by the end-device according to its communication requirements. In this
class belong the lowest power end-device systems for IoT applications, these sys-
tems require short downlink communication after the transmission of an uplink
message. Downlink transmission will always have to wait until the next uplink
message;

• Class B (bidirectional end-devices with scheduled receive slots): these devices
support the receive windows of class A and in addition can open extra receive
windows at scheduled times for receive downlink message in other instants of
time. To open this extra window, end-devices receive a time synchronized Beacon
from the base station, so the server can know when the device is listening.

• Class C (bidirectional end-devices with maximal receive slots): these end-devices
have a receive windows constantly open. This class have the maximum energy
consumption and is defined for IoT applications with continuous power supply.

2.3 NB-IoT

Narrowband IoT (NB-IoT) is an LPWAN technology with licensed bandwidth based
on the LTE protocol. NB-IoT, in fact, uses a part of the LTE standard, but limits the
bandwidth to a single band of 200 kHz. NB-IoT has been optimized for the transmis-
sion of small and infrequent data and significantly improves the power consumption
of user devices, system capacity and spectrum efficiency, especially in deep cover-
age. New physical layer signals and channels allow rural and deep indoors coverage.
The basic technology of NB-IoT is much simpler than that of GSM/GPRS and its
cost is expected to decrease rapidly as demand increases [6].

As in LTE, NB-IoT uses OFDM modulation for downlink communication and
SC-FDMA for uplink communication [17]. NB-IoT can be deployed in 3 different
modes: In-band, Guard-band and Stand-Alone (Fig. 1).

• In-Band deployment, through the use of one or more portions of the 180 kHz
spectrum allocated in the useful LTE band with Physical Resource Blocks (PRB)
to guarantee the use of the band only to some terminals;

• Guard-Band deployment, through the use of one or more 180 kHz PRB allocated
in the LTE guard band;

• Stand-alone deployment, through the use of one or more channels of 200 kHz
nominal, 180 kHz effective [20].
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Fig. 1 Operation modes for NB-IoT [20]

NB-IoT allows to connect more than 100 K devices per cell and it could be
increased by exploiting multiple NB-IoT carriers. The maximum data rate used by
NB-IoT is 200 kbps in downlink and 20 kbps in uplink, with 1600 bytes of payload
size in each message. The battery life of a device that uses NB-IoT technology can
reach 10 years by transmitting an average of 200 bytes per day [13].

2.3.1 LoRaWAN Versus NB-IoT

The benefits of NB-IoT standard include: the ability to deploy network based on
existing LTE networks, a large coverage area, and high quality of customer service.
Advantages of the LoRaWAN standard are low cost of network deployment and user
terminals, large coverage area, long service life of user terminals, high penetrating
power, but relatively low achievable data rates.

The cost of deploying the networks is one of themost important and critical factors
to the success. Themost expansive solution is NB-IoT, because this standard requires
the modernization of existing base stations, the cost of which starts from 15000 e.
The cost of base stations for LoRaWAN is much smaller since it varies from 100 e
to 1000 e.

According to [10], the implementation of LPWAN standards operating in non-
licensed bands (LoRa) faces great difficulties due to the limitations on power and
dedicated bands. The maximum range for LoRa is indicated for the radiated power
of 500 mW, which is the maximum allowed in Europe. Technology NB-IoT works
at frequencies assigned to Telecom operators, so these limitations do not affect it.

Table 1 Overview of LoRaWAN and NB-IoT

Feature LoRaWAN NB-IoT

Modulation CSS QPSK

Frequency Unlicensed ISM bands Licensed LTE bands

Bandwidth 250 and 125 kHz 200 kHz

Maximum data rate 650 kbps 200 kbps

Maximum messages/day Unlimited Unlimited

Maximum payload length 243 bytes 1600 bytes

Range 5 km (urban), 20 km (rural) 1 km (urban), 10 km (rural)

Authentication and encryption Yes (AES 128b) Yes (LTE encryption)
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3 Asset Tracking Overview

Among themost common IoT applications we certainly find those related to the asset
tracking context. Today, everyonewants to keep track of everything, there are devices
to track packages, to track cars as well as devices tracking animals, up to devices
that track people themselves, and in a scenario such like this, IoT plays a significant
role. Usually, all these problems belongs to Asset Tracking. Asset tracking means
all related to the method of tracking the physical assets, for instance by the scan of
barcode labels bound to the assets or through tags with GPS, BLE or RFID system
that transmit their location. These technologies are used also for indoor tracking of
persons, often wearing a specific tag.

There are many use cases that belong to the asset tracking, and almost all of them
concern the IoT scenario. We have classified them based on some key features, that
highlight the economic value of the tracked entity and the various aspects that can
affect energy consumption.

• Entity tracked (item, vehicle, animal, person)
• Route (unknown, known, inside a specific area, from point A to point B)
• Position’s sampling rate (high, low)
• Device power supply (constrained, unlimited)

Analysing the use cases following these characteristics, it emerges that in many
of them the use of LPWAN plays a key role in their implementation. For example,
in the use case related to the GPS track of livestock, a multi-year battery is required,
also there are high cost constraints, so LPWAN technologies with their low power
consumption represent a suitable choice. In the use case of the GPS track of objects
(e.g.: shipments), it may bemore convenient to track the trailers instead of the trucks:
while trucks were tracked by powered cellular trackers, trailers do not have power
supply and require battery powered trackers and therefore LPWAN is again the right
technology [16].

In the following subsection we present some of the most common Use Cases
organized in base of the Entity Tracked.

3.1 Vehicles

Use cases related to Vehicles include several applications. An interesting example is
bus tracking as anti-theft system. Bus tracking systems often works using a smart-
phone application and a panel displaying the location after a specific time interval [4].
In the most recent implementations, the use of the LoRaWaN network is proposed
to reduce maintenance costs [7], since LPWANs, as already mentioned, have signif-
icantly reduced costs compared to the use of other technologies.

The use case related to theft detection is perhaps one of the most developed. In
general, systems of this type are not affected by the problem of energy consumption,
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as they exploit the power supplied by the vehicle’s battery. In some implementations
the theft detection is simply signalled by external apps, in others driver authentication
can be requested and countermeasures can be applied directly on the vehicle in
question [21].

Other common applications based on a GPS tracking are the detection of vehicles
that exceed a certain speed limit and assurance motoring of car accident.

3.2 Objects

Speaking of objects in general, we can divide them into high value objects and low
value objects. As use cases related to low value objects, we present rental bicycle
tracking, pallet tracking, trailer tracking and laptop tracking.

In the first one the GPS position is transmitted only in the event of loss, using
the search function via an external device or in the event of violation of a specific
perimeter. Some application does not use GPS when possible in order to last more
and increase coverage [1, 2].

In the use case related to pallet, GPS tracking can monitor their route, sending
notificationwhen the pallets are at the retail store. It can alsomonitor the conditions of
transportationof the goodson topof the pallet, andfinally usingLPWANtechnologies
it’s possible to connect them to reduce their loss [16].

When you want to track objects carried by trucks, could be more convenient to
trace the trailer rather than the objects in question or the entire vehicle. Not tracking
the vehicle resolves several problems related to privacy. Tracking the trailer does not
require any other operations when the truck transporting it is replaced or when it is
left at the depot.

Finally, we can use theft detection system to track a stolen laptop through the
implementation of GPS, GSM, Motion Sensor, and Cloud Services. This solution
uses an external system that doesn’t require the laptop to be switched on [3].

Regarding high value objects (for example: dangerous objects, medicines, pre-
cious stones like diamonds, currency, etc.) In this casewe need a very reliable system,
and given the nature of the traced entity, we must not have power supply problems,
and continuous monitoring is required. In this context, the cost of the tracking device
is not relevant.

3.3 People

One of the application scenarios in this area is to monitor the position of the elderly,
for example by providing them with a device that also allows them to ask for help
if they get hurt. Another scenario is to monitor children, for example when they go
to school. Both mentioned solutions are available on the market. Privacy is a big
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concerns when tracking peoples, a lot of questions arise, for instance, where data
will be stored? What laws am I supposed to follow? Is it possible to use metadata?

Another application scenario is related to tracking and monitoring patients with
mental disorder. Patients with mental disorder can lose situational awareness when
they are in public places, and this can involve very high risks. The idea is to develop
a device that allows the psychiatrist to monitor the position and status of the patient
using a GPS system and a LoRaWAN communication system [15]. In this case
the use of LoRaWAN technology offers a longer battery life and a more efficient
implementation thanks to the capability to operate at low power that means more
reliability and scalability.

3.4 Animals

In the case of animal tracking it is possible to distinguish two large families of
applications. The first, much simpler, concerns the GPS tracking of pets, with small
devices that can be installed in their collar. These types of devices are already on the
market and can be purchased.

The other type concerns the monitoring of livestock. The applications of this use
case have already been designed and tested on a 3G transmission technology [11],
however a technology like LPWAN, and in particular NB-IoT, is more adequate
solution to satisfy the requirements because it is the only LPWANs technology that
uses a licensed band. In fact, despite involving a higher cost, due to more expensive
modem and to the SIM used to transmit, NB-IoT the cost is justified in the case of
entities of such high value (like livestock). Furthermore, the signal based on NB-
IoT network has strong penetrability and great advantage in coverage with respect
to the other similar technologies, which enhance reliability and security of data
transmission.

4 Platform Description

The proposed application is based on an NB-IoT development kit supplied by IoT
Club [9]. This kit includes a Huawei evaluation board and recommends the use of
the LiteOS operating system as it is more optimized for creating applications on
constrained resources devices. The kit also provides a step-by-step guide for the
development of applications on LiteOS completed by an example source code that
can be imported from GitHub [8].

The platform architecture is pictured in Fig. 2 that shows the main components:

• Evaluation board Huawei EVB-M1: it controls the operations of data acquisition,
data transformation and data transmission

• GPS expansion board: it allows the acquisition of GPS coordinates;
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Fig. 2 System architecture

• Modem Quectel BC35-G: it allows the transmission of data and diagnostic infor-
mation on NB-IoT network.

In the following, it is given a description of the developed system, beginning from
the Hardware components up to the Software programming part.

To enable the communication between the board and the modem, we used AT
commands and as first step we set the parameters needed to enable the device trans-
mission and to connect it to the network.

In order to reduce energy consumption a functionality is provided, based on AT
commands. In-fact, it is possible to put the modem in Power Safe Mode by turn-
ing off the radio for a certain amount of time. When the data is transmitted, the
radio is automatically switched on. Is important to emphasize that through some AT
commands it is possible to activate automatic diagnostic information by Universal
Remote Console framework (ISO/IEC 24752-1:2014).

For implementing the power safe mode of modem, we need to define two different
timers, that will be used for switching between the power safe states.

• Active time: the time after that the modem switch in the state with the lowest
energy consumption

• Periodic Tau: the time after that the modem “awakes” from the lowest energy
consumption state

A switched-on NB-IoT communication device can take three different states:
Connected, Active, Deep-sleep (Fig. 3).

• Connected: the modem transmits or receives data on the network. In this mode
the energy consumption is maximum and if there are no transmission or reception
messages, the modem automatically switches to Active state.

• Active: the modem is turned on and ready to communicate with the network but is
not actually communicating anything. At regular intervals it does the “paging” to
see if there are any messages received. At the end of a timer set by the user (Active
Time), themodem automatically switches to Deep-Sleep state. In this state, energy
consumption is average.
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Fig. 3 FSM describing the
states that the modem can
assume

Table 2 Commands enabling Powersafe mode

AT+NPSMR Readout of the modem power mode. If it is
equal to 1, it enables the URC relating to power
mode

AT+CPSMS Enable power safe mode and set timers

• Deep-sleep: themodem is turned off and cannot be received data from the network.
Only the UART serial interface is enabled to receive AT commands and energy
consumption is minimal. At the end of another timer set by the user (Periodic
TAU), the modem automatically switches to Active state without having to redo
the connection phase.

Based on what we called Powersafe Mode must last at least

tpower Sa f e = τ − tactive

Table 2 lists the AT commands needed to enable the Powersafe mode and to set the
timer to correct value.

4.1 GPS Data Acquisition

Module GPS L80-R is used to obtain GPS coordinates. The communication between
this module and the board occurs through UART, and an initialization function is
required for using it (Table3).
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Table 3 Commands 2

AT+NCDP Sets IP address and port number related to the server
where the data will be transmitted

AT+NBAND Sets the modem operating band. Each band is identified by
a specific number, based on the modem you are using. It is
possible to set different bands

AT+COPS Sets the PLMN (Public Land Mobile Network) of the
telephone operator

AT+CDGCONT Allows the definition of the connection parameters
relating to the various network elements, including the
APN (Access Point Name)

AT+CFUN=1 Activates the radio part of the modem. N.B. Before
coming some parameters such as CDP and APN, it is
necessary to set CFUN to 0 (by turning off the radio part)
and then reset it to 1 once the configuration is complete

AT+CGATT=1 Registers the modem to the GPRS service

AT+CGPADDR Checks the assignment of an IP address

AT+NCONFIG Sets some modem parameters (es:
AUTOCONNECT,TRUE)

AT+NRB Restarts the modem. The parameters defined with
“AT+NCONFIG” become effective after restart

AT+NSOCR=DGRAM,17,5682,1 Creates a socket

AT+NSOST Used to transmit the data through a socket. Requires the
data in hexadecimal format, IP address, port number,
socket number and message length in bytes. If the
transmission was successful, TRUE will be returned,
otherwise FALSE

Data acquisition occurs by transmitting a specific command to the GPS module
that look for current position; as already mentioned the module used supports the
NMEA 0183 standard [14].

Each NMEA message (see Fig. 4 for an example) starts with ‘$’ and ends with
‘< CR > LF >’. ‘PMTK314’ indicates packet type and message type; ‘*’ indicates
the end of the data field and the following number is the checksum. This message is
used to set NMEA sentence output frequencies. There are totally 19 data fields that
present output frequencies for the 19 supported NMEA sentences individually. In
the case of figure the value ‘1’ in the second data field means that the module only
output Recommended Minimum Position Data (RMC) once everyone position fix.

Fig. 4 NMEA message
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Fig. 5 NMEA response

Fig. 6 Exchange of messages

The response has the format response (see Fig. 5 contain information about posi-
tion, velocity, time.

The information about Latitude and Longitude, relevant for our application, is as
follows:

• Latitude: ddmm.mmmm
• Longitude: dddmm.mmmm

Where “d” is degree and “m” is minutes. This information will be converted in
the following decimal format through the function converter():

• Latitude: dd ± (mm.mmmm/60)
• Longitude: ddd ± (mm.mmmm/60)

Where ‘±’ depends on whether we are considering North or South Latitude, and
East or West Longitude (Fig. 6).

The data obtained (e.g.: Lat: 37.527731; Lon: 15.075191) will finally be trans-
mitted over the NB-IoT network using AT-commands and the CoAP protocol to the
ICON Platform (Table1).
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4.2 AppBattery

Since one of the main objectives of this project is to monitor energy consumption
in asset tracking GPS based IoT applications on constrained resources devices, it is
essential to regularly notify the user with the charge level of the battery.

Unlikely,Huawei LiteOSdoes not provide a function to read the battery level since
this function depends on the Board Support Package (BSP) platform. In embedded
systems, a BSP is the layer of software containing hardware-specific drivers and other
routines that allow a particular operating system (traditionally a real-time operating
system, or RTOS) to work in a particular hardware environment (a computer or CPU
card), integratedwith theRTOS itself using.Usually, third-party hardware developers
who wish to support a particular RTOS provide the layer together with hardware. In
summary, BSP can be defined as the software layer that contains specific hardware
drivers allowing the OS to operate in a particular hardware.

To be able to read the battery value, we connected the positive pole of the battery
to a pin (PA7), using an external hardware. It is necessary to use the ADC to convert
the analog value of the voltage read from pin PA7, to a digital number. Then, the value
obtained must be re-scaled to a range coherent with the percentage of the battery.
The function reads several times the value on the pin and then make the average of
all these values read (this avoid possible error values). The obtained value is then
reported in a range of values related to the voltage required to power the device. The
data so obtained represent the app report which will be transmitted.

4.3 Encryption

The project include a 128-bit AES encryption message facility that allows to
exchange over the network encrypted messages. Although the NB-IoT technology
takes advantage of LTE network and its security against attacks it is better to pro-
vide encryption of messages in order to defend, for instance, against impersonation
attacks. We used symmetric cipher using a pre-shared key. Despite ST provides spe-
cific libraries for the encryption algorithms, due to the evaluation board and the SDK
of the operating system (both still in development), it was not possible to use these
libraries within the project. Therefore, we used a generic C implementation of the
AES algorithm with ECB encryption mode not optimized for MCU. The encryption
process takes place directly within the transmission function (bc95_send), after the
conversion to hexadecimal format, in order to provide the encryption of all report
messages for each App.
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5 Platform Evaluation

In this section we provide the reader with evaluation of cost and performance eval-
uation presenting some test results, also.

5.1 Cost and Performance Evaluation

To evaluate the efficiency of the system, we carried out an energy-consumption
analysis taking as a reference the battery discharge process in three different tests.
At this stage of developing process of the prototype it is not possible to activate
the power saving mode of the MCU, therefore, in the various tests carried out, was
implemented only the Power Safe Mode of the modem. By observing the results
obtained and comparing the curves of the battery discharge process with or without
encryption, it is possible to evaluate how these encryption operations impacts on
energy consumption. The system under test is the complete system running two
apps: AppGPS for tracking and AppBattery for monitoring power consumption. The
system was installed in a car moving around to capture real positioning data. Each
test differs in the following parameters:

• AppCycle: cycle values in the 2 running apps (howmany seconds the app function
is repeated);

• Power Safe Mode parameters of the modem: the values relating to the Power Safe
Mode of the modem (Active Time and Periodic Tau);

• Using of encryption algorithm.

5.2 Experiments

This section describes the setup of tests done and the results. In the graphs the x-axis
represents the voltage while y-axis is the time. In the graphs the green line indicates
the minimum voltage required by the system for correct operation, it is important to
emphasize that the board can continue to operate up to a minimum voltage of 2.8
V, but below 3.2 V it will no longer be possible to transmit the data. The red lines
highlight 90% and 50% of the discharge process.

All the experiments were repeated several times and results represents the average
behavior of the setups.
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Table 4 Setup #1

Parameter Value Unit

AppGPS cycle 5 Minutes

AppBattery cycle 10 Minutes

Active time 10 Seconds

Periodic Tau 5 Minutes

Encryption Yes

Fig. 7 Result of Test #1

5.2.1 Test 1: Stress Test

The Table 4 shows the meaningfully parameters of the first setup. These parameters
represent a typical heavy condition, since the transmission of data is quite continuous.
This test aims at evaluating the performance of the battery in stress condition.

In the average the battery is able to provide enough energy to support system up
to almost 43 h. Figure7 shows the discharge rating of the battery.

It is possible to note that there is a change in the trend of the curve once is passed
the 90% of the charge, that signs the beginning of the discharge process. This process
starts to accelerate reaching the 50% of the charge. It is possible to note that battery
level remains at maximum level for 24 h.
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Table 5 Setup #2

Parameter Value Unit

AppGPS cycle 12 Hours

AppBattery cycle 12.5 Hours

Active time 2 Seconds

Periodic Tau 310 Hours

Encryption Yes

Table 6 Setup #3 (without encryption)

Parameter Value Unit

AppGPS cycle 5 Minutes

AppBattery cycle 10 Seconds

Active time 10 Seconds

Periodic Tau 5 Minutes

Encryption No

5.2.2 Test 2: Minimizing Energy Consumption

The Table 5 shows the meaningfully parameters of the second setup. We choose
these parameters for monitoring the system in a condition that minimize the energy
consumption limiting the transmissions as much as possible.

Unlike the first test, it is possible to note that modifying the execution time of
the various apps and above all the sleep times of the modem (which are maximized
here), the battery had a much longer life, in-fact in this test the battery lasted for
almost four days. The discharge process is very close to the previous case but the
duration.

5.2.3 Test 3: No Encryption

The Table6 shows the parameters of the third setup. These parameters are the same
of the first setup, with encryption disabled. This test aims at comparing the impact
of encryption on energy consumption.

The Fig. 8 shows the result of this test where the battery lasted for almost 61 h,
i.e. about 25% more time.
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Fig. 8 Result of Test #3

Fig. 9 Comparison

5.2.4 Comparison

The tests carried out shows that the use of encryption significantly impacts on the
system’s energy consumption. Comparing Test 1 and Test 3, we notice that Test 3
has a battery life 2 days longer than Test 1.

Furthermore, by comparing the two graphs (Fig. 9), we can see that the discharge
process in Test 1 has a steeper curve and therefore a faster discharge. This happens
because the encryption was done with functions not optimized for MCU. We expect
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that using libraries with optimized encryption functions (for example, those provided
by ST) the impact of encryption on battery life would be significantly reduced.

6 Conclusions

In this paper we discussed the full development process of a system based on
LPWANs aiming at tracking goods and/or people. The paper presents the current
available technologies and reasons about the motivation that leads to the choice of
NB-IoT. Furthermore, we presents some details about implementation matters of the
most important apps. Finally, we reported the results of the tests aiming at evaluating
power consumption and encryption impact in a real scenario.

Further work will be devoted to develop a new version of the platforms in order
to increase the performance, to include a better encryption library and to performs
tests on different scenarios.
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Implementing an Integrated Internet of
Things System (IoT) for Hydroponic
Agriculture

Georgios Georgiadis, Andreas Komninos, Andreas Koskeris,
and John Garofalakis

Abstract This chapter presents ongoing work in the development of a hydroponics
monitoring system by using IoT technology. Hydroponics is a method of growing
plants in water based nutrient rich solution system, instead of soil. By monitoring
the parameters of the solution in parallel with the environmental parameters inside
the greenhouse, farmers can increase the production while decreasing the need for
manual labor. Multiple networked sensors can measure these parameters and send all
the necessary information to an Internet of things (IoT) platform (i.e., Thingsboard)
in order the farmer or agronomist to be able to control and adjust current operating
conditions (e.g. environmental controls) and plan the nutrition schedule. Furthermore
Machine Learning (ML) can be used, so the systemwill provide recommendations to
agronomists. The novelty presented in our system is that data contributed bymultiple
farming sites can be used to improve the quality of predictions and recommendations
for all parties involved.

1 Introduction

The Internet of Things (IoT) is an active research area where sensors and smart
devices facilitate the provision of information and communication. In IoT, one of
the main concepts is wireless sensor networks in which data is collected from all the
sensors in a network characterized by low power consumption and a wide range of
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communication. Wireless sensor networks (WSNs) consist of multiple sensor nodes
in a wireless communication-based environment. Each sensor node is to detect phys-
ical phenomena such as temperature, humidity, andmoisture with limited energy and
memory. WSNs are the combination of embedded systems and wireless communi-
cation which allows data transmission among the sensor nodes using radio signals.
The heart of each WSN node is the microcontroller (Arduino in our case) which
processes readings from its own sensors and/or readings from adjacent nodes.

IoT systems have found significant application opportunities in the agricultural
sector; however, a recent review of IoT applications in agriculture has shown that
research in this area is not yet fully developed [5]. For agricultural applications, IoT
devices consist of sensors tomeasure soil properties (e.g.moisture, electrical conduc-
tivity), environmental conditions (e.g. temperature, humidity, rainfall) and ambient
light conditions (e.g. solar radiation, light levels). All these parameters relate closely
to the growth of plants and their monitoring, enables precision agriculture, with asso-
ciated savings in energy and water consumption, as well as reduction of fertilizer and
chemicals used, to support plant growth. A more recent trend in agriculture involves
themove away from soil-based farming towards hydroponic agriculture. In thismode
of cultivation, a greenhouse contains rows of substrate material (e.g. rockwool) on
which plants are placed. Since this neutral substrate contains no nutrients, it is contin-
uously watered with a nutrient rich solution. Hydroponic agriculture requires careful
balancing of the nutrient solution contents against outdoor and indoor environmental
conditions, and is thus subject to impact from even very small fluctuations away from
optimal conditions. On the positive side, it is attractive to farmers becausemaximizes
yield and provides yield level guarantees, while allowing for less use of pesticides
and other control chemicals, leading to very high quality products produced in less
land than would otherwise be required. On the negative side, hydroponic agricul-
ture is far more expensive and energy-demanding compared to traditional farming
[7]. The scope of this paper is to present the application of IoT systems in precision
hydroponics, which is currently understudied, compared to the rest of the agricultural
IoT.

2 Related Work

Hydroponic agriculture is a natural fit for IoT system applications. Setting aside back-
yard and small installations, professional hydroponic sites require constant monitor-
ing and control to achieve optimal growth conditions. In typical installations, automa-
tion is provided in terms of indoor environmental controls via HVAC systems and
automated windows or shading mechanisms. However, the nutrient feeding schedule
is typically set by human experts (agronomists), through a feedback cycle of manual
monitoring of selected plant growth (witness plants). Agronomists manually mea-
sure the growth parameters of witness plants, and adjust the feeding schedule for the
whole site accordingly [10]. This, however, is a suboptimal solution. In larger sites,
the microclimate can vary significantly across the site. Due to leakages, blockages
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and other technical issues, irrigation can be uneven. Therefore, impacts measured
on witness plants, may not evenly apply to the entire site, and growth problems may
go unnoticed until it is too late. In this respect, IoT can offer automated precision
monitoring in real time, and across an entire site. Previous work on IoT-enabled
hydroponic systems has focused mostly on system properties and architecture (e.g.
[13]), with most research focusing on monitoring specific types of sensor values,
such as water quality (e.g. [9]). In [15], the authors focus on the performance of
the MQTT protocol, showing that server load and throughput is not significantly
affected by large numbers of IoT nodes. This demonstrates that large installations
can benefit from IoT deployments without needing to rely on resource-rich servers.
IoT applications using very simple temperature and humidity sensors only, demon-
strate that significant savings in water consumption and electricity can be obtained
[11]. Similarly, in [2, 3], a system where agronomists could define logical rules
for the operation of a system is presented, using a continuous feedback loop to the
agronomist, so they can observe the effect of the rules they set. However, in such
systems, the weak point here remains the need for heavy agronomist involvement in
the process [1]. To address this problem, [16] propose a fuzzy logic control system
to automatically adjust system operation, in order to maintain predetermined opera-
tional parameter specifications (in this case, solution electrical conductivity and PH).
In [14], the use of machine learning is proposed in two ways, to assist hydroponic
installations. Firstly, it is used to obtain an indication of witness plant growth levels
by analyzing images of witness plants, replacing the need for manual measurement.
Secondly, it is used to model and forecast optimal lighting policy conditions for
the site, based on previous data. So far, this is the only example in literature where
data has been used in an assistive manner, i.e. to automatically propose operation
guidance to agronomists.

3 System Overview

For our system, we developed an embedded wireless sensor network for a hydro-
ponic greenhouse that produces cherry tomatoes in the area of Mesolongi inWestern
Greece (Fig. 1). Contrary to most previous research, the system is applied to a large
commercial installation. The conceptual diagram of our system is shown in Fig. 2
and consists of the wireless sensor network inside the greenhouse which transmits
all the necessary environmental parameters to an Internet of things (IoT) platform.

3.1 Hardware and Sensors

The system consists of a variety of sensors that we deploy inside and outside the
greenhouse and are able tomeasure the parameters we need, with very good precision
similar to professional expensive tools. All sensors operate between 3.3 and 5.0 V.
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Fig. 1 The hydroponic site of our system, with a total cultivation area of 12.000 m2 and a site
office and packing area of 400 m2

Fig. 2 System architecture depicting site hardware and software platform components
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The hardware sensors were prototyped using the TinkerCAD simulator (e.g. see
Fig. 3) before being implemented physically.

3.2 Indoor System Sensors

The following sensing equipment is used for indoor environmental parameter mon-
itoring.

• Temperature and Humidity: A DHT-22 sensor is used for temperature and
humidity levels. This sensor is a low-cost digital sensor, that uses a capacitive
humidity sensor and a thermistor to measure the surrounding air. The sensor is
pre-calibrated by the manufacturer and provides higher stability and accuracy
compared to the DHT-11 sensor that we originally used in our system. Also, by
applying appropriate open-source libraries, DHT-22 can also be used to calculate
Heat Index and Dew Point of the monitoring area.

• Ambient light and solar radiation: Light is a basic parameter for plants growth,
and needs attention regarding what and how you measure it. Most light sensors
have a linear relationship with light levels, which means that they’re not very sen-
sitive to light changes. GA1A12S202 light sensor provides a log-scale relationship
with light levels, compared to plain photocells, which means better response to
ambient light changes. In parallel with “simple” light sensors a solar radiation sen-
sor (SP-212 pyranometer) is used to measure in Watts per meter squared (W/m2)
total shortwave radiation from the sun. Monitoring solar radiation facilitates man-
aging the cropping processes such as optimum time for sowing, optimum plant
population, timed application of fertilizers and irrigation management [8].

• Indoor air quality: Indoor air quality monitoring is accomplished with CCS811
sensor that has the ability tomeasure eCO2 (equivalent calculated carbon-dioxide)
concentration within a range of 400–8192 parts per million (ppm), and TVOC
(Total Volatile Organic Compound) concentration within a range of 0–1187 parts
per billion (ppb).

• Rockwool conditions: For conditions inside the rockwool substrates we use two
types of sensors. SEN0193 is a capacitive soil moisture sensor that can output
moisture levels in a scale of 0–100% by capacitive sensing rather than resistive
sensing like other sensors, and provides an overview of how “wet” is the rockwool.
Although this type of sensor is mainly used in soil based plants, operates with the
same accuracy in rockwool substrate. Calibration and cleaning the sensor often is
needed due to the fact that contacts the different ingredients of the water based
nutrition solution for long period. Also a DS18B20 waterproof temperature sensor
is used for continuous monitoring the temperature inside the rockwool.

• Power consumption: Power consumption sensing is established by placing three
Non-Invasive Current Sensors with a maximum load of 100A to each phase line
(L1-2-3). SCT-013 is an ideal sensor and safe to use. By monitoring the power
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Fig. 3 Schematics for the plant row and outdoor weather station sensor packs

Fig. 4 Energy monitoring using Arduino Uno and SCT-013

consumption inside the greenhouse we can have an index of when fans, lights and
irrigation are switched on (e.g see Fig. 4).

3.3 Outdoor Environment Sensors

The following sensing equipment is used for outdoor environmental parameter mon-
itoring.
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• External environmental conditions:For these,weuseSEN0186, amast-mounted
wind speed, wind direction, and rainfall sensor with embedded temperature and
moisture readings.

• Water quality sensors: A pH and an electric conductivity EC sensor are used on
the water outflow collection points. A solution’s pH measurement is a value that
reflects the exact acidity or alkalinity of the solution. SEN0161 is an analogue
pH meter which is commonly used in various applications such as aquaponics,
aquaculture, and environmental water testing. Comes with a BNC probe that can
detect a solution if it is neutral (pH=7), acidic (pH<7) or alkaline (pH>7).
Conductivity is the ability of a substance to carry the current and is used tomeasure
the electrical conductivity of aqueous solutions, and then to evaluate the water
quality. A DFR0300 sensor is used in our system for the measurement of water
quality. From agricultural reference we know that for cherry tomatoes an ideal pH
value is between 5.5 and 6.5 and for electrical conductivity around 3.7 ms/cm.
Both these sensors also require calibration before first use and after long period
of operation. All the above sensors are connected to different Arduino Boards and
are all deployed in various specific positions inside the greenhouse.

3.4 Virtual Sensors

Furthermore, we support “virtual” sensors, inspired from the concept introduced
in [12], where virtual sensors are described as abstractions of system components
that include sampling and processing tasks. In our case, we implement such sensors
through the periodic sampling and aggregation of data obtained from external APIs
or other internal data sources. As a starting point we implement the following virtual
sensor type:

• Virtual weather station:We use the OpenWeathermap.org API to obtain current
and forecasted meteorological conditions in the area. This data is used for interpo-
lation with outdoor sensor data, and to obtain weather forecasts from established
climate models.

• Nutrition scheduling: The agronomist maintains an accurate record of the nutri-
tion schedule, including watering times and duration, and nutritional content com-
position, in the form of spreadsheet files. These data are fed to the system at regular
intervals.

• Manual pH, EC and WC readings: The agronomist takes manual pH, electric
conductivity and water content readings twice daily. We store this data in a virtual
sensor device, through use of a dedicate mobile app, at the time of measurement.

• Witness plant growth: The agronomist takes daily measurements of specific
plants (e.g. number of flowers, number of tomatoes, plant length etc.). We store
this data in a virtual sensor device, through use of a dedicate mobile app, at the
time of measurement.
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3.5 Sensor Integration and Connectivity

We bundle multiple sensors on Arduino Uno boards, building what we call “sensor
packs” with various sensor configurations. These various sensor packs connect via
XBee S2C RF modules that are placed on suitable XBee shields in order to form a
meshnetwork configuration.TheXBee formednetwork consists of sensingnodes and
coordinator nodes that aggregate and forward data to the server, via wired Ethernet
connections [6]. The following wireless sensor pack configurations are supported
(e.g. Figs. 3 left and 5).

• Plant row packs:These support multiple (6) soil moisture sensors and, optionally,
a soil temperature sensor. These sensors are positioned along individual plant rows.
Indoor climate packs: These support the temperature, humidity, air quality, light
level and solar radiation sensor. They are placed in various equidistant locations
across the site.

• Outflow packs: These support the pH and electric conductivity sensor and are
placed in the outflow collection points across the entire site.

We also support the following wired Ethernet pack configurations (e.g. Fig. 3
right).

• Weather station pack: One Arduino board is used to integrate all the outdoor
sensors for the site. This sends data directly to the server using a wired Ethernet
connection.

• Energy monitor: A three-phase energy meter Arduino is placed inside the main
power supply board and monitors the power loads in each phase.

• Coordinator packs: Each coordinator node collects data wirelessly (via XBee)
from multiple other sensor packs (plant row, indoor climate and outflow. Its role
is to collect, store, pre-process and transmit the data to the server, using a wired
Ethernet connection. Because of the heavier computation demand, coordinator
packs are integrated using the Arduino Mega board.

3.6 Manual Data Collection

The greenhouse agronomist takes regular observations from the various witness
plants in the site, and using manual pH, EC and WC instruments. These obser-
vations are collected using a mobile device (tablet), running an application to collect
the relevant data (foliage, plant height, stem width, fruit size and state etc.). For this
part we developed a basic “Greenhouse app” that can be installed at the moment
only for Android devices and allows the user/agronomist to insert his observations
on a daily basis for specific plants that are monitored. Users can add a set of witness
plants manually by selecting first the position where the plant was originally placed
and then to add parameters or attributes to a form for observation (e.g. Fig. 6). Data
is uploaded directly to the server using a wireless (Wi-Fi) connection.
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Fig. 5 Deployed plant row sensor pack

Fig. 6 Information screen for GreenHouse 1 (left) and witness plant screen (right)

The following diagram represents the steps the user can follow when using the
app and all the possible functionalities. After first sign in, there is a menu with the
options sensors, greenhouses and witness plant, with each option to have its own
sub-options (e.g. Fig. 7).

3.7 IoT Data Management Platform

Currently, there are no global IoT standards for the description of data and commu-
nication across the various IoT system layers (sensors, middleware, back-end) [4].
Each system is responsible for its own interoperability standards, and one of the most
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Fig. 7 Tree diagram of greenhouse app

common techniques is to comply with standards set by the IoT data management
platform selected by the developers. Across the various options, we selected to use
the open-source ThingsBoard IoT platform, which revolves around a well-defined
data API standard for communication and data exchange, based on JSON-structured
data payloads. This platform is configured to model the site as a set of assets (there
are two greenhouses, each one being an individual asset), devices (each sensor pack
or virtual sensor is modelled as a single device) and operators with various roles (site
supervisor, agronomist). The platform offers the ability to visualise the data at an
aggregate or individual sensor basis (using custom-designed data visualisation dash-
boards, Fig. 13), and to establish alerts for operating conditions exceeding specified
thresholds. The sensor packs and virtual sensors communicate data to the platform
using HTTP REST APIs. Further from the data collection platform, ML modules
for training models and performing predictions are also hosted on the server. These
modules are currently under development, but the aim is to feed their output back
into the platform, and integrate their output on the user’s dashboard, in numeric and
graphical form.

3.8 System Integration Validation

Implementation of our system started in early November 2018 in parallel with the
planting of the newcrop. Itwas considered necessary to start recording the parameters
that are directly related to the growthof plants in the greenhouse.The cultivationof the
specific type of tomato is almost annual, which gave us useful information regarding
the plants and the environmental conditions inside the greenhouse throughout the
year. In late August 2019 the plants were removed, the greenhouse was cleaned and
the new plants were transferred on the new rockwool by late September. This was
a period that gave us the opportunity to clean and re-calibrate most of the sensors
or even to adjust the topology of our sensor network. In the following sections, we
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outline some of the practical issues that we encountered during the installation and
integration tests of our system.

3.8.1 Sensor Board Integration Issues

As described previously, our system is based on commercial off-the-shelf com-
ponents, which we had to integrate into a single system. While theoretically this
approach should be trouble-free, in practicewe encountered several issues thatmostly
concern the hardware components. One of the main issues we encountered in the
beginning of our implementationwas the use ofArduino-compatibleEthernet Shields
using the W5100 chip. We use this Ethernet Shield in XBee coordinators, the exter-
nal weather station and also in Energy monitoring sensor packs. The shield allows
transfer of data to our system database. This type of shield comes unconfigured,
so the user has to specify a unique MAC ADDRESS inside the code for network
connectivity. After two or three days of normal operation, we observed that data was
not being sent to our database. A closer inspection indicated that the Network Router
couldn’t assign static or dynamic ip addresses to these Ethernet shields anymore.
Even when we replaced the Network Router we came across the same problem after
a few days. The solution to this network issue was to replace all Ethernet Shields with
other versions that use the W5500 chip. These shields come with already assigned
MAC addresses and can operate without problem continuously.

3.8.2 Heat-Induced Sensor Operation Issues

All Arduino based boards that are placed inside the greenhouse are inside plastic
enclosures in order to avoid water contact and humidity. The plastic enclosures are
not totally waterproofed because of small holes that are drilled for the purpose of air
circulation inside the case. During the summer period andmore specific between July
and August, due to high external temperatures (averaging 36 ◦C around 3pm), the
temperature inside the greenhouse can reach a value of 38 ◦C , which led three of the
indoor environment sensor packs that were placed above the curtains to “freeze” due
to high temperature. As the time progressed towards the afternoon, and the position of
the sun was not directly above the greenhouse, the temperature inside the greenhouse
dropped to around 30 ◦C, these specific Arduino-based sensor packs reverted back to
normal operation by themselves. A solution to this problem for the summer period
was to adjust the position of the sensor packs below the curtain of the greenhouse in
order to afford them additional protection from sunlight-induced high temperatures,
as well as to drill additional small holes through their plastic enclosures for more air
circulation.
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(a) Plant height at start of planting season (b) Plant height at 6 months after planting

Fig. 8 Plant growth interferes with wireless sensor communication

3.8.3 Operation Problems Due to Plant Growth

As we mentioned before implementation of our system started when the new crop
was planted. At this time the plants have an average of 25 cm in length (Fig. 8a).
At this point there is enough space for placing all the necessary hardware (Arduino
boards, sensors and network cables) that allow data collection, and more important
wireless communication between nodes of the network. As the plants grow, we have
to observe their size expansion which is critical for our hardware operation. As we
can see in Fig. 8b, after six months the plants have gain an average length of 1.5
m, which leads to aerial signal failure (LoS) between boards, and most of the times
requires replacing our boards to new positions inside the greenhouse in order to
achieve communication. Also due to root development sometimes the boards are
trapped inside the roots which make it difficult to access them without breaking the
root at some point (Fig. 9).

3.8.4 Humidity Effects

Apart from high temperatures that they were recorded during the summer period,
high level of humidity also was an issue regarding our hardware equipment. Espe-
cially around the spring period and more specific at around 8a.m, humidity levels
inside the greenhouse reached about 85%. This was noticed in a form of water drops
and pools on the top of the (supposedly waterproof) enclosures where we keep all
network and power supply equipment (Fig. 10a). Humidity also tends to form inside
the enclosures, affecting the rubber seal adhesive, and weakening the ability to keep-
ing water and humidity outside (Fig. 10b). In order to overcome this issue, we had
to apply a layer of silicone to all joints of our equipment boxes to keep humidity
outside.



Implementing an Integrated Internet of Things System (IoT) … 95

Fig. 9 Root growth interfering with system wiring and access to sensor boards

(a)Water condensation on the network equipment
enclosure

(b) Humidity effects on internal enclosure
insulation strips

Fig. 10 Humidity problems during greenhouse operation
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Fig. 11 Manual workers during normal greenhouse operations

3.8.5 Labourer Interference with System

Every day the greenhouse follows a scheduled timetable of operation. Watering the
plants, collecting tomatoes that are ready or even adjusting the height of the plants
in order to grow in a way that can give the maximum height (Fig. 11). During this
process, we found that often manual labourers would damage a sensor, or relocate a
sensor to a point that it couldn’t measure the desired value anymore. A solution to
this problem was to relocate the sensor packs to a position high enough inside the
greenhouse in order not to disturb the plant growth and also interfere less with the
workers daily routines.

3.8.6 Sensor Measurement Quality Due to Rockwool Conditions

In hydroponics, rockwool is the substrate where the plants are placed and grow. This
substrate during the summer period can be watered about forty times a day. It has
the ability to absorb water and allow the roots to grow inside. As we mentioned in
3.2, to monitor rockwool conditions we use SEN0193 sensor. After calibrating the
sensor, we place the sensor inside the rockwool and starts to send moisture levels to
our database. A normal accepted value is between 75 and 95%. After a short period
usually three to five days, the values could drop to 25%. This happens due to the
expansion of the rockwool which leads the sensor to become loose and not to be
in touch with the substrate. These minimum values of moisture are an alarm to our
system to relocate the sensor. Furthermore, due to the fact that the sensor most of
the time is continuously in touch with water, corrosion is also an issue that leads to
abnormal moisture values (Fig. 12).
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Fig. 12 Corrosion on soil moisture sensor after prolonged use (top) versus new sensor (bottom)

Fig. 13 Sample view of the hydroponic sensor dashboard provided by the ThingsBoard IoT plat-
form

4 Monitoring Actuator Operation

The hydroponic site is equipped with a proprietary climate control system (by Priva
S.A.) which is used to automatically drive various control elements that helpmaintain
optimal indoor climate parameters, as required. These include ventilation fans, over-
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(a) Under curtain positioning (b) Over curtain positioning

Fig. 14 Positioning of indoor environment sensor packs to detect system operation

Fig. 15 Data captured by the over-curtain and under-curtain indoor environment sensor packs

head curtains, moisture sprayers and CO2 pumps, which are activated depending on
specific rules set by the agronomist. This proprietary system does not have an open
interface, therefore it is not possible to access data produced by it from a third-party
system such as ours. However, strategic positioning of sensors can be used to infer
the system operation and to provide an overview of the system state and function,
visualised through a control dashboard (Fig. 13).

As an example, we demonstrate the data acquired by two indoor environment sen-
sor packs, positioned over, and under the overhead curtains (Fig. 14). In this example,
the green line shows the under-curtain sensor values, while the blue line shows the
over-curtain values.As canbe seen inFig. 15,when the solar radiation intensity spikes
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Table 1 Deep learning model evaluation

Evaluation approach Root mean squared error Correlation (Spearman’s ρ)

k-fold cross validation 0.114(σ = 0.091) 0.877(p < 0.01)

Leave-one-out 0.057(σ = 0.086) 0.892(p < 0.01)

(blue line, top chart), the automatic curtains begin to operate, therefore “smoothing”
the effect of intense light in the greenhouse. Simultaneously, because of the high light
intensity and resulting increased temperature, humidity begins to drop rapidly, hence
the moisture sprayers help maintain the humidity levels within better tolerances. By
capturing this behaviour, we are able to detect system operation events, as well as
threatening emergent conditions in the greenhouse during operation.

5 Machine Learning Experiment

Our work regarding the integration of ML recommendation components is ongo-
ing. However, in this section, we demonstrate an example of how ML can provide
advanced insights and recommendations to hydroponic site agronomists, based on
the prediction of ambient light levels in the greenhouse.We use a deep neural network
model on a six day dataset, ranging between 27/4/2019 and 2/5/2019 (144 cases),
with the layer node count {3, 5, 5, 5, 3} ReLU activation function and ε = 1.0−8 and
ρ = 0.99. Input features are the hour of day ([0, 23]), and reported cloud coverage
level ([0%, 100%]) from the virtual weather station, while the predicted value is the
ambient light levels in the greenhouse in lux units ([0−,+∞)). Raw data is aggre-
gated to obtain their hourly average. Data preprocessing includes the normalisation
of lux values to a range between [0, 1]. The deep learning model can produce arbi-
trary positive or negative values. The latter, in our case, make no logical sense (since
lux values cannot be below 0). Hence we post-process the predictions to transform
negative values to zero. To evaluate the model performance, we use k-fold cross
validation (k = 10) withrandom sampling, and also use a leave-one-out approach.
The results are shown in Table1 and Fig. 16. Interestingly, just two features (cloud
cover, hour of day) are reasonable predictors for light intensity (between 5.7 and
11.4% RMSE), despite inaccuracies caused by plant foliage, worker and equipment
movement and the OpenWeatherMap API model inaccuracy. Further, lux data in this
analysis comes from a single, uncalibrated sensor, whose values are not cross-related
with those of nearby sensors.
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Fig. 16 k-fold cross validation Spearman rank correlation

6 Conclusion

We have presented the architecture and on-going deployment effort for an IoT-
enabled hydroponic installation. Our work aims to be amongst the first to present
a complete system that can produce recommendations to facilitate the workload of
professional agronomists, using ML techniques.

Still there are a few issues that need to be overcome. A clean output data from the
sensors ismandatory for our system, andmost of the sensors require frequent cleaning
and calibration for achieving this. Also plant growth affects the communication
between sensor nodes (LoS) which leads to repositioning the nodes in new places
keeping in mind not to interfere with the greenhouse’s everyday program, and this
action most of the times demands reconfiguration of the sensor network.

A further innovationwhichwe are in the process of implementing is to enhance the
quality of predictions by collecting data frommultiple contributing sites. In this way,
a community of hydroponic installation operators can benefit from the knowledge
contributed by others, and therefore solving the “starting problem” associated with
the inability to obtain recommendations when no, or little data, has been obtained
for the site. A further advantage of this approach is that it may minimize the need for
IoT equipment installation, as fewer sensors on each site will be necessary to obtain
accurate monitoring and prediction results.

As the project draws to an end, we plan to release a dataset from a full culti-
vation period to the wider research community. We hope that this shall help future
researchers with training their own models for cultivation predictions, anomalous
event detection and other related purposes.
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A Collaborative BSN-Enabled
Architecture for Multi-user Activity
Recognition
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Abstract Human activity plays a significant role in various fields, such as manufac-
turing, healthcare, and public safety; therefore, recognizing human activity is crucial
to enable smart innovative services. The development of ubiquitous sensing and per-
vasive computing allows studying what humans perform in real time and mobility.
Single- and multi-user activity recognition (AR) differ by the number of involved
users.With recent developments ofmulti-sensor andmulti-information fusion,multi-
user activity recognition is gradually becoming an emerging and relevant research
frontier. In this paper, we propose a software architecture which combines cloud and
edge computing with collaborative body sensor networks (CBSNs) to support the
development of CBSNs-enabled services and in particular we provide its case-study
in the context of multi-user AR.
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1 Introduction

In the last decades, with the continuous development of microelectronics and the
increasingly diffused Internet of Things (IoT) technology, more and more sensors
are being pervasively spread in daily living environments. Estimates provided by
IHS (Information Handling Services) predict that “ The IoT market is forecast to
grow from an installed base of 15.4 billion devices in 2015 to 30.7 billion devices
in 2020 and 75.4 billion in 2025 [1]”. With these smart objects, a wide range of
information can be conveniently acquired. Such information can be used in many
domains, including public safety, industrial manufacturing, and healthcare.

In this emerging technological shift, the concept of human-centric services will
increasingly appear in daily life and workplace. Furthermore, people conceptually
and physically interact and influence each other to produce various behavior pat-
terns [2]. Human activity, recognized by these ubiquitous sensors, therefore, is criti-
cal in all of the areas where humans are the core actors. However, literature of human
activity recognition (HAR) [3–5] is focused on individual activities [6–10], while
multi-user activities [11] are scarcely studied. HAR becomes extremely complicated
in multi-user scenarios although precious high-level information could be extracted.
For more than a decade, the problem of recognizing human actions and activities
using cameras [12–14] has been studied in computer vision [15–17], with controver-
sial results, especially in unconstrained real-world environments. Besides, sensors
show significant potential to support HAR by capturing useful low-level features,
such as human motion, physiological signals, environmental parameters, etc. How-
ever, recognizing human activities using sensors is challenging because sensor data
are inherently noisy and human activities are often a complex composition of indi-
vidual movements. Recent studies are mostly focused on single-user AR (frequently
addressed with wearable sensors). On the contrary, research on multi-user AR is
in embryonic stage yet. Multi-user AR is a non-trivial extension of single-user AR
since it requires the joint analysis of two or more individuals in a shared environment
that may interact and collaborate performing actions jointly. Specifically, multi-user
activity can be divided into three scenarios: the first considers multiple users (in the
same environment) performing activities individually (e.g. having lunch together);
the second involves a group interacting and physically collaborating to achieve a
shared goal (e.g. lifting a heavy weight from the floor); the third is a hybrid scenario
which mixes individual and group activities.

In this paper, we aim at more effectively supporting the development of collabo-
rative multi-user AR, with the design of a novel BSN-enabled architecture based on
BodyCloud [18], BodyEdge [19], and the concept of CBSNs [20] to achieve:

• distance and communication latency reduction between users and servers and
higher scalability, by integrating cloud and edge infrastructure;

• increased responsiveness, through cloud and edge computing resources;
• co-located collaboration and interaction recognition.
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The remainder of the paper is organized as follows. Section 2 discusses the related
work on recent multi-user AR. Section 3 describes the proposed multi-user AR
architecture. Section 4 reveals the building blocks of the programming model for
multi-user AR. Finally, Sect. 5 concludes the paper and outlines planned future work.

2 Related Work

Most of the current related literature focuses on identifying single-user activities.
However, in real life, humans often form temporary and persistent groups to achieve
specific tasks. The lack of a systematic approach of multi-user AR could be effec-
tively addressed thanks to the diffusion of IoT technologies—and the edge paradigm
in particular—since environment/context awareness plays a crucial role in multi-
user scenarios. An effective multi-user AR method can be successfully exploited
in diverse application domains including public safety, industrial manufacturing,
and health care.

So far, researchers used computer vision-based approaches to recognizemulti user
activities. In [12], the authors used a discriminative temporal interaction manifold
framework to characterize the group motion pattern, and experiments on football
play recognition demonstrate the effectiveness of the approach. Ibrahim et al. [13]
proposed a deep learning model to capture group AR based on long short-term
memory (LSTM) models. Deng et al. [14] combined graphical models with deep
neural networks; experimental results on group AR demonstrate the potential of
the model to handle highly structured learning tasks. However, computer vision
methods are still raising privacy issues. Besides, few studies addressed human-centric
recognition using wireless body sensors. Wang et al. [21] developed a wearable
sensor platform to collect sensor data for multiple users; two temporal probabilistic
models (i.e. Coupled Hidden Markov Model (CHMM) and Factorial Conditional
Random Field (FCRF)) were used to classify the multi-users activity. Alhamoud et
al. [22] utilized a technique ofmulti-label classification to recognize activity inmulti-
user environment; data were acquired from appliance-level power sensors as well
as environmental sensors in a two-person apartment. Augimeri et al. [20] developed
the E-Shake system using Shimmer [23] heart rate and motion sensor to recognize
handshaking between two people and the mutual emotional reactions while shaking
hands. Prossegger et al. [24] adopted an approach based on decision trees (E-ID5R)
to recognize multi-resident activity. In [25], authors proposed a distributed middle-
ware called GroupSense to recognize several group physical activities which obtain
knowledge from individual activities and movements of smart objects (IoT devices).

Thanks to their small size, pervasive application, and convenient cost, wearable
sensor devices have become the most common solution to HAR. However, since
multi-modal sensors are capable of generating significant amount of data in real
time streams, it is not possible to exclusively rely on their computing resources,
especially for multi-user HAR where the complexity of the problem remarkably
raises. To tackle this issue, Cloud and edge computing represent a solid and effective
solution [18, 19].
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Therefore, the proposed approach combines cloud and edge computing resources
to process large amounts of data; it reduces communication latency and provides
wide scalability with quick responsiveness. While the proposed architecture is cur-
rently applied for multi-user AR recognition, its general-purpose design principles
allow it to be effective in other application collaborative domains, such as contextual
interaction, affective and cognitive computing.

3 An Architecture for Multi-user Activity Recognition

The proposed human-centric CBSN-enabled architecture, whose high-level schema
is depicted in Fig. 1, provides useful features and information by implementing dis-
tributed CBSNs and exploiting smart environments, edge computing, and cloud ser-
vices. Such systems are characterized by the combined use of software components
with heterogeneous physical devices and protocols, so as to recognize multi-users
activities and/or to provide final users with high-level services.

Fig. 1 A hierarchical structure for recognizing multi-user activities
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3.1 BodyCloud

The BodyCloud [18] is an open-source Cloud-assisted middleware for pervasive and
continuous monitoring of assisted livings using wearable and mobile devices.

In our design, we selected the BodyCloud as an optional component at Cloud
layer, which comes into play essentially in just two cases:

1. when the user needs long-term monitoring and historic and statistical analysis;
2. when there are external users and administrators who need to access data or

control the system remotely.

3.2 BodyEdge Gateway

Edge computing paradigmmoves part of application logic, data and computing power
(services) from the core to the boundary of the network. To a certain extent, it reduced
transmission cost and network delay between users and servers. BodyEdge [19] is
a specific platform used to recognize multi-user activity.

The BodyEdge Gateway (BEG) (see Fig. 2) is used in the proposed architecture
as an intermediate layer to connect CBSNs and BodyCloud together. The functional
scheme of the BEG is constituted by the following modules:

• Edge Access Interface: it allows the communication between BEG and CBSNs
for exchanging data and sending control commands.

• CBSN Directory: it maps the names of CBSN resources to their respective
addresses.

• CBSNManagement: it is in charge of periodically executing a discovery procedure
to find new CBSNs asking for a connection to the BEG and to register CBSNs
with their devices in the BEG.

• Storage Service: when enabled, it stores all the data received from CBSNs and
generated by BEG.

• BodyEdge Gateway Manager: it handles local data which does not need to be
uploaded to Cloud resources or facilities. High-level data processing or mining
functionalities such as data fusion or classification will be used for real-time local
processing and computing.

• Remote Communication Interface: it allows the communication between Body-
Cloud and BEG for exchanging data and to send/receive control commands from
the upper Cloud layer.

3.3 Collaborative Body Sensor Networks

CBSNs [5] are specific BSNs [26–28] with cooperative behavior providing co-
located users with collaborative and distributed application services. The CBSN
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Fig. 2 Architecture of BodyEdge gateway

reference architecture is shown in Fig. 3. In particular, a CBSN is composed by a
base station (BS) (also called personal coordinator) which manages a set of wearable
sensors (WSs) through a single-hop communication protocol (e.g. Bluetooth, ANT+,
Zigbee).

The presented CBSN consists of the following components:

• CBSN Manager: it decides which data needs to be uploaded to BEG and handles
local data which does not need to be uploaded to BEG. Low-level data processing
such as feature extraction will be used for real-time local processing and comput-
ing.

• Collaboration Services: it enables collaborative computing among CBSNs to
implement collaborative applications.

• Edge API: it allows the communication between the CBSNs andBEG for exchang-
ing data and to send/receive control commands.

• Peer-to-Peer Communication: it allows the direct communication among CBSNs
for exchanging data.

• Service Selection and Actuation: it combines semi-automatic procedures (partly
depend on user intervention) and rules to select and activate services among neigh-
bor CBSNs.

• CBSN Presence and Discovery: it allows to detect neighbor CBSNs efficiently and
enables the discovery services to execute.
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Fig. 3 Architecture of CBSN

• Local Storage: when enabled, it stores all the data received from WS nodes and
generated by CBSN.

• BSN Communication Manager: it allows the communication between coordinator
(BS) and CBSNs for exchange data and sending control commands.

• BSN: self-organized body area network, typically composed of one or multiple
wearable devices.

4 Multi-user Activity Recognition

In this section,wefirst describe the basic reusable building blocks formulti-userHAR
applications that are modeled according to the software abstractions and components
of the proposed architecture. Then,we introduce a use-case on group hiking activities,
discussing how a specific target scenario could be developed atop them.

4.1 Building Blocks of the Programming Model

As shown in Fig. 4, the basic operations of multi-user activity detection and recog-
nition among CBSNs can be defined as follows:

1. Neighbor Detection: it detects neighbor CBSNs among co-located people in a
specific range.
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Fig. 4 The phases of multi-user detection process

2. Sensor Selection and Service activation:when neighbors have been detected, all
of BSNs will activate/select sensing on their own nodes and necessary (process-
ing) services will be activated. This step will allow the system saving energy
which means sensor will only activated when it is needed.

3. Potential Activity: once a one-sided potential activity occurs on a BSN, the
corresponding BS will be notified.

4. Advertisement: the coordinator will send a message to all neighbor CBSNs to
request if there is a corresponding reaction for detecting multi-user activity.

5. Collaborative Information Fusion: low-level data and recognized individual
activity will be sent to BodyEdge; the edge layer will perform decision-level
fusion according to specific classification algorithms to detect the multi-user
activity.

6. Remote Access: if large amounts of data are needed for computation or storage,
the BodyCloud layer will provide proper support.

4.2 A Use-Case on Group-Hiking Recognition and
Monitoring

In our use-case, we consider hiking activities performed by a group of people (e.g.
tourists) with a professional guide. Therefore, we assume each excursionist will
have a CBSN unit (see Fig. 5); the guide will carry, in addition, a mobile BodyEdge
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Fig. 5 The CBSN unit of the group-hiking use case

Gateway (e.g. a battery-powered Raspberry PI) inside the backpack. In this use case,
it is not strictly necessary to be involve the Cloud layer so it will not be taken into
account.

The CBSN employs the following two devices:

• The Smart Waist, which combines an embedded computing unit with motion
sensor, is used to detect human’s motion. From the motion sensor, several pos-
tures/activities (e.g., standing, walking, running) can be detected. These data will
be processed via an Arduino and send to the coordinator.

• The Smart Coordinator (for Proximity acquisition), which provides location; it is
used to track the out-door location.

The specific scenario taken in consideration is the separation of an excursionist
from the rest of the group. When relevant physical activity transition is detected
(e.g., a hiker stops to take a rest while the group keeps moving), there is possibility
of separation from the group, which is typically a relevant event in group excursions.

Three possible situations can be detected by the periodic execution of theNeighbor
Detection task:

• Remaining within neighbor proximity—the Potential Activity task will detect the
transition (e.g. walk-to-stand), and notify to neighbor CBSNs by Advertisement
task; then, itwill activate the Proximity acquisition bySensor Selection andService
activation function and geo-location to the BEG which starts the execution of
Collaborative Information Fusion task to predict the separation event.

• Leaving neighbor proximity—the guide’s CBSN detects that an excursionist has
lost proximity, therefore the Smart Coordinator alerts the guide to support making
a decision (stop and wait for the group member, slow down, or return to help).
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• Rejoining neighbor proximity—When the lost excursionist returns within neigh-
bor proximity, the guide’s CBSN is notified, the neighbors list updated and the
cooperative group-hiking monitoring switches to normal operating procedure.

4.3 System Design

4.3.1 System Architecture

In our experiment’s system, we considered using two group of wearable devices (i.e.
Guide-Device and Hiker-Device, as shown in Fig. 6) based on Arduino to simulate
our group-hiking scenario in which the Guide-Device is carried on the guide’s back,
and the Hiker-Device is worn at the waist. The Wearable Devices are designed and
implemented in Arduino UNO and Leonardo platforms, and XBee S2C modules
based on the IEEE 802.15.4 Standard.

To simplify the scenario, we integrated the two different smart objects mentioned
in Sect. 4.2 as Hiker-Device. The 3-axis accelerometer will achieve the same func-
tionality as smart waist to recognize excursionist’s activities such as walking and
standing. The experiments in Indoor and Outdoor environments were considered
scenarios free of external RF interference that operates in 2.4 GHz ISM band such as
the XBee S2C modules or low interference power close to noise floor (around –100
dBm). Each XBee module was configured on the same 2480 MHz central operation
frequency on channel 26 in IEEE 802.15.4 standard (16 channels are available, num-
bered from 11 to 26) to avoid overlapping with other wireless networks that operate
on channel 13 like IEEE 802.11b/g standards. The XBee modules have a receiver
sensitivity equal to –100 dBm (in normal mode on channel 26), i.e., an approximate
noise floor of –100 dB.

As shown in Fig. 6, we have two different kind of devices:

• Hiker-Device—a3-axis accelerometer (LIS344AL, acceleration range±3.5g)was
connected to the DFRduino Leonardo with Xbee Socket (Arduino Compatible) to
capture user’s motion data. An Xbee wireless module (featuring long range and
low power consumption), will used to transmit data. Through the Xbee module,
all the information will be sent to the Guide-Device.

• Guide-Device—an Xbee module is used to receive data transmitted by the End-
Device and obtain the RSSI value when current RF packet received; then, all
data was sent to the Arduino board, which provided its computation resources, to
calculate and process data; the processed data was saved in a micro 2GB SD card.

4.3.2 Proximity Indicator

In a previous work [29], we reported that using uniquely inertial sensors is hard to
disclose whether different subjects are in the same group while they have the same
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Fig. 6 Devices of the system (a is the hiker-device, and b is the guide-device)

acceleration pattern; therefore, in this paperwe aremore interested in using proximity
indicators to tackle this issue.

Received signal strength indicator (RSSI), which is a measurement of the power
present in a received radio signal, is used as the proximity indicator.

The distance d can be calculated from RSSI with the following formula, where
A is the measured 1 m RSSI, and N is a parameter raging from 2 to 4 depending on
the environmental factor.

d = 10
A−RSSI
10N

Usually, the RSSI signal has noise and other inaccuracies, therefore we smooth
the signal with a Kalman filter. As shown in Fig. 7, the blue line is the raw data
captured directly by the XBee module, and the red line is the filtered data.

4.4 Experiments and Results

We conducted experimental sessions with subjects that were asked to perform the
activities reported in Table1. We are interested in monitoring group activities such
as group walking, leaving the group, and joining to a group. The Guide-Device was
carried by one of the excursionists on the back, and the Hiker-Device was worn on
the waist.

Each activity is repeated ten times and it is kept for 10 s. After written consent of
each participant, the experiments were video recorded and manually labeled to have
an accurate ground truth for comparing the output of algorithm.
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Fig. 7 Smoothed signal with Kalman filter

Table 1 Activity performed by the subjects

Activity Description

Standing face to face The subjects performed activity as standing face to face
(distance = 2 m)

Standing back to face The subjects performed standing activity and one of the subject stands
face to the other’s back (distance = 2 m)

Together The subjects performed activity as walking together

Leave One of the subjects moves away from the group

Join One of the subjects gets close to the group

4.4.1 Raw Data Analysis

Figure8 shows the activity with subjects face to face and back to face. When the
subjects are back to face (i.e., guide in front and hiker following), there are no
obstacles between the devices. When the subjects are face to face, their body is
an obstacle in the wireless communication between the devices. In Fig. 8, we can
observe that when there is human’s body obstructing the signal, the average RSSI
(red line) is smaller than without obstacle (blue line). The magnitude changes of the
signal with line-of-sight transmission are also smaller than with obstacles between
devices.

As shown Fig. 9, the hikers and the guide were together with their devices (all
experiments have the same distance between subjects, i.e., 1 m). The RSSI changes
around the average RSSI, and the fluctuation range is not large (around 5–15 dBm).

Also, we can observe that the signals in the figure are not stable; this is mainly
due to two reasons:
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Fig. 8 Subjects standing face to face and back to face. Blue line is the average RSSI of signal with
line-of-sight transmission; Red line is the average RSSI of signal obstructed by human body

Fig. 9 RSSI curve of ‘walking together’ with fitted trend line

• when subjects are walking together, one of the subjects sometimes may go
faster/slower than the guide; this phenomena will lead the devices communication
shift from directly to indirectly (or from indirectly to directly), and let the signals
become not stable and let the different subjects have different average RSSIs;

• the RSSI itself is not stable enough.

When subjects are walking together, one may sometimes go faster or slower than
the others; this affects the communication link because of obstacles (i.e. human body)
between the devices, making the signal unstable.
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Fig. 10 RSSI curve of ‘Leave’ event with fitted trend line

The dash lines show the slope of the RSSI changes of three hiker with respect to
the guide. In the figure, we can observe these lines are relatively stable and almost
moving horizontally. It means in a time slide (10 s), the distance between each of
them and the guide has no or very little changes. Combined with the data gathered
from themotion sensors, we can knowwhether they are walking or standing together.

In Fig. 10, one of the hiker is leaving the group or getting far from the guide.
The RSSI changes as the hiker leaves. In a time slide windows, the value tends to
decrease with respect to the initial state. The further away they are, the smaller the
RSSI value.

The dash lines show the slope of the RSSI changes that are obviously bigger than
walking together, and the slopes are negative.

As shown in Fig. 11, one of the hiker is getting close to the group or guide. The
RSSI changes as hikers and the guide get closer. In a time slide windows (10 s), the
value tends to increase with respect to the initial state. The closer they are, the higher
the RSSI value.

The dash lines show the slope of the RSSI changes that are obviously bigger than
walking together, and the slopes are positive.

From the Figs. 9, 11, 10, we can observe that the trend of these three kinds of
activities are different. Therefore, the slope of RSSI curves can be used to distinguish
different activities. As shown in Fig. 12, the red Line shows the slope is usually below
0; the Blue Line is often above 0; the Green Line is around 0. From this information,
we can easily define thresholds to distinguish different situations (i.e. leave group,
join group, hike together).

With the Information above, we collected data under the three situations (i.e.
Together, Leave, and Join)withmultiple hiker/guide couples to empirically determine
the thresholds. In a time slide window (10 s), as shown in Eq. (1), when k � 0.02, the
distance between hiker and guide increases, and the hiker performs Leave activity;
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Fig. 11 RSSI curve of ‘Join’ event with fitted trend line

Fig. 12 Slope of the RSSI curves for Leave, Join, and Together situations

when −0.02 < k < 0.02, the distance between hiker and guide is stable, and the
hiker performs Together activity; when k � −0.02, the distance between hiker and
guide decreases, and the hiker performs Join activity.

Activi t yi =
⎧
⎨

⎩

Leave k � 0.02
Together −0.02 < k < 0.02

Join k � −0.02
, i = {Leave, Together, Join}

(1)
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5 Conclusion and Future Work

In this paper, we proposed a preliminary definition of an architecture for supporting
collaborative services based on BSN systems. The proposed architecture combines
BodyCloud and BodyEdge with CBSNs to recognize group collaborations between
multi co-located users. As use-case, we modeled specific events typical of hiking
excursions. Using the proximity indicator, hiking together, hiker leaving the group,
and hiker (re)joining the group can be easily classified. While ongoing efforts are
devoted to complete the implementation of the use-case, we are planning to extend
the architecture to support context-awareness, dynamic CBSN group self-definition
and user-defined data privacy policies.
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Abstract In the coming years, regulation changes and market pushing are expected
to relax existing restrictions to UAV flights. In this new scenario, we expect to
encounter a greater number of UAVs over our cities, citizens, and critical infras-
tructures. Such changes impose new requirements in terms of safety, coordination,
and operations management that must be properly addressed. In this chapter, we
provide an overview of the main challenges that UAVs of the vertical takeoff and
landing (VTOL) type are still facing, detailing their key application areas. Afterward,
we discuss some solutions where wireless communications between UAVs enable
achieving advanced collaborative solutions such as flight coordination and collision
avoidance.
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1 Introduction

Unmanned Aerial Vehicles (UAVs), commonly known as drones, are
semi-autonomous or fully autonomous unmanned aircrafts that are endowed with
cameras, communication equipment and embedded sensors. Nowadays, they are
being used for an increasing number of tasks and applications that significantly dif-
fer from their original military purposes.

Regarding recreational uses by enthusiasts, we can see how these flying devices
have experienced a huge sale increase worldwide. They have also found new uses,
including drone racing championships, which are becoming widespread. The build-
ing of custom UAVs is now frequent by both home users and students in different
stages of the educational process, from high school to university degrees.

Regarding professional applications, they have graduallymoved frommore estab-
lished areas like aerial photography and video, to other more novel areas including
border surveillance [5], precision agriculture [1, 13], thermal inspections, package
delivery, and air taxis [15], among other uses. In addition, UAVs are gradually replac-
ing helicopters for aerial recordings since they represent a much cheaper alternative.
Nowadays, they are also being used to assist in emergency situations such as search
and rescue or disaster scenarios [2, 24], where they can be deployed on demand to
act as supporting nodes for communications, as they offer a wider communications
range and better line-of-sight (LOS) features than ground infrastructures.

Despite research in the UAV field has caused this area to experience significant
advancements in recent years, battery lifetime remains one of the greatest challenges.
Current battery technology based on Lithium Polymer (LiPo) is able to offer signifi-
cant storage and discharge capacity given a relatively low volume and weight. How-
ever, this technology has several issues regarding maximum discharge thresholds, or
long-term storage problems if the charge is too high, in addition to problems when
operating at subzero temperatures. Thus, different alternatives to the LiPo technology
are being sought that are able to extend the battery capacity, while also mitigating the
well-known issues associated to this technology. Among the possible options being
developed we have graphene-based batteries, solid-state batteries, and lithium-metal
batteries, all of them promising to significantly improve the performance of current
LiPo batteries.

The widespread use of drones also involves a number of critical issues to be
considered, such as security, safety and privacy [17], particularly when flying over
cities where the consequences of any flight problem are usually severe as the risk of
injuring citizens is high. To address these issues, researchersworldwide are struggling
to make UAV flights safer. U-space [16] is an european initiative that attempts to
make the traffic management of UAVs more secure and safe. Specifically, it seeks
to facilitate any kind of routine mission by providing an appropriate interface with
manned aviation and air traffic control in all classes of airspace, thereby achieving
the ambitious Single European Sky (SES) goal. The SESAR Joint Undertaking [23]
was set up in order to manage this large scale effort, coordinating and concentrating
all EU research and development activities focused on Air TrafficManagement. This
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way, it will gradually become possible to perform complex drone missions that are
currently restricted, hence achieving a sustainable and robust European ecosystem
that is globally interoperable.

1.1 Social Impact

The huge success of UAVs has led the society as awhole to becomemore aware about
the pros and cons of the presence and potential impact of these multifunctional flying
devices. While the benefits they are able to provide are obvious, improper uses by
unskilled or careless users has raised fears concerning privacy (as aerial recordings
are hard to detect), and also alarm regarding accidents. In fact, different studies have
recently highlighted the potential damage UAVs can cause to commercial planes
[20], both on their wings or the nose cone of the plane. Such fears have been further
aroused by events like those taking place atGatwick airport inDecember 2018,where
the presence of drones near this airport caused hundreds of flights to be cancelled,
affecting more than 120,000 passengers. In fact, this event was not the first of this
kind, and in theUnitedArab Emirates similar events have led local research groups to
collaborate with authorities to design systems that are able to detect and take control
over such rogue UAVs, forcing them to land in a safe location.

In the research community, several authors are focusing their efforts at developing
UAV detection systems. For example, Dond and Zou [8] propose visual detection
combining foreground detection and online feature classification in an attempt to
reduce the problems related with dynamic backgrounds. Other authors, such as Jang
et al. [14], propose the use of Acoustic Detection, using an Euclidean Distance
Based algorithm; in particular, their proposal exploits the characteristic that the sound
generated by most UAVs has harmonic complex tones.

Moving our focus to the transportation field, in Dubai the first autonomous UAVs
capable of carrying one human passenger to predetermined places in the city are
alreadyoperating [25], allowing citizens to envision an exciting future aswegradually
bridge the gap towards some sciencefiction concepts likeflying cars. In fact, replacing
our cars by their flying counterparts, and making use of the vast aerial space, could
solve the ever-growing traffic congestion problems that large metropolitan areas
around the world are currently facing.

At a smaller scale, advanced indoor navigation systems are being developed [4]
so that, combined with reconfigurable UAVs, image analysis, and deep learning
algorithms, will allow these devices to adapt to their environment seamlessly. This
way, UAVs can benefit from advanced features like passing through narrow spaces,
recognizing people, animals and objects, and performing a wide range of tasks that
will hopefully make everyone’s life easier, while boosting safety and comfort levels
by, e.g., assisting workers, helping the elder, or anyone requiring immediate physical
intervention.
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1.2 Legislation

Most people remain unaware of the actual flight restrictions of the different coun-
tries regarding maximum flight altitudes, flights in urban areas or at night, flights
near airports, or in other restricted areas, or over groups of people. All these flight
operations are forbidden for non-professionals in most countries that have regulated
the use of these devices, and the simplicity of buying such products contrasts with
the complexity at getting accurate information about their use. Fortunately, the sit-
uation is slowly changing, and amateur users have nowadays access to smartphone
applications (e.g. IcarusRPA [22]) that simplify the access to such information. For
professionals, initial regulations were very restrictive but, gradually, operations in
scenarios that were initially forbidden (night flights, flight near airports, flights in
urban areas, flights over crowds) are now possible in different countries as long as
adequate measures are taken to guarantee the safety of citizens. In the particular
case of urban environments, or in similar scenarios where UAVs are flying over
groups of people, additional safety features are typically required, like the presence
of parachutes, or other security measures that avoid a free fall. In fact, SKYCAT,
PARAZERO, Fruity Chutes, and MARS Parachutes are just some of the different
companies now offering such features as upgrades to commercial UAV models.

UAVs will be part of society in the coming years, and for this reason it is essential
that legislation goes hand in hand with technological development to improve their
inclusion.

1.3 Chapter Organization

The remainder of this chapter is organized as follows: Sect. 2 discusses a sense and
avoid solution for UAVs. Afterward, Sect. 3 presents some solutions to handle col-
laborative UAV swarms. In particular, Sect. 3.1 discusses some swarm applications;
then, Sect. 3.2 introduces MUSCOP, a solution to support mission-based swarms,
and Sect. 3.3 introduces FollowMe, a solution to support manually guided swarms.
Finally, in Sect. 4, we present the main conclusions for this chapter.

2 Sense and Crash-Avoidance Solutions

In the coming years, UAVs are expected to become ubiquitous, flying around in urban
environments, both indoors and outdoors. Such a massive number of UAVs raises
new challenges that deserve scrutiny, like the automatic detection and avoidance of
potential collisions between UAVs.

UAV flight safety is being tackled from different areas. Yet, there is a particular
area were research is lacking: the availability of sense and crash-avoidance mech-
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Fig. 1 Mission based collision avoidance protocol (MBCAP) finite state machine

anisms to allow UAVs to gain awareness of their environment, allowing them to
elude other aerial vehicles if necessary [18]. To address this challenge, we proposed
and implemented the Mission Based Collision Avoidance Protocol (MBCAP) [12],
a solution that relies on wireless communications to detect other UAVs perform-
ing independent missions in a same area, and hence avoiding collisions with them.
MBCAP works by making UAVs continuously broadcast their predictions regarding
future positions, and stopping when they find out that their flight trajectories overlap
in time and space with another UAV. In that case both UAVs involved will quickly
negotiate to determine which UAV has a higher priority according to any specified
criterium, and then execute the process to go safely through the critical area.

For a better understanding of how the MBCAP protocol works, Fig. 1 shows its
finite state machine. The machine states are represented as circles, arrows represent
the transitions between states, and rectangles represent the commands sent to the
flight controller to change the behavior of the UAV. Blue arrows are indicative of
transitions in the most common scenario where only two UAVs are involved.

We will proceed to describe in more detail this typical scenario where two UAVs
meet, and a collision risk is detected. Since we assume that one of the UAVs will
have more priority than the other, the situations handled by our protocol can fall into
any of the following cases:

1. The lower priori t y U AV will start in the Normal f light state. Then, when
detecting a collision risk, it stops in the air and enters the Stand still state (transi-
tion a). Afterward, a short time SStimeout (transition b) is required to guarantee that
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the UAV with higher priority also reached that state. Upon being notified of the
stop conditions by the other UAV, it checks whether the route of the high-priority
UAV comes to near to its current position. If danger is detected, it changes its
state through transition d, moving aside towards a new safe location; upon reach-
ing it, transition e leads it to the Go on please state. Otherwise, the UAV will
directly switch to theGo on please state (transition c), allowing the high-priority
UAV to continue its mission as in the previous case. The low-priority UAV only
resumes its mission (transition f ) when the high-priority UAV has moved outside
the conflicting area, which is an indicator that the collision has been successfully
avoided.

2. The higher priori t y U AV also starts its mission in the Normal f light state,
but switches to the Stand still state (transition a) when detecting a collision
risk. It will remain stopped (transition b) until the lower priority UAV allows it to
resume its mission (transition h), upon which it moves to the Passing by state.
When the high-priority UAV detects that the distance towards the other UAV is
starting to increase the overtaking process is considered to end, in which case it
switches to the Normal f light state (transition i), and notifies the low-priority
UAV that it can resume its mission.

MBCAP was designed in a way to be resilient to unexpected events, and so
additional transitions have been added. This means that, every time the UAV is in a
state different from Normal f light , a global timeout is set, which elapses in two
cases: (i) if the other UAV is close enough and the protocol has failed, in which case
the UAV lands (emergency state), and (ii) if the UAV fails to receive messages from
the other contending UAV, in which case the mission is resumed (transitions f , i , j ,
k), as it considers that there is no longer a risk of collision. The only exception is
the Passing by state whereby the UAV resumes the mission instead of landing, as it
considers that the low-priority UAV is not an obstacle, and so there is no actual risk
of a collision.

In case a third UAV is involved, and it detects a collision risk with one of the
UAVs that are solving a risky situation, it will stop (transition a), and wait in the
Stand still state (transition b) until the risky situation that was detected is solved.
Later on, if necessary, the protocol is again triggered if the risk of collision with any
of the UAVs persists.

We have validated the effectiveness of MBCAP through experiments with real
UAVs, as well as through large-scale simulations. Our goal was to evidence the low
overhead introduced both in terms ofmission delays andwireless channel occupation.

Table1 shows the performance achieved in an area sized 5 × 5 squared km when
we vary the number of UAVs. We see that, indeed, our solution is quite efficient at
avoiding collisions, even when the UAV density is high. A video summarizing our
experiments is available online.1

Figure2 provides a Google Earth 3D view that illustrates (i) with a red line, the
path of the real multicopters, (ii) with a blue line, the path of the virtual high-priority

1https://youtu.be/bEdcsPX1hXY.

https://youtu.be/bEdcsPX1hXY
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Table 1 MBCAP: success avoiding collisions (mean value by experiment)

Number of UAVs 25 50 75 100

Collisions
expected

6.5 16.5 45.5 84.25

Risks detected 23.08 105.08 249.08 438

Collisions
(distance < 4 m)

0.08 0.08 0.58 1.08

Fig. 2 Simulation versus real experiment in a perpendicular crossing

UAV and, (iii) with a black line, the route of the virtual low-priority UAV. The green
arrows indicate the mobility direction for the UAVs upon detecting the collision risk
at the location marked with a green circle. We see that both simulation and real paths
present a high similarity. We have prepared a video showing these real experiments.2

Please check [12] for more details on this protocol.

2https://youtu.be/xHnMuMOd9C0.

https://youtu.be/xHnMuMOd9C0
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3 UAV Swarms

As highlighted in previous sections, UAVs pave the way for novel scenarios and
applications. In these cases,UAVswarms have the potential tomultiply their potential
capabilities. In fact, autonomous UAV swarms are able to cooperate to monitor
weather or traffic, transfer information, create or improve networks (e.g. solving
infrastructure problems), or even accomplish distributed tasks [21], etc.

In general, the potential of the swarm increases as it becomes larger. Nevertheless,
deploying large swarms requires handling very large amounts of data. Also, having
more drones generates more input events that can have an impact on the behavior of
the swarm, and could also increase the chances that drones crash into each other.

Various research teams worldwide are working on accomplishing complex tasks
through an effective handling of UAV swarms. In 2016, Intel pioneered this area by
creating the first UAV-based Light Show [19] using 500 drones. In December 2017,
a similar show was created in China by the EHANG company, which used 1180
drones; in April 2018, that number increased to 1374 drones [7]. Then, in July 2018,
Intel flew 2.018 drones to achieve the Guinness World Record for simultaneously
flying the largest number of UAVs.

In general, the adoption of a swarm of UAVs can parallelize tasks by supporting
the redundancy of different sensors, or by using different types of cameras simultane-
ously, and can also optimize some tasks through cooperation, among other scenarios.

3.1 Swarm Applications

Despite some solutions already exist for automating the flight of UAV swarms [6],
automatic guidance may still be necessary in certain situations. Examples include
applications for border surveillance [5], wild life recordings [3], or large-scale agri-
culture in search of pests or weeds [1], among others.When carrying out the mission,
the UAVs that belong to the swarm must participated in swarm coordination tasks
too. These missions must be planned in advance. Then, swarm consistency must be
maintained through a near real-time responsiveness by relying on the communica-
tions between UAVs.

With respect to applications that rely on manual drone guidance, and were a pre-
planned mission is not followed, swarm elements must adjust their routes dynami-
cally to follow the master UAV, which is acting as the swarm leader. This solution
may be required in scenarios such as disaster area monitoring, fire tracking, and
search and rescue [2]. In such scenarios, the pilot must adapt the UAV heading in
real time according to visual stimuli. In addition, some situations take place where,
besides manual guidance, we need to carry multiple sensors or elements that exceed
the lifting power of just one UAV. An example of such a scenario would include a
rescue situation where multiple UAVs are used to carry medicine, water, food, or
shelter.
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3.2 Mission-Based Swarms

The reliability of communications is one of the main problems in the creation of
swarms.A consistent distancemust also bemaintained by neighboringUAVs to avoid
both collisions and communication disruption, which would hinder synchronization
and cause the entire process to experience delays, or even reduce the actual number
of UAVs conforming the swarm.

To deal with this problem we proposed the MUSCOP [11] protocol, which is
a solution able to coordinate UAVs in order to maintain the target flight formation
during plannedmissions.MUSCOP relies on a centralized approachwhere themaster
UAV synchronizes all the slave UAVs when an intermediate waypoint of a mission
is reached. Our protocol allows different formations to be created around the leader
(e.g. linear, matrix, circular).

The finite state machine which regulates the behavior of both master and slave
UAVs is presented in Fig. 3. States are represented by circles, the messages sent
and received are represented by curved arrows, and the transitions between states
are represented by straight lines. On the left of the states we have curved arrows,
which refer to the messages sent by the UAV (TalkerT hread), while the messages
received from other UAVs (ListenerT hread) are represented through arrows on the
right of the states.

Master and slave UAVs are identified by letters “M” and “S”, respectively. Just
before takeoff, the UAV that is positioned in the middle of the flight formation (“C”)
becomes the master, while the rest of the UAVs become slaves, being identified
as “NC”. It is worth pointing out that we are able to optimize communications by
picking the UAV at the center of the formation as master, sincemost messages will be
sent frommaster to slaves, and a fewwill be sent back from slaves to master; this way
we are able to mitigate the impact of channel losses by making the sender/receiver
distance become as small as possible.

Initially the UAVs are in state Start . When in that state, the master can determine
the number of UAVs that will integrate the swarm flight formation as slaves must
notify the master about their presence by sending it hello messages. When all the
UAVs have successfully connected to the master, it can switch to the Setup state,
which starts the initial configuration procedure. Initially, the location of the different
UAVs in the flight formation are set by the master UAV. Then, according to the posi-
tion of each UAV in the swarm, the master computes a set of waypoint coordinates,
and sends a data message with the results to each of the slaves, that details the spe-
cific mission each will have to follow. Then, the slaves send a dataAck to the master
informing that the message was received. Upon gathering confirmations from all the
slaves, the master UAV switches to the Ready to f ly state, and forces the remain-
ing UAVs to switch to that same state by broadcasting a readyT oFly message,
and receives the corresponding acknowledgement (readyT oFlyAck) in return. The
master UAV starts the takeoff (Taking of f state) upon confirmation that all the slave
UAVs are ready to fly as well, and thus will stop sending the readyT oFly message;
such action forces slaves to take off as well. Only when all the UAVs reach their
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Fig. 3 MUSCOP protocol finite state machine
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respective location in the flight formation does the setup process finish, switching to
the Setup f inished state.

When the swarm is ready, the user signals that the mission should begin. Since the
UAV takeoff location is considered as the first waypoint of themission, theUAVswill
begin in the Waypoint reached state. When message reachedW PAck is received
by the master UAV from all the slaves, the master starts moving towards the next
waypoint (Moving to waypoint state), and it uses message moveT oW P to also
force slaves to move to the next waypoint. The different UAVs will remain in the
Moving to waypoint state until the next waypoint is reached. While moving, the
command to move to the next waypoint keeps being sent by the master UAV, and
slave UAVs will merely acknowledge having reached the previous waypoint. Such
redundancy helps to increase the level of reliability of our protocol, as distance or
the presence of noise in the communications channel could make the messages sent
by UAVs to be lost. Additionally, notice how our solution introduces a very low
overhead on the wireless environment, since the messages sent are quite small (of
respectively 6 and 14 bytes). When the master UAV detects that all the UAVs have
reached the final waypoint of a mission, the master broadcasts the land message
and proceeds to land at that location; the land message contains its location, and is
used to force slaves to also initiate their landing procedure. However, we found that
a mere landing of the swarm covers too much area, and would possibly make UAVs
land on unexpected or hazardous locations, making it difficult to recover them. So,
to optimize the landing process, the slaves first reduce the distance between them to
just 5 m while keeping the same formation used during the flight, and only after do
they land; this way we achieve a smaller landing area as intended.

We used the ArduSim [9] simulation framework to validate our solution. This
simulator allows us to perform experiments in a realistic manner, and to validate the
formations when varying the number of UAVs involved, and in two different wireless
channels: ideal and lossy channel. We provide a video3 that illustrates experiments
with using three different flight formations (i.e. linear, circular and matrix) using
ArduSim.

In terms of performance metrics, we measured the flight time when varying the
number of waypoints (see Table2), and we repeated the experiments five times,
to obtain mean values. Then, we compared the flight time with the value obtained
when a single UAV follows the same mission independently (Ref erence mission),
obtaining the time overhead for the whole flight �t . We found that the protocol only
adds an overhead of about 0.55 s to the flight time per each waypoint crossed, which
can be considered quite low.

To evidence the impact of channel quality on the swarm consistency, Fig. 4 illus-
trates the delay experienced (time offset) when we vary the distance separating the
UAVs. Overall, we can see that a greater separation distance also causes the mean
time offset to increase. We expected this since, in wireless channels, which are loss-
prone, long distances will impair or harm the inter-UAV synchronization, which can
become a critical issue. Also notice that, when the distance between sender and

3https://youtu.be/VLMsbL5B6tA.

https://youtu.be/VLMsbL5B6tA
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Table 2 Flight time overhead

Number of waypoints Reference mission (s) MUSCOP mission (s) �t (s)

2 205.34 206.34 1.00

4 226.01 228.32 2.34

6 247.66 250.01 2.35

10 287.99 293.01 5.02

14 325.99 334.34 8.34

18 364.32 374.01 9.69

30 465.99 479.34 13.35

Fig. 4 Time offset when varying the inter-UAV distance

receiver UAVs is of less than 300 m, the time offset measured remains below 1 s,
which we find to be quite acceptable.

3.3 Manually-Guided Swarms

Another solution able to set and keep a stable UAV formation is the FollowMe
protocol we proposed in [10], and that is applicable to real cases where a professional
pilot remotely controls the master UAV (swarm leader), while the remaining slave
UAVs have to follow it in real time, and in an automatic manner.
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The process works as follows: when the master UAV detects that all slaves are
available and ready, it issues a message that includes its own coordinates, along with
each slave’s theoretical position to be adopted in the flight formation. When the
master UAV is able to arrive at the same altitude as the slave UAVs in the formation,
it will periodically broadcast a different type of message throughout the flight, that
details its current location and its heading. Upon receiving such message, each slave
calculates a new target location, and signals the flight controller so that the UAV
proceeds to move to its expected location in the swarm.

The behavior of the master and slave UAVs is represented by the finite state
machine shown in Fig. 5. The state sequence for the master UAV is presented above,
and the state sequence for the slave UAVs is shown below. Curved lines represent the
actions performed by the Talker thread, responsible for sending messages to other
UAVs, and the lower lines represent the message that the UAV is waiting for at each
specific state.

Initially themaster UAV remains waiting for the flight controller to start accepting
its commands (U AVs ready), which takes place in the Start state. Afterward, slave
UAVs in the Wait mater state will signal their presence using message I D. Upon
detecting all slaves, the Setup started signal triggered by the user (using the setup
button in the control app) makes it switch to the Wait takeof f state. TakeO f f
messages include all information required for slaves to determine their position in
the target flight formation. When the master UAV receives message Ready from
all the slaves, confirming they have reached their formation location, it is ready to
fly. At that stage, the pilot in command can start flying the UAV once the person
controlling the flight presses the start button (T est started). When enough altitude
is reached, it will switch to the Follow me state, and at that time it will begin sending
Coordinates messages based on which slaves are able to follow the flight pattern
of the leader. The flight will end when the master switches to the Landing state,
and sends slaves message Land ordering them to end their flights. Notice that, in
the entire process, the master waits for slave messages only during the first steps. As
the master-slave model offers the master complete control over the remaining UAVs
throughout the flight, the listener thread is of no use after the Ready state is reached,
and so it is dropped to save resources.

Slave UAVs also start the process by waiting in the Start state until commands of
theU AVs ready type can be received by the flight controller. Afterward, theseUAVs
stay in state Hello, and will keep signaling their presence through I Dmessages until
they receive a TakeO f f message from the UAV acting as master. The slaves will
remain silent up to the moment when they arrive to their expected location in the
formation, switching to theWait master state afterward, which means they are now
prepared to follow the flight pattern adopted by the master (Ready message). When
a slave receives a command to follow the master UAV through the Coordinates
message, that slave will switch to the Following state, and will keep following the
master up to the time when they receive a Land message. Since the talker thread is
not needed once the UAV starts to follow the master (Following state), that thread is
terminated, similarly towhat occurs for the listener thread following a land command.
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Fig. 5 FollowMe protocol finite state machine
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Fig. 6 FollowMe protocol operation

Fig. 7 Box and whisker plot of the formation error (σ ) of the 9 UAVs of the swarm

During flight, the distance offset between the master and the target location of
a specific slave is calculated considering the current heading of the master h (see
Fig. 6), and therefore the slave constantly moves in an attempt to position itself at its
specified location in the swarm formation

−−→
Pki+1 .

Figure7 shows how UAVs perform at maintaining swarm consistency depending
on the separation from the leader considering a linear swarm layout. Notice that,
when the distance towards the master becomes higher, the error values increase as
well. Specifically, in a linear formation with 9 drones, slave drones number 7 and
8 show greater error than the UAVs that are closer to the master drone. This occurs
because the master responds immediately to the commands issued by the pilot, and
the remaining UAVs in the formation that have to follow the master will experience
a delay that depends on the actual channel loss levels experienced.
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4 Conclusions

As the complexity of the solutions targeted by UAVs continues to grow, so do the
potential applications of these magnificent devices. In this chapter, we first intro-
duced the main challenges and application areas for these flying devices. After-
ward, we detailed some solutions where direct UAV-to-UAV communications are
used to leverage collaborative solutions. In particular, we presented both sense and
crash-avoidance and swarm management protocols that we have developed. These
protocols have shown that it is possible to achieve acceptable or even excellent per-
formance using existing technologies, although channel losses hinder performance
to some extent.

Overall, we could say that UAVs represent nowadays one of the most exciting and
promising research fields. In the upcoming years we will see if they are indeed able
to meet the great expectations they have raised, and their actual social benefits.
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Graph and Network Theory for the
Analysis of Criminal Networks
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and Antonio Liotta

Abstract Social Network Analysis is the use of Network andGraph Theory to study
social phenomena, which was found to be highly relevant in areas like Criminology.
This chapter provides an overview of key methods and tools that may be used for
the analysis of criminal networks, which are presented in a real-world case study.
Starting from available juridical acts, we have extracted data on the interactions
among suspects within two Sicilian Mafia clans, obtaining two weighted undirected
graphs. Then,wehave investigated the roles of theseweights on the criminal networks
properties, focusing on two key features: weight distribution and shortest path length.
We also present an experiment that aims to construct an artificial network which
mirrors criminal behaviours. To this end, we have conducted a comparative degree
distribution analysis between the real criminal networks, using some of the most
popular artificial networkmodels:Watts-Strogats, Erdős-Rényi, andBarabási-Albert,
with some topology variations. This chapter will be a valuable tool for researchers
who wish to employ social network analysis within their own area of interest.
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1 Introduction

GraphTheory is awell establishedfield inmathematics.However, only recentlymany
of its theoretical results started to be used within Social Network Analysis (SNA),
an area with significant implications for real world scenarios. For example, one
can simulate the behaviour of social networks using strategies like link predictions
[1, 2], temporal networks, or spreading of influences [3, 4]. Other practical applica-
tions include to dealwith largeArtificialNeuralNetworks [5–7] or targeted advertise-
ments to people based on their friends’ interests [8] or, on the other side, containing
the spread of fake news [9].

Network Science tools may also be used in the investigation of criminal networks.
Sometimes the complex social interactions within a clan-based society may help the
feature selection process for building machine learning models [10]. Other times,
it is Network Science itself that helps conducting better performing investigation
from law enforcement agencies. To this end, criminal networks can be encoded as
graphs, and various types of analysis and simulations can be carried out formodelling
criminal behaviours.

This chapter is to intended as a short tutorial on how Network Science strate-
gies may be used to conduct an in-depth analysis on real criminal networks. Here,
the Sicilian Mafia scenario has been considered. Section 4 relates to our previous
analysis on this topic. In particular, Sect. 4.4 includes a comparative Degree Distri-
bution analysis between real criminal networks and artificial ones. Indeed, when it is
possible to find out a synthetic network reflecting the behaviour of real-world crimi-
nal networks, law enforcement agencies (LEAs) and network scientists can recreate
those networks and simulate how interconnections among criminal will evolve.

This chapter is structured as follows. Section 2 presents the key theoretical tools
(required for understanding the experiments conducted in Sect. 4), and it is divided
in two parts: (i) tools, where the basic definitions on network science are provided;
and (ii) popular artificial networks description (as the topologies used in Sect. 4.4).
Next, in Sect. 3 a brief review on the use of (i) Social Network Analysis, and its
implication in (ii) Criminal Networks is defined. Section 4 is a case study summa-
rizing our work on two real criminal networks related to Sicilian Mafia [11, 12].
This section includes four parts: (i) datasets description, based on the data extracted
from juridical acts; (ii) weights distribution analysis, which represents an important
preliminary study to understand how the interactions among suspected are structured
in terms of interaction frequency; (iii) shortest path analysis, which allows to identify
trusted affiliates inside the clan who can spread confidential and illegal messages;
(iv) comparative degree distribution analysis between real and synthetic networks, to
artificially recreate the criminal networks used here, with the purpose of conducting
further investigations through them. Finally, the conclusions follow in Sect. 5.
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2 Complex Networks

In this section we introduce the main Network Science concepts underpinning Social
Network Analysis, which are later exemplified in the criminal network case study
(Sect. 4). In particular, in Sect. 2.1 the main definitions required for understanding
the mechanics of SNA are provided. All theoretical concepts are derived from [13],
which we refer to the reader for further technical details.

2.1 Tools

In this section, we start with some basic definitions of Graph Theory.

Graph

Definition 1 A graph denoted by G = (N , E), consists of a set of nodes N and a set of
edges E ⊆ N × N (also called links L). It is a convenientwayof representing relationships
between pairs of objects.
As an example, Facebook® may be viewed as a graph, where the nodes represent users
and edges represent the friendship relationship among them. Is it also possible to define a
subgraph as follows:

Definition 2 A subgraph H of the graph G is a graph whose nodes and edges are subsets
of the nodes and edges of G.
Furthermore, graphs may be either weighted, or unweighted:

Definition 3 A weighted graph G = (N , E,W ) is a triplet consisting of a finite set of
nodes N , a set of edges E , and a set of weights W : E → R defined on each edge. If all
edges weights are equal to one, then the graph is called unweighted.

Degree

Definition 4 The degree of a node ni , denoted deg(i) or ki , is the number of incident
edges to ni . The sum of the degrees of all nodes is equal to the double of the number of
edges E : ∑

n ∈ N

kn = 2E . (1)

Definition 5 In weighted networks, the weighted degree (also known as strength [14, 15])
is the sum of the edges weights w incident on ni :

ki =
∑

(i, j)∈E
wi j , (2)

where the summation spans over all edges (i, j) in the network, linked to node ni .

Definition 6 For undirected networks, the average degree is defined as

〈k〉 = 1

N

N∑

i=1

ki = 2L

N
, (3)



142 L. Cavallaro et al.

where N is the total number of nodes, ki is the degree of a generic node i , and L represents
the total number of links, or edges E , within the network.

Small-World
The SmallWorld phenomenon [16, 17] is based on the concept of the six degrees of
separations, according to which two random people in the world may be connected
each other via a few acquaintances (i.e., it is estimated that there are six people in the
middle between the source and the destination). In Network Science, it translates
into a “short” distance between two randomly chosen nodes within a network, that
is

〈d〉 ≈ ln N

ln 〈k〉 , (4)

where N is the total number of nodes in the graph, 〈k〉 is the network average degree,
and 〈d〉 the average distance within the network. The denominator implies that the
denser the network, the smaller the distance between the nodes is. In conclusion,
the average path length or the diameter depends logarithmically on the system size.

Degree Distribution
The degree distribution pk provides the probability that a randomly selected node in the
network has degree k. Since pk is a probability, it must be normalized; i.e.,

∞∑

i=1

pk = 1. (5)

For a network made of N nodes, the degree distribution is the normalized histogram given
by:

pk = Nk

N
, (6)

where Nk is the number of nodes having degree k.
The degree distribution has assumed a central role in network theory following the dis-
covery of scale-free networks (See “Scale-Free Property” paragraph); moreover, pk deter-
mines many network phenomena, from network robustness to the spread of viruses.
Weight Distribution
The degree distribution can be extended to weighted networks considering the weighted
degree (strength) distribution P(s), defined as the probability that a node may have
weighted degree (strength) equal to s. Based on [15], this is

P(s) ∼ s−γ , (7)

where γ is a constant typical of the network.
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Clustering Coefficient

Clustering is used to quantify the relationship among nodes’ neighbours. Indeed, the
degree only considers the number of direct links between nodes. The clustering coefficient
Ci measures the edge density in the immediate neighbourhood of a node. Ci ∈ [0, 1]
represents the clustering coefficient of a generic node ni :

{
if Ci = 0, there are no edges among the node’s neighbours

if Ci = 1, each node’s neighbour is connected with the others

The local clustering coefficient is computed as follow:

Ci = 2Li
ki (ki − 1)

, (8)

where ki is the degree of the generic node ni , and Li represents the number of links (i.e.,
edges) between the ki neighbours of ni .
Average Clustering Coefficient
The average 〈C〉 of Ci ∈ i = 1, . . . , N in the whole network is given by

〈C〉 = 1

N

N∑

i=1

Ci . (9)

Adjacency Matrix

A common way to represent relationships among nodes is the adjacency matrix A.

Definition 7 The Adjacency Matrix A[i, j] holds node degree (weighted or unweighted)
to the edge (ni , n j ) if it exists, where ni is the node with index i and n j is the node with
index j . If there is no such edge, then A[i, j] = None.
For undirected graphs A is symmetric (i.e., A[i, j] = A[ j, i] ∀ni , n j ∈ N ).

Path
Definition 8 A path is a sequence of alternating nodes and edges that flow from a starting
node to an ending one such that each edge is incident to its predecessor and successor
node. A path is called simple if each node in the path is distinct.
More formally, a path can be defined as a sequence of nodes

P = (n1, n2, . . . , nm) ∈ N × N × · · · × N ,

such that ni is adjacent to ni+1 for 1 ≤ i ≤ m − 1. Such a path P is called a path of length
m − 1 from n1 to nm .
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Measures based on paths strategies are the shortest path length analysis.

Distance
Definition 9 The distance from a node ni to a node n j in G, denoted d(ni , n j ) is the
length of a shortest path from ni to n j (if such a path exists).

di j = min (�(i, j)) ,

where �(i, j) is the set of paths connecting i and j .

Connectedness
Definition 10 A graph G is connected if, for any two nodes, there is a path between them.
Definition 11 If G is not connected, its maximal connected subgraphs are called the
connected components of G.
Definition 12 If a network consists of two components, a properly placed link can connect
them, making the network connected. Such a link is called bridge.

Scale-Free Property

Themajority of real networks, such as theWorldWideWeb, are called scale-free networks
and follow the definition:
Definition 13A scale-free network is a networkwhose degree distribution follows a power
law.
The power-law distribution has the following form

pk ∼ k−γ , (10)

where the exponent γ is its degree exponent.
Some artificial network models such as the Barabási-Albert (BA) Model successfully
exhibit this feature.

2.2 Artificial Networks

The need for scientists to create Artificial, or Synthetic Networks has been born from
the aim to reproduce real network properties in a controlled environment. For this
reason, several typologies of Artificial Networks have been formulated.

Three models in particular have found special popularity within the scientific
community: The Erdős-Rényi (ER, also known as Random Network) Model, the
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Watts-Strogats Model (WS; i.e., a Random Network variation), and the Barabási-
Albert (BA) Model. This last one tries to capture two important properties of real
network: the growth and the preferential attachment. Further details on those models
are provided in the following paragraphs.

Random Network Model
A random network consists of N nodes where each node pair (ni , n j ),∀i, j ∈ N is con-
nected with probability p. To construct a random network one needs to

1.Start with N isolated nodes,
2.Select a node pair (ni , n j ) and generate a random number rand ∈ [0, 1]:

{
ifrand > p, connect the selected node pair with a link

otherwise, leave them disconnected

3.Repeat the previous step for all pairs of distinct nodes (ni , n j ) ∈ N × N .

The network obtained after this procedure is called a random graph or a random network.
There are two definitions of a random network: the definition provided in the Erdős-Rényi
Model, and the one of the Gilbert Model.

Erdős-Rényi Model
Random networks are also called Erdős-Rényi Networks from the names of the
mathematicians Paul Erdős (1913–1996) andAlfréd Rényi (1921–1970), who stud-
ied the properties of these networks. Their model follow the structure

G(N , L), (11)

where N labeled nodes are connected with L randomly placed links (i.e., edges).
Paul Erdős and Alfréd Rényi used this definition in their paper [18].

Gilbert Model
It is a variation of the Erdős-Rényi Model. It has been defined by Edgar Nelson
Gilbert (1923–2013) and follows the structure

G(N , p), (12)

where each pair of N labeled nodes is connected with probability p.
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There are two main limits in Random Network Model that had to be overcome
over the years by the academic community:

1. The local clustering coefficient in ER model is given by [13]

Ci = 〈k〉
N

.

This behaviour of Ci is contradicted by the local clustering coefficient of real
networks.

2. The Poisson distribution that describes the degree distribution of ER networks
does not allow large differences between the worst- and best-connected nodes
in the network. This implies that hubs, frequently observed in real networks,
cannot be found in ER networks. BA model, relying on preferential attachment
and growth, successfully reproduces this fundamental feature.

In the following paragraphs those models are described.

Watts-Strogats Model

Twomain considerations motivated Duncan J. Watts (1971) and Steven Strogatz (1959) to
propose this model: (i) in real networks the average distance between two nodes depends
logarithmically on N (See “Small-World” average distance 〈d〉); (ii) the average clustering
coefficient 〈C〉 of real networks is much higher than expected for a random network of
similar N and L (i.e., E).
To construct a random network according to Watts-Strogats Model [19]:

1. Start froma ring of N nodes,whereas each node is connected to its immediate previous
and next neighbours; hence, each node has 〈C〉 = 3/4, initially.

2. With probability p ∈ [0, 1] each link is rewired to a randomly chosen node

⎧
⎪⎪⎨

⎪⎪⎩

if p � 0, regular lattice

if 0 < p < 1, Small-World property

if p = 1, Random Network Model (all links rewired).

TheWatts-Strogatzmodel interpolates between a regular lattice, which has high clustering
(but lacks the Small-World phenomenon), and a random network, which has low clustering
(but displays the Small-World property). Moreover, high nodes degrees are absent from
Watts-Strogatz model.

Barabási-Albert Model
This model was theorized by Albert-László Barabási (1967) and Réka Albert (1972) [20].
It simulates a Scale-Free Network rather than a Random one, by introducing two new
concepts to the model: network growth and the preferential attachment. The first concept
assumes that real networks continuously increase over time, so new nodes must be con-
sidered. The second point argues that random connections defined by a fixed probability
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do not reflect the behaviour of real networks; in fact, in real scenarios, nodes tend to link
to the more connected nodes.
Definition 14 The Preferential Attachment is the probability �(k) that a link of the new
node n j connects to node ni depends on the degree ki through the formula

�(ki ) = ki∑
j k j

. (13)

To construct an artificial network with the Barabási-Albert model, the steps are:

1. Start with a set of N0 nodes, the links between which are chosen arbitrarily, as long
as each node has at least one link.

2. Growth – At each timestep a new node n j with l links (with l ≤ l0) that connects
the new node to nodes already in the network is added.

3. The connections between the new node with the older nodes are defined by the
Preferential Attachment probability.

3 Social Network Analysis in Criminal Networks

In this section we provide an overview of state-of-the-art of Social Network Analysis
applied to Criminal Networks.We also consider the most relevant studies concerning
specifically the Sicilian Mafia criminal topologies.

3.1 Criminal Networks Analysis

Through SNA, LEAs are able to analyze criminal networks and investigate the rela-
tions among criminals. For this reason, nowadays there is a growing interest in the
application of Graph and Network Science onto criminal networks. For instance,
SNA has been used in [21] to build crime prevention systems. However, due to the
lack of data availability on those kind of networks, there are difficulties in finding
relevant quantitative studies. Such examples are those conducted by Szymanski [22]
and Berlusconi [23], on the problem of community detection and link prediction.

3.2 Sicilian Mafia Networks

Sicilian Mafia has a particular structure that differs from common criminal networks
(such as the terrorist nets), whereby it is a common practice for criminals to come
together to achieve a common goal and then fall apart. By contrast, in Sicilian Mafia
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this behaviour does not occur. Indeed, the affiliates are boundbyblind loyalty and they
still pursue further goals even after achieving a previous one. Moreover, Families last
for several generations. They also tend to diversify their objectives: from controlling
entire economic sectors (e.g., by giving “protection” to small traders and taking
control of larger factories), to influencing countries political life (e.g., by interfering
in the results of electoral competitions). Sicilian Mafia originated in Sicily, and has
now spread worldwide [24–26]. The blind loyalty of affiliates makes it even more
difficult to obtain reliable information about those criminal networks topologies:
important information about such criminal network is likely to be missing or hidden,
due to the covert and stealthy nature of criminal actions [27–30].

4 Case Study: The Sicilian Mafia

This section describes firstly the real criminal datasets we used for our tests, followed
by a brief summary on the strategies conducted jointly with the results obtained so far
as an example on Network Science strength, and how it can be used to significantly
help LEAs. In particular, the experiments relate to: (i) weight distribution, (ii) shortest
path length, and (iii) degree distribution.

4.1 Dataset Description

The case study example relates to two real-world datasets [31] we built from juridical
acts1 [12]: (i) theMeetings dataset represents the physical meetings among criminals
obtained through LEA evensdropping; (ii) the Phone Calls dataset refers to phone
calls between individuals obtained through LEA interceptions.

This particular investigation was a prominent operation conducted during the first
decade of the 2000s and focused on twoMafia clans known as the “Mistretta” family,
and the “Batanesi” clan [11, 12, 32].

Both datasets led to undirected and weighted graphs; thus, edge weights w are
available and represent the number of times any given pair had a meeting in the
Meetings dataset, and the number of times two individuals called each other inPhone
Calls dataset. In SNA, those coefficients are also known as the strength of the tie
binding two individuals [11]. In Fig. 1, the graphs obtained as well as the description
of what each element represents (i.e., nodes, colours, edges weight, nodes and edges
size, etc.) is shown. The main characteristics of the datasets are summarized in
Table1.

1Source code are available at https://github.com/lcucav/criminal-nets.

https://github.com/lcucav/criminal-nets
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(a)

(b)

Fig. 1 Dataset Description. The colours represent different clans: darker nodes are the “Mistretta”
family; in grey the “Batanesi” clan is drawn; white and light gray circled nodes and for two others
Mafia families not directly involved in the current investigation. All circled nodes represent the
bosses. Lastly, white nodes represent other subjects not classifiable in any of the previous categories.
Edges’ width depends on the number of meetings or phone calls, while the nodes size relates with
their degree. (Reproduced from Ficara et al. 2020)

4.2 Weight Distribution Analysis

Figure2 shows theweight distribution of theMeetings and thePhone Calls networks.
As already mentioned, the weights represent the amount of meetings and phone calls
exchanged between pairs of individuals in the networks, respectively.

It is noteworthy that in both these networks there are just a few high-weight edges;
i.e., nodes incident on those links exhibit an high number of interaction within the
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Table 1 Characteristics of Meetings and Phone Calls networks. (Reproduced from Ficara et al.
2020)

Parameter Meetings Phone calls

No. nodes 101 100

No. edges 256 124

Max. weight 10 8

Max. frequency 200 100

Avg. degree 5.07 2.48

Max. shortest path 7 14

Common nodes 47

network. In [11], we motivated this behaviour as a necessity from affiliates to focus
their efforts in trying to reduce the risk of being intercepted by external people
(i.e., LEA, and other people outside the clan). In theMeetings network, this trend is
even more accentuated; moreover, the maximum interactions weight (i.e., w = 10)
is greater than its counterpart in the Phone Calls network (i.e., w = 8).

Our explanation is that mobsters prefer to communicate by face-to-face meetings,
rather than calling each other, to reduce interception risks. Furthermore, bosses often
have to participate to public events to pursue their power inside a clan, including:
funerals of other affiliates, and other solemn religious demonstrations (masses, pro-
cessions, etc.). It is a well known practice that, during those kinds of events, bosses
pass messages to their closest subordinate affiliates.

4.3 Shortest Path Length Analysis

The shortest path length distribution in Fig. 3 is closely related to dynamic properties
such as velocity of messages spreading process within the network. Generally speak-
ing, the criminal organizations structure aims to optimize the interaction frequency
among members, while reducing as much as possible the interception risks. Thus,
trusted members may be discovered by following short interactions paths; indeed,
those affiliates may also be acting as a bridge (See Sect. 2.1“Connectedness”) to
connect distant groups in the network.

In [11] we noticed that both the weighted and the unweighted shortest path length
analyses show a higher interaction frequency among affiliates throughout a “bal-
anced” number of intermediates. This means that they do not like to spread their
encrypted messages with a too low (resp., high) number of intermediates. This is to
avoid, from one side, to overexpose their bosses to police investigations. From the
other side, the longer the sequence of intermediates, the higher the chances to be
intercepted by people outside the Family.
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(a) (b)

Fig. 2 Weight distribution in theMeetings dataset (a), and the Phone Calls dataset (b). (Repro-
duced from Ficara et al. 2020)

Even through this analysis, as it was for the weights distribution, it emerged that
the clan tries to minimize the risk of interceptions, especially to avoid exposing those
mobsters who are hierarchically in a higher rank.

4.4 Degree Distribution Analysis

The Degree Distribution Analysis has been conducted in order to discover an appro-
priate artificial network that would virtually mirror the real-world criminal graphs
topology under scrutiny. We previously analysed the weight distribution, but due to
lack of libraries available for weighted graphs analysis,2 we opted for a preliminary
analysis on nodes degree distribution. To this end, in Fig. 4 we compared our real
criminal networks against five artificial models: (i) the Random Network by Gilbert
(G-ER), (ii) Watts-Strogatz (WS), (iii) its variant accordingly with Newmann [33]
(N-WS), and (iv) two different configurations of the Barabási-Albert (BA) model in
terms of links added at each step; BA2 with m = 2, and BA3 with m = 3. Tables2
and 3 summarize the number of edges and average degree obtained with the config-
urations above described in Phone Calls and Meetings graphs, respectively.

2https://networkx.github.io/documentation/networkx-1.9/reference/generators.html.

https://networkx.github.io/documentation/networkx-1.9/reference/generators.html
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Fig. 3 Distribution of
shortest path lengths in
Meetings and Phone
Calls networks in
Unweighted (a) and
Weighted (b) graphs.
(Reproduced from Ficara et
al. 2020)

(a) Unweighted graph.

(b) Weighted graph.

Note that all the results herein shown represent the average results obtained after
100 runs per each synthetic network.

We initially compared the real networks with the Erdős-Rényi (ER) topology, but
this model did not allow to customize the number of links. Then, we opted for the
Gilbert one, whereby both number of nodes n and links m are defined a priori.

In theWSmodel,we setn, k = 2m
n (that represents the number of nearest neighbors

links per node), and the rewiring probability p = 0.5, with p ∈ [0, 1]. As previously
asserted in Sect. 2.2, if p = 1, we turn into a Random Network. The main difference
betweenWS andN-WSmodels is that inWS, number p is the probability of rewiring
each edge; whereas in N-WS, p = 0.25 is the probability of adding a new edge for
each edge. Indeed, if p = 1, then number of edges is doubled.

The actual graphs degree distributions act very differently from one another. In
particular, the fluctuations in Meetings are justified by the fact that face-to-face
encounters have been observed not only between couple of suspects, but also among
groups of more than two people at the same time. On the other hand, phone calls have
only been considered between individual suspects. The analysis suggests that through
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Fig. 4 Degree Distribution
in the Meetings dataset (a),
and the Phone Calls
datasets (b). Circles give the
actual datasets values. G-ER
is the Random Network
proposed by Gilbert. WS is
the Watts-Strogatz network.
N-WS is the Newmann
variation of WS. BA2 and
BA3 are the Barabási-Albert
models with m = 2 and
m = 3, respectively

(a)

(b)

Table 2 Characteristics of artificial models in the Phone Calls network

Model No. edges Avg. degree

G-ER 124 2.48

WS 100 2.00

N-WS 123 2.46

BA2 196 3.92

BA3 291 5.82
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Table 3 Characteristics of artificial models in theMeetings network

Model No. edges Avg. degree

G-ER 256 5.07

WS 202 4.00

N-WS 250 4.95

BA2 198 3.92

BA3 294 5.82

degree distribution it was not possible to identify an appropriate artificial network
that best fits the network characteristics of the two real-world datasets considered.
This is mainly due to the size of the networks. In fact, artificial networks seem to
work better with lager sizes; thus, are quite unstable in the first step of their creation.
For example, the emergence of hubs in BA models cannot be highlighted because of
the small size of the overall network obtained.

5 Conclusions

This chapter aims to showcase the applicability of Graph Theory in Criminology,
during a time when the use of SNA by LEAs is growing substantially. The case study
herein reported as an example, explores different approaches on criminal networks
analysis by means of network science tools.

In our study we have first created a graph from data extracted from juridical acts;
then, we started a twofold preliminary investigation: a weight distribution analysis,
and in parallel, a shortest path length analysis. These have been conduced to identify
the extent by which weighted graphs are useful in those small networks.

Thus, we conducted a comparative degree distribution analysis between our real-
world networks and some models generated by popular artificial networks. The aim
was to identify the appropriate synthetic network which could simulate criminal
networks artificially, but in an effective manner. The strength of this idea is that we
may also be able to understand the patterns followed by criminals to create their
internal interconnections among affiliates. Our study has found that the network
size is a limitation. Indeed, there are significant fluctuations and through degree
distribution comparative analysis it was not possible to find an appropriate artificial
network that accurately mirrors the two real criminal networks used in our tests.

To overcome this issue, in future studies we will investigate adjacency matrix
structures for both real and synthetic networks to get insights into network topologies.
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A Data Mining Approach for Indoor
Navigation Systems in IoT Scenarios

Mahbubeh Sattarian, Javad Rezazadeh, Reza Farahbakhsh,
and Omid Ameri Sianaki

Abstract Indoor positioning is an important aspect in internet of things which plays
a crucial role in various scenarios. Meanwhile, depending on the scenario, Indoor
Navigation Systems (INS) generates considerable amount of data which can be used
in navigation as a data-driven approach. In this paper, a navigation method has been
proposed based on data mining techniques which enables value added services for
end-users in different IoT scenarios such as airports, shoppingmall and hospitals. The
proposed heuristic algorithm is based on combining the greedy and random forest
algorithms.Toward that end,wehave collecteddata froma realworld scenario (a large
hospital) and used them to our implementation. According to our results regarding
passage of time and accumulated history in the central server, wewere able to suggest
better routes while the proposed method shows reduction in both traveled distance
and elapsed time. It also improved routing by decreasing the number of turns and
encounters with obstacles. Thus, the proposed method provides better solution as an
intelligent indoor navigation.
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1 Introduction

Recent Internet of Things (IoT) advances have shown the importance of informa-
tion technology in business more than ever before. Organizations need efficient data
access to be leveraged in different applications. User information helps organiza-
tions to provide user services more appropriately, perform purposive marketing, and
allocate resources optimally. Accordingly, the IoT is regarded as a high-speed tech-
nology, mainly based on the idea of connecting every piece of physical equipment to
each other [1]. Application scenarios of IoT cover a wide spectrum including health,
smart city, building management, which receive information from the environment
and take appropriate action based on environmental conditions. A navigation sys-
tem plays a major role as the procurement and supply chain management in the IoT
applications. Position estimation is of great importance in both indoor and outdoor
environments for industries and universities. Obviously, the successful application
of the Global Positioning System has enabled people to travel freely around the
world [2].

Although, GPS cannot be used indoors, the received Wi-Fi signal strength is
measured indoors for routing. The goal of a smart building might be to record human
activities in indoor environments. Accurate positioning is necessary for commuting
routes in complexes with many floors such as exhibitions, airports, hospitals, railway
stations, shopping centers, and industrial buildings. Only 50% of the solution comes
from positioning an individual or a device indoors. If service providers wish to
implement an indoor navigation system for certain purposes, they need accurate
drawings of indoor environments. Datamining can be described as a process inwhich
data are analyzed to find patterns, procedures and discover latent relationships. As a
result, experts can predict the expected information. Data mining focuses on an idea
to show a better path providing certain advantages, i.e. time and cost. Data mining
can be used in various indoor navigation systems to estimate patterns and procedures.
It is a general solution to the attainment of a competitive advantage. In the past, it
was only possible to evaluate what INS devices or user did. Nowadays, data mining
techniques can be employed to predict what actions they will take. With the use of
data mining techniques in INS, better advertising and marketing decisions can be
made. The main contributions of this study are summarized as follows:

• A dataset generating algorithm was implemented which utilizes user arrivals and
motions from a real environment and provides a set of data on the user travel
history. Eventually, an indoor navigation system is modeled efficiently.

• Designing a navigation model based on data of a real world scenario which is
precisely adapted from the emergency ward of a large hospital. After data clas-
sification, a heuristic algorithm was developed by the combination of greedy and
random forest algorithms, which improves routing.

• By analyzing the accumulated history data in the central server, previous expe-
riences were used to suggest better routes, our approach shows improvement in
terms of traveled distance and elapsed time by decreasing the number of turns and
encounters with obstacles.
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2 Related Work

Internet of things (IoT) is a new paradigm consisted of billions tiny sensors; these
sensors establish a network, which communicate with each other to help solve real
time problems. Besides, IoT applications including supply change management and
logistics have been significantly under the influence of positioning systems [3–6].
Nowadays, life has become easier and comfortable due to widespread use of smart
devices. Researchers have predicted that billions of embedded devices, termed as
Internet of things (IoT), will dominate communications by 2020 in comparison to
recent human interactions [7]. The location of things can be used to provide a wide
range of location based services in IoT paradigm [8]. Therefore it will need to be
able to track and navigate objects in IoT world [9, 10].

Recently, smart-navigation based IoT has caught researchers’ attention in both
academia and industry. Due to drawbacks of traditional methods, smart indoor navi-
gation systems have been introduced [11]. IPS is the terms used to explain the process
of the relative position of the other static or dynamic objects located in the designate
area [12]. Researchers have attempted to the indoor positioning technique based on
the indoor communication infrastructures for different applications of IoT; Accord-
ing to 2018 estimations, the domestic market value of these techniques are 5 billion
in 2018 [13]. GPS is a good option for outdoor positioning, but its results for indoor
positioning are not desirable; since there is a line of sight (LOS) transmission path in
GPS, it causes shadowing, fading, and delay distortion in indoor environment [14].
Recently, various indoor positioning methods have been introduced using different
radio and non-radio based technologies. RFID, WLAN [15], Zig bee, UWB, blue-
tooth [16] and cellular are radio based technologies and acoustic and thermal sensors
are among non-radio based ones [17].

In indoor navigation systems, it is assumed that certain disturbances outside build-
ings could be encountered with an internal magnetic field. Nevertheless, it should
be noted that the magnetic field inside buildings is quite constant. Determining the
distance between the receiver and transceiver is usually done by RF-based systems
using RSS. Wi-Fi technology is currently used extensively for localization purposes.
Since LED luminaries are used extensively in buildings, visible light communication
systems are one of the best options for localizing and navigating purposes in indoor
environments [18]. Visible light communication technology (VLC) and its facilities
has gain enormous interest for indoor positioning in recent years.

In [19], a hybrid positioning method has been introduced; they used the fusion of
power line and visible light communication systems that could be used for indoor
navigation in many location based health services such as first aid treatment and so
on. Zhang et al. [17] highlight the precision of VLC-based IPS; they have analyzes
it in simulation environments. The challenges that lay ahead are dealt with in this
study too. Currently, navigation in complex environments such as exhibitions, hos-
pitals, shopping malls, airports, train stations, office and university buildings, hotel
resorts etc. have caught the researchers’ attention. Undoubtedly, navigation could be
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influenced by IoT solutions. Due to rampant use of mobile devices and their ever
increasing capabilities, they have been considered for location based services.

Apple Inc. has recently introduced iBeacon technology, which is based on Blue-
tooth Low Power (BLE) and muchmore energy-efficient thanWiFi and classic Blue-
tooth technologies [20]. In this respect, a comprehensive survey is found in [21]. One
of the smart phone based navigation system is NavCog [22], it applies Blue-tooth low
energy (BLE) beacons and K-nearest neighbor (KNN) algorithm, which outperforms
GPS and Wi-Fi based methods. LowViz [23] is an indoor navigation application; it
uses various technologies such as Wi-Fi and Blue-tooth low-energy beacons and
inertial sensors to render precise results. A vision-guided navigation system was
introduced by Zheng et al. [24], the users can use this system to launch their own
indoor navigation services feasibly. The users can use the application on their smart
devices and search through pathway images and indicating turns, etc. An indoor
positioning method and system has been introduced by Wang et al. [25] based on
I Beacons used for signal emission. Smart phones receive the emitted signal using
RSSI (Received Signal Strength Indication), which is applied for signal obtainment.
Thus, trilateration method can be used to pinpoint the position [26].

Indoor navigation by definition is helping people to find their location, detect,
and avoid obstacles; indoor navigation is the field in which the problems of locating
a person to explore several domains ranging from emergency response to enhanced
marketing strategies in micro indoor environments are solved [12]. Technological
advanced have always tried to help people enhance their life quality, especially dis-
abled individuals or people with limited abilities. Sight is the most important sense in
humans. The only way for a sightless individual to interact with the world is through
external aids or devices. Recently, various researches have focused on indoor navi-
gation systems for blind people [27]. BlindeDroid has been introduced in [28], this
application helps blind people using their location data collected by beacons placed
in strategic locations inside a building. With this information, the application guides
the user’s navigation, answers his/her questions and provides them with useful infor-
mation concerning places, products, and services near the user.

An autonomous indoor navigation system for blind people, called Blind Museum
Tourer, was introduced by Meliones et al. [29]. It was designed to help blind people
on self-guided tours in museums. The application server receives the current blind
position and positions of other blind along the navigation path. In case of a likely
collision, the application swiftly notifies the user in advance. In [29], a modern
navigation system is introduced for pedestrians. The system has been integrated
into an application interacting with a small embedded system that reads simple user
controls, tracks pedestrian mobility using GPS, and detects near-field obstacles and
traffic light status. By emerging wireless-source and strong-signal dependent IoT,
more research has been conducted on indoor navigation [20]. It has been attempted
to use different navigation technologies by IoT for indoor navigation [30]. A local
database or a central database is usually the sources for obtaining information by a
navigation system; this information is received through wireless connection. Studies
on data mining user information in an indoor navigation system are not adequately
done. In our previous survey [31], themost current researchondatamining techniques
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for indoor navigation systems using IoT has been presented; it was concluded that
more accurate decisions could be made by the navigation systems using data mining
techniques. Zhu et al. [32] have focused on deep reinforcement learning techniques
for visual navigation. Using a large number of training samples made their proposed
method faster and more generalized than other techniques.

Inspired by the advances in cognitive science, artificial intelligence, computer
vision and mobile computing technologies, a virtual tool is proposed for indoor
navigation based on autonomous visual perception. A Bayesian network model for
route planning is provided according to the initial position and destination [33]. The
results show that theirmethod has improved accuracy by over 13% compared to those
based on the hiddenMarkov model. Multiple assisted indoor navigation and tracking
(MINT) is a localization method, by which the traditional decentralized method was
employed along with a central node to measure the distances between connected
nodes. Osama et al. [34] have proposed a combination of long-term capacitive sen-
sors and machine learning classifications for indoor environments to compare the
localized performance of ML algorithms and their changes in relation to the required
training set and resource algorithm for both the training set and the results. They
examined the performance of many ML classification algorithms and found out that
the random forest algorithm has the best performance among them. Several papers
relied on deep learning structure based localization such as [35] which their proposed
method achieves state of the art performance on positioning with Wi-Fi signals.
Although machine-learning algorithms have been widely studied, little attention has
been paid to the field of data mining in indoor positioning systems.

After extensive investigation of existing state of the arts and based on authors
knowledge, no research has been conducted by leveraging data mining of user infor-
mation for indoor navigation. Therefore, based on extensive research carried out in
the area of indoor navigation systems and data mining, it was decided to change
the approach and focus on navigating rather than positioning. The research in the
field of indoor positioning is based on the fact that the internal magnetic field creates
disturbances from the outside of buildings, while it is relatively constant inside the
building. This approach lead to the idea of developing an indoor navigation sys-
tem based on data collected from different circumstances by using machine learning
techniques to suggest a better route in which real-time interactions between users,
objects, and indoor positioning systems are recorded in applications.

3 The Proposed Method

At first, preparation complexities and absence of available dataset, which truly
records user traffic, motivated us to develop a dynamic simulator with a web-based
user interface for data generation. More specifically, we developed our simulator
to exert paths, obstacles, and patterns in order to generate datasets and analyze our
algorithms. Then, owing to necessity of a space for data storage and analysis, a
database was created. According to previous studies on the use of intelligent sen-
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Fig. 1 Schematic diagram
of study steps
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sors and sensor data for indoor navigation (reviewed in Sect. 2), certain decisions
were taken to change approaches and focus on navigation instead of positioning.
The studies on indoor navigations are based on the idea that internal magnetic field
causes disturbance outdoors and remains relatively constant indoors. This approach
laid the foundation for an indoor navigation system based on the data collected from
different positions. Finally, the combination of random forest and greedy algorithms
were utilized for data analysis. This system is also equipped with machine learning
techniques to improve route suggestion. Figure1 shows a schematic diagram depict-
ing the steps of the study. In the first step, different simulators were evaluated to map
real indoor places and develop an indoors model for user movements. Finally, the
PHP programming language was used to create a simulator generating data based
on the proposed model. In the second step, a MySQL database with the required
records was created and connected to the simulator. After implementing the project,
the necessary datasets were generated over one month and a year respectively. In
the third step, the random forest algorithm (known as a machine learning algorithm)
was applied on the data generated at the previous step. According to the results, the
proposed method reduced the traveled distance and elapsed time. It also improved
routing by decreasing the number of turns and encounters with obstacles. As the
history records were expanded in the central server over time, better routes will be
suggested using the previous experiences.

3.1 Simulating an Indoor Environment

The PHP programming language was employed to simulate (10 × 10 m) space map-
ping at the emergency ward of a large hospital. The environment was divided into
100 equal segments (1 m in both width and length), and we assumed five iBea-
con sensors were embedded at proper distances to establish communication with
user mobile phones. Figure2 shows the details of modeled environment and Fig. 3
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Fig. 2 The modeled indoor
environment
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Fig. 3 Details on recorded
positions

Sensors are located at locations 16, 51,56,60,86.

Emergency beds are located at locations 1 to 10.

The nurse's room is located at location 26.

The toilet is located at location 41.

Entrance and exit doors are located at locations 80 and 96.

The store is  located  at location 61.

The ATM is  located  at location 71.

The drugstore is  located  at location 81.

The triage section is  located  at location 93.

Emergency’s cache register is  located  at  location 98.

Emergency release is  located  at location 99.

The doctor's office is located at location 27.

presents the aforementioned positions accurately. The following rules were observed
in simulation of the emergency ward in the hospital:

• The positions of highlighted components were fixed with different priorities on
the grid which is precisely modeled from the real environment.

• Upon arrival, every user complies with a certain priority, for instance, a user must
visit the triage ward after arrival.
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Table 1 Detail on user arrival model

Period Percent (%) Number of users

12–8 30 300

16–12 20 200

20–16 25 250

24–20 15 150

4–24 5 50

8–4 5 50

3.1.1 Creating a User Arrival Model

The mean arrival time of patients during 24 h was obtained at the emergency ward of
the hospital to design a user arrival model and generate the target dataset. According
to the obtained result files, 1000 individuals visited the emergency ward at different
times of a day on average. Table1 shows the mean arrival time during a day in
details. Then, aGaussian distribution functionwas used alongwith a series of random
functions to create 1000 users in the simulator. Distribution function were employed
to enter the users at specific nonrandom locations during a 24 h period.

3.1.2 Creating a User Motion Model

The greedy algorithm is known to be one of the best existing algorithms for routing
problems. In this study, the user movements were not random, but intelligently con-
trolled by the greedy algorithm. As previously mentioned the considered positions
were also nonrandom and specified accurately. Based on the greedy algorithm, the
users move towards their randomly selected targets, the priorities of which may vary
depending on the location. Users may randomly move between positions and wait
within a time interval (specified with a maximum and minimum) to receive certain
services, after which they leave the positions. According to the motion system, users
comply with the greedy algorithm and select the shortest route as they move towards
a target without encountering any obstacles. However, they may also use the wall
follower, right-handed, or left-handed algorithms when they encounter congestions
or obstacles to change routes. In other words, the user may move along the wall to
bypass an obstacle. This method is not entirely accurate because an artificial intelli-
gence user acts like a real human who has entered an unknown place for the first time
and may find a route by trial and error. In fact, the users may not comply with the
triangle inequality to select the shortest route given that they are not able to foresee
the traffic in their path. Hence, errors are inevitable in this approach and for instance,
a 20-steps length path may be traversed in 30-steps by the user. Following rules have
been set to the user motion model:
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1. On average, individuals are added randomly at different intervals during the 24 h
of a day.

2. Weighted targets are selected for users randomly. In other words, every position
is given a specific weight in the model mapped from the emergency ward of the
hospital. Moreover, a counter counts the number of times a position is randomly
selected and approached by users.

3. Users’ next positions is selected by the greedy algorithm. In other words, after
arrival of patients, the greedy algorithm decides their next move towards the
destinations, which were randomly selected based on the priorities registered for
every position.

4. When users encounter walls, they use the wall follower algorithm to find a route.
5. Users motions are recorded in different locations every second during the 24 h of

day from their time of arrival until their departure. The motions are stored in a
MySQL table.

6. Certain time intervals during which no users are present in a given position are
left out, as they are considered null.

7. The database contains as many rows as the number of users entering the model
space during the 24 h of day.

3.2 Designing a Dynamic Platform

To generate the required dataset, a platform was designed which may also be used
in other studies. It can be employed to simulate every new environment dynamically
by defining positions, capacities, and attributes to generate the necessary dataset.
Finally, certain algorithms can be used in the same simulator to analyze and evaluate
outputs dynamically. The codes are freely available in GitLab and can be easily
provided to other scholars for research purposes. As shown in Fig. 4, the map and
positions can be adjusted. A fixed framework was laid out for dataset generation.
The maximum and minimum capacities of positions should be specified along with
their priorities. Although the total number of users registered in the system during
one day is among the constant entries, their registration time is random.

3.3 Components of the Simulator

Existing navigation process models (i.e., [36–38]) can be considered as a machine
with finite state and fixed logic conditions for state transfer that cannot count non-
constant received factors. Since space recognition involves both cognitive and con-
ceptual processes, [39] the model of the navigation process requires the integration
of perception and recognition in real scenarios. We propose an algorithm within a
dynamic process for navigating and managing uncertainty. The proposed algorithm
considers non-constant factors as a secondary factor and has indirect impact on the



166 M. Sattarian et al.

Fig. 4 Dynamically designating the capacities and constraints of each position (UI view)

Table 2 The configurations set for simulation

Parameter Value

Simulated area 10*10

Number of obstacles 8

Number of runs 10 times

Number of sensors 5

Real time data 1 Day

Training data duration 1 year

proposed path. For further investigation, we created our model by simulating the
emergency ward of a real hospital in which PHP 7.0.0 was used for developing the
platform, and MySQL was used as the database. In user interface, j Query and Boot-
strap were employed. Moreover, an open-source Java Script framework for building
user interfaces named VUE.JS was used as UI platform. Then, Chart.JS was used
to generate simple HTML-based Java Script charts. Table2 indicates the details on
configurations for the environment simulation and program execution.

4 Creating a Database to Store the History of User Motions

In this section, we introduce our strategy on a key part of this study, which gen-
erates the required dataset by means of a new simulator designed by ourselves.
Towards that end, MySQL was connected to PHP in order to store the necessary
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records of user’s history motion. In other words, 1000 users are registered in the
system at each execution. The motion information is recorded for every route in the
database which includes a user ID (User − I D), registration time (t ime), departure
time (end), starting position (start − pos), leaving positions (end − pos), elapsed
time (duration), the number of steps (length), and traveled distance (path). The
recorded real world data adaptation are used as training data.

4.1 Dataset Generation Algorithm

The program was entirely developed based on the object-oriented programming
paradigm. Patients and locations were labeled as Person and Location, respectively.
The considered classes are as follows:

• Person: This class includes certain variables such as user IDs, arrival time, depar-
ture times, traveled routes with respect to time, current location, waiting time, and
visited places.

• Location: This class includes only the coordinate IDs and the ID of those users
present at these coordinates.

• Place: This class includes an array of locations, location types, the minimum and
maximum time required for certain tasks, location capacity, probability of using a
locations, the number of visits, and visiting priorities.

4.2 Components of Dataset Generation Algorithm

We adjust the program clock in seconds. At each clock, emergency attendants and
newcomers will be given permission to move from one location based on the priority
and arrangement of available places. The priorities and probability of positions are
given in Table3.

At any moment, there are nine possibilities during motion: standing in the current
position or moving towards the other eight points around. These nine point are first
sorted out in order of their distance from the destination. Then, the route with further
capacity is selected. After arriving at the destination, user waits for a random duration
ranging between the minimum and maximum waiting thresholds. In case another
patient is already present at the considered location after reaching the destination,
user waits for the previous patient to leave and then expects to receive services. Along
the way, if there are a number of people on the line, their objectives are compared to
that of the user. In case of different objectives, the user passes through the line. In
other words, although each route can take four individuals, they are only lined up if
they share the same objective, which is similar to a real-world scenario in the sense
that people can cross waiting lines if they are not planning to receive any services
from them. Another problem is the presence of walls. Upon encountering wall, users
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Table 3 The priority and order of locations in each clock

Location Admission capacity Patients referral
probability (%)

Min and max required
time

Triage 1 person, each person
maximum 1 time

90 Between 2 and 3 min

Nursing 4 person, each person
maximum 4 times

95 Between 1 and 2 min

Doctor’s office 3 person, each person
maximum 2 times

99 Between 2 and 3 min

ATM 1 person, each person
maximum 2 times

60 Between 1 and 2 min

Pharmacy 2 person, each person
maximum 3 times

80 Between 1 and 3 min

BED 1 person, each person
maximum 1 time

40 Between 5 and 60 min

Store 2 person, each person
maximum 3 times

50 Between 1 and 2 min

WC 1 person, each person
maximum 5 times

70 Between 1 and 3 min

Cache desk 1 person, each person
maximum 1 time

98 Between 1 and 2 min

Release 1 person, each person
maximum 1 time

99 Between 1 and 2 min

employ the TRIMAX algorithm to move around the walls. After receiving services
from all the places, which were expected to be used with a probability of 80% or
higher, patients will finallymove towards the exit and then leave the emergencyward.
In every execution of the program, all of the user motions are recorded in an array
stored in MySQL.

5 Using Machine Learning Algorithms

Accurate indoor positioning is very important in many large and small scale IoT
applications such as health monitoring and assisted living. Machine learning classi-
fiers can effectively reduce the changeability of sensor data and the noises caused by
environmental conditions. In this study, the empirical data were obtained by simulat-
ing an indoor localization system based on iBeacon sensors in a (10 × 10) m room.
The machine learning results were analyzed from a general perspective; in addition,
performance of localization algorithms, changes with respect to the training dataset,
and the necessary resources were compared for both training and testing Datasets.
The results indicate a large variance among most accurate algorithms. The pres-
ence of noise or environmental condition variables such as temperature, humidity,



A Data Mining Approach for Indoor Navigation Systems … 169

and brightness affects the accuracy of sensor data. Therefore, the raw data usually
require considerable processing in order to achieve the localization accuracy required
by programs. Regarding the data processing techniques,machine learning algorithms
are the most promising ones. However, they can be significantly different in terms of
performance (for instance inference, required training, and computational complex-
ity). In this study, the random forest algorithm was used. The results indicate that
these algorithms can produce good result on the selection of the best route.Moreover,
the effects of size training dataset on the localization results were analyzed for this
algorithm.

5.1 Using the Random Forest Algorithm

Random forest algorithm is one of the newmethods in the classification of paths. The
use of this algorithm is increasing due to satisfactory results, high speeds, and low
parameters for adjustment in the classification [34]. Random forests are one of the
special models in ensemble learning method. Different data mining techniques such
as the logistic model, neural networks, decision trees, and support vector machines
can be used to obtain various results. Combining these algorithms lead to achieving
higher performance and lower error rate compared to using them individually. As
a result, instead of making a single model, several models were created and their
average results were considered. For this purpose, the ensemble learningmethod was
selected to achieve the best model. Two popular methods of bagging and boosting
were used for ensemble learning. In the former method, a large number of unstable
models generate a stablemodel, so that a reliable predictionwith a smaller variance is
achieved in the new model. In this method, K bootstrap samples are extracted from
the D dataset. Then a classification model is created for every bootstrap sample,
generating a total of K models. The output of final classification is used for decision-
making, and themean regression output is selected as the result. It should be noted that
the variance is reduced in mixed prediction, allowing us to reduce the unavoidable
errors if the independent samples are available. The bootstrap sample comprised
only 63% of the total samples, and the other 37% were not present at all. Thus,
they differed from others. Finally, errors are eliminated in the independent models,
and a better ensemble model is obtained with higher accuracy. Random forests are
considered a better mixed learning method for regression classification. They work
based on a structure consisting of numerous decision trees over training time and
classification. Random forests are suitable for decision trees, which experience over
fitting when trained by the training set. Among decision support methods, decisions
trees and diagrams offer the following advantages:

1. Simple concept: Everyone can learn to work with decision trees through little
study.

2. Working with large and complicated data: Despite simplicity, the decision tree
can easily work with complicated data and make decisions based on them.
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Fig. 5 Data classification

3. Re usability: If the decision tree is made for an issue, various examples of that
problem can be calculated with that decision tree.

4. Combination with other methods: The result of a decision tree can be combined
with other decision-making techniques to obtain better results.

5.2 Data Classification

According to Fig. 5, the data were classified as history and live data in the proposed
method. Former is recorded in the systemduringprevious dayswhile the latter include
current status of positions, accounting for 40% of data. The program was executed
ten times with different percentages allocated to the history and live data. Finally,
we considered 60% of the data history and 40% of the live data to suggest the route
efficiently. Figure6 indicates the improvement in algorithm results by allocating 60%
of data to the history data. Following formula was used in the algorithms:

((
∑∞

i=1 pi ) + Weighth) ∗ ((
∑

pL) + WeightL)
In this formula, a classification is carried out by obtaining the mean of features

such as distance, duration, and traffic level based on the source and destination
of users. Finally, a weight (Weighth) is assigned to the history data, and another
weight (WeightL) is given to the live users who traveled these paths. Furthermore,
60% of the decision for path selection was inferred from the recorded history and
the remained was based on the greedy algorithm and the most suitable paths under
the current conditions. This mechanism is similar to that of ant colony optimization
algorithm.
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Fig. 6 Allocating 60% of data to the history

5.3 The Proposed Algorithm for Better Routes

The greedy algorithm was used to compute live data, and the history data were com-
puted by employing the random forest algorithm, searching in the history recorded
in the database, creating decision trees, and obtaining their mean. Based on the anal-
ysis of previous data, a route was suggested. Finally, the following formula was used
to introduce the best route. Given the simulation conditions in this study, time and
distance should be of the same priority. However, one might be more preferable com-
pared to the other one in real implementation conditions at a hospital where certain
condition may exist.

(L + D) ∗ √
1 + W 2 + B.

Therefore, it was important to keep the length (L) and duration (D) variables
at the same priority. Since no assumptions were made on the climatic conditions
and urgencies, the effective factors were considered the presence of walls (W) and
inaccessible positions due to saturation and other factors (B).

5.3.1 Mapping Function

In this step, a record named map was created in the database. Map is a function
defining the factor weights. This function maps a set of parameters such as arrival
time, source, destination, and traffic onto a number. Then the random forest algorithm
was used to obtain a mean and suggest the best route to the user. Weighting factors
include traffic, the number of steps, and elapsed time on route. As mentioned above,
these factors were summed up into a single mean value to evaluate the information
of present user in the system for 86400 s who are capable of making nine decisions
in each moment.
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5.3.2 Using the KNN Algorithm

It is assumed that a new user enters the environment. Suggesting best route to reach
the destination is our goal. Arrival time and selected destinations are taken into
account to determine whether a user can be found with similar attributes. Due to
the presence of previous routes, the triangle inequality theorem should be complied
with, so that the shortest route can be suggested. The user is also directed towards
the path with lightest traffic. In this section, the KNN algorithm is used to suggest
three of the nearest similarities with respect to the specific features defined, even
if no similarities are found. In this algorithm, new samples (logged-in users) are
compared to all previous instances (historical data) and are assigned to each of the
earlier examples that are closer to those samples.

5.3.3 Computing a Better Route

A search is conducted in the designed model whenever a new user enters the system.
Then, clustering is performed on the previous similar routes to assign their values.
After that, decisions are made using the random forest algorithm based on a heuristic
series in seconds. On the other words, the system learns training dataset to create a
model. Then, an output is produced based on the considered parameters. Proposed
algorithm considers certain parameter such as live traffic for searching important
events in the database and forming a tree based on similar routes. Based on the
steps taken and the map function, each tree is assigned to a number. Then, they
will be sorted in database. Finally, the smallest number is selected as the best route.
Greedy algorithm is used dynamically. So if the proposed routes encounter traffic, the
algorithm re-selects the best route based on the calculations performed in different
parts of the system. When a new user enters, the database is searched based on
random forest algorithm. In case users of the same attributes are found within this
threshold (time of arrival with a two-minute tolerance), the decision tree suggests a
route based on the mapping function and the arrival day of the user. Proposed sets
of trees are sorted in order of certain attributes such as length, duration, and traffic
in the random forest algorithm. Then, the important factors are taken into account to
vote on the best route.

6 Performance Evaluation

This study benefited from CRISP-DM, a standard data mining technique. It was
introduced in late 1996 by three large corporations: Daimler-Chrysler (Benz), SPSS,
and NCR [40]. This method proposes a process model for data mining to review the
life cycle of every project. Such a life cycle consists of six stages: Understanding
the business issue, perceiving data, preparing data, modeling, evaluating results, and
applying model.



A Data Mining Approach for Indoor Navigation Systems … 173

• Perceiving the business plan: in this step, the research goals are addressed from a
business perspective. Given the development of IoT services and increased number
of users, it is very important to identify users’ requests and interests. The aim of
this study is providing users with better routes obtained from a mixed process
involving machine learning and analysis of different algorithms.

• Perceiving Data: after distinguishing the research goals and its relevance to busi-
ness, the PHP programming language was used to store data inMySQL in addition
to determining the appropriate criteria and simulating the human motion system
and indoor environments. All of the necessary data were extracted automatically
through different processes.

• PreparingData: in this step, data cleansingwas performed by taking certain actions
such as eliminating incomplete data, unusable outliers, and missing values. More-
over, the extracted data can be integrated.

• Modeling: in this step, the greedy and wall-follower algorithms were used to
design a model for user arrival and motion. Then, machine-learning algorithms
were employed along with the generated training dataset to suggest better routes
to users.

• Evaluation: According to the results of previous step and in comparison with
outcomes in the absence of the proposed algorithm, the suggested model was
evaluated.

• Applying Model: Creating the model does not mean the end of project. Even if the
model intends to improve knowledge based on the given data, the results should
be organized and presented, so that users can benefit from it.

Depending on the requirements of learning phase, a model can be used as easily
as generating a report or as difficult as creating a repeatable data mining process. In
[41] authors introduced a learning and inference model named LA-CWSN (learning
automata-based cognitive wireless sensor network) for CWSNs. They employed the
learning automata approach to add perception to general network stack protocols.
LA is allocated to the important networks protocol parameters. Every automation has
a finite set of possible values for the relevant parameters, which attempt to improve
the network efficiency through learning. Given the applied nature of this study and
the research findings can be used for simulations, data generation, in different areas
related to the Internet of Things.

6.1 Selecting Sample Routes

Figure7 shows the dispersion of all the routes defined in the system, which can
be used by the users and are within the repetition range of 1–1400 times per day in
various situations. These routes are defined based on the items and interpret priorities.
The present study analyzes and evaluates the average of most frequent routes in the
range of 100 to 20 based on Fig. 8. According to similar studies, the best and busiest
routes were selected for evaluation after fifty times of running program. For example,
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Fig. 7 Dispersion of all the routes

Fig. 8 The most frequent path (81–98), the least frequent path (25–31)

route 25-31, which is the route taken from the doctor’s office to the restrooms, is the
least frequented one, while route 81-98, which is the route from ATM to emergency
rooms cash counter, is the most frequented one.

6.2 The Effect of Algorithm on the Proposed Formula

The x-axis in Fig. 9 chart includes start and end points of routes which are selected
based on the priorities registered in the system, they are selected dynamically based
on the specified range statements in the database. Y-axis is created based on the
mapping functions (steps, time, and crowdedness) of the proposed route. Each time
the program runs, a chart for the historical data (the blue chart) that has been stored
in the database is mapped then the proposed algorithm is applied on it. At same time,
a red chart is also mapped without applying the proposed algorithm. A decrease in
the values of y-axis indicates the improvement caused by the proposed algorithm.
As shown in Fig. 9, the training real world data adaptation had been stored for only a
few days, after the application of proposed algorithm, only a 25% improvement was
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Fig. 9 The effect of proposed algorithm

Fig. 10 Time-step traveled over one month

observed compared with the base algorithm. However, with increasing training data
and storing them in the database, improvement increased significantly, as is evident
from Figs. 10 and 11, which show a period of one month and a year, respectively.
Based on the performance of learning algorithms in comparison with the base algo-
rithm, there is no observable pattern in the red chart. That is, the obtainedmean values
are all stochastic and based on users’ movement structures. However, as time passes,
the mean values in the blue chart decrease and there is an observable improvement
in the algorithm in following months, with decreased dispersion and more uniform
results.

6.3 The Effect of Algorithm with Respect to the Time and
Step Factors

In Figs. 12 and 13, the effect of algorithm is evaluated separately with respect to the
time and step factors. In Fig. 12, which is time-based, routes 25-2 or 81-93 are the
strength points of the proposed algorithm. There are low differences at some points
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Fig. 11 Time-step traveled over one year

Fig. 12 Time spent

due to the absence of more optimal routes, hence the lack of learning capability. As
observed, the two figures have identical results in some routes (e.g. 96-1 and 25-2)
because of a direct, identical route in that region, which is not challenging or highly
iterative. In some routes such as 31-61, there is a high difference between the two
figures, indicating high iteration at the respective route, which leads to learning and
generating optimal step-based routes. In the events of high congestion, the time is an
effective factor. For example, in route 31-1, the time has been improved, but there is
no improvement in the number of steps. The reason is that when there is a crowd, the
number of steps increases and an alternative route is proposed that may increase the
number of steps. In Fig. 13, impact numbers of steps taken with regard to distance
and traffic has been very good. Therefore, the proposed algorithm performs more
optimally for routes with diverse paths.
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Fig. 13 Step taken

Fig. 14 Changed routes

6.4 The Effect of Algorithm by Considering Obstacles

Figures14 and 15 show the congestion level in the environment controlled by the
proposed algorithm. When facing an obstacle, the wall tracking algorithms is used.
Moreover in times of overcrowding which is considered as mobile obstacle, different
solutions are proposed for bypassing the obstacles and producing the optimal result.
Our algorithm takes on-line real world data adaptation of the moment, history of the
moments, and high-traffic times into consideration in order to make a better decision.
In Fig. 14, as the user has 9 choices at any situation and one of them is selected based
on the parameters and route traffic, solutions such as 81-4, 81-31, and 81-71 indicate
different routes for controlling the obstacle. However, in solutions such as 1-70 or
26-25, the obstacle is in a route, which is controllable only from one side or two
sides. Figure15 shows the number of encounters with obstacles, and the numbers of
obstructed routes leading to rerouting. In some route, there were obstructions; while
in others, there was no obstacle. This indicates that it is possible to dynamically cover
instances of encountering with obstructions via alternative routes using the proposed
algorithm.
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Fig. 15 Encounters with walls

7 Discussion and Future Work

7.1 Concluding Remarks

Aswe are all aware, in today’s highly competitive information-oriented world, users’
relationships are constantly changing over time. These relationship evolve and grow
as businesses and users get to know each other better. In the input section of data
mining, users life cycle indicates what information are available, and in the out-
put section, the life cycle suggests what things are likely to be of interest and what
decisions are supposed to bemade. Data mining facilitates decision-making for orga-
nizational managers by conducting extensive data processing and decision-making
processes through the extraction of valuable knowledge from the available real world
data adaptation. Thus, the present study aims to address what valuable and useful
information are extractable from the data stored upon users’ requests and how this
information can be used to inform timely and accurate decisions in order to ensure
facilitation, in addition to satisfying the current users. Analyzing the real world data
adaptation stored in databases reveals the services that are needed most and their
limitations. The most important and applicable outcomes of data mining are reor-
ganization of data for easier access, higher efficiency rates, and valid classification
of data to obtain better results. Data mining techniques easily provide outcomes for
each user based on their characteristics, so that organizations can rely on this infor-
mation to predict how each class of users should behave in order to become satisfied
by using patterns were collected and analyzed by using the embedded modules in
mobile applications. According to the results, as time passes and more records are
stored on the central server, previous experiences are used to suggest better routes,
leading to shorter paths, less time consuming, fewer turns, and collisions with walls.
Thus, it was concluded that the accuracy of routing with this method depends on
the amount of collected data. More specifically, if the real world data adaptation
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collected exceeds over 50%, history of behavioral pattern usage can significantly
improve INS and, thus, it lead to lower positioning errors and route improvement
compared with the previous ones.

7.2 Discussion

In this study, the real environment conditions was simulated and indoor navigation
was based on the scenes observed from simulation. To further accurate and realis-
tic results, primary deployment by means of iBeacon or access point is indispens-
able. The significant challenge in deploying beacon-based navigation systems is the
necessity of employing an efficient and costly beacon planning procedure to identify
potential iBeacon placement locations [42]. Given the availability of infrastructure
required for Wi-Fi-based positioning in public buildings, it is the most common
deployed method in real world [43]. Moreover, Bluetooth Low Energy (BLE) bea-
cons has good results on noise reduction and movement adaptation [44]. Using the
developed mobile application and collecting data over a specified period, we will
definitely achieve results that are more accurate. With regard to papers [45, 46], it is
obvious that ML-based techniques are one of the best supplements for indoor navi-
gation system’s target achievements. Our proposed method is scalable in comparison
with existing methods because of following reasons: First, initial deployment is not
necessary for algorithm optimization experiment. Moreover, it leads to reduced con-
gestion, less time, and best route suggestion. Although the computational cost of
the proposed algorithm is high, it contributes to time and congestion reduction. In
addition, depending on environmental changes, our system provisions the optimal
route.

7.3 Future Works

For more accurate predictions, more effective fields must be integrated in data min-
ing. For example, demographic features such as location, gender, age, education,
occupation can affect data mining results and lead to improved outcomes. The field
of data mining techniques and, of course, the use of a variety of other techniques for
clustering and prioritizing users in areas with a large number of users, which is partly
in the big data domain, is quite broad. Based on the use of data mining techniques,
the following suggestions were made:

1. One of the interesting future direction is changing the placement of some features
based on the collected information; for example, we can replace a nursing station
or a doctor’s officewith other features to provide better services.Moreover, since
most users visit the triage upon entering, we can place the triage closer to the
entrance. We can also place frequently used stations in more accessible places,
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enabling us to provide services for 2000 instead of 1000 user per day in the same
(10 × 10) m space.

2. In this study, due to the special conditions of the simulations, time spent and
steps taken factors were weighted equally. However, in real life, these factors
can be weighted variedly based on the environment and also other factors such
as energy.

3. Future studies may include the establishment of data mining analysis standards,
such as data security, data retention technology for users’ private information,
data transparency, data performance measures, and the collaboration ability of
the payment system.

8 Conclusion

In this study, an intelligent machine learning based indoor navigation system for IoT
scenarios is presented where historical data were used to suggest better iteration in
a smart scenario (e.g. hospital, airport). In addition, the proposed solution improves
routing by decreasing the number of turns and encounter with obstacles. Our models
for navigation has been formulated based on a heuristic algorithm by combining
greedy and random forest algorithms for an efficient routing. Finally the performance
of the proposed strategy is evaluated by simulation where the results demonstrated
that the proposal scheme outperforms the existing methods in terms of traveled
distance and elapsed time. Running the simulator on initial training data brought
about a 25% improvement in comparison with the basic algorithm. In short, the
proposed method provides better solution for intelligent indoor navigation and can
be used in many smart cities scenarios where an optimal iteration is needed.
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