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Abstract The theory of Narrative Economics suggests that narratives present in
media influence market participants and drive economic events. In this chapter,
we investigate how financial news narratives relate to movements in the CBOE
Volatility Index. To this end, we first introduce an uncharted dataset where news
articles are described by a set of financial keywords. We then perform topic
modeling to extract news themes, comparing the canonical latent Dirichlet analysis
to a technique combining doc2vec and Gaussian mixture models. Finally, using
the state-of-the-art XGBoost (Extreme Gradient Boosted Trees) machine learning
algorithm, we show that the obtained news features outperform a simple baseline
when predicting CBOE Volatility Index movements on different time horizons.

1 Introduction

Nowadays market participants must cope with new sources of information that
yield large amounts of unstructured data on a daily basis. These include sources
such as online new articles and social media. Typically, this kind of information
comes in the form of text catered to human consumption. However, humans struggle
to identify relevant complex patterns that are hidden in enormous collections of
data. Therefore, investors, regulators, and institutions would benefit from more
sophisticated automated approaches that are able to extract meaningful insights from
such information. This need has become increasingly relevant since the inception of
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Narrative Economics [23]. This theory proposes that the presence of narratives in
media influence the belief systems of market participants and even directly affect
future economic performance. Consequently, it would be useful to apply advanced
data science techniques to discern possible narratives in these information sources
and assess how they influence the market.

Currently, two distinct paradigms exist that show potential for this task. First,
topic modeling algorithms analyze the text corpora in order to automatically
discover hidden themes, or topics, present in the data. At a high level, topic
models identify a set of topics in a document collection by exploiting the statistical
properties of language to group together similar words. They then describe a
document by assessing the mixture of topics present in the document. That is, they
determine the proportion of each topic present in the given document. Second, Text
Embedding techniques infer vector representations for the semantic meaning of
text. While extremely popular in artificial intelligence, their use is less prevalent
in economics. One potential reason is that topic models tend to produce human-
interpretable models as they associate probabilities with (groups of) words. In
contrast, humans have more difficulties capturing the meaning of the vectors of real
values produced by embedding methods.

In the context of narratives, preceding work in the domain of topic modeling has
already shown that certain latent themes extracted from press releases and news
articles can be predictive for future abnormal stock returns [10, 9] and volatility [3].
Similarly, researchers have explored this using Text Embedding on news articles to
predict bankruptcy [16] and abnormal returns [25, 1].

The contribution of this chapter is multifaceted. First, we noticed that most
research involving topic modeling is constrained by the intricate nature of natural
language. Aspects such as rich vocabularies, ambiguous phrasing, and complex
morphological and syntactical structures make it difficult to capture information
present in a text article. Consequently, various imperfect preprocessing steps such
as stopword removal, stemming, and phrase detection have to be utilized. This study
therefore refrains from applying quantification techniques on raw news articles.
Instead, we introduce an unprecedented corpus of historical news metadata using
the Financial Times news API, where each news article is represented by the
set of financial sub-topics it covers. Second, at the time of writing, this study
offers the first attempt to investigate the interplay between narratives and implied
volatility. We hypothesize that the presence of financial news narratives can instill
fear in market participants, altering their perception of market risk and consequently
causing movements in the CBOE Volatility Index, also known as the fear index. In
order to test this hypothesis, we first extract latent themes from the news corpus
using two different topic modeling approaches. We employ the canonical latent
Dirichlet analysis but also an alternative methodology using the modern doc2vec
and Gaussian mixture models. Finally, using the state-of-the-art XGBoost (Extreme
Gradient Boosted Trees) machine learning algorithm, we model the interplay
between the obtained news features and the CBOE Volatility Index. We show that
we can predict movements for different time horizons, providing empirical evidence
for the validity of our hypothesis.
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The remainder of this chapter is structured as follows: Section 2 outlines the
preliminary material necessary to understand the applied methodology in our study,
which in turn is detailed in Sect. 3. Section 4 then presents the experimental results
together with a discussion, and finally Sect. 5 offers a conclusion for our conducted
research.

2 Preliminaries

Our approach for extracting news narratives from our news dataset builds on several
techniques, and this section provides the necessary background to understand
our methodology. Section 2.1 describes existing topic modeling methodologies.
Section 2.2 presents the Gradient Boosted Trees machine learning model. Lastly,
Sect. 2.3 defines the notion of market risk and its relation to the CBOE Volatility
Index.

2.1 Topic Modeling

Topic models are machine learning algorithms that are able to discover and
extract latent themes, or topics, from large and otherwise unstructured collections
of documents. The algorithms exploit statistical relationships among words in
documents in order to group them into topics. In turn, the obtained topic models
can be used to automatically categorize or summarize documents up to scale that
would be unfeasible to do manually.

This study considers two different approaches of topic modeling. Section 2.1.1
details the popular latent Dirichlet analysis (LDA). Sections 2.1.2 and 2.1.3 describe
the paragraph vector technique and Gaussianmixturemodels, respectively. Note that
only the former is an actual topic modeling algorithm. However, the Methodology
section (Sect. 3) will introduce a topic modeling procedure by combining paragraph
vector and Gaussian mixture models.

2.1.1 Latent Dirichlet Analysis

Latent Dirichlet analysis (LDA) [4] belongs to the family of generative probabilistic
processes. It defines topics to be random distributions over the finite vocabulary
present in a corpus. The method hinges on the assumption that every document
exhibits a random mixture of such topics and that the entire corpus was generated
by the following imaginary two-step process:

1. For every document d in corpusD, there’s a random distribution θd overK topics
where each entry θd,k represents the proportion of topic k in document d .
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2. For each word w in document d , draw a topic z from θd and sample a term from
its distribution over a fixed vocabulary given by βz.

The goal of any topic modeling is to automatically discover hidden topic
structures in the corpus. To this end, LDA inverts the previously outlined imaginary
generative process and attempts to find the hidden topic structure that likely pro-
duced the given collection of documents. Mathematically, the following posterior
distribution is to be inferred:

P(β1:K, θ1:D, z1:D | w1:D) = P(β1:K, θ1:D, z1:D,w1:D)

p(w1:D)
. (1)

Unfortunately, Eq. 1 is generally deemed computationally intractable. Indeed,
the denominator denotes the probability of seeing the observed corpus under any
possible topic model. Since the number of possible topic models is exponentially
large, it is computational intractable to compute this probability [4]. Consequently,
practical implementations resort to approximate inference techniques such as online
variational Bayes algorithms [13].

The inference process is mainly governed by the hyper-parameters K and
Dirichlet priors α and η. The parameter K indicates the number of latent topics
to be extracted from the corpus. The priors control the document-topic distribution
θ and topic-word distribution β, respectively. Choosing the right values for these
hyper-parameters poses intricate challenges due to the unsupervised nature of the
training process. Indeed, there is no prior knowledge as to how many and what
kind of hidden topic structures reside within a corpus. Most research assesses
model quality based on manual and subjective inspection (e.g., [3, 9, 10]). They
examine the most probable terms per inferred topic and subsequently gauge them for
human interpretability. Because this is a very time-intensive procedure and requires
domain expertise, an alternative approach is to use quantitative evaluation metrics.
For instance, the popular perplexity metric [26] gauges the predictive likelihood of
held-out data given the learned topic model. However, the metric has been shown
to be negatively correlated with human interpretable topics [6]. Newer and better
measures have been proposed in the domain of topic coherence. Here, topic quality
is based on the idea that a topic is coherent if all or most of its words are related [2].
While multiple measures have been proposed to quantify this concept, the coherence
method named Cv has been shown to achieve the highest correlation with human
interpretability of the topics [20].

2.1.2 Paragraph Vector

Paragraph vector [15], commonly known as doc2vec, is an unsupervised framework
that learns vector representations for semantics contained in chunks of text such
as sentences, paragraphs, and documents. It is a simple extension to the popular
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Fig. 1 The two word2vec approaches CBOW (left) and skip-gram (right) and their neural network
architectures [17] for word predictions. The variables W and U represent matrices that respectively
contain the input and output layer weights of the neural network. Function h is an aggregation
function for the CBOW method to combine the multiple of input words w

word2vecmodel [17], which is a canonical approach for learning vector representa-
tions for individual words.

Word2vec builds on the distributional hypothesis in linguistics, which states that
words occurring in the same context carry similar meaning [12]. There are two
canonical approaches for learning a vector representation of a word: continuous bag
of words (CBOW) and skip-gram. Both methods employ a shallow neural network
but differ in input and output. CBOW attempts to predict which word is missing
given its context, i.e., the surrounding words. In contrast, the skip-gram model
inverts the prediction task and given a single word attempts to predict which words
surround it. In the process of training a model for this prediction task, the network
learns vector representations for words, mapping words with similar meaning to
nearby points in a vector space. The architectures of both approaches are illustrated
in Fig. 1. The remainder of this section continues to formally describe the CBOW
method. The mathematical intuition of skip-gram is similar and can be inferred from
the ensuing equations.

Formally, given a sequence of words w1, w2, . . . , wN , the objective of the
continuous bag of words framework is to minimize the average log probability given
by:

− 1

N

N−k∑

n=k

logp(wn | wn−k, . . . , wn+k) (2)

where k denotes the number of context words to be considered on either side. Note
that the value 2k + 1 is often referred to as the window size. The prediction of the
probability is typically computed using a softmax function, i.e.:

logp(wn | wn−k, . . . , wn+k) = eywt

∑
i eyi

(3)
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with yi being the unnormalized log probability for each output word i, which in turn
is specified by:

y = b + Uh(wn−k, . . . , wn+k; W) (4)

where matrix W contains the weights between the input and hidden layers, matrix
U contains the weights between the hidden and output layers, b is an optional bias
vector, and lastly h is a function that aggregates the multiple of input vectors into
one, typically by concatenation or summation.

The word vectors are learned by performing predictions, as outlined by Eqs. 3
and 4, for each word in the corpus. Errors made while predicting words will then
cause the weights W and U of the network to be updated by the backpropagation
algorithm [21]. After this training process converges, the weights W between the
input and hidden layer represent the learned word vectors, which span a vector
space where words with similar meaning tend to cluster. The two key hyper-
parameters that govern this learning process are the word sequence length n and
the word vector dimension d . Currently no measures exist to quantify the quality of
a learned embedding, so practitioners are limited to performing a manual, subjective
inspection of the learned representation.

Paragraph vector, or doc2vec, is a simple extension to word2vec which only
differs in input. In addition to word vectors, this technique associates a vector
with a chunk of text, or paragraph, to aid in predicting the target words. Note that
word2vec builds word vectors by sampling word contexts from the entire corpus.
In contrast, doc2vec only samples locally and restricts the contexts to be within the
paragraph. Evidently, doc2vec not only learns corpus-wide word vectors but also
vector representations for paragraphs. Note that the original frameworks depicted
in Fig. 1 remain the same aside from some subtle modifications. The continuous
bag of words extension now has an additional paragraph vector to predict the target
word, whereas skip-gram now exclusively uses a paragraph vector instead of a word
vector for predictions. These extensions are respectively called distributed memory
(PV-DM) and distributed bag of words (PV-DBOW).

2.1.3 Gaussian Mixture Models

Cluster analysis attempts to identify groups of similar objects within the data. Often,
clustering techniques make hard assignments where an object is assigned to exactly
one cluster. However, this can be undesirable at times. For example, consider the
scenario where the true clusters overlap, or the data points are spread out in such a
way that they could belong to multiple clusters. Gaussian mixture models (GMM)
that fit a mixture of Gaussian distributions on data overcome this problem by
performing soft clustering where points are assigned a probability of belonging to
each cluster.

A Gaussian mixture model [19] is a parametric probability density function
that assumes data points are generated from a mixture of different multivariate
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Gaussian distributions. Each distribution is completely determined by its mean μ

and covariance matrix Σ , and therefore, a group of data points x with dimension D

is modeled by the following Gaussian density function:

N (x | μ,Σ) = 1

(2π)D/2|Σ|1/2 exp
(

− 1

2
(x − μ)T Σ−1(x − μ)

)
. (5)

The Gaussian mixture model, which is a weighted sum of Gaussian component
densities, is consequently given by:

p(x) =
K∑

k=1

πkN (x | μk,Σk) (6)

K∑

k=1

πk = 1. (7)

The training process is comprised of finding the optimal values for the weights
πk , means μk , and covariances Σk of each Gaussian component. Inferring these
parameters is usually done using the expectation-maximization algorithm [14]. Note
that Eqs. 6 and 7 require knowing k, which is the number of Gaussian components
present in the data. However, in practice this is a hyper-parameter that must be tuned.
A popular method to assess how well a Gaussian mixture model fits the data is by
using the Bayesian Information Criterion [22], where the model with the lowest
score is deemed best. This criterion is formally defined as:

BIC = ln(n)k − 2 ln(L̂). (8)

where L̂ is the maximized value of the likelihood function of the model, n the
sample size, and k is the number of parameters estimated by the model. Increasing
the number of components in the model will typically yield a higher likelihood
of the used training data. However, this can also lead to overfitting. The Bayesian
Information Criterion accounts for this phenomenon by introducing the term ln(n)k

that penalizes a model based on the number of parameters it contains.

2.2 Gradient Boosted Trees

In the domain of machine learning, algorithms infer models on a given data in order
to predict a supposed dependent variable. One of the most simple algorithms is
CART [5], which builds a decision tree model. However, a single tree’s prediction
performance usually does not suffice in practice. Instead, ensembles of trees are built
where the prediction is made by multiple trees together. To this end, the Gradient
Boosted Trees algorithm [11] builds a sequence of small decision trees where each
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tree attempts to correct the mistake of the previous one. Mathematically, a Gradient
Boosted Trees model can be specified as:

ŷi =
K∑

k=1

fk(xi), fk ∈ F (9)

where K is the number of trees and f is a function in the set F of all possible
CARTs. As with any machine learning model, the training process involves finding
the set of parameters θ that best fit the training data xi and labels yi . An objective
function is therefore maximized containing both a measure for training loss and a
regularization term. This can be formalized as:

obj(θ) =
n∑

i=1

l(yi, ŷ
(t)
i ) +

t∑

i=1

Ω(fi) (10)

where l is a loss function, such as the mean squared error, t the amount of learned
trees at a given step in the building process, and Ω the regularization term that
controls the complexity of the model to avoid overfitting. One way to define the
complexity of a tree model is by:

Ω(f ) = γ T + 1

2
λ

T∑

j=1

w2
j (11)

with w the vector of scores on leaves, T the number of leaves, and hyper-parameters
γ and λ.

2.3 Market Risk and the CBOE Volatility Index (VIX)

In the world of derivatives, options are one of the most prominent types of financial
instruments available. A prime example is the European call option, giving the
holder the right to buy stock for a pre-determined price K at time T . Options are
exposed to risk for the duration of the contract. To quantify this risk, the expected
price fluctuations of the underlying asset are considered over the course of the option
contract. A measure that gauges this phenomenon is implied volatility and varies
with the strike price and duration of the option contract. A famous example of such
a measure in practice is the CBOE Volatility Index. This index, better known as
VIX, is a measure of expected price fluctuations in the S&P 500 Index options over
the next 30 days. It is therefore often referred to as the fear index and is considered
to be a reflection of investor sentiment on the market.



Quantifying News Narratives to Predict Movements in Market Risk 273

3 Methodology

The main goal of this study is to explore the following question:

Are narratives present in financial news articles predictive of future movements in the CBOE
Volatility Index?

In order to investigate the interplay between narratives and implied volatility, we
have collected a novel news dataset which has not yet been explored by existing
research. Instead of containing the raw text of news articles, our dataset simply
describes each article using a set of keywords denoting financial sub-topics. Our
analysis of the collected news data involves multiple steps. First, because there are
both many keywords and semantic overlaps among different ones, we use topic
modeling to group together similar keywords. We do this using both the canonical
Latent Dirichlet analysis and an alternative approach based on embedding methods,
which have received less attention in the economics literature. Second, we train a
machine-learned model using these narrative features to predict whether the CBOE
Volatility Index will increase or decrease for different time steps into the future.

The next sections explain our applied methodology in more detail. Sect. 3.1
describes how we constructed an innovative news dataset for our study. Section 3.2
then rationalizes our choice for topic modeling algorithms and details both proposed
approaches. Section 3.3 then elaborates on how we applied machine learning on
the obtained narrative features to predict movements in the CBOE Volatility Index.
Lastly, Sect. 3.4 describes the time series cross-validation method we used to
evaluate our predictions.

3.1 News Data Acquisition and Preparation

We used the Financial Times news API to collect keyword metadata of news articles
published on global economy spanning the years 2010 and 2019. Every article is
accompanied by a set of keywords where each keyword denotes a financial sub-
topic the article covers. Keywords include terms such as Central Banks, Oil, and
UK Politics. In total, more than 39,000 articles were obtained covering a variety
of news genres such as opinions, market reports, newsletters, and actual news. We
discarded every article that was not of the news genre, which yielded a corpus of
roughly 26,000 articles. An example of the constructed dataset can be seen in Fig. 2.

Fig. 2 An example slice of the constructed temporally ordered dataset where a news article is
represented by its set of keywords
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We investigated the characteristics of the dataset and found 677 unique financial
keywords. Not all keywords are as equivalently frequent as the average and median
keyword frequency is respectively 114 and 12 articles. Infrequent keywords are
probably less important and too specific. We therefore decided to remove the
keywords that had occurred less than five times, which corresponds to the 32nd
percentile. In addition, we found that keywords Global Economy and World are
respectively present in 100 and 70% of all keywords sets. As their commonality
implies weak differentiation power, we omitted both keywords from the entire
dataset. Ultimately, 425 unique keywords remain in the dataset. The average
keyword set is 6 terms long and more than 16,000 unique sets exist.

Note that in the following sections, terms like article, keyword set, and document
will be used interchangeably and are therefore equivalent in meaning.

3.2 Narrative Extraction and Topic Modeling

There are several obvious approaches for extracting narratives and transforming
the news corpus into a numerical feature matrix. The most straightforward way is
to simply consider the provide keywords about financial sub-topics and represent
each article as a binary vector of dimension 1 × 425, with 1 binary feature
denoting the presence/absence of each of the 425 unique keywords. However, this
approach yields a sparse feature space and more importantly neglects the semantics
associated with each keyword. For example, consider the scenario where three sets
are principally equal except for respectively those containing the terms Federal
Reserve, Inflation, and Climate. Using the aforementioned approach, this scenario
would yield three vectors that are equal in dissimilarity. In contrast, a human reader
would use semantic information and consider the first two sets to be closely related.
Naturally, incorporating semantic information is advantageous in the context of
extracting narratives. We therefore employ topic modeling techniques that group
keywords into abstract themes or latent topics based on co-occurrence statistics.
This way, a keyword set can be represented as a vector of dimension 1 × K ,
denoting the present proportion of each latent topic ki . In doing so, keyword sets
become more comparable on a semantic level, solving the previously outlined
problem. Figure 3 demonstrates the result of this approach,where an over-simplified
scenario is depicted using the three keyword sets from the previous example. The
keyword sets containing the keywordsFederal Reserve and Inflation are now clearly
mathematically more similar, suggesting the persistence of some narrative during
that time.

To conclude formally, given a series of N news articles each represented by a
keyword set, we first transform every article into a vector representing a mixture
of K latent topics. This yields a temporally ordered feature matrix X of dimension
N×K where each entry xn,k represents the proportion of topic k in article n. We then
aggregate the feature vectors of articles published on the same day by summation,
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Fig. 3 An illustration of keyword sets being expressed as combinations of their latent themes. In
this scenario, the three existing latent themes (clouds) make the documents directly comparable.
As a consequence, more similar documents are closer to each other in a vector space

producing a new feature matrix X′ of dimension T × K , where each entry xt,k now
represents the proportion of topic k on day t .

The following sections present how we employed two different approaches to
achieve this transformation.

3.2.1 Approach 1: Narrative Extraction Using Latent Dirichlet Analysis

In our study, we utilized the Python libraryGensim [18] to build LDA topic models.
As explained in Sect. 2.1.1, the learning process is primarily controlled by three
hyper-parametersK , α, and β. In the interest of finding the optimal hyper-parameter
setting, we trained 50 different LDA models on all news articles published between
the years 2010 and 2017 by varying the hyper-parameter K from 20 to 70. Prior
distributions α and β were automatically inferred by the algorithm employed in
Gensim. Subsequently, we evaluated the obtained models based on the proposed
topic coherence measure Cv [20]. Figure 4 shows the coherence values for different
values of K .

Note that the model achieving the highest score is not necessarily the best.
Indeed, as the number of parameters in a model increases, so does the risk of
overfitting. To alleviate this, we employ the elbow method [24] and identify the
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Fig. 4 Topic coherence score achieved by different LDA models for varying values of k. Results
were obtained by training on news articles published between the years 2010 and 2017

smallest number of k topics where the score begins to level off. We observed this
phenomenon for k = 31, where the graph (Fig. 4) shows a clear angle or so-called
elbow. Although a somewhat subjective method, this likely yields an appropriate
value for K that captures enough information without overfitting on the given data.

Finally, we can transformN given news articles into a temporally ordered feature
matrix X of dimension N × 31 using the best performing topic model LDA(31). In
turn, we aggregate the feature vectors of articles published on the same day by
summation, transforming matrix X into matrix X′ of dimension T × 31.

3.2.2 Approach 2: Narrative Extraction Using Vector Embedding and
Gaussian Mixture Models

As LDA analyzes documents as bag of words, it does not incorporate word order
information. This subtly implies that each keyword co-occurrence within a keyword
set is of equal importance. In contrast, vector embedding approaches such as
word2vec and doc2vec consider co-occurrence more locally by using the word’s
context (i.e., its neighborhood of surrounding words). In an attempt to leverage
this mechanism, we introduced order in the originally unordered keyword sets.
Keywords belonging to the same financial article are often related to a certain
degree. Indeed, take, for example, an article about Brexit that contains the keywords
Economy, UK Politics, and Brexit. Not only do the keywords seem related, they
tend to represent financial concepts with varying degrees of granularity. In practice,
because keyword sets are unordered, more specialized concepts can end up in the
vicinity of more general concepts. Evidently, these concepts will be less related,
which might introduce noise for vector embedding approaches looking at a word’s
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Fig. 5 An illustration of ordering a keyword set based on total corpus frequency. The arrow is an
indicator of subsumption by a supposed parent keyword

context. We therefore argue that by ordering the keywords based on total frequency
across the corpus, more specific terms will be placed closer to their subsuming
keyword. This way, relevant terms are likely to be brought closer together. An
example of this phenomenon is demonstrated in Fig. 5.

Note that the scenario depicted in Fig. 5 is ideal, and in practice the proposed
ordering will also introduce noise by placing incoherent topics in each other’s
vicinity. The counts used for ordering were based on news articles published
between 2010 and 2017.

For the purpose of topic modeling, we combined doc2vecwith Gaussian mixture
models. First, doc2vec is trained on a collection of ordered keyword sets, generating
a vector space where similar sets are typically projected in each other’s vicinity.
Next, a Gaussian mixture model is fitted on this vector space to find k clusters or
latent topics. In doing so, each document can then be expressed as a mixture of
different clusters. doc2vec allows retrieving the original document associated with a
certain vector. This way, we can compute word frequencies for each cluster, which
in turn allows us to interpret them.

In practice, we built doc2vec models using the Python library Gensim. Recall
that sliding window size w and vector dimension d are both important hyper-
parameters to the training process. Unlike LDA, there is no quantifiable way to
assess the effectiveness of an obtained vector space. We therefore built six doc2vec
models using both PV-DBOW and PV-DM, choosing different sliding window sizes
w ∈ {2, 5, 8} for a constant d = 25. Most research utilizing these techniques
tends to use arbitrary vector dimensions without experimental validation (i.e.,
[17, 15, 8]), suggesting that performance isn’t very sensitive to this hyper-parameter.
Our decision for the dimension hyper-parameter was ultimately also arbitrary, but
chosen to be on the low end given that we are analyzing a relatively small corpus
with a limited vocabulary. Each of the obtained vector spaces is then fitted with
a Gaussian mixture model to cluster the vector space into k different topics. For
each vector space, we found the optimal value for k by fitting 50 different Gaussian
mixture models with k ∈ {20, 70}. We then applied the elbow technique, introduced
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Table 1 The optimal number of Gaussian mixture components for each vector space obtained by
using doc2vec with vector dimension d = 25 and window size w ∈ {2, 5, 8}. The results were
found by applying the elbow method on the BIC of the Gaussian mixture models

2 5 8

PV-DBOW 32 38 40

PV-DM 34 36 30

in Sect. 3.2.1, on the graphs of the obtained Bayesian Information Criterion scores.
Table 1 presents the optimal values for k found for each vector space.

For each configuration, we can now transform the N given news articles into a
temporally ordered feature matrix X of dimension N × K by first obtaining the
vector representation for each article using doc2vec and subsequently classifying
it with the associated Gaussian mixture model. Again, feature vectors of articles
published on the same day are aggregated by summation, transforming matrix X

into matrix X′ of dimension T × K .

3.3 Predicting Movements in Market Risk with Machine
Learning

In our study, we took the CBOE Volatility Index as a proxy for market risk. Instead
of solely studying 1-day-ahead predictions, we chose to predict longer-term trends
in market risk as well. Consequently, we opted to predict whether the CBOE
Volatility Index closes up or down in exactly 1, 2, 4, 6, and 8 trading days.

We downloaded historical price data of VIX through Yahoo Finance. Data
points represent end-of-day close prices and have a daily granularity. To construct
the actual target feature, we define the n-day-ahead difference in market implied
volatility on day i as y∗

i = (ivolatilityi+n − ivolatilityi ) where ivolatilityi denotes
the end-of-daymarket-implied volatility on day i. We consider the movements to be
upward whenever y∗

i > 0 and downward whenever y∗
i ≤ 0. The final target feature

is therefore a binary feature obtained by applying case equation 12.

yi =
{
1, if y∗

i > 0.

0, otherwise.
(12)

In order to predict our target variable, we chose to employ XGBoost’s imple-
mentation of Gradient Boosted Trees [7]. The implementation is fast and has
been dominating Kaggle data science competitions since its inception. Moreover,
because forest classifiers are robust to large feature spaces and scaling issues, we
do not have to perform standardization or feature selection prior to utilization.
Ultimately, we used eight distinctive XGBoost configurations in each experiment,
with max_depth ∈ {4, 5, 6, 7}, and n_estimators ∈ {200, 400}. These models
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were trained on a temporally ordered feature matrix X∗ of dimension T × (K + 1),
obtained by concatenating the feature matrix X comprised of narrative features of
dimension T × K together with the CBOE Volatility Index’ close prices. Note that
special care was taken to not introduce data leakage when using topic models to
obtain the narrative feature matrix X. To this end, each prediction for given day t

was made using feature vectors obtained by a topic model that was trained on news
articles published strictly before day t .

3.4 Evaluation on Time Series

The Gradient Boosted Trees are evaluated using cross-validation, where data is
repeatedly split into non-overlapping train and test sets. This way models are trained
on one set and afterward evaluated on a test set comprised of unseen data to give
a more robust estimate of the achieved generalization. However, special care needs
to be taken when dealing with time series data. Classical cross-validation methods
assume observations to be independent. This assumption does not hold for time
series data, which inherently contains temporal dependencies among observations.
We therefore split the data into training and test sets which take the temporal order
into account to avoid data leakage. To be more concrete, we employ Walk Forward
Validation (or Rolling Window Analysis) where a sliding window of t previous
trading days is used to train the models and where trading day tt+1+m is used for
the out-of-sample test prediction. Note that special care needs to be taken when
choosing a value for m. For example, if we want to perform an out-of-sample
prediction for our target variable 2 days into the future given information on day
ti , we need to leave out day ti−1 from the train set in order to avoid data leakage.
Indeed, the training data point ti−1 not only contains the information of narratives
present on the said day but also whether the target variable has moved up or down
by day ti+1. It is evident that in reality we do not possess information on our target
variable on day ti+1 at the time of our prediction on day ti . Consequently, m has to
be chosen so that m ≥ d − 1 where d denotes how many time steps into the future
the target variable is predicted.

Table 2 illustrates an example of this method where ti denotes the feature vector
corresponding to trading day i and predictions are made 2 days into the future. Note
that in this scenario, when given a total of n observations and a sliding window
of length t , you can construct a maximum of n − (t + m) different train-test
splits. Moreover, models need to be retrained during each iteration of the evaluation
process, as is the case with any cross-validation method.
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Table 2 Example of Walk Forward Validation where ti represents the feature vector of trading
day i. In this example, a sliding window of size three is taken to learn a model that predicts a
target variable 2 days into the future. During the first iteration, we use the feature vectors of the
first 3 consecutive trading days to train a model (underlined) and subsequently test the said model
on the 5th day (bold), leaving out the 4th day to avoid data leakage as described in Sect. 3.4. This
process is repeated j times where, after each iteration, the sliding window is shifted in time by 1
trading day

Iteration Variable roles

1 t1 t2 t3 �t4 t5 t6 · · · tn

2 t1 t2 t3 t4 �t5 t6 · · · tn
.
.
.

.

.

.

j t1 · · · tn−4 tn−3 tn−2 ��tn−1 tn

4 Experimental Results and Discussion

In this section, we present our experimental methodology and findings from our
study. The study consists of two parts. First, we examined the soundness of our
two proposed strategies for performing topic modeling on keyword sets. To this
end, we contrasted the predictive performance of each strategy to a simple baseline
for different prediction horizons. Second, we investigated the interplay between the
prediction horizon and each feature setup on predictive performance.

4.1 Feature Setups and Predictive Performance

We examined whether feature matrices containing narrative features (obtained by
the methodologies proposed in Sects. 3.2.1 and 3.2.2) achieve a better predictive
accuracy compared to a simple baseline configuration that solely uses the daily
CBOE Volatility Index’ closing values as the predictive feature. To this end,
we investigated the predictive performance for predicting CBOE Volatility Index
movements for 1, 2, 4, 6, and 8 days ahead.

The Gradient Boosted Trees were trained on a sliding window of 504 trading
days (2 years), where the out-of-sample test case was picked in function of the
prediction horizon and according to the method outlined in Sect. 3.4. Because the
optimal hyper-parameters for both our topic modeling approaches were found by
utilizing news articles published between 01/01/2010 and 31/12/2017 (Sect. 3.2),
we constrained our out-of-sample test set to the years 2018 and 2019 to avoid data
leakage. Consequently, the trained Gradient Boosted Trees models were evaluated
on 498 different out-of-sample movement predictions for the CBOE Volatility
Index. Each proposed feature setup had a unique temporally ordered feature matrix
of dimension 1002 × Ci , where Ci denotes the number of features for a particular
setup i. We chose to quantify the performance of our predictions by measuring the
predictive accuracy. Note that the target variable is fairly balanced with about 52%
down movements and 48% up movements.



Quantifying News Narratives to Predict Movements in Market Risk 281

First, to examine the baseline configuration, predictions and evaluations were
done using a temporally ordered feature matrix Xvix of dimension 1002 × 1 where
each entry xt represents the CBOE Volatility Index closing value for trading day
t . Second, to study the performance of the feature matrix obtained by the latent
Dirichlet analysis method outlined in Sect. 3.2.1, predictions and evaluations were
done using a temporally ordered feature matrix Xlda of dimension 1002× (31+ 1).
This feature matrix contains 31 topic features and an additional feature representing
daily CBOE Volatility Index closing values. Lastly, to investigate the performance
of the feature matrices obtained by using doc2vec and Gaussian mixture models
outlined in Sect. 3.2.2, predictions and evaluations were done using six different
temporally ordered features matrices Xi

d2v of dimension 1002 × (Ki + 1) where
Ki denotes the amount of topic features associated with one of the six proposed
configurations. Note again that an additional feature representing daily CBOE
Volatility Index closing values was added to the feature matrices.

Table 3 presents the best accuracy scores obtained by the Gradient Boosted Trees
for different prediction horizons, following the methodology outlined in Sects. 3.3
and 3.4. First, Table 3 shows that for each prediction horizon except for the last
one, there exists a feature setup that improves the predictive performance compared
to the baseline. Second, for the scenario where movements are predicted 4 days
into the future, all feature setups manage to outperform the baseline. In addition,
all doc2vec feature setups manage to outperform the baseline and latent Dirichlet
analysis feature setups for 6-day-ahead predictions. Third, the number of feature
setups that outperform the baseline (bold numerals) increases as we predict further
into the future. However, this trend does not hold when predicting 8 days into the
future. Lastly, the doc2vec scenario, where PV-DM is used with a window size of
two, seems to perform best overall except for the scenario where movements are
predicted 2 days ahead.

Table 3 This table shows different feature setups and their best accuracy score obtained by
Gradient Boosted Trees while predicting t-days ahead CBOE Volatility Index movements during
2018–2019 for t ∈ {1, 2, 4, 6, 8}. It demonstrates the contrast between simply using VIX closing
values as a predictive feature (baseline) and feature matrices augmented with narrative features
using respectively latent Dirichlet analysis (Sect. 3.2.1) and a combination of doc2vec and Gaussian
mixture models (Sect. 3.2.2). Bold numerals indicate whether a particular setting outperforms the
baseline, where underlined numerals indicate the best performing setting for the given prediction
horizon

t = 1 t = 2 t = 4 t = 6 t = 8

Baseline 54.0 51.5 53.4 54.4 56.1

LDA(31) 55.7 52.4 54.7 52.2 55.4

D2V(PV-DM, 2) 57.3 51.6 59.1 57.7 53.8

D2V(PV-DM, 5) 53.5 53.7 57.8 57.3 55.2

D2V(PV-DM, 8) 53.4 53.8 57.5 57.0 55.6

D2V(PV-DB, 2) 53.1 54.0 55.0 55.5 55.2

D2V(PV-DB, 5) 55.0 52.3 57.3 56.2 55.3

D2V(PV-DB, 8) 54.2 52.5 57.0 55.6 55.7
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In conclusion, the narrative features contribute to an increased predictive per-
formance compared to baseline. The doc2vec approach seems to yield the best
performing models overall, consistently outperforming both the baseline and latent
Dirichlet analysis feature setups for 4- and 6-day-ahead predictions. Lastly, the
results suggest that the prediction horizon has an effect on predictive performance.
The next section will investigate this further.

4.2 The Effect of Different Prediction Horizons

The results shown in Sect. 4.1 suggest that the prediction horizon influences the
predictive performance for all different feature setups. In this part of the study, we
investigated this phenomenon more in depth by examining to what degree feature
setups outperform the baseline in function of different prediction horizons. The
results are displayed in Fig. 6, where a bar chart is used to illustrate this interplay.
Note that for both doc2vec scenarios using respectively PV-DM and PV-DBOW, the

Fig. 6 This bar chart illustrates the effect of predictive performance when using different
prediction horizons for different feature setups. The height of a bar denotes the outperformance
of the given method compared to the baseline method of just using VIX closing values as the
predictive feature. Note that for both D2V (PV-DM) and D2V (PV-DB), the accuracy scores
were averaged across the different window size configurations prior to computing the prediction
outperformance
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accuracy scores were averaged across the different window size configurations prior
to comparing the prediction performance compared to the baseline method.

First, Fig. 6 shows that for 1-day-ahead predictions, the narrative features
obtained by using latent Dirichlet analysis perform better than doc2vec when
performances are averaged across the different window sizes. However, note that
the results from Sect. 4.1 show that the best performance for 1-day-ahead prediction
is still achieved by an individual doc2vec feature setup. Nonetheless, this indicates
that the performance of doc2vec feature setups is sensitive to the window size
hyper-parameter. Second, a clear trend is noticeable looking at the outperformance
achieved by both doc2vec PV-DM and PV-DBOW scenarios for different prediction
horizons. Indeed, the performance for both scenarios increases by extending the
prediction horizon. Moreover, the PV-DM method seems to consistently beat the
PV-DBOW method. Third, the optimal prediction horizon for the doc2vec feature
setups seems to be around 4 days, after which the performance starts to decline.
Lastly, no feature setup is able to outperform the baseline model on a prediction
horizon of 8 days.

In conclusion, we can state that the predictive performance of both latent Dirich-
let analysis and doc2vec behaves differently. The best performance is achieved by
doc2vec for a prediction horizon of 4 days, after which the performance starts to
decline. This may suggest that the narrative features present in news only influence
market participants for a short period of time, with market reaction peaking about 4
days into the future. Note that our study provides no evidence for causality.

5 Conclusion

Our study provides empirical evidence in favor of the theory of Narrative Economics
by showing that quantified narratives extracted from news articles, described by sets
of financial keywords, are predictive of future movements in the CBOE Volatility
Index for different time horizons. We successfully demonstrate how both latent
Dirichlet analysis and doc2vec combined with Gaussian mixture models can be
used as effective topic modeling methods. However, overall we find that the doc2vec
approach works better for this application. In addition, we show that the predictive
power of extracted narrative features fluctuates in function of prediction horizon.
Configurations using narrative features are able to outperform the baseline on 1-
day, 2-day, 4-day, and 6-day-ahead predictions, but not on 8-day-ahead predictions.
We believe this suggests that the narrative features present in news only influence
market participants for a short period of time. Moreover, we show that the best
predictive performance is achieved when predicting 4-day-ahead movements. This
may suggest that market participants not always react instantaneously to narratives
present in financial news, or that it takes time for this reaction to be reflected in the
market.
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