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Abstract. Cloud computing still one of the most hyped IT innova-
tions. It envisages a world where components can be rapidly released,
implemented, and scaled up and down providing an on-demand utility-
like model of allocation and consumption. Moreover, Cloud Management
Platform CMP is considered one of its typical components. It is a software
product that deploys and manages a Cloud infrastructure. OpenStack,
as the most widely adopted platform, has got more and more attention.
It aims to be competitive compared to other platforms, like Amazon Web
Services (AWS). Furthermore, the adoption of cloud solutions introduces
security and privacy concerns. OpenStack is no exception, and security
concerns are present in its lifecycle which makes its security analysis a
crucial mission. Therefore, this paper firstly presents a state of the art
of OpenStack components, sub-components, and their interaction. Then,
it focuses principally on an analysis of the most common vulnerabilities
affected by OpenStack. The analysis is based on ten years of security
reports. Our work leads to have a good comprehension of the OpenStack
project, identify its vulnerability trends, and characterize comprehen-
sively its security issues.
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1 Introduction

With the rising popularity of cloud computing in recent years, organizations
dealing with traditional computing environments could benefit from the cloud
without doing any upfront investment. Moreover, the cloud provides agility and
speed with economies of scale benefits. However, organizations will still have
some applications that run locally. In fact, according to [1] by 2021, 94% of
workloads and compute instances will be processed by cloud data centers, while
6% will be processed by traditional data centers (see Fig. 1). Also, the Global
Public Cloud Market size is expected to reach $488.5 billion by 2026, rising at a
market growth of 16% CAGR during the forecast period [2].
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Fig. 1. Increase the use of Cloud Computing by 2021

Furthermore, Cloud Computing can be helpful in calamitous moments, such
as Covid-19 Coronavirus. In fact, according to [3], Cloud Computing besides Al
solutions were developed by Alibaba to help China predict the peak, size, and
duration of the outbreak. Besides, authors in [4] argued that Cloud services can
be used to enhance the prediction process using high-speed computations. Addi-
tionally, Javaid et al. [5] confirmed that the Salesforce Care solution for health-
care providers received a large number of requests due to COVID-19. Therefore,
Cloud Computing, being public or private; for individuals or organizations; in
healthcare domain or another, keeps increasing and guiding the future toward a
digital world.

Actually, organizations can use cloud applications commonly called Software
as a Service (SaaS) [6], which really means applications running at data centers
owned by a cloud operator and accessed via the internet. Organizations can
also use cloud development platforms which are commonly called Platform as a
Service (PaaS) for their software developers. At last, organizations can leverage
the cloud by running some of their applications on computing resources in data
centers across the Internet; this is commonly called the infrastructure as a Service
(TaaS) consumption model [7]. Moreover, Fig. 2 presents the percentages of use
of the three cloud service models compared to the total cloud workloads and
compute instances from 2016 to 2021. IaaS is showing a decrease of 5%, while
PaaS and SaaS are growing respectively by 1% and 4%. Besides, the SaaS model
remains the first adapted model compared to other service models [1].

Cloud computing provides individual users and organizations with various
capabilities, to store and process their data in third-party data centers. They
may be located anywhere far from the user ranging in the distance from across
the city to across the world. There are four major deployment models of the
current clouds: Public Cloud, Private Cloud, Community Cloud, and Hybrid
Cloud.
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Fig. 2. Most popular cloud service model through 2021

Furthermore, individuals and companies have two options to enjoy Cloud
Computing. They either opt for public cloud solutions, such as Amazon Web
Services [8], and Microsoft Azure [9], or make their own private cloud infrastruc-
ture, and OpenStack [10] is the most popular non-proprietary software package
of its kind. In this work, we concentrate on IaaS cloud systems. In addition
to virtualization, IaaS systems principally consist of Cloud Management Plat-
forms CMPs. A CMP, such as OpenStack, Eucalyptus [11], CloudStack [12], and
OpenNebula [13], is a platform that deploys and manages a Cloud infrastructure.

Actually, OpenStack has emerged as an efficient infrastructure as a service
platform, developed in 2010 as a joint project of Rackspace Hosting and NASA.
It manages compute storage and networking resources throughout a data center.
All resources may be controlled through a dashboard that gives administrators
control while empowering their users to provision resources through a web inter-
face. OpenStack can be used to implement both private and public clouds. Until
now, OpenStack has released 22 versions from A (Austin) to V (Victoria).
During this evolution, functions of the system have been continuously improved
[2]. The project aims to deliver solutions for all types of clouds by being sim-
ple to implement, massively scalable, and feature-rich. OpenStack turns many
sets of hypervisors, storage, and network devices within a data center or across
multiple data centers into pools of resources. Furthermore, OpenStack provides
a cloud infrastructure with huge benefits in terms of resilience, performance
and compatibility. In fact, OpenStack’s performance was considered in [14] as
the best among the cloud management platforms (Eucalyptus, Apache Cloud-
Stack). Also, authors in [15] argued that OpenStack presents the best percentage
of resiliency, has more compatibility options, and is more stable compared to
Apache CloudStack and OpenNebula cloud solutions.

The adoption of cloud solutions introduces security and privacy concerns
due to the relocation of the resources and data to third-party infrastructures.
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OpenStack is no exception, and security issues are present in its lifecycle [16].
During this paper we attempt to answer the following questions:

— What characterizes more OpenStack in comparison to other cloud solutions?
— What are the different core and optional services of the OpenStack project?
— What are the most important OpenStack security issues?

— What type of vulnerabilities still affecting the OpenStack platform?

Keeping all these questions in mind this paper has been designed to cover the
different aspects of OpenStack’s modular architecture, analyze 9 years of Open-
Stack security reports, discuss a set of vulnerabilities affecting the framework,
and lastly try to detail the most important characteristics of current OpenStack
vulnerabilities.

The remainder of this paper is divided into five sections: Sect. 2 describes the
main modules of OpenStack architecture. Section 3 presents the related work.
Section 4 provides an analysis of current vulnerabilities of OpenStack. Finally,
the Sect. 5 states the conclusion.

2 OpenStack Architecture

OpenStack has a modular architecture with various code names for its compo-
nent projects. It is a powerful and highly configurable integration engine with
a set of core projects. What makes OpenStack quite special is that is a collec-
tion of multiple software and not a big piece of monolithic software. Actually,
it consists of several independent parts called OpenStack services. Each service
is designed to work together to provide a complete infrastructure as a service.
And the integration between services is facilitated through public Application
Programming Interfaces API that each service offers and in turn can consume.
We have three ways to use OpenStack: via the horizon dashboard which may
be the simplest, flexible, and easy way, via the command-line interface or the
API. In general, all those three methods use API at the back end. Figure 3
describes the relationship between the most commonly deployed services across
the OpenStack cloud.

2.1 Horizon (Dashboard)

Horizon [17] is the framework that provides the web interface for an easy man-
agement of instances and other OpenStack configuration. It is an ideal platform
for end-users doing self-service, while the dashboard is the web interface built
on top of that platform. Horizon gets the end-users’ instructions and reaches the
specific OpenStack service via its API and gives the instruction to that service
with the help of the restore interface. The Horizon’s design also allows for third
party products and services such as billing, monitoring and additional manage-
ment tools to be integrated. Service providers or any other user can customize
the dashboard with their brands or they can change the look and feel of the gooey
if they want to. Moreover, all the actions that are taken through the dashboard
result in calls to the API to complete the task requested by the end-user.



How Much Your Cloud Management Platform Is Secure? 1121

Provides auth Monitor Provides Ul

Registers hadoop Boots data processing
images in instances via L
A Assigns jobs
to
Saves data or job
Nova binary in
Provision
Fetchs images Stores Olichtestra{es
via images in clusters via
Boots database images|
. instances via Provides images
Registers guest Swift
images in
Provision VMs zl'-:r‘::gﬁo - Backups
v volumes in
o [ —
| eutron Provides network Backups
connection for databases in
Cinder
Provision, operation
and management
Provides PXE
network for
: fronie ]
ion

Orct

Fig. 3. OpenStack architecture [10]

2.2 Nova (Compute)

Nova [18,19] is one of the first two original and complicated projects of Open-
Stack. Nova is designed to manage and automate pools of computing resources
and can work with available virtualization technologies, as well as, bare metal
and high-performance computing configurations. It touches base with almost
every component in OpenStack, such as networking, image services, and storage.
Nova provides instance lifecycle management with its rich API. It is responsi-
ble for instance creation, scheduling, deletion, and size selection. Since VMs
are created by the hypervisor, this makes Nova the hypervisor manager. It will
manage these virtual machines on-demand across the hypervisor. Nova has an
abstraction layer for computing drivers and this is what permits to choose which
hypervisor to use. Furthermore, Nova talks to the hypervisor through an API or
with an agent that needs to be installed on top of the hypervisor to manage it.

2.3 Neutron (Networking)

Neutron [20] is the project under the OpenStack tenant. It provides network con-
nectivity as a service for instances running on a hypervisor. Neutron abstracts
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ports, networks, and subnets and makes them programmable with the help of
API. Tt also has a plugin architecture that makes it possible to integrate open
source or proprietary vendor technologies and provide additional services that
are similarly abstracted. Neutron has a modular architecture which could be
deployed either in a centralized or distributed way depending on users’ needs.
Moreover, the service works by allowing users to create their virtual isolated
networks and then attach interfaces to them. Those networks could remain iso-
lated or could be connected to the rest of the world depending on requirements.
Connectivity between internal networks is achieved by creating virtual routers
to create routes between those virtual networks. Even a virtual router can be
connected to a public network and a floating IP address that could be allocated
to an instance to provide external access. One of the motivations for creating
Neutron was to enable the ability, to create rich typologies including multi-tier
networks with a lot of features, to enable options like using VXLAN and GRE
tunnels, to have an extensible plugin architecture that does not limit OpenStack
contributor’s design and deployment choices, and to provide advanced services
like load balancing, VPN, firewall and lots of other Layer 4 to all 7 services with
the neutron.

2.4 Keystone (Identity)

Keystone [21] is an OpenStack identity service that provides central authentica-
tion for users and projects. The most important terms related to Keystone are
User, Project, Role, Token, and Catalog. A user is a digital representation of a
person, system, service, or something that gains access through Keystone. Users
have a login and can access resources by using assigned tokens. The second term
is a project or a tenant; it is a container that groups or isolates resources or
identity objects. The third term is the role; it represents a set of rights and priv-
ileges attributed to users to perform a specific set of operations. The next one is
a token; it is an alphanumeric text string that enables access to OpenStack APIs
and resources. The identity Service issues a token to a user that includes a list
of roles. When a user calls a service, that service interprets the user roles and
determines which operations or resources each role grants access. Last not least
a catalog; it is a sort of like the directory services for the OpenStack APIs. All
of the components normally have different API endpoints by registering them
with Keystone and letting Keystone keep a catalog of those endpoints. Moreover,
to make an API call to one of these endpoints we just interact with Keystone
during authentication and get the endpoint address from the catalog provided.

2.5 Glance (Image Service)

Glance [22] is a very stable and not so complex service of OpenStack and the
services it provides are not complicated. It has a client-server architecture that
provides a Rest API to the users through which requests to the server can be per-
formed. Moreover, Glance is composed of multiple components coming together
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to perform the required tasks to store and retrieve images and associated meta-
data per requested by a client.

2.6 Cinder (Block Storage)

Block storage is implemented in OpenStack by the Cinder project [23]. It
mainly interacts with Nova providing persistent virtualized block devices for
its instances. Volumes may be attached to a single instance at a time but maybe
detached or re-attached to a different instance while retaining all data much
like a USP drive. Cinder virtualizes the management of block storage devices
and provides end-users with a self-service API to request and consume those
resources without requiring any knowledge of where their storage is deployed.
Cinder also manages snapshots and volume types.

2.7 Swift (Object Storage)

Swift [24] is an OpenStack store project. It works in a very simple way and
that’s what makes it so powerful and scalable, unlike Cinder that works at the
block level. Also, it provides high concurrency by supporting lots of users. Swift
is an eventually consistent system which means that all replicas are written at
the same time, and failed replicas will be handled separately. Additionally, it
permits to store by default 3 replicas and continually ensures the durability of
the data by checksumming it and comparing it to the original checksum. The
stored replicas are placed according to a hierarchy due to an as unique as possible
algorithm. This algorithm first tries to put data in different regions then zones
then servers and finally disks.

In addition to that, OpenStack contains other services providing access to
infrastructure resources, like ZUN, it permits to treat containers as OpenStack-
managed resource; QINLING, it permits to support server less functions;
IRONIC is a Bare Metal Provisioning Service; CYBORG is Lifecycle manage-
ment of accelerators; MANILA, it permits access to shared or distributed file
systems; OCTAVTA is an open-source load balancer; DESIGNATE, it is a
DNS service; BARBICAN is the key management service; KARBOR, it per-
mits the protection of data and metadata; SEARCHLIGHT is an indexing and
search service; HEAT, it is for orchestration; SENLIN is a clustering service;
MISTRAL is a Workflow service; ZAQAR is a Messaging Service; BLAZAR
is a resource reservation service; AODH is an alarming Service; MAGNUM;
SAHARA; TROVE are for workload provision; MASAKARI; MURANO;
SOLUM,; FREEZER are for Application Lifecycle; and EC2API is a proxy
[10].

3 Related Work

OpenStack, as a component of Infrastructure as a Service, is no different than
any cloud computing platform in facing security challenges. It is the most widely
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adopted cloud in the open-source world, but it could fail in the security side,
especially Access Control, affirmed Yang Luo et al. [25]. Accordingly, the access
control mechanisms in OpenStack are still inadequate to provide a strong secu-
rity, and 105 out of 371 operations are performed without any access control. So,
the authors propose a security framework called OpenStack Security Modules
OSM that permits to let access control be a standalone part of the cloud, differ-
entiate between the cloud administrators and tenant administrators, and finally,
users can submit directly their policy to the cloud. Also, authors in [26] focused
on private clouds and studied three attacks (Code injection XSS, Remote control
CSRF, and Ul-Redressing) caused by vulnerabilities in Cloud Control Interface
CCI. But, in the case of OpenStack and XSS attack, the vulnerability was filed
under CVE-2014-3594. While authors in [27] focused on two security issues in
private cloud platforms: Data breaches and weak authentication, and identified
related vulnerabilities with a demonstration based on CloudStack. Additionally,
the paper [28] studied Keystone authentication vulnerability and proposed to
combine both symmetric and asymmetric encryption authentication model. Fur-
thermore, Madi et al. [29] proposed an automated framework that allows audit-
ing the cloud infrastructure and integrate it into OpenStack. On the other hand,
researchers in [30] analyzed the already identified vulnerabilities and threats in
OpenStack, especially Nova component.

In addition to that, Anisetti et al. [31] focused, in their work, on evaluat-
ing the security assurance of OpenStack and defining its security benchmark.
They proposed a ‘Moon Cloud’ platform composed of a set of recommendations
for continuous cloud security verification. Additionally, authors in [32] opt for
analysis security for OpenStack private cloud. They analyzed security of cloud
nodes and hosted virtual machines using vulnerabilities scanners, and listed the
opened ports and their limitations. Then, they applied the necessary firewall
rules. Moreover, Hugan et al. [33] provided a holistic security analysis. The anal-
ysis is based on Universally Composable UC security framework. Authors intro-
duced a novel tokening mechanism-RAFT- instead of Fernet Token; they aimed
to enforce OpenStack security.

4 Openstack Security: Analysis of Vulnerabilities

Common Vulnerabilities and Exposures CVE [34] is a public on-line database
that permits to provide a common reference to all OpenStack vulnerabilities.
The National Vulnerability Database NVD [35] is a product of the NIST Com-
puter Security Division, Information Technology Laboratory and is sponsored
by the Department of Homeland Security’s National Cyber Security Division.
It performs analysis on CVEs that have been published to the CVE Dictio-
nary. This analysis is based on impact metrics, such as: Common Vulnerability
Scoring System (CVSS), vulnerability types (Common Weakness Enumeration -
CWE), and applicability statements (Common Platform Enumeration - CPE).
Furthermore, NVD uses Security Content Automation Protocol SCAP to deliver
catalogues of security vulnerabilities.
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Fig. 4. Vulnerabilities in cloud platforms between 2011 and 2020

Between 2011 and 2019, 282 vulnerabilities have been detected in OpenStack
[36]. It is a significant number compared to other platforms, such as: Eucalyptus,
CloudStack, Amazon Web Services, Azure, and Rackspace [37] (see Fig. 4).

62 Vulnerabilities by year
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Fig. 5. OpenStack vulnerabilities by year

Moreover, Fig. 5 presents the number of OpenStack vulnerabilities by year.
In fact, in 2014, 62 vulnerabilities were detected, while in 2011, Openstack was
affected by one vulnerability. Among the 282 Openstack vulnerabilities, 17 have
been detected in 2020. In fact, Table 1 detailed the different characteristics of
these vulnerabilities. We mentioned the affected component, the vulnerability
type, the affected triad CIA, and the CVSS severity. The CVSS is an open
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framework for communicating the characteristics and severity of software vul-
nerabilities. It provides severity ratings ranging from None: 0.0, Low: 0.1-3.9,
Medium: 4.0-6.9, and High: 7.0-8.9, to Critical: 9.0-10.0.

Furthermore, as shown in Table 1, Keystone is the most affected compo-
nent, and most of these vulnerabilities had a high CVSS score and tamper more
with data confidentiality rather than integrity or availability. Also, two critical
vulnerabilities were affected by Nova component.

Vulnerabilities By Type
O Directory Traversal 4
M Denial of Service 47
40 M Execute Code 6
M xss 15
Bypass Something 32
Gain Information 40
I overflow 7
M Gain Privilege 7

15
. 7 7 Sql Injection 1
3 [ | K

Fig. 6. OpenStack vulnerabilities by type between 2011 and 2020 [34]

47

32

Indeed, as shown in Fig. 6, between 2011 and 2019 the most common vulner-
abilities were related to DoS (47) followed by vulnerabilities allowing attackers
to gain information (40). These vulnerabilities cause serious problems to cloud
users and may lead to the emergence of other dangerous attacks. Furthermore,
SQL injection vulnerability appeared for the first time in 2019. The vulnerabil-
ity is founded in ironic function and it could be exploited by attackers to pass
malicious data and create a denial of service.

Considering all these statistics, Openstack, as a private cloud management
platform, has serious authentication and access control problems; and Keystone
is the most vulnerable component. So, researches and studies should give more
importance to these issues.

5 Conclusion

OpenStack is an efficient infrastructure as a service platform that delivers solu-
tions for all types of clouds. It is a powerful and highly configurable integration
engine. But, it may fail in security concerns. In this paper, we have identified
the state of the art of the different components of OpenStack, presented a com-
prehensive review of the literature, and then analyzed the most common vulner-
abilities of OpenStack from 2011 to 2020. From the first detected vulnerability
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until today, developers have spent a lot of efforts in fixing a huge number of
vulnerabilities. Fortunately, this effort brought to the decrease of vulnerabilities
and threats in OpenStack. Currently, just 17 vulnerabilities have been detected
in 2020 compared to tens in the last years. These vulnerabilities are related to
keystone, Nova, Neutron, Cinder, Swift, and Manilla version. In this work, we
provided a comprehensive analysis of the current OpenStack vulnerabilities. We
aimed at enhancing the understanding of OpenStack security issues.
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