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Preface

This edited book is intended for use by students, academics and practitioners who take
an interest in outsourcing and offshoring of information technology and business ser-
vices. The book offers a review of the key topics in sourcing of services, populated with
practical frameworks that serve as a toolkit for students and managers. The range of
topics covered in this book is wide and diverse, offering various perspectives on the
employment of digital technologies in the context of sourcing services. More specifi-
cally, the book examines sourcing decisions and management practices around digital
platforms, robotic process automation and blockchain, giving specific attention to
digital aspects of innovation in sourcing. Topics discussed in this book combine the-
oretical and practical insights regarding challenges that industry leaders, policy makers
and professionals face or should be concerned with. Case studies from various orga-
nizations, industries and countries are used extensively throughout the book, giving it a
unique position within the current literature.

The book is based on a vast empirical base brought together through years of
extensive research by leading researchers in information systems and strategic
management.

This book includes selected papers presented at the 14th Global Sourcing Work-
shop. (We decided to skip the 13th number because of superstition. Since the 12th
workshop was in February 2018, and then the next one was almost -two years later —
December 2019 — we decided to call it the 14th.)

November 2020 Ilan Oshri
Julia Kotlarsky
Leslie P. Willcocks
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Abstract. A Blockchain is an immutable, tamper-proof, shared ledger of state
changes of a digital asset. It is an incorruptible digital ledger of economic transac-
tions that can be programmed to record not just financial transactions but virtually
everything of value. This digital ledger is managed via a distributed network across
many nodes that can verify and confirm those transactions through consensus. The
implications of the technology are far-reaching but there are conditions that should
be met in order for Blockchain to be a viable solution. The purposes of this research
are to (1) explore the current Blockchain use cases in Shared Services (2) under-
stand the value created by Blockchain in Supply Chain Management and (3) study
the tactical challenges in adopting a Blockchain strategy in Shared Services. In
addition to a literature review conducted, we conducted in-depth interviews with
selected Shared Services Leaders and experts. Results of our research indicate that
Blockchain technology can deliver on expectations and implementation in Shared
Services organizations will require simple steps. This study provides the data nec-
essary for executives to build a business case for applying Blockchain technology
in Shared Services and investigates the potential that Blockchain has to revolu-
tionize industry and deliver gains in speed, security, transparency, traceability and
accountability for a wide range of business processes.

Keywords: Blockchain - Data integrity - Hashing - Block - Encryption -
Distributed ledger - Market maker - Industry group - Regulator - Node selection -
Digital asset - Intermediaries

1 Introduction

Blockchain creates a ledger of all transactions in a given process. Each ledger entry is
autonomous so can provide insights into cash flow and add extra security in exchanges
involving cryptocurrency. Virtually incorruptible due to the fact that the data contained
within a ledger entry cannot be copied, Blockchain is the backbone of cryptocurrency
transactions. It can track any item of value, so is particularly useful in shipping as well
as online retail, making it a powerful tool for business units with the vision to utilize this
tool.
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A Blockchain facilitates secure online transactions. It is a decentralized and dis-
tributed digital ledger that is used to record transactions across many computers so that
the record cannot be altered retroactively without the alteration of all subsequent blocks
and the collusion of the network. This allows the participants to verify and audit trans-
actions. While the knowledge on Blockchain technology and applications is rapidly
expanding, there is little insight on how Blockchain can enhance delivery of Shared
Services.

Using a combination of available literature study and in-depth interviews with experts
and practitioners we address the following research questions:

1. What are the key factors that facilitate adoption of Blockchain technology in Shared
Services?

2. What are the challenges in adopting Blockchain technology in Shared Services?

What processes are ideal candidates for Blockchain technology?

4. What is the promise of Blockchain technology in Shared Services?

w

To develop a common understanding of the terms used in Blockchain technology,
we offer the following definitions:

Hashing - Hashing is a form of cryptographic security.

Encryption - Encryption is a two-step process used to first encrypt and then decrypt a
message, hashing condenses a message into an irreversible fixed-length value, or hash.
Public Key - A public identifier that can be freely shared with others; this is the identity
on the Blockchain

Private Key - A key that must never be shared with anyone

This paper is organized in following sections: Sect. 1 has just provided an introduction
to Blockchain technology and has set the stage for our study. Section 2 provides a
summary of our literature review related to Blockchain technology and use cases in
Shared Services for Blockchain. Section 3 presents our data collection methods. Section 4
provides findings and analysis of data collected and Sect. 5 outlines the conclusions and
future research.

2 Literature Review

There is great confusion and debate about what a blockchain even is - some people argue
it has become a meaningless buzzword - but the standard definition describes a shared,
decentralized, cryptographically secure, immutable digital ledger. In the broadest terms,
a blockchain allows a group of strangers to agree on a state-of-affairs and to proceed
together on the basis of that covenant. Bitcoin’s blockchain is meant to supplant the
powerful middlemen called banks, but in theory a blockchain could replace any kind of
institution - a credit agency, a social media service - that exists to safeguard a changing set
of historical records. We pay these centralized entities handsomely for their custodial
services, not only in the form of the rents they charge but in the control they exert
over our lives. The blockchain, in theory, afford us new opportunities to solve complex
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coordination problems without letting the incumbent coordinators extract so much value
in the process. This had, of course, been the initial premise of the internet itself. Its great
collaborative potential, however, had been funneled into the leviathans of Amazon,
Facebook, and Google - a new and massively powerful set of trusted third parties. The
blockchain pointed the way to the sunlit uplands of a genuinely decentralized world. A
loose culture of entrepreneurs and cyberpunks came together in what felt like a special
moment of experimental ferment. Most of these early blockchain innovators just took
the original cryptocurrency’s source code, made their preferred changes, and launched
their alternative versions as distinct cryptocurrencies, it was as if they’d modified the
DNA of an existing species to create a new, reproductively isolated branch of the family
tree [1].

Over the past couple of years, the emergence of Robotic Process Automation (RPA)
tools ranging from desktop ‘fixes’ to server based, end-to-end driven process automation
have been a major contributor towards real-time, digital, automated operations. How-
ever, flying somewhat under the radar, a novel business-to-business transaction network
has been promising to fuel the next step change in the digital revolution. It’s called
blockchain and is defined as a ‘peer-to-peer distributed ledger forged by consensus,
combined with a system for ‘smart contracts’ and other assistive technologies, which
together can be used to build a new generation of transactional applications that estab-
lishes trust, accountability and transparency at their core, while streamlining business
processes and legal constraints.

Blockchain gets its name from blocks, a series of transactions (i.e. a bank statement);
and a chain containing a sequential set of transaction records (i.e. blocks), in the order
in which they occurred. The beauty of blockchain technology is that it works across a
network and allows for instant, seamless business-to-business transactions based on pre-
agreed and confirmed data nodes - effectively, ‘an operating system for marketplaces,
data-sharing networks, micro-currencies and decentralized digital communities with the
potential to vastly reduce the cost and complexity of getting things done in the real
world’. Blockchain’s ability to track ownership without involving third-parties opens
the door to decentralized transactions in a way that positively disrupts current business
models.

Consider the many and various interactions a business has with the external mar-
kets: a key hurdle to transactions is the invariable slowdown that results from separate
parties awaiting clearance for prescribed activities. In the world of blockchain, these
kinds of interactions are pre-approved and take place instantly across networks based on
Distributed Ledger Technology, which stores all the information needed to greenlight
transactions in real-time.

To date, the financial services sector has been the most active - clearing houses,
exchanges and the like have large volume, multiple transactions. Many have proof of
concepts and pilots in quite advanced stages and some are already working with produc-
tion systems and data. Within the Shared Services space, blockchain offers interesting
opportunities for the P2P and Supply Chain process. E-invoicing, for example, could
overcome some of its challenges, particularly with larger suppliers, as the technology
removes the need for reconciliation. Supply chain is a natural fit, as there are lots of
steps - electronic ordering, invoicing and acknowledgement - that can be broken down.
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A shared ledger between a customer and all its suppliers would support optimization
[2].

Digitalization of the accounting system is still in its infancy compared to other
industries, some of which have been massively disrupted by the advances of technology.
Some of the reasons may be found in the exceptionally high regulatory requirements in
respect to validity and integrity.

The entire accounting system is built, such that forgery is impossible or at least very
costly. To achieve this, it relies on mutual control mechanisms, checks and balances.
This inevitably affects every day’s operations. Among other things there are systematic
duplication of efforts, extensive documentations and periodical controls. Most of them
are manual, labor intensive tasks and far from being automated. To date, that seemed
to be the sacrifice of revealing the truth. The recently emerged Blockchain is a trust-
less, distributed ledger that is openly available and has negligible costs of use. The use
of the Blockchain for accounting use-cases is hugely promising. From simplifying the
compliance with regulatory requirements to enhancing the prevalent double entry book-
keeping, anything is imaginable. Modern financial accounting is based on a double entry
system. Double entry bookkeeping revolutionized the field of financial accounting dur-
ing the Renaissance period; it solved the problem of managers knowing whether they
could trust their own books. However, to gain the trust of outsiders, independent public
auditors also verify the company’s financial information. Each audit is a costly exer-
cise, binding the company’s accountants for long time periods. Stakeholders place their
trust in the auditors retained by management to vouch for them. An obvious problem
of agency is created by this arrangement (Fig. 1). Do auditors work for the managers
who hire and pay them or for the public that relies on their integrity in order to make
decisions? [3].

a
m Tax authorities Auditors

Banks Complete, automated Every transaction becomes

'\ audit of all transactions \ "notarized"
N \

Courts

& Company A — & Company B

Blockchain entry serves in both companies' accounting

Fig. 1. Blockchain technology enables complete, conclusive verification without a trusted party

(3]

By design, blockchains are inherently resistant to modification of any stored data.
Functionally, a blockchain can serve as an open, distributed ledger that can record trans-
actions between two parties efficiently and in a verifiable and permanent way. Blockchain
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can be used as a source of verification for reported transactions. An example might be
where, instead of asking clients for bank statements or sending confirmation requests to
third parties, auditors can easily verify the transactions on publically available blockchain
ledgers. The automation of this verification process will drive cost efficiencies in the audit
environment. The days of sample based substantive testing will soon be challenged, as
auditors will resort to blockchain technology to test the whole population of transactions
within the period under observation. This extensive coverage will drastically improve
the level of assurance gained in affected audit engagements. In the Bitcoin blockchain, a
transaction of low value currently takes approximately 10 min to be validated as a single
block verification is deemed appropriate. The more blocks elapse before a transaction is
considered as verified, i.e. the further in the chain, the more the related transactions are
immutable. Typically, a high value transaction will take approximately 1 h to be verified
(6 blocks). Contrast this with traditional financial transactions where information might
take up to a month or more to be cleared. This pseudo real-time verification blockchain
characteristic could also impact the audit process. Instead of assessments at year end
(or interim), audit firms will be in a position to perform continuous on-line assessments
throughout the period under audit [4].

The benefit of utilizing a blockchain in this manner is it would create a standardized
record keeping process, which allows auditors to verify a large portion of the most
important data behind the financial statements automatically. This would dramatically
reduce the cost, labor and time necessary to conduct an audit, freeing up auditors to
spend more time on areas where they can add value such as, working on very complex
transactions or on internal control mechanisms (Fig. 2).

Record keeping Auditing
Original record Audited record

o Hashing ensures that original

Qﬁ a¢ information cannot be seen
by third party
/ o Hash string is embedded in

Hash string is Search for

. . A the Blockchain:
written into the + the identical )
blockchain hash string » Search for the hash string
in the blockchain

« If search is successful,
record must have remained
unmodified

Fig. 2. One approach to verify the integrity of records using Blockchain [3].

There are many potential uses for HR that could benefit from blockchain technology.
From a hiring perspective, access to academic credentials and certifications could reduce
the amount of time recruiters spend verifying information. A wealth of information
about potential candidates could be stored on blockchain making it easy for recruiters
to find and verify everything from educational levels, postgraduate certifications and
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accomplishments. This would give a competitive edge to organizations that recruit based
on verifiable credentials to find candidates that are overlooked by other organizations
that only focus on traditional education and resumes. Once a credential is recorded to the
blockchain, it can’t be changed, deleted or faked. A fraudulent credential may look like
an issued one, but it can be verified against the original blockchain record to confirm if it
is valid or not. Digital credentials would remain secure, even if the company issuing them
were to be hacked. Also, if schools or businesses shut down, a candidate’s records would
remain available. This means their records can be accessed no matter where in the world
an individual decides to seek employment. The benefits for international employees are
that a blockchain can process payroll faster and less expensively, avoiding international
currency trade fees. By cutting out the intermediary, payments could come within hours
rather than days - similar to cross-border payments [5].

Ireland-based global consulting firm Accenture and Italy-based insurance giant Gen-
erali Group’s employee benefits unit have debuted a blockchain solution for employee
benefits. The partnership was announced in a press release from the firms on April 16,
2019. Generali Employee Benefits (GEB) is an employee benefit solutions provider
and global business line of Italy’s largest insurance firm and 8th largest globally. The
press release states that GEB operates the largest employee benefits solutions network
worldwide. The blockchain solution will reportedly facilitate data sharing for parties
involved in the reinsurance process for captive and pooling services. It will also report-
edly improve procedures’ reliability through the use of smart contracts and automated
reconciliation. Captive insurance refers to underwriters who are wholly-owned by their
insured clients, while reinsurance pooling services are a risk financing mechanism used
by insurers to increase their ability to underwrite specific types of risks. The blockchain
tool is designed to innovate and simplify GEB’s existing employee benefits operating
model for captive services, which spans policies such as life, disability, accident and
healthcare insurance. The solution is reportedly supported by Generali and inspired by
the work of the insurance industry collaborative blockchain initiative B3i. The solu-
tion’s launch reportedly comes after the successful completion of a prototype in 2018,
involving major agricultural firm Syngenta, as well as Spanish, Swiss and Serbian local
insurers. The prototype was found to provide significant benefits for the employee ben-
efits sector by establishing effective integration of systems, data and processes for all
stakeholders, improving data quality and saving time and costs. GEB’s CEO stated in
the press release that in its provision of a seamless ecosystem, “blockchain will change
not only our Network but the employee benefits industry as we know it”. As reported,
B3i Service AG - the Swiss blockchain startup founded by B3i in March of last year
- expanded its group of investors this month as part of its ongoing funding round. The
startup is focused on multi-company syndicated risk placement, accounting, and claims,
and has developed a product based on R3 Corda’s distributed ledger technology [6].

The advent of emerging digital technologies, such as robotic process automation
(RPA), analytics, machine learning, cloud, and blockchain, is transforming the shared
services landscape. Most large global businesses that use shared services models for a
range of business functions, from finance and procurement to HR, are revamping the
way they structure their support ecosystems. The convergence of a set of digital capabil-
ities encourages organizations to abandon the individual or shared functional silos of the
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traditional shared services model. Instead, they are adopting a new integrated business
services (IBS) model. When applied across functions such as finance, IT, HR, procure-
ment, security, field operations, and others, it forms the basis of multi-functional integra-
tion. It has the power to transform business performance and become the gold standard
of providing business services. Successful adoption ushers in savings through improved
operational efficiency while also setting the stage for future growth and acquisition activ-
ity. The blockchain technology is transforming the way in which data is stored, verified,
and accessed. Enabled by digital technology, a blockchain is a form of ledger that records
data or transactions in a chronological order. The ledger is automatically replicated and
maintained by each participant to create a decentralized, consensus controlled, tamper-
proof public ledger of assets and transactions. Blockchain is set to revolutionize finance
and accounting. Unlike current financial transactions, blockchain does not rely on any
single party, middleman, or regulatory intermediary. Consensus authentication drives
blockchain as the record of transactions is shared among all parties. The transaction
becomes more secure and transparent. This transformation will be far reaching. Accord-
ing to Outlier Ventures, around 250 major corporations are active in blockchain, either
through in-house developments or investment in start-ups, accelerators, and consortial.
All major banks, as well as Visa, MasterCard, and NASDAQ, are working on blockchain.
Dynamic startups such as Ethereum, Blockstream, Ripple, DAH, and Abra are likely to
make a big impact as the opportunity evolves. One advancement that blockchain enables
is a move to triple-entry bookkeeping. Triple-entry bookkeeping is a new development
in accounting that will eradicate the need for expensive, time-consuming duplication
of processes between two parties during a transaction. The existing accounting process
is streamlined. The distributed ledger will do away with the exchange of invoices and
receipts, and their manual entry into individual accounts. Instead of entering transactions
separately into independent sets of books, they are automatically, reliably, and efficiently
updated in a third ledger, shared between both parties. Using digitally signed receipts and
cryptographic authentication, the third ledger is inherently approved by and accessible
to both parties [7].

Blockchain has applications outside of F&A and is fast becoming a conduit for imple-
menting an integrated business services model. The enhanced visibility the blockchain
offers makes it much easier to oversee even complex supply chains. The ability to track
and trace shipments can reduce errors and disputes, while the instant provision of digital
letters of credit and bills of landing can revitalize logistics. Automated smart contracts
reduce paperwork and delays, and improve cash flows throughout a supply chain. Plat-
forms such as that offered by Skuchain or Hijro bring new levels of transparency and
security to supply chains. They provide optimal planning and agility for downstream
buyers and working capital relief for upstream suppliers. One area in which blockchain
is clearly unifying disparate parts of businesses is in security and field operations. Every
asset, device, and worker can be issued a blockchain-backed digital identity as part of
an enterprise-wide trust network. This allows instant monitoring and authentication for
every worker across every asset in the business, reducing the likelihood of security failure
by removing any single point-of-failure [7].

As with all other business decisions, the decision to apply Blockchain technology
involves a cost factor. Since it is designed to facilitate interactions between organizations,



8 V. K. Suri et al.

someone will have to act as the “host”, at least for permissioned Blockchains. Beyond
licensing the technology itself, the primary costs are infrastructure (hosting) and the
energy required for computing. Many transactions are needed to validate blocks, and
Blockchain is unlikely to be less expensive than slower, more traditional alternatives.
When individual consumers benefit from the implementation of Blockchain, such as
in supply chain traceability applications, B2C companies are expected to assume the
cost, but when suppliers are the primary beneficiaries, Blockchain may become a new
factor in invoice payment discounting. There is not one blockchain, but rather a number
of companies and programmers experimenting with applications for distributed ledger
technology. This has resulted in multiple competing standards with limited interoper-
ability, diminishing the potential value to be gained by creating visibility all the way back
through the supply chain and making it difficult to operate within individual industries.

There is an effort underway involving the International Organization for Standardiza-
tion (ISO/TC 307) that would establish standards for terminology and concepts related
to blockchain and distributed ledger technologies, but with the speed of development,
companies may be faced with the need to make decisions before such a standard is
accepted and put into practice. In a fully distributed blockchain, there is no need for
a central administrator because the block-level cryptography makes the data stored in
them immutable.

Cryptocurrency blockchains are always on the lookout for something they call a
“51% attack.” Under a 51% attack, a group of “miners” (programmers) would have a
controlling interest in the blockchain, allowing them authority over all of the blocks
seeking authorization. 13 in July of 2014, mining group ghash.io briefly went above
the 50% point in the Bitcoin blockchain. The group voluntarily reduced its share of the
network and put a plan in place to prevent them from going above 40% in the future. In
a permissioned blockchain (such as we expect to see implemented in a B2B scenario)
there might not be such altruism. If something goes wrong, there are no regulations to
govern blockchain-based transactions [8].

A growing number of companies have expressed their will to enter the blockchain
arena. But after some number of years in which their focus was mainly on the benefits of
blockchain in various areas, in terms of speed, costs, streamline operations and increased
efficiency, their attention is now turned to the various challenges and bottlenecks that are
preventing widespread adoption. First of all, there is a reputation challenge. Blockchain
is still very much connected to the crypto world in the mind of many. And that is seen
as a world of bad actors, hackers, frauds and speculators. But more important are the
technical ones such as immaturity (still slow and cuambersome), lack of scalability, lack
of interoperability, stand-alone projects, difficult integration with legacy systems, com-
plexity and lack of blockchain talent. What to think about the organizational challenges
at corporates like lack of good governance, lack of awareness and understanding, lack
of user experience and education, the attitude of incumbents, or the security and pri-
vacy challenges, including lack of regulation. And finally, but not unimportant other
challenges such as culture, energy consumption/environmental cost [9].

Tracking down contaminated food has historically been a messy affair, sometimes
taking retailers and food companies weeks to learn exactly what products they need to
pull from store shelves. “Imagine if we could pinpoint with certainty within minutes, not
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days,” mused Frank Yiannas, one of Walmart’s top food safety executives, in a recent
video published by the retailer. Thanks to technology originally designed to monitor
cryptocurrency, Yiannas’ vision is closer to becoming a reality—something that could
put a significant dent in the number of foodborne illnesses that occur every year. It’s
part of a new program in which IBM is partnering with Walmart, Nestlé, Dole, Tyson
Foods, Kroger, and others, to use blockchain technology to track food throughout the
complex global supply chain. Massive companies putting pressure on suppliers to use
blockchain will migrate a huge swathe of the food world into one organized system. That
is no small feat when farmers, processors, distributors, and retailers are currently use
different types of documentation to track their products - some of them still on paper.
Under the new system, if a consumer falls ill from E.coli traced to a batch of lettuce, a
food-safety investigator could conceivably scan a barcode on the packaging to quickly
learn where it came from and where other lettuce from the same batch went. Retailers
will be able to quickly remove contaminated products from shelves, thus stopping the
spread of illnesses. Walmart has been using a pilot version of the technology, showing
how blockchain can be expanded beyond the financial, health care, and natural resources
sectors to be applied to the foods that consumers interact with every single day. Coupled
with companies’ efforts to stop food-borne illnesses early on, this could signal a major
moment in how humans keep the food system in check [10].

Large companies are always battling with their legacy applications, because these
can be anchors that drag them when new technologies arrive. Even when you thought cor-
porate IT was safe with modern software environments that make use of modular cloud-
based capabilities, container-based-technology to facilitate operations deployments, or
continuous delivery with agile and rapid developments practices, the blockchain is yet
another “modern technology” that will need to be absorbed and integrated into the
technology toolset of any software development teams.

In addition to internal applications and use cases, there will be a number of new
opportunities for creating shared blockchain services either at the vertical level (e.g., a
particular financial services application), or at the horizontal level (e.g., a generic records
verification service). Companies will need to decide what implementation approaches to
choose, based on their own competencies and choice of external partnerships. You should
not just see the Blockchain as a problem-solving technology. Rather, it is a technology
that lets you innovate and target new opportunities [11].

Blockchain is often seen as a system of record that ensures data integrity through
ledgers that are immutable distributed systems that cannot be deleted or updated. In other
words, Blockchain ensures the integrity of the data. Whether it is the public Blockchain
like Ethereum or a Hyperledger based private Blockchain system, they can easily work
as a system of records. Even though it may fit well for certain uses, there are some
limitations to using Blockchain as a system of records:

e A traditional database has Create, Read, Update and Delete options for managing data,
often called CRUD. With Blockchain, only Create and Read functions are allowed.
Update is done by creating a new record and Delete is not an option

e People are already using a system of records that is more versatile and data is a big
issue in moving to a new system of records. An ideal scenario would be to use the
existing system of records, with extra integrity provided by another layer
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e Even though using Blockchain as a system of records builds integrity into the system,
it comes with a performance hit, extra cost, scale concerns and other very real issues

A better approach is to use your existing business system and use Blockchain as a
“system of integrity” for the data. With this approach, the limitations of blockchain as
a system of record is overcome, while still ensuring the integrity of your data by taking
advantage of the immutability of blockchain. Salesforce, database services in the cloud,
cloud storage solutions like AWS S3, on-premises databases or even SaaS offerings
can act as a system of record while blockchain can serve as the system of integrity.
Traditional cryptographic fingerprinting techniques like Hashing or Checksums when
used with Blockchain as the storage for these digital fingerprints, can serve as a battle
tested way to ensure data integrity. In other words, blockchain is an additive to your
existing system of record, not a replacement. When you create data, it is easy to add
a digital fingerprint to the data that can be a marker to ensure the integrity of that
data. This fingerprint is then stored in a safe place and can be called upon anytime to
verify the original data integrity. Since blockchain is immutable and decentralized, it can
safely store the fingerprints and act as a military grade data integrity platform. By using
blockchain as the integrity layer, organizations can continue using their existing systems
of record while also staying compliant with any data integrity requirements [12].

3 Data Collection Method

The purposes of this research are to (1) explore the current blockchain use cases in
Shared Services (2) understand the value created by blockchain in Supply Chain Man-
agement and (3) study the tactical challenges in adopting a blockchain strategy in Shared
Services. In addition to literature review, we conducted in-depth Interviews and/or sent
questionnaires to Shared Services Leaders and experts.

3.1 In-Depth Interviews/Questionnaires

In addition to literature review, in-depth interviews were conducted with 13 executives
and experts from 12 industries. In cases where the interviews couldn’t be arranged, the
questions were emailed to the participants. The demographics of the participants are
shown in Table 1 below.

The purpose of the in-depth interviews/questionnaires was to seek answers to the
following 14 questions:

1. What is your understanding about Blockchain technology?
Has your company adopted Blockchain technology in any functional area? If yes,
which ones?

3. Some experts believe that Blockchain technology will be bigger than Robotic
Process Automation for the Shared Services industry. What is your opinion?

4. In your opinion, what does this game-changing Blockchain technology mean for
Shared Services?
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12.

13.

14.
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What are the key characteristics that facilitate adoption of Blockchain technology
in Shared Services?

What are the expected benefits of adopting Blockchain technology in Shared
Services?

What are the potential areas in Finance Shared Services for adopting Blockchain
technology in order to improve data integrity?

What are the potential areas in HR Shared Services for adopting Blockchain
technology in order to streamline HR processes?

What are the potential areas in Procurement & Supply Chain Shared Services for
adopting Blockchain technology in order to improve validation, authentication,
traceability and transparency?

What are the potential opportunities in other areas of Shared Services for adopting
Blockchain technology in order to improve visibility of business processes?

Are you familiar with the benefits achieved by Walmart with adoption of Blockchain
technology? Can your company realize similar benefits?

What are the challenges you foresee or have encountered with the adoption of
Blockchain technology in Shared Services?

Our research indicates that Blockchain technology is being used to replace
paper trails, improve validation and authentication, and increase visibility and
transparency. What is your opinion?

As part of our research, we will be providing business cases for adopting Blockchain
technology. Are your executives open to adopting Blockchain technology in your
company?

The answers to the questions received from 17 respondents (35% response rate) are

summarized in Sect. 4 and analyzed to develop insights about the adoption of Blockchain
technology in various areas of Shared Services.

Table 1. In-depth interviews/questionnaires: demographics of participants

S. No. |Industry Location | Position No. of participants
1 Health Services Canada | N/A 1
2 Nonprofit Organization |Canada | Senior Director - People | 1
Services
3 Banking Canada | Various 5
4 Pharmaceuticals UK FSSC Manager 1
5 IT China Various 3
6 Oil & Gas China Various 3
7 IT & Management China Various 3
Consulting
8 IT USA Co-founder/CEO 1

(continued)
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Table 1. (continued)

S. No. |Industry Location | Position No. of participants
9 Banking Canada | N/A 1
10 Electricity Generation | Canada | Various 3
11 Telecommunications Canada | Various 2
12 Insurance Canada | N/A 1
13 Broadcasting Canada | Various 3
14 Transportation/Delivery | Canada | Group Leader - Delivery | 1
Management
15 Health Care Provider Canada | Various 2
16 Railways Canada | Director - Network
Services
17 Publishing Canada | Director - SS 1
18 Consumer Retail Canada | Assistant Treasurer 1
19 Financial Institution USA N/A 1
20 Federal Government Canada | N/A 1
21 Audit & Consulting Canada | N/A 1
Services
22 Data Processing & Canada | Global BPO Director 1
Consulting
23 Supermarket Chain Canada |N/A 1
24 Wholesale Bakery Canada | N/A 1
25 Energy USA SVP - Global Human
Resources
26 Management Consulting | USA Managing Director 1
27 Construction Canada | Various 2
28 Asset Management Canada | CFO 1
29 Consumer Packaged Canada | CIO 1
Meats
30 Textile Manufacturing | China Director - Logistics 1
31 Tax Advisory & USA Senior Manager - 1
Consulting Process Automation
4 Results

Based on the analysis of data collected, key results are summarized as in this section.
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4.1 Understanding of Blockchain Technology

Literature review and respondents’ answers indicate that there is strong understanding
from both a business use case and technology perspectives. From a technology perspec-
tive, Blockchain technology allows developers to build applications that have their code
executed on a set of globally distributed computers.

From a business perspective, it allows removal of the requirement of trust between
two parties. RPA will help reform the execution of business processes while Blockchain
will help provide the support for executing these business process in a secured manner
across various technologies and industries. Blockchain will have a bigger user group.

4.2 Application of Blockchain Technology to Shared Services

There are many potential applications across Shared Services where Blockchain could
provide maximum benefit to the corporate Shared Services organization. Everything
from immutable records, timestamps, cost, labor and time reductions to automation
are all possible with a Blockchain solution. What is already happening right now is
that plenty of organizations are testing Blockchain in their internal operations, often by
commissioning Centers of Expertise. In fact, intra-company transactions offer plenty of
pain points that present a perfect opportunity for Blockchain. Any place where there is
pause for validation or authentication is where Blockchain can automate that need.

Any transaction where ‘trust’ might be an issue is an opportunity for Blockchain. One
example is cross-border payments within an enterprise, which suffer all the same hurdles
and loops “as if you are paying a third-party”. And whether these transactions are large
or small, they are plentiful enough that performance improvement can be achieved.
While the value of Blockchain through internal application via Shared Services can
be demonstrated, the true wins will accrue in leveraging Blockchain across external
transactions, with third parties.

Blockchain technology allows seamless business-to-business transactions based on
pre-agreed and confirmed data nodes, through a network. This capability of Blockchain
technology empowers businesses, Shared Services in particular, to process decentralized
transactions at a higher speed and lower cost essentially by automating the requirement
for authentication or validation. Blockchain technology can help share more efficient
connections between suppliers, customers, enterprise users and shared service centers.
Through the identification of all parties on the authenticity of electronic data, combined
with the automatic analysis of data flow, the automation efficiency of Shared Services
business processing can be accelerated.

4.3 Potential Areas for Adopting Blockchain Technology in Shared Services

Based on our research, the following Table 2 shows potential areas for adopting
Blockchain technology in Shared Services:

4.4 Key Characteristics that Facilitate Adoption of Blockchain Technology

Key characteristics that facilitate adoption of Blockchain technology include Trans-
parency, Immutability, Audit Trail, Consensus, Finality and Multiple Nodes.
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Table 2. Potential areas for adopting Blockchain in shared services.

Procurement and supply chain | Human resources Accounting
management

Ordering, Procurement, Employee Identification Bookkeeping Entries
Invoicing, Acknowledgement | Recruitment Process Exchange of Invoices and
Logistics Visualization: Track | Access to Academic Receipts

and Trace Shipments Credentials and Certifications | Approval of Documents
Letters of Credit Payroll Process for Payment Automation
Bills of Lading International Employees Credit Control

Custom Clearance Benefits Administration Auditing Process

Smart Procurement Contracts | Employment Contracts

Stolen Goods/Counterfeit Grievance Management

Products Storage of Current and Past

Inventory Replenishment Performance Reviews

Products Return Management

Warranties Management

Through the non-tampering of the Blockchain technology, the efficiency of Shared
Services business processing can be accelerated. Other characteristics include improving
business traceability, reducing business audit workload and reducing Shared Services
audit risks by recording physical information.

Using Blockchain technology as a way of removing the reliance on trust between
two parties (whether that’s in sharing data between both parties or executing a certain
business process that’s built using code).

4.5 Expected Benefits of Adopting Blockchain in Shared Services

Any process requires authentication in order to proceed. Traditionally, this has taken the
form of a centralized check effectively, a ledger that acts as a clear authority. Blockchain
offers this ledger, but because there are so many partners it is distributed across, and
validated by, all of them. Even better, no single party can manipulate or change it. So,
this eliminates or limits the need for a central authority.

The expected benefits of adopting Blockchain technology in Shared Services are
to improve the efficiency of business processing, improve the authenticity of business,
reduce the risk of Shared audit, reduce the transmission of original parts, reduce the
operating cost, and reduce repeated data entry. Other benefits include lower cost of
executing shared software code without having to verify that it was done correctly.

4.6 Challenges with the Adoption of Blockchain Technology in Shared Services

Despite the obvious benefits, real implementations are still few. One problem is actu-
ally forming the business network and getting the relevant counterparts together. The
challenge is that everyone has to sign up to a common contract and share data in the
hyper ledger in order for it to work, so it requires industries to meet and agree application
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between themselves. The other challenge is to coordinate internal system transformation,
supplier system transformation, determine what needs to be stored in the Blockchain,
and whether to use the external chain or the internal chain. It is necessary to deal with the
trust relationship between the company’s self-built blockchain and the public network
alliance, and there is no set of recognized authority alliance in the Internet at present.

Some of the other challenges include difficulty in defining and aligning standards
between different parties, lack of talent, high implementation cost and complexity of
future maintenance work. Education is also a challenge as lots of people don’t fully under-
stand Blockchain technology. Overinflating the value proposition, too much hype has
gone into Blockchain technology that has not materialized or is flat out false. Many enter-
prises are interested in exploring Blockchain technology but not interested in deploying
it fully within the next few years.

5 Conclusions and Future Research

5.1 Conclusions

Our research conducted indicates that Blockchain technology is being used within Shared
Services to replace paper trails, improve validation and authentication and increase
visibility and transparency. Blockchain creates a ledger of all transactions in a given
process. Each ledger entry is autonomous so can provide insights into cashflow and add
extra security. Virtually incorruptible due to the fact that the data contained within a
ledger entry cannot be copied, Blockchain can track any item of value, so is particularly
useful in shipping as well as online retail, making it a powerful tool for business units
with the vision to utilize this technology.

The process of taking any piece of digital data of any size and chopping, mincing and
mixing it until it is an unrecognizable string of digits and characters is called hashing.
Hashing is one of the core concepts needed to understand blockchain. The other three are
Public/Private key cryptography, decentralization and then the blockchain data structure
itself. Hashing makes it easy to confirm the authenticity of data when comparing two or
more versions. An extra cent in a ledger will be obvious instantly. A missing comma in a
contract will make itself immediately apparent. Public-private key encryption, within the
context of Blockchain, is what allows to keep track of virtual identities and signatures.
A private key allows the owner to encrypt data. A public key allows everybody else to
decrypt the data. A private key functions as a digital signature.

5.2 Future Research

This research paper introduces the potential for adopting blockchain in Shared Services.
It offers the value proposition of introducing blockchain in various functions within
Shared Services. The findings and analysis presented here will assist more companies to
develop an over-arching strategy for adopting the blockchain technology. Future research
isrequired in the areas of technology service providers and availability of implementation
tools. Specifically, future research should focus on answering the following questions:
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1. Which service provider organizations are providing services for digital transfor-
mation of Shared Services using blockchain and what investments will create
meaningful results for them?

2. What service automation tools e.g. cognitive automation tools are available for
automating Knowledge-Based Shared Services?

3. What industries are adopting the service automation strategy to automate their
Expertise Services and what implementation approaches have proven to be effective?

4. What are the use cases and the associated challenges, risks and opportunities and
how blockchain development and deployment can be managed?
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Abstract. New digital services and products rely heavily on digital technologies
and need to be deployed in an ever-shorter timeframe in response to rapidly chang-
ing market demands. To address this challenge, companies review their sourcing
strategies to shorten tender duration for large-scale IT initiatives and to increase
flexibility in contracting of IT services. This study aims at revealing how the
application of agile practices impacts the sourcing and contracting of IT services.
As the automotive industry is especially affected by digital transformation, this
revelatory case study shows how the German premium car manufacturer CarCo
increased agility in sourcing and contracting of IT services for an autonomous
driving development platform. Agile practices turned out to be essential in deal-
ing with technological novelty and hurdles, regulatory uncertainty, and frequently
changing requirements. We found that applying agile practices to the sourcing
and contracting of IT services has two implications: First, agile practices aim at
reducing tender duration, decreasing pre-contractual uncertainty, and therefore
lead to an increase of speed and flexibility. Second, agile software development
changes contract nature as comprehensive requirements are replaced by high-level
specifications focusing on early results and business outcomes. We contribute to
the extant body of knowledge on IT sourcing and contracting by providing man-
agerial recommendations on how agile practices could reduce time-to-market and
increase flexibility in the sourcing and contracting of IT services.

Keywords: IT sourcing - IT contracts - Agile sourcing - Agile contracts - Agile
practices - Autonomous driving

1 Introduction

New digital services and products rely heavily on digital technologies [1, 2] and need
to be deployed in an ever-shorter time in response to rapidly changing market environ-
ments [3, 4]. In consequence, more and more companies adopt agile practices to increase
speed and flexibility [5, 6]. The adoption of agile practices has widespread implications
on products, processes, technology, people, and structure that are just beginning to be
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understood [7]. The sourcing and contracting of IT services is especially affected by the
need to increase speed and flexibility as unclear or frequently changing requirements due
to technical novelty are in conflict with well-defined, strict, and long-lasting contracts
and detailly specified requirements [8]. Within this study we relate to IT services as IT
application development or IT operations services for large-scale IT systems [9]. The
pervasive usage of agile information systems development (ISD) significantly impacts IT
contracts as comprehensive and well-defined requirements are replaced by lean specifi-
cations focusing on business outcomes. This change creates the need to secure capacities
for agile feature teams with defined capacities while the exact specifications (i.e., user
stories) will be detailed during a sourcing endeavor and the respective implementation. In
consequence, companies have to review their sourcing strategies to reflect agile delivery,
reduce tender duration, and to increase speed and contract flexibility [10, 11].

Against this backdrop, this study takes the sourcing and contracting of IT services
as an example for a domain being especially affected by digital transformation. Extant
research on sourcing and contracting of IT services deals primarily with large IT projects
in a non-agile context [11], focuses on aspects of IT delivery or governance related to
IT outsourcing [12, 13], aims at reducing contractual risks but does not look at project
success or missed business opportunities [8], focuses at specific aspects of agile con-
tracting, or lacks practical advice on how the overall tender duration can be reduced
[14].

Therefore we aim at addressing these research gaps by extending the applicability
of agile practices beyond ISD [15]. In doing so, we try to shed light on how agility
could be increased in the sourcing and contracting of large-scale IT initiatives — in our
case an IT platform for the development of autonomous driving capabilities — with the
following research question: How can agility be increased in sourcing and contracting
of large-scale IT initiatives?

To do so, we target the automotive industry as it is highly affected by digital transfor-
mation and technological innovations such as autonomous driving, connectivity, elec-
tromobility, and shared mobility [16, 17]. These four trends can be most easily remem-
bered by the acronym ACES [18]. Our case study with CarCo, a German premium car
manufacturer, is characterized by technological novelty (i.e., autonomous driving and
machine learning) and technical hurdles (i.e., providing storage and computing capaci-
ties to analyze data volumes of up to 200 Petabyte) with frequently changing functional
requirements or unclear regulatory requirements in target markets in combination with
an ambitious timeline (i.e., begin of series production intended for 2021). With our
exploratory research we aim at illuminating the far-reaching implications of adopting
new digital technologies in context of an organization applying scaled agile practices
according to the framework LeSS [19].

2 Background

This section introduces the extant literature related to the sourcing and contracting of IT
services in an agile context. We briefly introduce agile and scaled agile practices in ISD
and discuss potential risks and challenges for its adoption at enterprises. Furthermore, we
address the disconnect between agile ISD and vendor management, summarize research
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on incomplete contracts, and introduce IT outsourcing as potential lever for innovation.
Finally, we relate to the impact of agile ISD on IT contracts and how the application
of agile practices to IT tenders could help in reducing overall tender duration, pre-
contractual uncertainty and, thus, contractual risks, while simultaneously increasing
flexibility.

2.1 Agile Practices and Related Challenges in ISD

Agile practices can be seen as a response to challenges resulting from the traditional way
of ISD according to “Plan-Build-Run” [20] and the resulting separation between build
and run [21]. Agile practices root in systems thinking and lean practices [19, 22, 23]
where systems thinking aims at changing our perspective to solve problems in new and
unexpected ways [24]. The Agile Manifesto is perceived as a practitioners’ collection
of best practices on agile ISD [25]. Agile practices can be exemplarily characterized
by the formulation of value stories, removing complexity, shortening release cycles to
incorporate customer feedback, and effort estimation with story points [15, 21, 26]. Agile
practices aim, for instance, at clean code, pair programming and immediate customer
feedback, test-driven development, automated testing, continuous deployment [27] and
achieve their benefits through the synergistic combination of individual agile practices
[28].

To pinpoint the key concepts relevant for our research, we do not include details
on the composition of agile teams or their daily agile practices here and refer to the
wide body of extant knowledge on agile ISD: Exemplarily, Kniberg [29] and Gongalves
and Lopes [30] explain the setup of agile teams with the case of Spotify. Recker [31],
Przybilla [32], or Wang [26] present various insights into daily practices of agile teams
like stand-ups, planning poker to estimate development efforts with function points,
or retrospectives. Related to project management practices, McAvoy and Butler [33]
highlight the changing role of the project manager in agile ISD as a devil’s advocate
where teams are empowered to decision making.

Practitioners made several attempts to scale agile practices to the enterprise level
by adapting agile practices known from ISD and new agile structures [5]. To address
the inherent challenges of implementing scaled agile practices at larger organizations,
frameworks for scaled agile practices emerged [34]: Among others, LeSS (Large Scale
Scrum) is a lightweight agile framework developed by Craig Larman and Bas Vodde
for scaling Scrum to more than one team [19] and SAFe (Scaled Agile Framework)
is another approach developed by Dean Leffingwell for lean agile thinking and more
visibly incorporating of scalable DevOps [23, 35].

The adoption of agile practices does not come without challenges especially in the
context of large and established organizations [5]. Some of the most frequently men-
tioned challenges of applying agile practices at scale include: (1) Communication issues
as large and established enterprises usually do not consist of small and collocated teams
[36-38], (2) a lack of flexibility, coordination, and cultural challenges such as trust,
openness or willingness to transform [39, 40] — an often underestimated prerequisite
for a successful implementation [41], (3) limited scalability and uncontrollable risks in
case of the application of agile practices in a short timeframe without proper organi-
zational change management [42, 43], (4) applying agile practices in a predominately
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non-agile environment limiting potential benefits [36], (5) challenges related to orga-
nization, teams, misconceptions regarding agile practices, sustainability, scaling and
business value [37, 40].

2.2 The Disconnect Between Agile ISD with IT Vendor Management

The rich literature on IT sourcing is closely related to IT outsourcing which can be
defined as “handing over the management of a function, assets, people, or activity to
a third party for a specified cost, time and level of service” [44]. In consequence, IT
outsourcing can be regarded as a specific form of IT sourcing. Topics of managing risks
in IT contracts or governance and vendor management have a prominent take in the
extant IT outsourcing literature [13, 45].

While few research on outsourcing in context of innovation exists [13], IT-
outsourcing is increasingly perceived as an innovation lever [46, 47]. A collaborative,
trustful environment between client and IT provider can be facilitated by applying agile
practices like early involvement of the IT provider in solution design or an iterative app-
roach in sprints [37]. Consequently, agile practices can help establishing a high-quality
relationship between client and provider contributing to achieve innovation through out-
sourcing [48]. Furthermore, questions of how to reduce risks and uncertainty in the
relationship between client and provider, e.g., by a restrictive control with service level
agreements (SLAs) or a strict provider governance, play an important role [49]. Accord-
ing to Lacity and Willcocks (2014), innovation is rarely a one-time, big-bang project,
but rather multiple innovation projects deliver substantial improvements over time and
innovation does not automatically result from outsourcing per se [47]. Key innovation
drivers in outsourcing projects are acculturation, i.e., “the process by which two or more
cultures merge from a cohesive culture” [47], inspiration, a joint funding and benefiting
from innovation, and successful cultural change management [47].

While IT outsourcing was in the past largely motivated by process optimization
and cost efficiency [13], its focus has shifted towards innovation while mere offshoring
activities have declined in importance [11]. The digitization of business processes, cloud
computing, and cyber-security are supposed to have a similar disruptive potential in the
upcoming years [10, 50].

2.3 Incomplete Contracts

Incomplete contracts are argued to explain various economic issues [51]. Incomplete
contracts are usually preceded by an invocation of transaction costs and one or several
of the following three ingredients: Unforeseen contingencies, cost of writing contracts, or
cost of enforcing contracts [52]. A key rationale of the incomplete contracts literature is
that contracts are incomplete by nature [52, 53] and result from information asymmetries
between seller and buyer similar to principal-agent relationships and, thus, explain for
a suboptimal level of sourcing [51, 54].

Since it is not feasible to include all contingencies into contracts, information asym-
metries between buyer and seller may occur [53]. Consequently, contracts need to find
a way to handle uncertainty by assuring cost-efficiency and contract reliability. Agile
contracts are perceived as one way to address contract uncertainties and to increase
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manageability as they aim at an early incorporation of the IT provider into the solution
design allowing for joint-learning and application of best practices [8, 55].

2.4 How Agile Practices Can Help Addressing Issues of Traditional ISD

Key issues inherent to traditional ISD are that developing complete functional spec-
ifications is usually (1) not economical since a considerable effort is required before
implementation starts [56]; (2) not feasible since learnings of first iterations of feature
development cannot be incorporated [57], and (3) not helpful since the client usually
remains unable to express all requirements in sufficient complete and consistent detail
up front [22]. Consequently, in situations of frequent changes or unclear requirements,
endless re-negotiation of requirements may result when traditional approaches to ISD
are applied [14].

Contrary, agile practices can help addressing some key issues of traditional ISD:
(1) Focus on business priorities: Sprints are planned according to business priorities as
specified by the product owner as a representative for the client’s priorities [26]. This pro-
cedure ensures that only features of value to the customer are developed, thus, allowing
for a clear prioritization of business objectives and customer value. (2) Focus on workable
solutions: Agile practices aim at an early provisioning of prototypes to be used for early
client discussions and, thus, allowing for an early incorporation of customer feedback for
further improvements in subsequent iterations [58]. (3) Simple design: The recognized
lack of helpfulness of complete up-front specification of functional requirements has led
to the rise of agile ISD methods such as Scrum [59] where voluminous specifications
are replaced by lean specifications [56]. (4) Small releases are deployed in short, itera-
tive sprint cycles: By this approach, simple functionality is deployed quickly in sprint
cycles of two to three weeks [26, 60]. Short sprint cycles ensure that new features can be
deployed early, shipped iteratively, and improved gradually [61]. Furthermore, changing
requirements can be considered within a reasonably short timeframe [62]. (5) Contin-
uous testing and integration: New features will be tested and deployed instantaneously
without waiting for big release bundles [27]. (6) Pair programming: Pair programming
ensures a quality check already during coding as one developer codes while another
programmer checks quality simultaneously [27]. (7) Self-organizing teams: Distributed
leadership and decision-making speed up implementation and ensure that required infor-
mation is readily available [60]. (8) Complementing agile management practices: Daily
stand-ups and retrospectives serve as supporting organizational culture as they facilitate
team communication on sprint status and foster learning and continuous improvement
[31, 60].

It may be argued that applying these agile practices to ISD has three implications:
First, time-to-market for important features can be reduced as features with high business
impact can be prioritized [62]. Second, product quality can be increased due to early and
automated testing, incorporated quality checks due to pair programming, communication
and mutual feedback [27]. Third, flexibility for deployment of changing features can be
increased due to short, iterative sprint cycles and lean requirements specification [63].
Furthermore, applying short and iterative sprint cycles allows for short term changes of
features as specification takes place instantaneously in subsequent sprints.
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An agile and iterative approach to ISD can therefore — by design — decrease risk and
uncertainty and can protect clients from things they may not know [8]. Furthermore, an
agile approach limits both the scope of the deliverable and extent of the payment and
allows for inevitable change, and focuses negotiations on the neglected area of delivery

[8].

2.5 The Impact of Agile Practices on IT Contracts

Incorporating agile practices into IT contracts significantly impacts both, fixed price and
time and material (T&M) contracts as large and precisely specified contract volumes
will be replaced by modules sourced in small and iterative packages [55]. Consequently,
specific challenges occur for both, fixed price and T&M contracts: Related to fixed-price
contracts, challenges exist regarding contract negotiation caused by lean requirements
specifications: The overall project scope is defined only high level causing difficulties
in finding an agreement of whether the requirements are fulfilled or not [55]. Further-
more, project scope and solutions materialize only gradually and prototyping implies
performing a considerable amount of work that does not make it into the final project
[56] making it difficult to reach a fixed-price agreement in an agile setting [55].

Similarly, T&M contracts face challenges regarding agile contract elements: While
T&M contracts seem fairer at first glance as the payment corresponds exactly to the
delivered work, they incentivize the provider to increase development efforts and neglect
quality control [56]. In consequence, implementation risks are almost fully with the client
[14].

To summarize, closing contracts is a challenging undertaking especially in the con-
text of technological novelty and uncertainty like ISD and digital technologies [55]. Most
importantly, successful contracts result from relationships that rely on trust, collabora-
tion, and transparency [8]. Agile contracts acknowledge the fact that all contracts are
incomplete by nature, thus setting up mutually agreed-upon frameworks that explicitly
address the management of contingencies [8].

3 Research Approach and Case Study Context

3.1 Research Approach

This study applies an inductive qualitative research approach to explore the need to
increase agility in IT sourcing and contracting caused by new digital technologies. We
conduct a revelatory single case study because of the lack of extant knowledge and to
get rich, in-depth empirical insights [64]. This case study is revelatory for two reasons:
First, we provide access to a phenomenon of interest that has been largely inaccessible
to previous research due to its novelty (i.e., sourcing of a technological innovation like
autonomous driving). Second, researchers have usually limited exposure to real-world
cases applying agile practices (1) at large-scale in an entire department, or (2) to the
sourcing and contracting of a complex IT endeavor leveraging new digital technologies
as both in combination are rather new and rare instances. In consequence, we opt for a
revelatory case study design to maximize the chances of credible novelty [65].
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To obtain in-depth qualitative data, exploratory interviews with managers, experts,
and sourcing advisors involved in the tender were used as primary source for data col-
lection. Interviews were conducted between September 2018 and March 2019 in either
English or German based on a semi-structured interview guideline following the rec-
ommendations of Schultze and Avital [66] and Strauss and Corbin [67] to ground the
interviews in the participants’ own experiences and to allow the theory to emerge from
data. Questions were formulated open-end to allow the interviewees the possibility to
explore their experience and views in detail [64, 67]. Follow-up questions were formu-
lated for further clarification purposes. Each interview had a duration of approximately
50-75 min and was carried out personally in face-to-face meetings. The interview results
were documented in detail in form of interview notes and, if permitted, in form of
recorded interviews. The interview documentations were reviewed for consistency and
completeness by another researcher that has not participated at the interviews. Table 1
provides an overview of the conducted interviews.

Table 1. Overview of case study interviews.

Organization/department Interviewees No. of interviews
Car development (business unit) | Executive sponsor or manager; 5
Team leads; Experts
Corporate IT (IT department) IT-Manager; Experts 4
Purchasing (incl. legal and cost Team lead; Sourcing/cost experts; 3
engineering) Sourcing legal advisor
Consulting (external sourcing Consultants; Project manager 4
advisors)
Provider involved in the tender Bid manager; Commercial/legal lead | 2

3.2 Case Study Context: Autonomous Driving Development System Overview
and Resulting Challenges for IT Sourcing

This case study examines the challenging task of sourcing and contracting of an IT
platform for the development of autonomous driving capabilities at CarCo to examine
the implications of applying agile practices to IT sourcing and contracting. CarCo is a
leading German premium car manufacturer with more than 130,000 employees and in
business for more than 100 years. As an innovation leader and pioneer in electromobil-
ity, CarCo decided to bundle its engineering resources to develop autonomous driving
capabilities in a centralized unit in 2017 and intended to establish a centralized IT plat-
form scalable to cover all levels of autonomous driving. CarCo’s autonomous driving
engineering department consists of approximately 1,100 full-time employees at the time
of our research and has been established as fully agile unit applying the scaled agile
framework LeSS [19, 68].

CarCo seeks to develop own autonomous driving capabilities related to high and full
autonomous driving (level 4 and 5) according to SAE’s definition [69, 70] with intended
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deployment in serial production in 2021 for level 3. The IT platform for the development
of autonomous driving capabilities will be used for programming, simulation and testing
of the autonomous driving code to be deployed productively in cars.

CarCo intended to outsource the development and operations of this IT platform to a
proficient provider to benefit from joint innovative expertise on new digital technologies
such as artificial intelligence, business analytics and machine learning. Figure 1 provides
an overview of the business processes required for the development of the autonomous
driving capabilities. As the deployed autonomous driving code improves with the amount
of driven test kilometers, the collection of real driving data is essential. CarCo assumed
at the time of research that two million of driven test kilometers will be sufficient to
secure the autonomous driving code for productive usage.

Data Collection Data Ingest & Preparation Simulation & Re-Processing

j Gemany — vicinity of
* autonomous dn\'mg test
sites

Scenario Management >> Re-Processing (functional) >

> KPIs >> Sensor Re-Processing >

— Data Compute

> Ground Truth / Labelling >> Simulation >

> Analytics’Machine Leamning >

B. Data collection elsewhere — ™=p>
involving data logistics (i.e.
shipment of data to data
cenler)

Service Integration / IT Help Desk

Network Connections; Security, Identity and Access Management

Fig. 1. Overview of business value streams and related autonomous driving IT capabilities.

Data collection takes place with the help of a test fleet covering a full range of repre-
sentative driving scenarios in more than 20 countries. Collected data consist of camera,
lidar, radar and other sensor as well as related driving meta data. Data collected by a test
fleet driving in the vicinity of CarCo’s Autonomous Driving Campus is directly ingested
from the car to the data center with the help of a copy station. Contrary, data collected
during test drives in remote locations such as other countries are physically transported
to the data center involving complex physical data logistics processes (i.e., shipment of
disks storing up to 64 TB of recorded data from test drives) and are directly ingested
into the data center. As part of the ingest process, data is checked for completeness and
consistency to ensure that the data can be further processed. Once ingested, data is stored
in a centralized data lake where it will be categorized according a predefined set of KPI
and autonomous driving scenarios once automated and manual labelling took place.
The data is then used for simulation and training of the autonomous driving algorithm
(functional re-processing) and for validating new sensor set-ups (sensor re-processing).
Services integration and a help desk is provided centrally for the autonomous driv-
ing development system along with network connectivity, security, identity and access
management.
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Contrary to traditional large-scale IT projects, three aspects of this setting are espe-
cially noteworthy as they highlight why traditional approaches to IT sourcing and con-
tracting would not be suitable: First, despite of its strong technology focus, the lead
for specification, selection, and implementation of the autonomous driving development
platform is with CarCo’s car development unit and not with its I'T department. Resources
from CarCo’s IT department contributed with subject-matter expertise in an advisory
role only. Consequently, resources from CarCo’s car development department had nei-
ther a profound knowledge and experience in sourcing of large IT projects, nor a decent
market knowledge of IT providers being capable of delivering an EUR 200 million
IT project involving new digital technologies such as machine learning, big data, or
online video gaming required for simulation purposes. Second, the corresponding car
development business unit consists of approx. 1,100 employees and is organized accord-
ing to LeSS [19]. The rationale for this setting was that traditional approaches to ISD
were perceived as not suitable to cope with unclear or frequently changing functional
requirements resulting from technical novelty or unclear regulatory requirements. Third,
CarCo cooperates for the development of autonomous driving capabilities with other car
manufacturers and original equipment suppliers (OES) in a joint development setting
implying that each cooperation partner contributes with different feature teams work-
ing on the same code basis where area product owners coordinate feature development
across feature teams of the different cooperation partners. This setting creates specific
challenges as technical compatibility needs to be ensured between cooperation partners
(one centralized code basis and code repository) and as potential cultural differences
between cooperation partners from different parts of the world might occur.

The following challenges resulted from the necessity to find alternatives to traditional
approaches to ISD and particularly for IT sourcing and contracting:

1. An ambitious timeline as the autonomous driving development platform needed to
be available in spring 2019 to secure start of serial production in cars as of 2021.
This timeline resulted in roughly one year lead time between intended go-live and the
initial project start where neither details of the functionality, nor required high-level
quantities and platform key parameters were available.

2. Technological novelty as neither CarCo, nor IT providers had previous experience
in establishing an autonomous driving development IT platform of this scale and
scope as core platform technology components like machine learning, big data or
online video gaming are comparably new digital technologies where providers lack
a profound experience.

3. Technical hurdles due to exceptionally high data volumes caused by high and full
autonomous driving where an hour of test drive results in approx. 12—15 Terabyte
of camera, lidar, radar, other sensor and meta data. Consequently, due to the need
to secure proper functionality of new code or code changes, roughly 200 Petabyte
of test data need to be stored and reprocessed in case of code or sensor/lidar data
changes. To avoid delays in deployment of new code, the platform needs to have a
computing capacity allowing the reprocessing of all stored date (i.e., 200 Petabyte)
within a sprint’s length of two weeks.

4. Unclear or not fully specified legal framework for operations of autonomous driving
cars in intended markets — Europe, Japan, and the US as policy makers have not yet
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decided about the local legal minimum requirements for certification of autonomous
driving solutions. Consequently, it can be assumed that car manufacturers aim at
fulfilling higher standards as legally required to avoid significant changes to their
development systems as soon as stricter legal requirements are published by local
policy makers.

5. Unclear or frequently changing requirements due to the novelty of autonomous driv-
ing. As already mentioned, detailed technical specifications or quantities could not
have been specified initially for the establishment of the autonomous driving devel-
opment system. This circumstance resulted in high uncertainly requiring flexibility
regarding changing technology components or key parameters making a traditional
“waterfall approach” almost impossible.

6. Multi-partner setting with other car manufacturers and suppliers engaging in a coop-
eration for joint development of autonomous driving capabilities. As the automotive
industry is faced by four major disruptions known as “ACES”, car makers increas-
ingly cooperate to share investments in new technologies. Like electromobility,
autonomous driving involves significant investments [71, 72]. These new cooper-
ations require new technical infrastructure as for instance code development has to
take place on a joint code base that can be accessed by developers from different
cooperation partners. Furthermore, the coordination of feature teams across differ-
ent car manufacturers and suppliers results in organizational complexity and high
coordination effort.

4 Results

Based on the case study findings, we observed that agility plays an important role for
IT sourcing and contracting as agile ISD services need to be contracted differently
compared to traditional ISD services. We refer to agile practices applied during the
request for proposal (RFP) as ‘agile sourcing’ whereas to sourcing of agile ISD services
as ‘sourcing agile’. The subsequent section presents our case study findings.

4.1 ‘Agile Sourcing’ to Reduce Tender Duration and Time-to-Market

A backwards calculation revealed that the autonomous driving development platform
would need to be established in March 2019 to ensure a seamless start of serial production
in 2021. To achieve this ambitious goal, contract signature with the IT provider for
the development platform had to take place in November 2018. Consequently, a time
frame of roughly nine months for defining the tender scope including volumes, services,
functionality, technical concepts, and for vendor selection including contract negotiation
resulted. The high-level timeline is displayed in Fig. 2.

Our empirical data revealed six levers to increase agility in IT sourcing: (1) Focusing
on business outcomes without specifying the means of realization, (2) lean requirements
specification, (3) using a services catalogue to describe IT services in a standardized and
structured way, (4) engaging in a detailed discussion between client and provider during
the tender, (5) communicating the tender schedule in advance and (6) conducting an
request for information (RFI) before launching an RFP. In detail, the following findings
could be derived from the interviews at CarCo:
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Fig. 2. Timeline for the autonomous driving IT development platform.

Focus on business outcomes (“‘value stories””) without specifying the means of real-
ization. To achieve this objective, desired business features were defined only high-
level and details of the realization were left up to the provider. This approach follows
the agile practice of focusing on business outcomes and to create freedom for the
feature teams to decide about the realization [22, 25]. Consequently, different tech-
nologies or means of realization could have been selected by the provider based on
their expertise. This approach significantly differs from traditional ISD using com-
prehensive statements of work often not only specifying expected deliverables but
also related technologies or means of realization for desired functionalities reducing
the degree of freedom for providers significantly. Examples for business services
described high-level include the collection of camera, lidar, radar, and sensor data
of test drives, the ingestion of collected test data to the data center, or the simulation
of the autonomous driving code based on new sensor set-ups. In line with extant
knowledge on agile sourcing, the freedom of providers to decide on details of real-
ization can be perceived as lever to shorten tender duration as they are free to apply
technologies of their preference [55].

Lean requirement specifications describing features only high-level was applied for
three reasons: First, to shorten the duration for requirements specification, second,
because of the lack of details for specification provisioning due to uncertainty or
frequently changing requirements, and third, to include providers in the solution
design at an early stage to leverage their ideas and creativity in resolving technical
hurdles and challenges. Consequently, only platform key parameters like intended
target volumes for available storage or computation time for specific operations
like reprocessing of a defined data set within a given time were specified. This app-
roach follows the recommendations of the Agile Manifesto that best architecture and
requirements designs emerge from self-organizing teams [25] and reduces overall
tender duration [8].

A service catalogue has been used to describe business services in a structured, stan-
dardized, and comprehensive way. A service catalogue describes required services
in a formal structure and links them with service levels and quantities [73, 74]. The
service catalogue turned out to be especially beneficial in reducing tender duration:
To speed up the process of provider proposal development, providers submitted
just a pricing matrix corresponding to the services requested in the services cata-
logue stating prices along with provider-specific assumptions. To avoid the review
of lengthy, non-standardized proposals, only the completed pricing sheet responding
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to the requested services and the provider’s assumption list were subject to nego-
tiations. Provider-specific assumptions were then reviewed and discussed between
the client and the provider in so called “walk-through-sessions”. The documenta-
tion of accepted changes in a separate document became part of the contract along
with the pricing sheet. This process ensured that the original contract text including
all exhibits and attachments remained unchanged and needed not to be reviewed for
potential changes made by the provider. Consequently, the resulting negotiations and
review of contract documents could be significantly reduced resulting in a reduced
tender duration.

As part of the RFP, a detailed discussion between the client and providers on the
intended solution took place in workshops. Workshops were organized according to
different streams of the tender reflecting key business processes of the development
platform for autonomous driving complemented by a commercial and legal stream
taking on responsibility for contract negotiation. The approach of detailed discus-
sions between client and providers in workshops ensured that providers could gain
a profound understanding of the required functionality and gave the client the possi-
bility to get familiar with the intended technical solution proposed by the provider.
This process had three implications: First, providers had the opportunity to really
understand the client’s requirements and to get familiar with client key personnel
present in the workshops. Second, due to the early involvement, providers had the
opportunity to make suggestions for specific solutions and, thus, to find superior
ways for technical realization related to innovation or novelty. Finally, the teams
of the client and providers had the opportunity to get each other to know in detail
allowing for an assessment of potential fit of team cultures for a potential cooper-
ation after contract signature. Consequently, this approach contributed in reducing
inherent uncertainty before contract signature, and, thus, avoiding potential conflicts
between client and provider after contract signature. In line with agile practices,
solution design defined in mutual workshops between client and providers was like
sprints for solution design in iterative cycles to immediately incorporating customer
feedback [57].

The tender schedule has been clearly defined and communicated in advance by the
client. This approach was necessary to stick to the tight timeline resulting from an
intended go-live for the IT platform for the development of autonomous driving
capabilities as of 1.3.2019. To do so, the number of workshops in each tender phase
was clearly defined and communicated. Consequently, both, client and providers
were forced to bring required senior stakeholders for decision making on behalf of
either party to the workshops due to the lack of the possibility to postpone decisions
to subsequent meetings. This could have been achieved since providers participating
in the tender had to commit in advance to the communicated tender procedure and
timeline.

To conduct a profound vendor selection and to increase confidence in the future
provider, an RFI has been initially launched for provider pre-screening and qualifi-
cation before starting the RFP. Despite of consuming almost two months, the RFI
turned out to be very valuable for the following reasons: First, the ability to address
a potentially wider range of providers with the option for a vendor pre-qualification
before entering the RFP. Second, the possibility to launch the RFI at an earlier point
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in time as — contrary to the RFP — even not all high-level requirements needed to be
defined to place an RFI. Third, to incorporate learnings on innovative solutions made
by as many as possible providers including specialized niche-providers with only
a limited chance to get qualified in the subsequent RFP. Fourth, to give providers
the possibility to understand the client’s requirements and tender scope at an earlier
stage before entering the RFP enabling them to make more profound assumptions
regarding expected tender effort, cost and likelihood for bid winning.

4.2 Contractual Agility to Increase Flexibility While Maintaining Cost-Efficiency

Our empirical data revealed three levers to increase contractual agility: (1) Specifying
only initial quantities while defining quantities for subsequent quarters successively, (2)
contracting agile ISD with “T-shirt sizes’ for reference teams, and (3) applying an agile
fixed-price contract and lean SLAs. In detail, the following findings could be derived
from the interviews at CarCo:

1. An ‘investment board’ approach where only initial quantities for the first quarter after
contract signature were specified: This has been done for two reasons: First, a lack of
the possibility to specify detailed quantities for subsequent quarters and second, the
option to have maximum flexibility regarding the quantities in subsequent quarters in
case of changes in demand. To cope with this situation, client and provider agreed on
establishing a so-called ‘investment board’, a monthly meeting of client and provider
representatives reviewing system utilization in the previous month and deciding on
quantities for the next quarter as well as updating the rolling forecast for quantities
in subsequent quarters. To reflect lead times for ordering hardware, the provider had
three months for deploying agreed capacities. Consequently, all remaining quantities
following the first quarter after go-live for the total contract duration of five years
would be specified during the course by the ‘investment board’. This approach aimed
at ensuring maximum flexibility regarding ramp-up of the system’s key parameters
like computing power or storage. Simultaneously, the provider had enough time to
provide requested capacities within sufficient lead time. To ensure that deployed
capacities will not be cancelled by the client before the usual lifetime, the parties
agreed that quantity flexibility was limited with respect to two conditions: First, a
ramp-down of already deployed capacities would be reimbursed by the client with
the anticipated cost for the remaining contract lifetime of the respective component.
Second, the ramp-up of capacities would be limited to a maximum of 20% exceeding
the already deployed capacity to ensure that the ordered capacity increase can be
feasibly deployed without within a quarter’s time frame. In case of disputes, an
agreed governance with defined escalation mechanisms would apply.

2. To significantly increase flexibility in contracting of application development ser-
vices, only a rough indication of the required skills and quantities was defined ini-
tially: To secure provider resources availability, the client committed on initial quanti-
ties for application development according to so-called ‘T-shirt sizes’. ‘T-shirt sizes’
ranked from XS to XL describing an average person day effort for feature devel-
opment ranging from T-shirt size XS (equaling one person-day) to XL (equaling
21 person days). Furthermore, the client specified the shoring mix for each ordered
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T-shirt size to allow planning of regional availability of application development
resources as requested. Quantities for desired volumes of sprint teams according to
a defined T-shirt size and shoring mix were reviewed and adapted by the ‘investment
board’ as well.

3. Cost-efficiency was intended with the following two measures: First, the client aimed
at a fixed price agreement despite of the flexible scope in a fully agile setting: A
fixed price has been agreed based on the scope, quantities, and assumptions made
as specified in the pricing sheet. Only deviations from the quantities stated in the
pricing sheet and approved by the ‘investment board’ were subject to a separate
remuneration by the client. Second, cost-efficiency has been achieved by focusing
SLAs on business process impact, e.g., interruption of business processes and not the
availability of single system components. This approach ensured that only SLAs of
relevance for business impact were negotiated and monitored which in turn facilitated
a swift contract negotiation of SLAs and a resource-efficient SLA monitoring after
go-live.

5 Discussion

Agile practices contribute to reducing time to market, increasing flexibility, or reducing
uncertainty and, thus, reducing contractual risks in IT sourcing and contracting. Table 2
provides an overview of the different agile practices observed, resulting implications
(i.e., on how the measures contribute to sourcing, contracting, and operations), and
applying agility levers.

Related to increasing agility in IT sourcing and contracting, we found that speed can
be increased by either reducing tender duration or reducing time to market of critical
features. While reducing tender duration by itself reduces time to market (i.e., required
features are available earlier), some agile practices contribute to a reduced time to market
immediately. For instance, agile practices may reduce the time required for feature
specification, development, testing and deployment as it is the case for instance with a
lean requirements specification. This can be achieved by agile ISD in small feature teams
taking care of the entire software lifecycle from specification, development, testing,
integration, deployment, and operations. As feature teams are — unlike project teams
— standing, they are already familiar with the topic and can immediately start working
productively.

Some agile practices can also contribute to an increased flexibility while allowing
focusing on business outcomes or a lean requirements specification: Both measures
reduce time required for feature specification and focus on specification of features
of relevance for clients only [75]. Consequently, a more detailed specification will be
done as part of the implementation. In doing so, the decision which features should
be prioritized can be made at a later point and, thus, increases flexibility allowing to
implement new features on short notice. However, due to the limited research time
frame for this study, it cannot be excluded that initial time savings are not partly lost in
later stages when more details have to be specified successively as prerequisite to feature
implementation.

Furthermore, agile practices aim at reducing contractual uncertainty: This can be
achieved with an early engagement in discussions between the client and provider on
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Table 2. Overview applied agile practices, implications and resulting agility lever.

Agile practice Implications Agility lever

Sourcing ‘ Contracting ‘ Operations

—

. Agility in IT sourcing/tender process

. Focus on business outcomes Tender duration |, Time to market | | Speed
(“value stories”) without
specifying the means of
realization

N

Lean requirements Tender duration | | Flexibility 1 Time to market | | Speed; Flexibility
specification with only
high-level feature description

w

. Use a services catalogue for Contractual uncertainty | | Time to market | | Speed; Risk reduction
feature description in a
structured and standardized
way

4. Conduct a detailed discussion Contractual uncertainty | Risk reduction
between client and provider in
walk-through sessions

5. Communicate the tender Tender duration | | Contractual uncertainty | | Time to market | | Speed; risk reduction
schedule clearly in advance
6. Conduct an RFI before Contractual uncertainty | Risk reduction

launching an RFP

1I. Contractual agility

—_

. Specity only initial quantities | Tender duration | | Flexibility 1 Time to market | | Speed; Flexibility
and conduct a monthly
‘investment board’ for review
and revised future quantities

N

Contract agile ISD with Tender duration | | Flexibility 1 Speed; Flexibility
“T-shirt sizes’ for feature
teams of a defined size and
shoring mix

9]

. Apply an agile fixed-price Tender duration | | Contractual uncertainty | | Time to market | | Speed; Risk reduction
contract and lean SLAs

feature realization. By this, the provider engages well in advance in discussion of the
intended features like which functionality is important to the client, what parameters
need to be considered or which technologies and realization options to choose. With this
measure, client and provider likewise can get each other to know well in advance before
the realization starts and can discuss and align on potentially critical points related to
the realization of features.

Related to the IT contract, we found that agility can be increased by the same levers
like in the IT sourcing process —increasing speed and flexibility and reducing contractual
uncertainty. Tender duration and time to market can be reduced by only specifying initial
quantities and defining the quantities for subsequent quarters after contract signature
according to a defined process as it is for instance the case with a monthly ‘investment
board’. Likewise, flexibility in the resulting I'T contract can be increased with contracting
for external feature teams according to defined ‘T-shirt sizes’ for teams of a defined
skill level, shoring mix, and team size. Pre-defined ‘T-shirt sizes’ ranging from XS
to XL avoid lengthy discussions on specifications for provider feature teams. Finally,
contractual uncertainty can be reduced by negotiating an agile fixed price contract based
on high-level specifications of the required business outcomes. By this approach, the
provider has no incentive for spending more time on feature development as it is the
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case with T&M contracts. Likewise, the client has no commercial risks as the price for
a defined set of business outcomes is predefined before development starts.

As a result of this study’s setting (i.e., a single case study with a limited time frame
for research), we can only assume long-term success of applying agile practices to the
sourcing and contracting. Following the Standish Group’s definition of project success,
a project is claimed to be successful if it is completed on-time and on-budget, with all
features and functions as initially specified [76]. Related to this definition, respondents
confirmed initial project success as the IT development platform went online on time,
with all initially required features and in budget.

Besides of applied agile practices, the success factors identified by Lacity and Will-
cocks (2014) for dynamic innovation in business process outsourcing could be observed
as well and support CarCo’s rationale to outsource the autonomous driving develop-
ment platform: The early involvement of providers in the tender process allowed for an
early acculturation between client and provider. This involvement together with jointly
developing and further optimizing systems specifications in an agile, iterative approach
in sprints fostered inspiration and resulted in jointly-developed innovative ideas. As
requirements specification focused on business outcomes rather than means of realiza-
tion, the provider was incentivized to drive innovation and further optimization as both
parties would benefit from innovation mutually. Finally, change management has been
taken seriously with a well-prepared transition and transformation phase considering
cultural and organizational aspects.

This study contributes to theory and practice likewise by extending extant knowledge
on IT sourcing and contracting with agile practices. Related to theory, we reveal that the-
ory to IT sourcing and contracting should be enhanced regarding two dimensions. First,
if the subject matter of sourcing is agile ISD, relevant measures for sourcing agile soft-
ware development services need to be applied. For instance, comprehensive statements
of work should be replaced by high-level functional requirements and development
capacities will be sourced according to fixed capacities — feature teams of a defined
size according to “T-shirt sizes’, skill- and shoring mix. Second, we show how applying
agile practices in the tender process can significantly reduce tender duration and can
contribute in reducing pre-contractual risks and uncertainty by involving providers early
in the tender process and benefit from their experience regarding the solution design.

Related to practice, this study shows how managers can speed up the process for
large-scale IT tenders by applying agile practices into the sourcing process.

6 Conclusion

Companies increasingly adopt agile practices to foster innovation and performance in
rapidly changing market environments [77]. While agile practices are widespread at
startups or born digital companies like Amazon or Google [78], established companies
started to adopt agile practices just recently [5, 7].

This study aims at revealing the implications and potential benefits of applying agile
practices to the sourcing and contracting of large-scale IT endeavors. Accordingly, our
research is motivated by the lack of empirical evidence on how agility can be increased
in the sourcing and contracting of IT services by referring to a revelatory case study
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with CarCo in the context of autonomous driving. We contribute to the rich body of
knowledge on IT sourcing and contracting with examples on how to reduce the duration
of large-scale IT tenders and to increase the flexibility at IT contracts. For practitioners,
this case study reveals insights on how the application of selected agile practices to the
domain of IT sourcing and contracting can help in reducing the duration of large-scale
IT tenders and pre-contractual uncertainty while flexibility of the resulting IT contract
can be increased.

This study does not come without limitations: The case of CarCo might not be
transferrable to companies of other industries or sizes. Specifically, prestige projects
involving technological innovation like autonomous driving significantly increase the
likelihood that providers engage in new or uncommon contract types and incur related
contractual risks. Furthermore, due to topic novelty, only the time frame related to the
sourcing of IT development platform for autonomous driving capabilities could have
been considered. A longitudinal perspective of how the agile principles formulated in
the contract come into live after contract start seems to be especially worthwhile.

Our future research will cover the following aspects: First, a longitudinal observa-
tion examining how agile contract components work in practice after contract signature
seems required to validate of whether the intended contract flexibility could have been
achieved. Second, due to the focus on the time span before contract signature, aspects of
provider management or governance in a fully agile setting have not been considered. As
this contract makes use of comparably new contractual elements like a monthly ‘invest-
ment board’ for reviewing and adapting system utilization and deciding on quantity
changes in the subsequent quarters, we would expect specific challenges resulting from
this contract feature. Third, as CarCo started to establish a cooperation with other car
manufacturers and suppliers to share investments in autonomous driving development
systems, specific aspects of the cooperation (i.e., how to coordinate feature teams from
cooperation partners) should be reflected. Finally, the perspective of providers has not
been sufficiently addressed by this study. As providers are vital for service delivery, we
feel that this important perspective of the contractual partner should be considered.

Despite of the novelty of the content and the significant challenges imposed by the
adoption of agile practices to IT sourcing and contracting, agility seem to be more than
a short-term, transitory trend and is likely to play an important role as companies seek
to increase speed and flexibility in response to rapidly changing market environments.
It remains striking to learn how agility can be increased in sourcing and contracting of
large-scale IT projects.
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Abstract. Managing information technology infrastructures (ITI) in an effective
manner represents a major challenge for any organization and even more for
public sector organizations (PSOs) that often lack IT resources and are constrained
by tight budgets. Despite the importance of these challenges for practitioners,
there is a limited number of studies in this field. Applying the organizational
ambidexterity (AO) lens to analyze IT managers’ practices of ITI in public sector,
with a specific emphasis on sourcing practices, the present study seeks to fill this
gap. We present the outcomes of a Delphi study that involved 40 ITI experts from
three sectors: public, private, and academic. Public sector practices of exploration-
for-exploitation sourcing are discussed in this paper.

Keywords: Information technology infrastructures - Public sector
organizations - Organizational ambidexterity - Sourcing practices - Delphi study

1 Introduction

Since the dawn of the 21st century, public sector organizations (PSOs) have undergone
many changes, not only in their governance structures and managerial approaches, but
also in the sourcing models of their information technologies infrastructures (ITI). For
most practitioners and scholars, an ITI refers to “the composite of hardware, software
and connectivity of an organizational system” [66, p. 1747] and “provides services to a
range of applications and users, and it is usually managed by the IT-group” [60, p. 203].
Managing IT infrastructures represents one of the biggest concerns in PSOs due to the
growing financial resources invested in IT projects each year [53]. However, compared
to private organizations, PSOs face several other challenges such as the transparency and
efficiency required in their IT-related sourcing, the lack of expertise in IT, and the fact
that they must trade on public markets and follow governmental regulations [15, 41].
While most public ITT is still provided in-house, to overcome the aforementioned
challenges, more and more PSOs are choosing external suppliers in order to: 1) develop,
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purchase, maintain, and upgrade their ITI, both the hardware and software dimensions
[14, 42]; and 2) evaluate, adopt, and implement emerging/new technologies [23, 56].
Since ITI are increasingly complex, the management and sourcing of these infrastructures
have become a major problem for public sector IT managers [16, 17]. Despite their
importance, the activities and practices related to the managing and sourcing of ITI in
PSOs have been scarcely studied and documented in both academic and professional
literatures [41]. It appears to be a significant lack of knowledge on the challenges faced
by PSOs regarding the decisional process for the management and sourcing of their IT
infrastructures.

Governments around the world are struggling to provide efficient and effective pub-
lic services in order to meet the increasing expectations of citizens while dealing with
decreased public resources and budgets at the same time [56]. To address this major
problem, governments have initiated IT projects to open their data, which in turn can be
used to create transparency and involve the public [35]. For instance, the emergence of
cloud computing technologies has opened up new possibilities for many governments
that want to implement e-government platforms [32, 56] that would enable a govern-
ment to evolve from being an internal driven organization to being open by providing
transparency and accountability, and engaging the public [37]. Another example is the
blockchain technology and its application, the distributed ledger, that has the capability
to deliver a new kind of trust to a wide range of public services [23]. Rapid advances
in digital information across many government functions such as “big data” [13] and
machine learning [4], will provide better measures of public service outputs that will gen-
erate insights into how public agencies perform and use resources. Initiatives to assess
and eventually implement these technologies reflect the need to transform and explore
new ways to accomplish openness, transparency, accountability and engagement.

There are relentless pressures on I'T managers in public services to bring up-to-date
their I'TI in order to increase the quality of their services. Facing tight budgets, the idea
of ‘more with less’ has become a slogan as IT managers seek improve the quality of
service delivery [27]. This phenomenon is pervasive — an international trend from which
there is no escape for public service managers. This global interest has attracted the
attention of key world institutions such as the OECD [e.g., 34] on how modern ITI
are the drivers of productivity and efficiency of public services. Some of the identified
success factors are 1) implementing digital government strategies; 2) fostering an envi-
ronment conducive to innovation, and 3) understanding better the effect of budgeting and
government regulatory practices. New approaches should consider the inherent trade-
offs between existing, known technologies and emerging or new technologies [34]. To
accomplish all of this, there is a clear need for public sector IT managers to keep up-to-
date existing I'TI (exploitation) and at the same time, explore opportunities to implement
new technologies (exploration) while aligning their sourcing strategies with the various
human resources and budgeting restrictions, and procurement regulations.

There is a general consensus that organizations need to both explore and exploit suc-
cessfully to survive and thrive [3, 5, 24]. Ambidexterity embodies the idea that enduring
success of a firm depends on its ability to exploit current capabilities while concur-
rently exploring new opportunities as it reconfigures its resources to obtain competitive
advantage [5]. Exploitation focuses on efficiency, increasing productivity, and extending



40 D. Vieru et al.

operational processes, while exploration concentrates on building emerging capabilities
and creating workable business options for the future [39]. It has been suggested that
organizations need to both explore and exploit successfully to survive and thrive [3, 5,
24]. Organizational ambidexterity (OA) embodies the idea that enduring success of a
firm depends on its ability to exploit current capabilities while concurrently exploring
new opportunities as it reconfigures its resources to obtain competitive advantage [39,
63]. In their seminal article Tushman and O’Reilly (1996) propose the metaphor of a
juggler (an ambidextrous person) to suggest that managers who are capable to integrate
and reconcile both exploratory and exploitative activities can continuously produce inno-
vations that would incorporate both incremental and radical innovations. Organizational
ambidexterity is about doing both by providing the ability to mitigate the tension between
exploration and exploitation in pursuit for competitiveness [29, 63].

In this study we use one of the several applications of the organizational ambidex-
terity construct, in the sense that we adopt Rothaermel and Alexandre’s (2009) view
of ambidexterity as a firm’s “ability to simultaneously balance different activities in a
trade-off situation” (54, p.759). In this vein, March (1991) indicates that the “essence of
exploration is experimentation with new alternatives,” whereas the “essence of exploita-
tion is the refinement and extension of existing competences” (p. 85). In the context
of public sector ITI management and sourcing, we conjecture that IT managers must
develop the ability to resolve antinomies or to accommodate apparently opposite or
conflicting practices. They will need to either engage in exploitation (refine and extend
existing technology), in exploration (search for broader knowledge that helps the orga-
nization to acquire and implement new technology), or in a mix of both [54]. We infer
that a PSO IT manager will probably source the ITI (known or new technology) either
internally (insourcing) or externally (outsourcing).

This exploratory study has a two-fold goal:

1) toidentify the main challenges PSOs IT managers face when engaging in ITI sourcing
practices; and

2) how do IT managers engage in ITI management and sourcing exploration and/or
exploitation.

Attempting to achieve this goal, our study draws on the organizational ambidexterity
concept. We first engage in a systematic literature review of the ITI sourcing challenges
in public sector, then provide a description of our conceptual foundation. We further
explain the methodological approach used in our Delphi study that involved 40 ITI
experts from three different sectors: private, public and academic. The outcomes of
this study, a list of organizational practices identified by these experts, was analyzed
by building on Rosenkopf and Nerkar’s (2001) matrix that provides relevant criteria
when sourcing for ITI [52]. We focus on two dimensions: 1) insourcing vs. outsourcing
and 2) known vs. new technology sourcing. A discussion of the results followed by
the presentation of the implications for both scholars and practitioners conclude the
paper. Conceptually we identified a specific instance of contextual ambidexterity, —
manifested as exploration to (continuously) improve exploitation and as such, we label
it exploration-for-exploitation. Thus, the present study’s goal is to provide the illustration
of an instantiation of organizational ambidexterity.
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It must be noted that data used in this article is part of a larger research project that
had a broader scope and sought to shed light on the issues related to the management
of technological and application infrastructures in public organizations, as well as the
practices deployed to optimize the management of these infrastructures. In our analysis,
we focus only on the IT sourcing issues and their related practices undertaken by IT
managers as two of the several components of the ITI management process in public
sector.

2 Literature Review: ITI Sourcing Challenges in Public Sector

Following Paré et al.’s (2015) recommendations [48], we identified three main categories
of challenges related to I'TI sourcing faced by IT managers in a public sector context: 1)
Strategic-related ITI evolution challenges; 2) ITI sourcing business model challenges;
and 3) Emerging technologies adoption issues.

2.1 Strategic-Related ITI Evolution Challenges

The extant literature shows four organizational strategy-related challenges that PSOs
face: 1) challenges related to hardware and software infrastructures (mostly related
to tight budgets and cost cuts); 2) challenges related to internal operational processes
(differences in department-based procurement strategies and regulations and policies)
[9]; 3) challenges related to e-government policies and the necessary infrastructures to
align to those policies [ 10]; and 4) challenges stemming from the citizens/users’ feedback
that push public institutions to becoming smart cities or smart governments [33].
These important issues involve significant ITI transformations [22]. It has been sug-
gested that in order to effectively address these challenges, IT managers in public insti-
tutions need a consistent strategic alignment of their ITI and business goals in order to
increase the quality of public services and meet stakeholders’ expectations [33].

2.2 ITI Sourcing Business Model Challenges

During the last decade, the topic of how sourcing of ITI supposed to be done became
more and more prevalent since governments saw a rapid evolution of technologies and a
sharp rise in service quality expectations from their respective citizens/users. According
to Lember et al. (2018), PSOs prefer private sector tailor-made technologies for their
core tasks to the insourced tailor-made solutions. The latter come with considerable
transaction costs and are often difficult to implement on time. A recent study suggests
that PSOs are forced to adopt new models of business because information technologies
are nowadays the essence of up-to-date organizations and that their evolution is occurring
at an uncontrollable pace [19]. To address this issue PSOs need to look at outsourcing as
an important step in their development since this approach will bring in new technologies
faster than the insource approach [12]. Indeed, it has been found that IT managers in static
PSOs are slower in implementing changes in their technological routines and therefore
struggle to deliver minimum services to their citizens [36].
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The extant literature suggests that outsourcing partially, or all of public IT services
would provide benefits to the public sector. A first benefit has been identified as being
a relief in the maintenance of ITI for the organization that in the same time would also
allow to cut on IT overhead expenses while allowing internal and external flexibility
[6]. Another benefit would be the ability of public sector IT managers to better achieve
strategic goals involving the access to essential or rare resources that would otherwise
be more difficult or slower to acquire if insourced [21].

2.3 Emerging Technologies Adoption Challenges

Recently we have witnessed the emergence of a new kind of economy: the sharing
economy [20]. An annual industry report forecasts an exponential growth of the sharing
economy from an estimated 15$bn in 2014 to an expected 335$bn in 2025 [49]. In this
context, the emerging technologies can be seen has an important means to achieve new
goals identified in the sharing economy. One of the most promising emerging technol-
ogy, blockchain, has the potential to solve the issue of the necessary changes in how
governments maintain administrative control in a digital world [25]. Blockchain technol-
ogy is an efficient solution to store persistent objects and assets (such as certificates and
licenses, etc.) that will enable strong data security and efficient privacy [45]. It makes
possible to have contracts that are embedded in digital code and stored in transparent
(increases the public trust) databases, where they are sheltered from deletion and altering.
In the public sector, some authors consider blockchain as “an institutional technology of
governance that competes with other economic institutions of capitalism, namely firms,
markets, networks, and even governments” [11, p. 16].

While it looks like a panacea, several issues must be addressed by IT managers in
order to have this technology implemented and adopted by organizations: first, there is
an important cost associated with the acquisition and implementation of the blockchain
infrastructure; second, IT managers must ensure that their IT specialists are trained to use
the technology; third, there will be a need for developing applications for blockchain [25].
However, the most important challenge PSOs will face when adopting this technology
is how governments will address the impact that blockchain will have on the governance
of the transactions. Whereas conventional systems have a relatively direct control, the
distributed nature of blockchain technology entails important changes in responsibilities
and new governance approaches [45].

While not an emergent technology per se, cloud computing (CC) is an emerging IT
outsourcing model and it is considered amongst the five most influential technologies
in the last decade [28, 58, 65]. Analyzing the benefits of CC technology, Sallehudin
et al. (2015) found five factors that can impact its adoption by the PSOs: 1) the potential
lack of compatibility (similar objectives with the organizations’ work behavior, values,
experience and practice); 2) the complexity (perception of the technology as being com-
plex and difficult to use); 3) the potential lack of ability to try, test, or experiment; 4)
IT personnel characteristics (lack of knowledge of the technology and power of persua-
sion); 5) lack of openness to new technology. Information security and privacy were also
identified as significant challenges to adopt cloud computing [18].

In sum, the extant literature on I'TI sourcing in public sector suggests that I'T managers
in PSOs need to adapt to a faster and constant technological evolution driven by: 1)
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performance/capacity enhancements, new functionalities, and frequent new software
releases [40]; 2) opportunities to outsource some of their IT infrastructures installation
and maintenance [12]; 3) growing importance given to citizens/users’ feedback about
their needs [36]; 4) unavoidable changes in the traditional organizational governance
models [45].

3 Organizational Ambidexterity

The concept of organizational ambidexterity (OA) represents a firm’s ability to simul-
taneously explore and exploit, enabling a firm to succeed at adaption over time rather
than pursuing one of the two activities exclusively [29, 44].

Structural Ambidexterity. The concept of structural ambidexterity advances the idea
that organizational structures should divide exploitative and explorative practices into
separate organizational units, each with distinct competencies, processes, and cultures,
while at the same time implementing a process of integration between exploration and
exploitation [29, 63]. In other words, this implies that successful ambidexterity is condi-
tioned by the capability of an organization to have different business units able to focus
on operation activities, while others focus on adaptation [5].

Contextual Ambidexterity. Unlike structural ambidexterity, contextual ambidexterity
is an approach that enables organizations to balance exploitative and explorative tasks
without separating them [2, 29]. In this perspective, ambidextrous organizations enable
an organizational context that foster and encourages the flexibility of employees to use
their own judgment in how and when they will efficiently divide their time between the
conflicting demands of exploitation and exploration across the same business unit [5,
24]. In this way, contextual ambidexterity enables firms to avoid going in a direction of
change without regard to its bottom line [39]. The contextual approach supports O’Reilly
and Tushman’s (2013) argument that a firm that is capable of exploring and exploiting
simultaneously is likely to realize superior performance compared to firms that favor
one over the other. A successful implementation of this philosophy is Toyota. Adler
etal.’s (1999) case study examines the contextual factors that contribute to ambidexterity
between firm flexibility and efficiency. The authors found that reconciling the contextual
factors of support, training and trust, increased the organization’s capacity for flexibility
at a given level of efficiency, and created capabilities that served to improve efficiency

[1].

The literature on OA suggests the path from ambidexterity to organizational per-
formance presents implementation challenges, particularly related to the need to and
achieve flexibility in the allocation of company resources across alignment and adapt-
ability activities [44, 63]. While some ambidexterity researchers assume that in general
resources are available and that managers across the organization have equal access to
them [44, 59], others suggest that this assumption is not always valid [31]. The amount of
human capital required favors larger businesses’ efforts to create and sustain ambidexter-
ity. Ambidextrous organizations invest heavily in their pool of human resources so that
employees are well-trained, skilled, motivated, and empowered to efficiently balance
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exploitation and exploration practices [38, 50]. Most theories regarding ambidexterity
assume that organizations are large enough to allocate sufficient resources managers
to fostering and maintaining an ambidextrous environment [24, 38]. However, in our
context, the ideal route for an IT manager in a public sector organization with fewer
resources and constrained by tight budgets and governmental regulations to pursue ITI
sourcing ambidexterity requires more analysis.

4 Research Design: Delphi Method

Our literature review shows that PSOs face important challenges. However, the literature
isrelatively limited regarding how these challenges are overcome by ITI managers. Thus,
to better understand how ITI manages overcome these challenges, and more specifically,
to better understand the sourcing practices deployed, a Delphi study was conducted
[43, 47]. The objectives are, first to identify the management and sourcing practices
deployed by IT managers to overcome the challenges and second, to have a better
understanding how IT managers balance their sourcing practices, in terms of exploitation
and exploration, in order to generate ambidexterity.

The Delphi method allows a panel of experts to communicate and exchange, in an
interactive and structured way, to identify, select and classify different ideas such as
problems, key success factors or good practices [47, 55]. We chose the Delphi method
because it has been used successfully in complex areas requiring expert conclusions
[e.g., 55]. We followed the suggested steps to conduct a Delphi study [57] as well as the
recommendations formulated by experts [47] in the elaboration of the methodological
design.

In the present study, out of the 62 IT infrastructure management experts that were
contacted, 40 accepted to participate in the study. In order to have a complementary per-
spective IT infrastructure, managers from private organizations as well as IT researchers
from the academia were invited to participate in the study. During the Delphi study,
experts had to identify and classify practices deployed to manage their ITI in terms of:
1) exploitation, e.g., practices deployed to extend the sustainability of their existing IT
infrastructure and 2) exploration, e.g., the practices deployed to seize the opportunities
related to the constant and rapid technological evolution. To do so, data collection pro-
cess followed the three main phases underlying the Delphi method: 1) brainstorming;
2) narrowing; and 3) ranking [47].

4.1 Experts Selection

Choosing the right experts is one of the most, if not the most important step in the Delphi
process. Indeed, an important relation exists between the selection and the quality of the
results generated [47]. We followed Okoli and Pawlowski’s (2004) and Paré et al.’s (2013)
recommendations on experts selection. The experts selected had to have: 1) knowledge
and expertise related to the management of ITIs in private or public organizations and/or
2) conducted studies (e.g. scholars) in the field of IT. Recruitment of the ITI experts was
based on the authors’ professional networks. The 40 experts that agreed to participate in
the Delphi study were divided into three groups of experts: public, private and academic
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sectors. Table 1 illustrates the main demographic data of the expert panel. Due to the
extended length (4 months) of the Delphi process, 6 experts had quit the study at different
moments along the 3 phases: 4 practitioners, 1 academic, and 1 from public sector. Thus,
at the end of the last phase (ranking), the panel had 34 experts.

Table 1. Demographics in the Delphi study

Sectors

Public Private Academic Total
Number of respondents 14 (13) 15 (11) 11 (10) 40 (34)
Age (avg.) 48 48 46.3 47.1
Professional experience (years) 253 233 20.2 23.15
IT Professional experience (years) 19 18.2 15 17.6

4.2 Step#l: Brainstorming and Validation

The questionnaires sent to the experts in the first step, brainstorming, was divided in
three sections: 1) demographic; 2) a question on the exploitation practices related to
the management of ITI and 3) a question on the exploration practices related to the
management of ITL. Our two questions focused on the ITI managerial practices in general
rather than only on the sourcing practices. By asking the experts to focus on managerial
practices in general rather than only on sourcing one, the objective was to ensure that they
would take a general perspective on the practices deployed to overcome the challenges
of managing ITI. By asking the experts to focus only on one underlying dimension of
ITI management, e.g., the sourcing practices, we would have had a partial perspective.
Thus, we conducted a Delphi study that focused on the managerial practices to exploit
and explore ITI. However, in this paper, our analysis focused on the practices related to
ITI sourcing. Thus, the questions on exploitation and exploration practices were:

Exploitation-Focus Question: What are the practices/strategies that can be used by
organizations in general to extend the sustainability of their existing IT infrastructure,
e.g. those currently deployed? These practices/strategies can be technical, strategic,
organizational, human, etc.

Exploration-Focus Question: What are the practices/strategies used by organizations
to overcome the challenges and seize the opportunities related to the constant and rapid
technological evolution?

Each expert was asked to provide a minimum of 6 answers (practices) per question.
For each response, the experts had to provide a label describing the identified practice
as well as a short description. The questionnaire was pre-tested with three IT experts
(non-participants) to assess the clarity of the question, the design of the questionnaire
and the approximate time required to complete it.
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The experts identified 180 different practices for the exploitation-focused question
and 198 different practices for the exploration-focused question. Data were compiled
using MS Excel. The experts’ answers and explanations were analyzed first individu-
ally, and then collectively by the first three authors. The purpose of this analysis was to
group and synthesize all of these responses. Analogous and overlapping responses were
grouped under the same label and, for each of these labels, a description was written
based on the descriptions provided by the experts. A total of 45 labels were identified
for the exploitation-focused question. To facilitate the interpretation, those labels were
grouped into 5 categories: 1) knowledge management and competencies, 2) governance,
3) partnership, 4) strategic, and 5) technology. A total of 42 labels were identified for the
exploration-focused question. To facilitate the interpretation, those labels were grouped
into 6 categories: 1) employees, 2) technology, 3) architecture, 4) strategy, 5) collabo-
ration, and 6) monitoring. Afterwards, a validation round was conducted to confirm the
consolidated list of the identified practices in terms of meaning and representativeness.
Thus, the experts were given the possibility to add, if needed, practices that they might
have missed or forgot during the first round as well as to validate all the labels and defini-
tions. The final lists are presented in Appendix 1 (for the exploitation-focused practices)
and in Appendix 2 (for the exploration-focused practices).

4.3 Step #2. Narrowing and Step #3. Ranking

In the second step, narrowing, the experts were provided with the two lists and were
asked to select, in each of them, the 10 most important practices, based on their respective
effectiveness, without ranking them. For this steps and the following ones, the practices
identified as important by each experts’ group, private, public, and academic, were treated
separately. For the questionnaires received, a selection rule was established following
the recommendations of Delphi experts [43, 47], and applied to narrow the list of the
most important practices. Thus, to be selected and incorporated in the lists used in the
ranking step, a specific practice had to be identified by at least by 40% of the experts.
In the third and last step, ranking, the participants received two lists: one of the most
important exploitation-focused practices and another of the exploration-focused prac-
tices as identified by the experts in step 2. In that last steps, the experts were asked to
rank them in order of the level of their effectiveness (1 to N, where 1 = the most impor-
tant/effective and N was the least important/effective). Appendix 3 (exploitation-focused
practices) and Appendix 4 (exploration-focused practices) present the final rankings.

4.4 Consensus Creation

Afterwards, the ranking of each practices, as well as the Kendall W coefficient, were
calculated [30]. The Kendall W coefficient was used to establish the level of consensus
between the participating experts. It should be noted that a Kendall coefficient of W =
1.0 would mean that all the participating experts would perfectly agree with one another
regarding the ranking of the practices [18]. It has been suggested that a consensus level
W < 0.3 is considered low, between 0.3 and 0.5, it is considered moderate, between
0.5 and 0.7 it is considered good, and greater than 0.7 is considered strong [8]. Since
all consensus coefficients (W) were less than 0.3 in the first round, a second ranking
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round was conducted. In the second round, the experts received a list presenting the
organizational practices to be ranked accompanied by the average results obtained during
the first ranking round. As it can be observed in Table 2, the consensus levels between
the first and second rounds improved significantly.

Table 2. Kendall W coefficient level

Panels Kendall’s W

Round #1 | Round #2
Experts from the academic sector | 0.06 0.44
Experts from the public sector 0.13 0.54
Experts from the private sector | 0.19 0.51

5 Coding and Results

The first step taken to analyze the Delphi data was to identify and extract all the prac-
tices related to sourcing from the two complete lists, the exploitation-focused and the
exploration-focused practices. We also defined what sourcing will entail for us. In general
sourcing represents the process of choosing or procuring IT resources, e.g., materials,
software and services from an external or internal service provider. Sourcing may also
focus on practices that could play a strategic role such as supplier management, contract
development, supplier selection, contract negotiation, etc. Sourcing could also be related
to the practice of identifying and recruiting talent for specific processes and/or functions.
It has been found that “technology-sourcing decisions” are central to any organization
and focuses on an organization’s “decisions to broaden their technological portfolios
through licensing agreements, a form of market contract, or acquisition” [61, p. 272].

Thus, organizations acquire technological know-how by either: (1) developing their
technology independently, (2) acquiring other organizations which possess the desired
ITL or (3) entering into a technology sourcing agreement. Oshri et al. (2015) provide a
more clear and encompassing definition of sourcing: “Sourcing is the act through which
work is contracted or delegated to an external or internal entity that could be physically
located anywhere. IT encompasses various insourcing (keeping work in-house) and
outsourcing arrangements such as offshore outsourcing, captive offshoring, nearshoring
and onshoring” (46, p. 7). We used this definition to assess and classify the complete list
of exploitation and exploration practices identified in the Delphi study.

First, each of the practices listed in Appendices 1 and 2 were classified as sourcing-
related or not. Second, we tried to characterize each of the sourcing-related practices
according to the two dimensions adapted from Rosenkopf and Nerkar’s (2001) frame-
work: 1) ITI sourcing approach (insourcing vs. outsourcing), and 2) type of sourced
technology (known vs. new technology). This classification was done in two steps. First,
the practices listed in Appendices 1 and 2 were separately classified by two of the authors
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using Oshri et al.’s (2015) sourcing definition. The practices were grouped by categories
(5 categories for the exploitation and 6 categories for the exploration practices).

The second step was to compare the two classifications and discuss the differences
between the two classifications. The outcome was that about 10% of the identified
practices were not classified the same way by the first two authors. In order to resolve
the differences and reach consensus, the authors met to discuss gaps and yield a common
classification. Because the classification was based on the interpretations of each practice
description and that these descriptions were not always clear regarding the underlying I'TI
sourcing approach and/or the type of sourced technology (new vs. known), some of the
sourcing practices have been classified into more than on class. Tables 3 and 4 present the
sourcing practices identified during the narrowing and ranking phases and categorized
by sector (public, private, and academic), while Table 5 presents the practices that can
be described as instances of ambidexterity manifested as exploration to (continuously)
improve exploitation (exploration-for-exploitation).

Table 3. Exploitation-focused sourcing practices ranked by the experts

# Ranking
(App.1 EXPLOITATION-Focused Sourcing Practices Public Private Academic
)
33. Acquire reliable technological equipment 2
44. Virtualize servers 3 7
42. Ensure redundancy of critical components 5
43. Virtualize infrastructure 6 6
37. Implement a Service Oriented Architecture 7 5
28. Develop and monitor maintenance and replacement plans 10
7. Transfer and duplicate IT Skills 13 11
26. Develop a strategic vision of technological infrastructure 1 1
45. Virtualize storage 3 10
Develop and document the business architecture plan 14 4
27. - . .
(including technology infrastructure)
5. Establish a continuous improvement program 4 12 3
9. Adopt a modular approach 6

To identify the ambidexterity instances, for each of the exploitation-focused sourc-
ing practice identified, we provided its ‘twin’ in the list of exploration-focused prac-
tices (Table 5). In order to perform the ‘matching’, we read and interpret each practice
description identified at the end of the ranking phase (Appendices 3 and 4).

The identification numbers (#) presented in the first column are those ones identified
in Appendix 1 (for Table 3) and Appendix 2 (for Table 4). Since no matching was perfect,
the exploitation-exploration pairs of practices presented in Table 5 were matched only
when a significant overlap was present. Six (6) public sector exploration-for-exploitation
sourcing practices were identified (pairs #5/30, 27/20, 28/21, 33/9, 43/12, 44/12).
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Table 4. Exploration-focused sourcing practices ranked by the experts

# Ranking
(App.2 EXPLORATION-Focused Sourcing Practices Public Private Academic
)
9. Adopting reliable and evolutive technologies 1
3s. Develop collaboration between IT and business units 2 3 1
30. Implement mechanisms for continuous improvement 4 9 5
20. Define a corporate architecture framework 5
29. Assess internal and external technological risks 10
16. Reuse of IT assets 13 9
31. Outsource 14 15
21. Define life cycle and design a roadmap 4
42. Use of external experts 8
12. Migrate to cloud computing 3 10 11
15. Use of business and artificial intelligence 12 12
33 Develop collaboration between development and operation 3
teams
34. Develop collaboration between IT and external partners 8

Table 5. Exploration-for-exploitation sourcing practices based on ranking

# EXPLOITATION - Focused EXPLORATION - Focused Practices #
(App.1) Practices (App.2)
5. Establish a continuous improvement | €= | Implement mechanisms for continuous 30

program improvement )
9. Adopt a modular approach €-> | Adopt an architecture in micro-services and 18.
modules
Establish and monitor the evolution of | €=
16. the portfolio of the components of the Adopt a portfolio management approach 25.
technological infrastructure
o o > Develop collaboration between IT and external
Establish inter-organizational 34,
19. partnerships partners
€-> | Develop partnership 36.
Use of external consultants specialized in | €=
22, the management of the technological Use of external experts 42,
infrastructure
2. Use of external services ('e.g4 <> Outsource 31
outsourcing)
25, Develop an organizational policy on €-> | Adopt a "bring your own devices" approach 24,
"Bring your own devices (BYOD)" (BYOD)
Develop and document the business | €=
27. architecture plan (including technology Define a corporate architecture framework 20.
infrastructure)
28. Develop and monitor maintenance and A Define life cycle and design a roadmap 21.
replacement plans
31. Establish a service offer | €-> Expand the IT service offering 28.
33. Acquire reliable technological equipment | €= | Adopting reliable and evolutive technologies 9.
37. Implement a Service erented > Adopt a service-oriented architecture (SOA) 19.
Architecture
43, Virtualize infrastructure | €= Migrate to cloud computing 12.
44, Virtualize servers | €= Migrate to cloud computing 12.
45, Virtualize storage | €= | Migrate to cloud computing 12.
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6 Discussion

We conducted a Delphi study with 34 experts from three sectors: public, private, and aca-
demic, to identify various ITI sourcing practices. In order to analyze these practices, we
adapted Rosenkopf and Nerkar’s (2001) framework that provides important criteria when
sourcing for IT and focuses on two dimensions: 1) ITI sourcing approach (insourcing
vs. outsourcing); and 2) Type of sourced technology (known vs. new technology).

Focusing on sourcing exploitation practices, more than half of the practices sug-
gested by the experts (14 out of 24) were related to both internally and externally
sourcing approaches (insourced and outsourced), which indicates a certain flexibility
in their application (see Appendix 1). Several practices (7 out of 24) involved a purely
outsourcing approach, which shows an important interest towards this type of sourcing
approach. For instance, practices such as establishing inter-organizational partnerships,
or renegotiating contracts for extension have been suggested. In addition, although a
majority of exploitation practices oriented towards sourcing known technologies were
expected, the results show that the practices put in place target both the sourcing of
known technologies and also new ones.

Similarly, several sourcing exploration practices (9 of 22) were related to both inter-
nally and externally sourcing approaches (insourced and outsourced). In total, 17 of the
22 exploration practices have an outsourcing approach, while 14 have an insourcing
approach (see Appendix 2). On the other hand, exploration practices were, for the most
part, oriented towards new technologies (20 out of 22) compared to known technologies
(8 out of 22).

Further, out of the 46 sourcing practices (24 in exploitation — see Appendix 3; 22 in
exploration — see Appendix 4), 15 (5 in the public sector), were identified as exploration-
for-exploitation (instances of contextual ambidexterity) which represents an interesting
and important preliminary result. These 5 practices not only allow PSOs to exploit their
ITT but also explore new opportunities. For example, adopting reliable and scalable
technologies is the most important practice, according to the PO experts’ ranking, and
this practice not only allows PSOs to better exploit their ITI, but also enable them to
cope with the rapid evolution of technologies. Among the other important ambidextrous
practices, we found server virtualization, classified as a major exploitation practice but
also having an impact on exploration, the implementation of continuous improvement
mechanisms (rank 4 of exploration practices and also having an impact on exploitation),
or the definition of an architectural framework (rank 14 of exploration practices and
allowing organizations to keep up-to-date their existing ITI). The identification of these
5 contextual ambidextrous practices is an important starting point for PSOs wishing to
efficiently allocate resources while being limited by tight budgets.

When comparing the exploitation ITI sourcing practices (see Table 5, left column)
with the exploration ITI sourcing practices (see Table 5, right column), we observe that
these practices are very similar in the way they were labeled by the experts. An obvious
question raises: Is this a methodological error that has generated these results or rather
those pairs are complementary? There is a possibility that these outcomes are caused by
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the fact that the same respondents identified both the exploitation and the exploration
ITI sourcing practices. However, to minimize this possible error, two distinct questions,
focusing on ITI management in general and not only on sourcing practices, where asked:
one related to practices to extend the sustainability of their existing IT infrastructure
(exploitation), and the other one related to practices to overcome challenges and exploit
the opportunities related to the constant and rapid technological evolution (exploration).
Thus, we suggest that we identified several prominent practices of cross-over,
i.e. complementary practices that we label them exploration-for-exploitation practices.
Overall, a complex relational pattern and virtuous cycle has emerged. We conjecture
that exploitation and exploration ITI sourcing practices feed or influence each other in
the sense that the decisions made in terms of exploitation ITI (known or new) sourcing
will constraint or orientate the avenues to explore in terms of exploration ITI (known
or new) sourcing practices [51]. The exploitation decisions put an organization, espe-
cially a PSO that has tight budgets and human resources, on a certain path and thus the
exploration ITI sourcing practices are path depend of the exploitation decisions [62].
Furthermore, the decision to engage in specific exploration ITI sourcing practices will
feed or influence exploitation ITI sourcing practices in the sense that these decisions
will generate new possibilities, new avenues in terms of sourcing practices which may
not have been considered when engaged in previous exploitation I'TI sourcing practices.
Thus, we suggest that exploitation and exploration ITI sourcing practices are interre-
lated and could be illustrated in terms of a continuous lifecycle [26, 64]. When deploying
exploitation sourcing practices, managers should think about the durability of the ITI
but simultaneously be mindful of how the ITI could or will evolve in the future since
exploration practices will have an important impact on exploitation practices.

7 Conclusion

With the rapid and constant technological evolution, public sector organizations face
important challenges regarding the decisional process of sourcing their IT infrastructures.
Because of the extant academic and practitioner literatures’ lack of pertinent studies on
this important topic, this study is a first step to fill this gap by conducting a systematic
review of the literature and a Delphi study. We have empirically identified ambidextrous
ITI sourcing practices and proposed a contextualized view on challenges and related
responses in three different sectors (public, private, and academic), with a specific focus
on the public sector in this article.

Our main theoretical contribution is thus a sector specific instantiation of ambidex-
terity, which highlights specifically the benefits of exploration-for-exploitation practices.
Our findings — as expected — are highly contextualized and contingent on the organiza-
tions (PSOs). From a practitioner’s point of view, the study should help IT managers
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better react when confronted with new emerging technologies. It should also be bene-
ficial for practitioners to learn how their colleagues from other sectors, especially the
ones from the private sector, adopt and implement various organizational actions to face
technological evolution and better source and manage their ITI. The results should also
help public sector officials to identify cross-sectoral differences with private sector orga-
nizations and help them eventually better collaborate with private sector partners. Facing
tight budgets and relentless pressures from the public, IT managers in public institutions
must bring up to date their infrastructures in order to increase the quality of their ser-
vices. The experts in our study suggested that reliable technological infrastructures are
the raison d’étre of their PSOs trying to keep in touch with the present reality of the
digital world.

The closer you look, the more the distinction between quality delivery on one hand,
and continuous improvement, creativity, and innovation on the other hand, becomes
blurred (cross-over between exploration and exploitation). We have identified and evi-
denced an instance of contextual ambidexterity: exploration-for-exploitation, in other
words, continuous improvement of the IT infrastructures that has become honed as
integral part of the ambidextrous practices of the IT managers involved in our Delphi
study.

Some limitations of the present study need to be acknowledged. First, even if the
organizational actions were identified by 40 ITI experts and that a rigorous Delphi study
was used, caution must be exercised before generalizing the results and systematically
apply them in any organizational context. Second, the cross-sectional nature of the data
collection limits the ability to explore how organizational actions might have interacted
with one another throughout time.

We hope that the results of this study will guide and assist practitioners in their
decision making as well as researchers in their investigation of issues related to the
management of technological infrastructures. In this sense, we propose several avenues
for future research. First, it would be noteworthy to assess the impact of sourcing practices
identified in this study on organizational performance. Another research avenue would
be to evaluate to what extent each of the identified sourcing practices would be easy or not
to implement. Finally, it would also be interesting to analyze to what extent the proposed
sourcing practices would increase the capacity and flexibility of the IT infrastructures
[7, 66].
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Appendix #3 — EXPLOITATION-Focused Sourcing Practices - Final

Ranking
# | EXPLOITATION-focused practices Ranking
Public | Private | Academic
33. | Acquire reliable technological equipment 2
44. | Virtualize servers 3 7
42. | Ensure redundancy of critical components 5
43. | Virtualize infrastructure 6 6
37. | Implement a Service Oriented Architecture 7
28. | Develop and monitor maintenance and replacement plans | 10
7. | Transfer and duplicate IT Skills 13 11
26. | Develop a strategic vision of technological infrastructure 1 1
45. | Virtualize storage 10
27. | Develop and document the business architecture plan 14 4
(including technology infrastructure)
Establish a continuous improvement program 4 12
Adopt a modular approach 6
14. | Establish a licensing and purchase of hardware/software
policy
16. | Establish and monitor the evolution of the portfolio of the
components of the technological infrastructure
19. | Establish inter-organizational partnerships
20. | Renegotiate contracts for extensions
21. | Do business with local service providers
22. | Use of external consultants specialized in the management
of the technological infrastructure
23. | Use of external services (e.g. outsourcing)
24. | Establish a contract management structure and policy
25. | Develop an organizational policy on “Bring your own
devices (BYOD)”
30. | Establishing an IT Strategic Plan
31. | Establish a service offer
34. | Set up shared services
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Appendix #4 —- EXPLORATION-Focused Sourcing Practices - Final

Ranking
# | EXPLORATION-focused practices Ranking
Public | Private | Academic
9. | Adopting reliable and evolutive technologies 1
35. | Develop collaboration between IT and business units 2 1
30. | Implement mechanisms for continuous improvement 4 9 5
20. | Define a corporate architecture framework 5
29. | Assess internal and external technological risks 10
16. | Reuse of IT assets 13 9
31. | Outsource 14 15
21. | Define life cycle and design a roadmap 4
42. | Use of external experts
12. | Migrate to cloud computing 3 10 11
15. | Use of business and artificial intelligence 12 12
33. | Develop collaboration between development and operation 3
teams
34. | Develop collaboration between IT and external partners 8
18. | Adopt an architecture in micro-services and modules
19. | Adopt a service-oriented architecture (SOA)
24. | Adopt a “bring your own device” approach (BYOD)
25. | Adopt a portfolio management approach
36. | Develop partnership
37. | Involvement in communities of practice
27. | Development of business cases
28. | Expand the IT service offering
32. | Collaborate with specialized firms and research center
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Appendix #5-Ambidextrous Sourcing Practices — Complete List

D. Vieru et al.

ID | EXPLOITATION - Focused A-Dex* | EXPLORATION - Focused ID
Practices Practices

5 | Establish a continuous improvement | <—— Implement mechanisms for 30
program continuous improvement
Transfer and duplicate IT Skills
Adopt a modular approach “«— Adopt an architecture in 18

micro-services and modules

14 | Establish a licensing and purchase of
hardware/software policy

16 | Establish and monitor the evolution | <—— Adopt a portfolio management 25
of the portfolio of the components of approach
the ITI

19 | Establish inter-organizational “«— Develop partnership 36
partnerships

20 | Renegotiate contracts for extensions

21 | Do business with local service
providers

22 | Use of external consultants S Use of external experts 42
specialized in the management of
the ITI

23 | Use of external services (e.g. Outsource 31
outsourcing)

24 | Establish a contract management
structure and policy

25 | Develop an organizational policy on | «<—— Adopt a “bring your own devices” | 24
“Bring your own devices (BYOD)” approach (BYOD)

26 | Develop a strategic vision of
technological infrastructure

27 | Develop and document the business | <—— Define a corporate architecture 20
architecture plan (including framework
technology infrastructure)

28 | Develop and monitor maintenance | <—— Define life cycle and design a 21
and replacement plans roadmap

30 | Establishing an IT Strategic Plan

31 | Establish a service offer S Expand the IT service offering 28

33 | Acquire reliable technological S Adopting reliable and evolutive 9
equipment technologies

34 | Set up shared services

(continued)
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(continued)

ID | EXPLOITATION - Focused A-Dex* | EXPLORATION - Focused 1D
Practices Practices
37 | Implement a Service Oriented “«—— Adopt a service-oriented 19
Architecture architecture (SOA)
42 | Ensure redundancy of critical
components
43 | Virtualize infrastructure Migrate to cloud computing 12
44 | Virtualize servers S Migrate to cloud computing 12
45 | Virtualize storage “«—— Migrate to cloud computing 12
Use of business and artificial 15
intelligence
Reuse of IT assets 16
Development of business cases 27
Assess internal and external 29

technological risks

Collaborate with specialized firms | 32
and research center

Develop collaboration between 33
development and operation teams

Develop collaboration between IT | 35
and business units

Involvement in communities of 37
practice

*A-Dex = Ambidextrous relationship between exploitation-focused and exploration-focused
sourcing practices
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Abstract. Digital transformations facilitate the need for speed. However, how
the required digital maturity to manage transformation is not well-understood.
This Dutch research examines inhibitors for digital maturity and is focusing on
the business as well as the information technology side. Using a literature review
and survey research of managers from national and global firms based in the
Netherlands; we present a research model and empirically test the hypothesized
relationships. The results show the inhibitors for digital maturity including the
capability limitations for both the Chief Information Officer and the business
representatives. In the research also the balance between achieving the digital
business and information technology maturity has been measured: number of
months required to achieve digital maturity. There is support for the hypothesis
that information technology and business digital maturity are balanced.

Keywords: Architecture - Chief digital officer - Chief information officer -
Digital strategy - Digital transformations - Governance

1 Introduction

Digital (Business) Transformations can be defined as “the process of exploiting digital
technologies and supporting capabilities to create a robust new business model” [1].
In this collaboration defining a digital transformation strategy is essential. This strategy
covers the corporate, operational and functional strategy, which includes the information
technology strategy [2]. On the technology side, new digital technologies, SMACIT
(social, mobile, analytics, cloud and Internet of Things) technologies, open new doors
[3]. The use of technologies is essential [4], however a strategy is more important than
the technology [5]. This technology push fuels the business by enabling new products
and services (digital service backbone) and improving existing processes (operational
backbone) — [6]. These definitions indicate that digital transformations take two to tango:
business and IT.

Organization will potentially have different digital transformation maturities. In order
to be successful both the business and the IT digital maturity needs to be balanced. This
doesn’t mean that organization need to be mature right here, right now. Organizations
need to have an aligned digital maturity roadmap. In order to achieve alignment and to
improve the digital maturity some organizations appoint a Chief Digital Officer (CDO).
The CDO is a catalyst for achieving digital maturity [7]. However, some organizations
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might not be convinced on the need to embark on a digital transformation (Myth #5:
executives are hungry for digital transformations [8]).

Digital mature organizations can be characterized by 1. having a board of manage-
ment that lives and breathes digital [9-11], 2. embedding digital in the DNA of their
organisation [12-14], 3. setting priorities for digital adoption considering an innovation
focus on processes and on existing and/or new services [15, 16], 4. experiment with new
technologies, including artificial intelligence and machine learning [17-19], 5. accom-
plish seamless cooperation between business representatives and digital leaders [20, 21],
6. collaborate with start-ups, scale-ups, tech giants and universities [22-25], 7. embed
digital governance by recalibrating business and information technology roles and by
integrating the digital unit in the organisation [26, 27] and 8. implement architecture by
design and a thorough data strategy [28, 29].

Only a very small percentage will not be impacted by disruption, most organizations
need to decide on their Digital Transformation roadmap, ranging from making low
risk moves to making bold steps [30]. What is stopping organizations from Digital
Transformation success?

2 Literature Review

Successful digital transformation requires digital business and digital information tech-
nology maturity [31-33]. The digital business maturity is hindered by 1. capabilities
of the business representatives [5, 34, 35], 2. poor digital strategy [36-38], 3. budget
constraints [39, 40], 4. poor change management capabilities [8, 41], 5. poor governance
[26, 42] and 6. poor enterprise architecture [43, 44].

The digital business maturity is hindered by 1. capabilities of the chief information
officer [45, 46], 2. lack of ability to centrally manage the core data [47, 48], 3. lack of
trust in information technology department [49, 50], 4. technical debt [51-53], 5. IT
legacy platforms [54, 55] and 6. governance frameworks [26, 56].

Finally, the digital maturity is hindered by the capabilities of the chief digital officer
[57]. There is a lively debate if this is a digital business maturity or a digital information
technology maturity [7, 58—60]. The chief digital officer is a catalyst for both the business
and information technology [61].

3 Hypothesis

Successful digital transformation requires both digital business and digital informa-
tion technology maturity. Organizations need to resolve inhibitors. Prior to testing the
hypothesis, the impact of the in the literature identified inhibitors will be explored by
a survey (Likert scale 1-10—1 is low and 10 is high). This provides guidance on where
organizations need to focus to achieve digital maturity.

The data for this research is collected by a survey. The survey was submitted to
ICT Media, a Dutch organization that facilities IT decision makers in the Netherlands.
The members of this community are Chief Information Officers and their direct reports.
The response rate was 1.5% (57 responses, including two not completed responses to
3,500 invitations). The survey was an anonymous survey; therefore, it is not possible to
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conclude the representativeness of the sample. However, the spread over the different
sectors and spread of the size of the organizations the respondents represent do not
indicate that the respondents are not representative for the community, which was also
confirmed by ICT Media.

Furthermore, this research explores the Pearson correlation between the time required
for organizations to achieve digital business and digital information technology maturity;
Pearson correlation [62—65]. The hypothesis test if the digital business maturity in terms
of the time required for organizations to achieve maturity equals to the time required for
organizations to achieve digital information technology maturity. The survey respondents
provide their insight and understanding for both digital business and digital information
technology maturity timeline (already achieved, <12 months, 13 to 24 months, 25-36
months, 37 to 60 months and >60 months — each value represents a numerical value
in this research, ranging from “already achieved” representing the value “0” tot “>60
months” representing the value “5).

The expectation is that the organization will have an equal timeline for achiev-
ing/achieved digital business and digital information technology maturity. The 95%
critical values (two-tales) of the correlation coefficients decide if r is significant or not.
This will provide insides in the expected balance of the timeline for achieving/achieved
digital business and digital information technology maturity.

p = achieving/achieved digital business and digital information technology maturity
timeline balance

Hp (achieving/achieved digital business maturity timeline — achieving/achieved
digital information technology maturity timeline): p =0

Ha (achieving/achieved digital business maturity timeline — achieving/achieved
digital information technology maturity timeline): p > 0

4 Data Collection

The data for this research is collected by a survey. The survey was submitted to ICT
Media, a Dutch organization that facilities IT decision makers in the Netherlands. The
members of this community are Chief Information Officers and their direct reports.
The response rate was 1.5% (57 responses, including two not completed responses to
3,500 invitations). The survey was an anonymous survey; therefore, it is not possible to
conclude the representativeness of the sample. However, the spread over the different
sectors and spread of the size of the organizations the respondents represent do not
indicate that the respondents are not representative for the community, which was also
confirmed by ICT Media.

The survey was conducted in Dutch. The participants completed their response via a
portal. The responses were collected from 16 January to 2 February 2018. The potential
participants received one friendly reminder the second week the survey was introduced.

5 Survey Population Characteristics

The participating organizations include all sectors. Over 10% of the participating orga-
nizations are in the sectors manufacturing, healthcare, government and financial services
(see Fig. 1).



72 E. Beulen

12%

212%

2%
4%

3% —
7 11%
5%

/

5% | ‘
11%

7%
7%

= Manufacturing

= Healthcare

= Government

= Financial services

= Professional services

= Utilities & telecom

= Education

® Real estate and construction
® Logistics

= Retail

= Media & publishing

Fig. 1. Overview of sectors of participating organisations (N = 57)

The participating organizations are predominantly larger organizations, rev-

enue/budget larger than €250 m (see Fig. 2).
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Fig. 2. Overview of annual revenue/budget in million Euro (N = 57)

The participating organizations operate predominantly in the Netherlands, over 50%
of the participating organizations generates over 75% of their revenue or spends over

75% of their budget in the Netherlands (see Fig. 3).
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6 Data Analysis

Respondents also assessed the importance of improvement areas (see Fig. 4). This is
mixture of improvement areas for both Digital Business Maturity and Digital Information
Technology Maturity. The capabilities of business representatives (7.6 out of 10) and
the chief information officer (7.1 out of 10) together with a poor digital strategy (7.1 out
of 10) turn out to be the areas requiring most attention. Respondents also made clear
that identifying, maintaining and recruiting qualified staff is important. In addition, the
chief digital officer (6.8 out of 10) and change management capabilities (6.7 out of 10)
received high scores. The outcome of the survey set a clear agenda for improving digital
maturity.

The survey also addressed digital maturity, differentiating between digital maturity
with respect to business and information technology. Most organisations do not see
themselves as digitally mature yet: only four organisations out of the 55 surveyed con-
sider themselves as digitally mature in business and information technology (see Fig. 5).
The other respondents expect they need up to 60 months or more to become digitally
mature. The survey outcome might be impacted by the survey respondents’ profiles, pre-
dominantly chief digital officers, chief information officers and information managers,
but undoubtedly there is room for improving maturity. What capabilities, processes,
and tooling are required? This is essential input for the digital strategy and will support
organisations in adopting digital in accordance with their digital strategy.

The number of responding organizations taken into account was 55 organizations
(N = 55 - 2 incomplete responses). The preferred minimal number of responses is 25
[62]. The number of responses is sufficient for reliable testing.

The hypothesis test if the digital business maturity in terms of the time required
for organizations to achieve maturity equals to the time required for organizations to
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Fig. 4. Overview blockers for Digital Maturity. Overview Importance of improvement areas for
Digital Maturity — 10-point scale, 10 is highest importance, and 0 is lowest importance (N = 57)

achieve digital information technology maturity. The 95% critical values (two-tales) of
the correlation coefficients decide if r is significant or not. The Ho is accepted (see below

text box).

Ha (achieving/achieved digital business maturity timeline

maturity timeline) = 0.76364
Std dev
maturity timeline) = 3.980475
N=55
Degrees of freedom = 54

t Stat = 1.567267
t Critical two-tail (.05) =2.0

< 2.0 we accept Ho.

p =achieving/achieved digital business maturity timeline — achieving/achieved digital
information technology maturity timeline

HO (achieving/achieved digital business maturity timeline —

achieving/achieved digital information technology maturity timeline) = P = 0
~ achieving/achieved digital information technology maturity timeline) : P 7 0
Mean (achieving/achieved digital business maturity timeline — achieving/achieved digital information technology

(achieving/achieved digital business maturity timeline — achieving/achieved digital information technology

The critical values associated with df=54 is 2.0. Since t Stat = 1.567267 and 1.567267
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Fig. 5. Overview of the time required for organizations to achieve digital business and digital
information technology maturity (N = 55 — two incomplete responses)

7 Discussion

Organization need to prioritise on where investments and management effort is required
to improve the Digital Maturity. There are two themes which require specific attention:
partnership and leadership.

Partnerships. Initiating a digital strategy and implementing digital transformations
change value chains and require intensive collaboration with partners. To change their
organisation into high-performance digital organisations, collaboration with start-ups,
scale-ups, tech giants, and universities is necessary. There is no simple recipe, but
engaging with start-ups and universities fuels innovation, where scale-ups can help your
organisation implement and deliver innovation.

Collaborating with start-ups also contributes to changing the organisation and build-
ing a digital mindset. During the full integration of an innovation in the services and
product portfolio, the organisation needs tech giants, such as Amazon, Google, IBM and
Microsoft, and their products, to deliver at full scale. We also see a lot of organisations
struggling to attract talent. An influx of fresh graduates will build the capabilities and
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contribute to changing the culture. This is where collaboration with universities will play
an important role.

In regard to engaging with start-ups and scale-ups, organisations need to decide on
exclusivity and potential participation followed by an acquisition to maximise the added
value of their ecosystem. Organisations typically agree on a high degree of exclusivity
prior to engaging with start-ups to protect their commercial interest and enable develop-
ing innovations jointly. The size of most start-ups also prevents them from engaging with
multiple partners in parallel. As organisations expect economies of scale and delivery
rigour from scale-ups, a more limited degree of exclusivity is required for scale-ups.

Typically, this exclusivity includes named competitors combined with specific geo-
graphical restrictions. With respect to participation and acquisitions of start-ups, organ-
isations run the risk that this will kill the culture and innovative spirit and result in
attrition. This is less of a risk for scale-ups. However, businesses should only partici-
pate or acquire, if the capabilities and knowledge embedded in the start-up or scale-up
potentially will be at the heart of your future value propositions and will give you a
competitive advantage.

Otherwise, implement partnership relations and engage at arm’s length. Apply the
partnership approach as well for engaging with tech giants. However, ‘supplier relation-
ships’ might be a better label due to the market power of these tech giants. University
and business school collaboration also requires attention. Larger organisations might
consider appointing campus recruiters to enlist fresh graduates. Furthermore, sponsor-
ing conferences and study associations, and providing guest lecturers can be effec-
tive partnering mechanisms. Consider in-company programmes provided by business
schools or universities, to build not only digital capabilities but also teams. Integration
of in-company programmes in management development programmes is highly recom-
mended, as this facilitates assimilation of business and information technology staff.
Make serving information technology leadership roles mandatory for business lead-
ers. Similarly, information technology leaders need to fulfil business leadership roles to
further their careers. For high-performance digital organisations it is important to under-
stand that digital success can only be achieved by collaborating with start-ups, scale-ups,
tech giants and universities.

Leadership. High-performance digital organisations are led by a board of management
that lives and breathes digital. The board of management appoints and supports digi-
tal leaders and orchestrates and facilitates organisational changes required. The digital
leaders execute the digital vision of the board of management by implementing their
digital strategy. This goes without saying for born digital organisations. For organisa-
tions which are digitally enabled, i.e. using digital to enhance their products and services
and optimise processes, and for traditional organisations that are embarking on a digi-
tal transformation and that are competing with born digital organisations, this is not a
given. Organisations with a less digitally minded board of management will struggle to
be successful. Digital leaders and business management need to put forward their digital
strategy and have to guide the board of management. This bottom-up approach impacts
the effectiveness of digital leaders and the speed of digital adoption of organisations.
These organisations must consider a board of management shake-up.
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It is well known that successful digital leaders are business and tech savvy, great
communicators, and change agents. This requires a thorough understanding of business
processes, products and services, and the current market and future markets, as well
as an understanding of technology, including architecture and data strategy, security
and compliance, and the ability to access the potential of new technologies, including
artificial intelligence and machine learning.

Successful digital leaders unceasingly invest in their relationships with the board
of management, regardless of the digital maturity of the board of management. Digital
leaders explain their digital strategy and pitch their digital proposition at a board level.
In order to be successful, a thorough preparation is required. Digital leaders together
with senior business managers need to invest in co-creating digital strategies and propo-
sitions. This includes market analyses, marketing strategies, and defining the technology
requirements that enable the propositions. After all the hard work with business manage-
ment and the information technology department and their partners, digital leaders have
to make their strategy and initiatives presentable to the board of management. This is an
intensive and time-consuming effort, but worth every hour. The board of management
will challenge digital leaders on the ability to execute. Despite their belief in the need
for digital transformation, the experience of board members in information technology
is not altogether positive. In addition, their understanding of information technology is
sometimes problematic. Digital leaders need to take this context into account. They need
to explain, in non-technical terms, how they simplified the information technology land-
scape and transformed the organisation into the agile organisation. Furthermore, a deep
dive into required capabilities is necessary to understand the profile of a digital leader
better. Of course, the capabilities of the core leadership, such as designing and imple-
menting a strategy, motivational relationships and communications, are the foundation.
To digital leaders, change management capabilities are important. The change is not lim-
ited to processes and the organisational structure but is extended to redefining product and
service offerings. This includes breaking down traditional silos, challenging everything
that is in place at any level, and introducing agility. Let us explore embedding digital
leadership into organisations next. In parallel, adjusting processes and turning around the
organisation by onboarding digital natives and reclassification of the current workforce
is a challenge. On top of this, digital leaders need to build partnerships, creating and
maintaining ecosystems instead of contracting information technology services.

Chief digital officers are responsible for defining the digital strategy and implement-
ing digital transformations. Organisations appoint a chief digital officer to create focus
on digital, which is important to get things started. The chief digital officer has a change
agent profile, has business sense, and is information technology savvy. Finding the right
candidate is not easy. Most of the organisations in the survey have both a chief digital
officer and a chief information officer. In these organisations, the chief information offi-
cers are responsible for providing information technology services and contributing to
digitisation in close cooperation with the chief digital officer and business representa-
tives. The focus of chief information officers is shifting from operations towards added
value for the company. Regardless of the organisational structure, including responsi-
bilities of the chief digital officer and the chief information manager, it is important to
act. Mobilising the business and collaborating with information technology, combined
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with truly embracing the digital strategy, are essential for digital success. Identification
of use cases is important: start small and without any constraints. Promote experimen-
tation! A less orthodox suggestion: invite the children of your employees to unlock
innovation and to unlock the potential of your employees by creating ‘competition’.
Challenge employees (parents) to outperform their children. The potential and success
of use cases need to be monitored closely. Proofs of concept and pilot projects that do
not meet expectations must be killed earlier rather than later: fail fast and accept failure!
Digital leaders must also diversify their portfolio of use cases, including a mix of ‘easy
initiatives’ (low-hanging fruit to prove business value and generate funding for other
digital initiatives), ‘difficult initiatives’ (to prove the added value to criticasters), and
‘true impact initiatives’ (major contribution to the top line — to be relevant). Managing
the portfolio of use cases as a funnel is a prerequisite, and generating sufficient influx
is crucial. Furthermore, successful digital leaders identify business leaders and digital
enthusiasts to mature their organisation. This includes recruiting, hackathons, and train-
ing, e.g. data analytics boot camps for business executives and online digital training for
senior management. It will embed digital in the DNA of an organisation.

8 Conclusions

Most organizations of the survey participants have more than twelve months ahead prior
to arriving at a combined Digital Business Maturity and Digital Information Technol-
ogy Maturity. Assessing their Digital Maturity and implementing measures to improve
their Digital Maturity requires a structure approach, board level endorsement, senior
management attention and budget.

9 Research Limitations and Future Research Direction

This research has been conducted in the Netherlands and included only a limited num-
ber of respondents - predominantly Chief Information Officers and their direct reports.
Expanding the survey to other countries and business representatives will improve the
representativeness of the data. Also collecting data in the years to come will help to
understand the best practices for maturing Digital Transformation better — annual survey.
These surveys can be supplemented by case studies to understand better the underlying
management decisions and issues organizations are facing.
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Abstract. While global sourcing arrangements are highly complex and usually
represent large value to the partners, little is known of the use of e-contracts or
smart contracts and contract management systems to enhance the contract man-
agement process. In this paper we assess the potential of emerging technologies
for global sourcing. We review current sourcing contract issues and evaluate three
technologies that have been applied to enhance contracting processes. These are
(1) semantic standardisation, (2) cognitive technologies and (3) smart contracts
and blockchain. We discuss that each of these seem to have their merit for con-
tract management and potentially can contribute to contract management in more
complex and dynamic sourcing arrangements. The combination and configuration
in which these three technologies will provide value to sourcing should be on the
agenda for future research in sourcing contract management.

Keywords: Global outsourcing - Contracts - E-Contracting - Smart contracts -
Semantic standards - Cognitive technology

1 Introduction

Sourcing is difficult. Unfortunately, one thing that many sourcing arrangements have in
common is a lose-lose scenario. A recent story on Dell’s and FedEx’s eight-year con-
tract situation illustrates this. In 2005, Dell and FedEx wrote a 100 pages contract with
numerous “Supplier shall” paragraphs to manage all possible issues in Dell’s hardware
return-and-repair process. During the following decade, both parties complied with obli-
gations outlined in the contract. It was even re-negotiated at three occasions. Dell was
unhappy with the lack of proactivity from FedEx - no innovation. FedEx was unhappy
with the detailed processes description that had to be met - very expensive. At the end of
the contract - none of the parties were happy, but none of the parties afforded to cancel
or not to continue the relationship [1]. However, this is not a unique story in the history
of sourcing arrangements and the contracts governing the relationship.

Contracts have existed since ancient times of trade and barter. Our current conceptu-
alization of contracts can be traced back to the mid-1700s and the industrial revolution.
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In particular, the growing British economy and the adaptability and flexibility of the
English common law led to the development of modern contract law. Mainland Europe,
with its more rigid civil law, was slower in developing a legal framework governing
the role contracts. Not until the 20th century and with the growth of global trade and
sourcing agreements there was a need for international contract law. Today, we have a
number of global conventions, such as the Hague-Visby Rules and the UN Convention
on Contracts for the International Sale of Goods, that regulate trade and contracts.

So, what is a contract? Ryan defines a contract as “a legally binding agreement
which recognises and governs the rights and duties of the parties to the agreement” that
addresses the exchange of goods, services, money, or promises of any of those [2]. With
time contracts and its interpretation has evolved. Most recently, a new type of contracts
have emerged - so-called e-contracts [3]. The development of e-contracts has followed
the emergence of digital signatures and electronic identification [4]. E-contracts, enables
that the promise of goods, services, or money can be controlled and monitored by digital
technologies and potentially automated [3]. Furthermore, the International Association
for Contract and Commercial Management (IACCM) concludes in a recent report that
the future of contracts will focus more on relationships instead of costs. Therefore, we
expect that contract management will evolve to include a degree of “intelligence” and
become “smarter” while becoming more relationship oriented.

A lot of the research on smart contracts related to cryptocurrencies [5—7], but have
broadened its scope and include topics such as internet of things (IoT) [8], banking
ledger [9], and global shipping [10]. However, there is still not much research on the use
of information technology in sourcing contracts. One reason could be the complexity in
sourcing agreements, where a contract could last for many years, spanning continents,
involving multiple actors, etc. Therefore, our aim is to explore the role of information
technology in sourcing contract management.

The remainder of this paper is structured accordingly: In the following section,
we review contracts types in sourcing arrangements. In the third section, we broaden
our review to issues and challenges in sourcing contract management. Thereafter, we
look into the information technology developments for contract management systems
including the recent emergence of smart contracts. In the fifth section we provide a
synthesis and our assessment of the use of these technologies for sourcing contracts. We
conclude the paper by combining and discussing our findings.

2 Contracts in Sourcing Arrangements

Outsourcing arrangements are agreed upon and governed by contracts. Contracts can
vary from short and straight-forward to voluminous and highly complex, cf. Dell and
FedEx. There are some main different types of contracts. The most common are Firm
Fixed Price Contracts and Cost Reimbursement Contracts. In the first type price not
subject to any adjustment on the basis of the contractor’s incurred costs - this is the
simplest form of contracts and imposes a minimum administrative burden. The second
type gives the supplier payment of allowable incurred costs, to the extent prescribed
in the contract. This opens up for some interpretation and negotiation. The different
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types of contracts are determined by factors like the regulatory framework, complexity
of the outsourcing services specified, total value, duration of the contract, the number
of partners involved, and incentive or penalty clauses included. The variety in contracts
follows the logic of Roman-based law: usus (right to use a good), fructus (right to what
a good produces), and abusus (right to sell a good). Thus, clearly, the contract governing
a multi-year multi-million sourcing deal is likely to differ greatly from the contract
specification of a relatively simple and largely standardizes micro-service. Still sourcing
contracts have much in common as well.

Sourcing Contract Templates, such as the sourcing contract template compiled by
the Dutch Platform Outsourcing, give an overview of elements that should be present
in a balanced and mature contract. This template was created by a committee of both
vendor and client representatives and aimed at medium size to larger organizations and
medium to complex services sourced [11]. The full table of contents can be viewed in
the appendix. While some of the typical contract elements are relatively static, others
require continuous monitoring and management. Think of contract changes, contract
performance monitoring and auditing, and the enactment of penalties and bonus/malus
schemes based on compliance and service level agreements.

The role of contracts changes throughout the four phases of global sourcing
arrangements:

e Pre-sourcing collaboration: A global sourcing arrangement begins when an initiator
start exploring the possibility to source services or resources externally via a tender
process. In this phase the scope of the collaboration is defined by assigning roles
to each company involved, inviting potential companies, and defining the business
requirements. During this phase a draft contract or contract frame could be present,
but often this phase is largely informal supported by trust and a sense of common
purpose.

e Sourcing arrangement creation and consolidation. After a sourcing arrangement is
established, procedures are formalization and rules and obligations are described in
a contract. This also includes specific pricing agreements, incentive/penalty clauses
and duration and renewal conditions. At the end of this phase, the selected services
and/or resources should be implemented and made ready to be used.

e Sourcing arrangement delivery. In this phase, the sourced services or resources are
executed. The contract should be managed and monitored. That is, actual execution
and delivery performance should be monitored against the agreements defined in
the contract. Contract rules should be executed when execution events trigger these.
Incentives/penalties should be paid or charged as defined in the contract. Before the
end date, the contract should be evaluated and renewed, or termination should be
initiated.

e Partnership termination or succession In this phase a re-assertion of the contract is
organized by the initiator and sourcing partners. Eventually this leads to termination
of the contract, straight forward renewal or renewal after adaptation.
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3 Challenges in Sourcing Contract Management

Sourcing and contract management is not easy. A case study on IT offshoring at Shell
Global IT functions, clearly illustrates the central role a contract plays in a sourcing
relationship [12]. Based on interviews with internal and external experts the study reveals
that a contract is instrumental in governance of a sourcing relationship. It is input to joint
processes between customer and vendor including performance management (is service
delivery in line with the contract), financial management (is cost allocation and pricing in
line with the contract), and escalation and relationship management (are measures taken
in case of anomalies in line with the contract). Clearly the contract is also central in the
contract management process. The Shell case also shows that interactions between the
many roles in a sourcing relationship are better manageable if well-defined contracts are
in place. Think of interactions between purchaser (client) and contract manager (vendor),
service manager (client) and delivery manager (vendor), and innovation manager (client)
and competence manager (vendor). Moreover, risk management and compliance benefit
from well specified contracts. This included risks of confidentiality and compliance to
legislation.

The main results of the Shell case are confirmed in a survey by McKinsey [13] that
who reviewed 200 live sourcing contracts of over 50 companies, analysing three main
dimensions: general terms and conditions, commercial terms and conditions, and gover-
nance structure. The review showed several frequent issues that hindered both supplier
and customer. Some remarkable results of the McKinsey study, related to Sourcing Con-
tract Management, are; (1) Purchasers and providers faced unclear definition of quality
of service and limited tracking and control of business and financial targets (60%). (2)
Few incentives for joint innovation (90%). (3) Limited collaboration (90%). (4) Key
performance indicators had not been defined (75%), (5) No value-based negotiation on
price and no mutual incentives and gain-sharing initiatives (67%).

Companies are often involved in multiple sourcing arrangements. Each of these
arrangements may include multiple partners and a mix of services and resources (multi-
vendor sourcing). “However, the lack of expressivity in current SLA specifications
and the inadequacy of tools for managing SLA and contract compositions is relevant.”
[14]. Outsourcing contracts span hundreds of pages of legal contractual language that
describes the delivered services and their performance. As the terms and conditions use a
variety of metrics usually specified in natural language, it becomes increasingly difficult
to monitor the performance of the contract [15].

Empirical research into IT outsourcing contracts has revealed that a large variety
exists in their structure. Moreover, perhaps counter-intuitive, their length and complexity
tends to grow as contract partners gain experience [16]. The contracts are unlikely to
be synchronized, i.e. a variety of contracts in different phases of their life cycle need to
be managed. In many cases contract management cannot keep up with the increasing
dynamics and complexity of the arrangements. This leads to insufficient monitoring and
execution of contracts, no insight in compliance, incorrect payments, ignoring the rules
specified and violation of renewal or termination conditions. Most contracts are still
defined in natural language and no support for automatic negotiation of smart contracts
is provided [17]. Contract management of sourcing arrangement can thus become a time
consuming and complex endeavor.
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Many of these issues require organizational measures and practices to improve the
sourcing relationship contracting, Still, there also seems to be ample opportunity for
emerging technology for contract management to address the issues described above,
reduce the risks in sourcing of services and increase the value. While the research
into e-Contracting has made considerable progress over the last decades, there is no
comprehensive proposal that covers the full e-contracting life cycle [18].

4 IT for Sourcing Contract Management Systems

4.1 Contract Management Systems

Contract Management Systems are emerging that support the phases of sourcing arrange-
ments and managing the lifecycle of contracts. Clearly, the possibilities of contract
management systems are much more powerful if the contracts that are managed are e-
contracts or smart contracts and not simply digital scans of printed documents. Recent,
Contract Management Systems software is stand-alone program or series of related soft-
ware programs for storing and managing agreements with sourcing partners. Its overall
purpose is to streamline administrative tasks and reduce overhead by providing a sin-
gle, unified interface to manage new contracts, capture data related to the contract and
document authoring, contract creation and negotiation. The contract management sys-
tem can then follow the contract as it goes through the review and approval process,
providing documentation for digital signatures and execution of the contract, includ-
ing post-execution tracking and commitments management. Most contract management
systems are designed from the perspective of the buyer and have thereby a cost focus.
This view is criticized by [1] since a contract fundamentally deal with at least two parties
- buyer and seller. However, the contract management systems providers do not view or
see a contract management system as a platform business or as a two-sided market.

Various standards, architecture and tools have been supported to facilitate the contract
management process. These include automated support for identifying service providers
and for negotiation and offer building. Business architectures have been proposed to
build upon e-contract SLA standards. A study by [18] describes the design of such an
environment that supports contract management processes such as price offering and
billing, compliance, arbitration and mediation, reporting, and termination and archiving
and eventually also support for negotiation and merging of subcontractors terms and
conditions.

On the technology side, there is a historical progression from paper to digital format
with varying degrees of possibilities of re-negotiation. In its simplest form a digital
contract is just a tick off box at the end of a page or an app. For instance, when a company
signs up for a Dropbox account to store or share different files. The other extreme
is a contract management system that supports all activities related to pre-sourcing
collaboration, sourcing arrangement creation and consolidation, sourcing arrangement
delivery, and partnership termination. Clearly, the role of information technology varies
between these extremes of digitalizes sourcing contracts from keeping track of approval
to contract life-cycle management.
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4.2 Semantic Standards for Contract Management

E-contract is any type of contract formed in the interaction between two or more parties
using electronic means. The parties may be human or digital agents (computer soft-
ware). This includes even contracts between two digital agents that are programmed to
recognize the existence of a contract. See for instance the Uniform Computer Informa-
tion Transactions Act that provides rules regarding the formation, governance, and basic
terms of an e-contract. E-commerce is the legacy of most research and conceptualizations
of e-contracts.

Based on nine contracting templates, a study by IBM research developed a Generic
SLA Semantic Model for the Execution Management of e-Business Outsourcing Con-
tracts [19]. They also use actual service agreements and based on these, develop a
semantic model of a service contract that includes data common data elements (see
Table 1). As the area of e-Business hosting is relatively well-understood, the study man-
ages to standardise common service level agreements and measurement data, and based
on these, define refund/reward specifications that can be automatically executed. The
researchers also report they have successfully developed a contract management system
based on the semantic model and a service specification language that would reduce the
financial risk of service-level violations [20].

Table 1. Typical elements in an E-business service contract source: [19]

Description of service

Functional requirements of the service system

Start date and duration of service

Pricing and payment terms

Terms and conditions for service installation, revisions, and termination

Planned service maintenance windows

Customer support procedures and response time

Problem escalation procedures

Acceptance testing criteria, i.e., quality requirements that must be met before the service can
be deployed for production use. These criteria could be stated in terms of, for example,
benchmark-based transaction throughput performance, business-oriented synthetic transaction
processing performance, fail-over latency, service usability, service system configurations (e.g.
computer main memory size), etc.

More recently, and with the advent of cloud computing, studies have addressed con-
tracting of cloud services. Advances have been made in viewing services as dynamic
compositions and striving for machine readable SLA’s based on standardised quality
attributes and contract elements. The design of a tool named DAMASCO (DAta MAn-
ager for Service COmposition) that offers SLA evaluation and assessment capabilities
to IT professionals during the design phase is an example of such a study [14]. The
authors propose an extension to the Web Service Agreement (WS-Agreement) stan-
dard proposed by the Open Grid Forum (OGF) to define agreements and their contexts
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between providers and consumers, as well as a set of service attributes (e.g., name; con-
text; guarantee terms; constraints), to obtain a flexible template for IT service contracts.
A contract is composable of sub-contracts and includes standard specifications of items
such as cost, duration, service quality and penalty.

4.3 Cognitive Technology for Sourcing Contract Management

An alternative to striving for more formal specification of SLAs is using text-mining
techniques to elicit SLAs stated in the contract in natural language and evaluate their
performance using data from service performance logs. A study by [15] is an example
of such a study, proposing Fitcon - a contract mining system that detects service level
agreements from contracts, tracks the delivery performance against them and predicts
the health of long-term contracts. The study develops a framework to automatically
extract SLAs and SLA metrics from contract documents, using IBM’s Watson Document
Conversion Service (DCS). Next SLAs and their performance are mapped to internal
standards. Terms and conditions are extracted using a Natural Language Toolkit that
works on top of DCS. The approach was tested on actual client contracts and evaluated
with subject matter experts, demonstrating promising results.

Thus, the availability of a widely agreed, standardized model that would enable to
apply templates to every type of contracts and SLAs, and to categorize contract terms
to be used in different services domains is still a significant need [14].

4.4 Smart Contracts and Blockchain Applications for Sourcing Contract
Management

More recently the secure storage of contracts in distributed ledger technology (DLT)
or blockchain has been proposed to allow for open access by partners involved in the
arrangement. Moreover, a DLT architecture can store mutually agreed upon transactions
in a safe and decentral manner. For instance, a decentralized and blockchain based plat-
form for temporary employment contracts is proposed in [21]. Their platform design
address ensures temporary employees with the fair and legal remuneration (including
taxes) of work performances and respect for the rights for all actors involved in a tem-
porary and offers the employer support for processing contracts with a fully automated
and fast procedure. The full transparency and immutability that blockchain offers would
enable compliance checking of the rights of both of the worker and of the employer. Their
proposed decentralized infrastructure makes use of the Smart Contract feature included
in new generation block chain architectures such as Ethereum. The Smart Contract is
stored in the blockchain and opens the possibility to store and execute contractual agree-
ments without dependence on a regulator. The design by [21] proposed a work ledger,
that is used to register work offers to which workers can apply. Agreements and work
hours are also stored in the ledger. Smart contracts are used to check certification of
workers, allow governments to check compliance to legislation, manage the relationship
and transfer value automatically. The study describes an application of the concept to
agriculture but does not include an implementation nor a field test. While many details
still need to be addressed, the idea could also apply to international contracting of ser-
vice workers in outsourcing arrangement without an intermediary platform or a sourcing
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vendor. Smart contracting could thus be used to reduce the coordination costs involved
in resource-based sourcing contracts.

A related development is the verifiable storage of degrees, credentials and certificates
of professionals using blockchain and smart contracts. Especially in time/resource-based
contracts, verification of the qualifications of professionals could enhance trust in the
sourcing relationship. A conceptual architecture and prototype to this end is developed
in [22]. They use the Ethereum blockchain and Smart contracts written in Solidity
to manage the issuing of certificates to learners. Certification authorities validate or
revoke these, and smart contracts verify that only accredited certification authorities
can manage certification rights. Similar proof of concepts have been implemented by
specific universities such as University of Nicocia, MIT, and University of Twente [23].
Using blockchain and smart contracts have also been piloted by companies such as
SAP for their professional courses. Combined with educational domain standards (e.g.
openbadges.org) such infrastructures may evolve into trustable global infrastructures
that allows companies to verify qualifications and make the verification steps part of
their contract.

A study by [17] applies the idea of Smart contracts to managing dynamics in cloud
services. They propose a formal contracting language that should allow a contract to
be updated automatically to include new requirements such as increased service capac-
ity needs. This language is used to manage automatic adaptation, consistency check,
and verification and change management of contracts. In addition, the authors pro-
pose a mechanism for autonomous negotiation based on the joint utility of client and
cloud provider. The study is innovative in that it does not strive to achieve an exact
match between client requirements and provider offerings. They focus on modelling the
dynamic aspects of SLAs, i.e. under what conditions can SLAs change such as a pric-
ing increment for enhanced response times of services. The smart contract proposal here
focuses more on the automatic reconfiguration of the contract rather than on a blockchain
architecture.

A smart contract application proposed by [24] even goes a step further. They imple-
ment a distributed peer-to-peer cloud storage platform DStore using smart contracts for
the storage lease and automating the transfers. This offers a secure and effortless stor-
age cloud that also facilitates financial settlement based on actual usage. Their proposal
eliminates the role of third parties thus offering efficiency gains, especially when the
demand for storage space is dynamic.

5 Assessment of Technologies for Sourcing Contracts

Based on the properties of the three technologies discussed, we provide an assessment
of the potential of each of them to address contracting requirements (Table 2).

In Table 2, We indicate a clear and promising match between requirements and
the features of the technology with a (+), and leave cells empty were we do not see
a clear application of the technology. Where more research is needed to identify the
match, we place a “?”. The assessment presented in Table 2 illustrates that no single
technology can address all requirements for Smart Contracts in isolation. The three
emerging technologies should be combined and further developed to meet the demands
of complex and evolving sourcing arrangements.
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Table 2. Our assessment of the potential of reviewed technologies to address contracting issues

Contracting phase Requirements for Contract Semantic Standards CognTech Block chain Smart Contr
Management Technologies based
on current issues

Contract Definition and Can value based negotiation be + + +
updating supported?

Can contracts and subcontracts + ?
be linked and aggregated?

Is service quality well defined, +
e.g. as precisely defined SLAs?

Can KPI's be defined? +

Can terms and conditions be + ?
precisely specified?

Can incentives for joint ? ?
innovation be defined?

)
)

Can renewal/terminal conditions
be specified?

Can multiple roles access the +
contract and update/change the
contract according to their rights?

Contract Execution and Are collaborative processes in +
Monitoring defining and updating the
contract supported?

Monitoring if service delivery in | + +
line with the contract?

Monitoring if cost allocation and | + +
pricing in line with the contract?

Are business and financial targets | + +
tracked?

Can mutual incentives and +
gain-sharing initiatives be
implemented?

Are measures taken in case of + +
anomalies in line with the
contract?

Contract Compliance and | Can the health of the contract be +
Health assessed?

Can business and financial +
targets be predicted?

Can Confidentiality be managed? +

The next challenge is to evaluate to what extent these technologies, possibly com-
bined, can relieve the sourcing contract issues and improve contract management prac-
tices and performance. We are currently working on theorizing on how a particular type
of IT artefact - namely Contract Management Systems - can deploy a combination of
semantic, cognitive and smart contracting technologies.

6 Conclusions and Future Research

We started out by revisiting the role of contracts in sourcing relationships. the literature on
this area is vast, so we centred our introduction around the type of contracts currently in
use during the phases in the life cycle of a contract. Clearly, sourcing contracts are a core
element of a sourcing relationship and are of eminent importance. Next, we reviewed
issues with sourcing contracts reported on in the literature. Remarkably, while both
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clients and vendors in sourcing relationships often have very mature knowledge of IT and
process automation, the sourcing contracts in place and the contract management process
are usually not deploying and technology beyond traditional document management.

At the same time, various information technologies have emerged to support con-
tract management. We evaluated the potential use of these technologies and systems
in improving contracting for global sourcing arrangements. In this paper we illustrated
this by reviewing three technologies: (1) Semantic standards, (2) Cognitive technology
(3) Smart Contracting and Blockchain. These technologies have all received increasing
attention over the past few years.

However, while they have been applied to (micro) IT-outsourcing, they have not been
discussed and compared in the context of complex and long-running sourcing contracts.
Pilots are mainly reported on in computer science-oriented conferences and journals
and usually make use publicly available sourcing contracts or relatively standardized
e-business or cloud sourcing arrangements. In Sect. 4, we provide an initial assessment
of the match of the three technologies survey on smart contract requirements. We believe
further work on this question is needed to advance the use of technology in sourcing
contract management.
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Abstract. We examine jobs on a popular freelancing platform that are marked or
described as potentially ongoing jobs. We consider them to have characteristics of
outsourcing tasks, but they are geared towards individuals rather than companies.
Our empirical research shows that such jobs are offered in programming like in
traditional IT outsourcing but also in many Internet-related jobs like content writ-
ing and writing in social media, search engine advertising, or e-mail marketing.
Most employers are located in the U.S. or other English-speaking countries. This
makes English language skills very valuable. The data indicate that jobs are often
outsourced to countries with lower wage levels. However, employers often try to
outsource them to the country where they are located, or at least to a country in a
similar time-zone. In such cases, they are obviously willing to pay more for the
work in order to have better communication possibilities. Outsourcing to individ-
uals creates opportunities for these individuals. However, given their relatively
weak position towards outsourcing companies they risk more and probably earn
less than employees in these companies or at outsourcing suppliers.

Keywords: Outsourcing - Offshoring - Gig economy - Freelancer - Upwork

1 Introduction

We define outsourcing for information system services following [1] as an “intermediate
to long-term” arrangement between an outsourcing firm and one or more independent
vendors who are contracted to provide the firm repeatedly with various information
system services throughout the life of the contract. In the original definition, the time-
frame “intermediate to long-term” has been specified as five to ten years, but this has been
reduced meanwhile to a shorter period because ten years, for example, turned out to be too
long in the context of information technology. This definition is rooted in the theoretical
explanation of outsourcing by transaction cost economics (TCE) [2] with cost saving as
the primary goal. Over the last decades, additional reasons for outsourcing have emerged
such as acquiring resources not available in the company or business transformation [3],
but cost cutting remains an important incentive for outsourcing [4]. Consequently, other
theoretical explanations are used for the new contexts, e.g., the resource-based view
(RBV) of the firm or organizational theory [3], but the above definition still applies and
TCE can often be used to interpret such cases, too.

Sometimes the “other” company is located in a distant country (often on another
continent) and the arrangement is referred to as offshoring. This other company may be
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partly or wholly owned by the company that outsources work, which is then referred
to as captive sourcing. What is common in all these variations of outsourcing is the
fact that the unit that executes the work is organized as a company. In recent years,
more ongoing work is being outsourced to individuals. This work is smaller in size than
activities usually outsourced to other companies, but it can be quite significant in sum.

One of the practical reasons for the rise in contracting outsiders (often referred to
as freelancers) is the availability of platforms like Upwork.com, Freelancer.com, or
Fiverr.com that make contracting with outsiders a simple process. In addition, many
workers from all over the world are eager to take tasks offered by employers on these
platforms who are themselves often located in another part of the world. A World Bank
report used the term “online outsourcing” to describe this type of online contracting
[5]. A survey [6] reported that 3.7 million more Americans freelanced in 2018 than
four years before. It was predicted that this trend will continue, especially since young
people are more prone to advantages of freelancing, which seems to be true for both
employers and freelancers. In the context of outsourcing, it is not known yet exactly
how prevalent this phenomenon is and what its consequences may be. As people and
companies become more experienced and familiar with freelancing, outsourcing of even
important activities of a company to freelancers might be a reasonable action. In future,
outsourcing to freelancers may be the only viable option for some companies because
of talent shortages, particularly in the IT sector [7].

A suitable theoretical explanation for the rise in freelancing can be the modular
organization of the firm [3, 8]. Here, it relates to the modularization of supply. A modular
organization of activities replaces a hierarchical organization by a flexible network of
loosely coupled activities (modules). The company needs to develop its capability to
coordinate such a supply network, so it can quickly and appropriately react to changes in
its environment. These goals can be achieved to some extent by outsourcing of activities.
[9], for example, illustrate the concept with modular legal services for law firms. In our
context, the outsourcing activities seem to be increasingly delivered by individuals for
several reasons. Individuals can offer their services at lower cost because they usually
do not have overhead costs (e.g., office rent, management and secretarial services). They
are more flexible because they can better adjust to demand since they are self-employed.
Due to platforms like Upwork, hiring them incurs lower transaction costs than in the
past. There are also less legal constraints, which gives firms more freedom to act. The
platforms have also extended the size of the available workforce. In one important area,
programming, the flexible organization is also enabled by more standardization. There
are more tools and libraries available, which are not only contributed by very motivated
individuals (like in the beginnings of Linux) but also by tech giants who do not make
money with software but want to create ecosystems with their free-to-use or open source
software (e.g., Google with the operating system Android). This way, skilled individuals
can write and maintain powerful modules without teams. It can be summarized that the
modular organization has been taken one step further by outsourcing some activities to
individuals rather than companies. Alternative work arrangements as a consequence of
modular organization were already considered years ago, though only agency workers
were considered at that time [8]. Of course, the mentioned advantages of outsourcing to
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freelancers can also have disadvantages, both for outsourcing firms and freelancers, as
explained below.

Some research on contracting individuals [10] analyzed whether the platforms sup-
port labor arbitrage, but its authors considered all work offered on the platforms to be
“outsourcing”. Following this logic, any transaction with a third party, even an employee
buying a sandwich from a food truck, could be considered outsourcing. The majority
of tasks offered on freelancing platforms are small one-time market transactions. For
example, [11] analyzed the platform Rent A Coder (now Freelancer.com) where 95%
of winning bids (assigned contract values) were below $500. However, job postings
on Upwork suggest that employers do not only recruit freelancers for well-defined and
limited projects but also for ongoing activities and indefinite relationships. Such ongo-
ing job postings can be in technical areas like web development or IT consultancy but
also in creative areas like writing blog posts or graphic design. Further, profile histories
of both employers and freelancers provide evidence that some work relationships last
over more than seven years and are still in progress. This is longer than the duration of
many company-to-company outsourcing contracts written in the last years. Since there
is no explicitly defined category of outsourcing tasks on the freelancing platforms, we
use different criteria to identify tasks that can be considered outsourcing jobs before
analyzing them in more detail.

We examine the phenomenon empirically. This is done by analyzing data from
Upwork, one of the biggest platforms for freelance work [5, 12]. Upwork reported for
2018 a gross service volume of $1.76bn (28% increase compared to 2017) and a revenue
of $253.4m (25% increase compared to 2017) [13]. This work is mainly exploratory.
First, we research to what extent and scope one of the biggest freelancing platforms offers
ongoing jobs to determine the facts. Second, cost savings is one of the most dominant
reasons for outsourcing [4] and, as explained above, outsourcing to individuals may help
to save costs. Thus, we investigate the costs for outsourcing to individuals and compare
them with costs of employed workers. Third, we examine whether other decision criteria
beyond costs play an important role. If not, most jobs would go to the less developed
countries with (much) lower wages. [5] suggest that online outsourcing may be a great
opportunity, especially for developing countries, to get access to profitable jobs on the
global market. We explore specifically:

1. What is the current extent and scope of outsourcing to individuals?
2. Does outsourcing to individuals save labor costs?
3. Are there other criteria beyond costs in the outsourcing decision to individuals?

First, we discuss outsourcing and offshoring and the meaning of freelancing and
the role of freelancing platforms. Then, we consider the theoretical advantages and
disadvantages of outsourcing to individuals instead of to companies. This is followed
by an empirical investigation. In this section, we report how we collected data and the
results. Then, we interpret the findings, name the limitations, and give some conclusions.
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2 Theoretical Background

2.1 Outsourcing and Offshoring

The global market size of outsourced services (both domestically and offshore) almost
doubled from 45.6bn U.S. dollars in 2000 to $85.6bn in 2018 [14]. $62bn of those
$85.6bn was outsourcing of information technology and the remaining $23.6bn was
business process outsourcing [15]. Preferred outsourcing locations changed through the
years and decades for different reasons. A survey by [16] rated the location suitability of
countries for outsourcing across four dimensions: financial attractiveness, people skills
and availability, business environment, and digital resonance. According to this survey,
the current top five countries for outsourcing and offshoring are all Asian countries,
namely India, China, Malaysia, Indonesia, and Vietnam (in this order). However, in
recent years, also western countries, namely the U.S., United Kingdom, and Germany,
achieved a high ranking due to high people skills and availability and a good business
environment [16]. This indicates that reasons for and risks in outsourcing are complex.
[4] summarized reasons and risks for outsourcing. Reasons are, for example, focusing
on strategic issues, increasing flexibility, improving quality, omit routine tasks, getting
access to technology, and reducing staff/technology costs. Risks are, among others,
insufficient quality of the provider’s staff, excessive dependence on the provider, security
issues, an ambiguous cost-value ratio, and potential opposition of the regular employees

[4].

2.2 Online Freelancer and Freelancing Platforms

Freelancing as a term for a work relationship is not clearly defined [17]. It has some
similarities and some dissimilarities with other types or definitions of work relation-
ships. Freelancers are a part of workers who are not salaried [18] and they are often
self-employed. In general, they are independent from employers and, therefore, also
called “independent contractors” [19]. They are highly autonomous and self-organized,
which is different from, e.g., temporary workers who also have short-term contracts
with different employers but are mostly organized and controlled by agencies [20].
However, also freelancers partly rely on agencies as intermediaries to contact or gain
access to employers, but they give up less control in doing so [21]. Further, people do
not have to be a full-time freelancer, a combination of different work forms is possi-
ble. For example, regular employees can also do part-time freelancing [17]. In the past,
full-time freelancers often worked in the media industry (e.g., journalists) where they
were called “Boundaryless Worker” [22]. After the rise of the IT industry, freelancers
also had the opportunity to work as independent software developers [23]. Nowadays,
freelancing exists in a wide array of different industries. The difficulty of tasks assigned
to freelancers also varies a lot as opposed to, e.g., “independent professionals” who by
definition possess high skills in some area [24].

Not only agencies but also online platforms can function as intermediaries, whose
business model is to connect employers with freelancers [25]. In addition to providing a
place to meet for employers and freelancers, online platforms can also provide services
like algorithm-based freelancer recommendations and individual consultation. The aim
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is to decrease transaction costs and provide incentives to use the platform for both
employers and freelancers [26]. The business model of such platforms is usually based on
getting a share of a freelancer’s and employer’s revenue and/or monthly payments from
employers for services. In 2015, only 0.5% of all U.S. workers indicated using an online
intermediary (while 15.8% were in “alternative work arrangements” like freelancing or
temporary work), but this number increases rapidly [19].

There is a great number of platforms mediating between employers and freelancers
with different types of specializations. Some platforms are not sector-specific (e.g.,
Upwork.com, Fiverr.com), while others are specialized, e.g., 99designs.com for design
services, Writeraccess.com for authors, or Topcoder.com for programming. Famous
examples for platforms mediating physical local activities are Uber.com for transports
or Taskrabbit.com for household chores. Furthermore, some platforms do not operate
world-wide but only in one or a few countries like Freelance.de in Germany.

2.3 Outsourcing to Individual Online Freelancers

The World Bank differentiated two sectors for work platforms, namely microtask crowd-
sourcing and online freelancing [5]. Microtask crowdsourcing includes mainly small
tasks with low skill requirements like tagging pictures or searching for information on
the Internet. Popular platforms for microtask crowdsourcing are, for example, Ama-
zon Mechanical Turk (MTurk.com) and Crowdflower.com. Online freelancing entails
primarily lengthier and more complex tasks like web development or accounting. Well-
known platforms for online freelancing are Upwork.com, Freelancer.com, and Fiverr.
com. There is a substantial overlap, meaning that work on freelancing platforms can
sometimes be relatively easy and short like writing a review or transcribing an audio file
[5].

Outsourcing of an ongoing job can have several theoretical advantages for outsourc-
ing employers and individual freelancers. The employer does not need to commit to big
outsourcing projects, which can be a big risk in outsourcing to firms [4]. It is much easier
to terminate individual outsourcing contracts than a big one. For example, [5] reported
that an online startup in India uses online freelancing to test people with small low-risk
projects before assigning them larger projects or even hiring them when the work quality
is high. The freelancer can work for more than one employer at the same time, which
reduces his or her dependence on one employer. Often, the needed specialists are not
available on the local market, even if a company would want to hire them [7]. But they
may be available for work from abroad. By approaching them individually, it should
be easier to find the right skills at the right time and for less money (no payment for
overhead costs of a partner organization). It is not necessary to write contracts for long
periods. The definition of complex contracts is usually not needed because jobs assigned
to individuals are usually smaller and less complex than big outsourcing contracts with
other firms, e.g., there is less necessity to define penalties for bad contract fulfillment or
early contract abortions [4]. This does not imply that contracts with freelancers never fail.
However, potential damage and costs are relatively low compared to larger outsourcing
contracts with other firms. Entering an ongoing relationship is beneficial compared to
several short fixed-time jobs because it creates trust and reduces information asymmetry
between the involved parties.
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However, coordination of work must be accomplished internally or by another paid
third party if many different freelancers work on a related project. This increases the cost
of outsourcing. Furthermore, when outsourcing to a large professional firm, there are
usually benefits due to economies of scale [4], which is less prevalent for individuals.
It is usually riskier to rely on an individual than on an established company because,
e.g., in case of illness of an individual, a company has more flexibility to address the
issue. In case of high damages to the outsourcer caused by the work of an individual,
no individual freelancer will be able to take financial responsibility for it (unless the
freelancer has enough insurance for such a case).

In sum, companies need to weigh potential advantages and disadvantages, carefully
select jobs for outsourcing, and then select appropriate freelancers (incl. their location,
as will be discussed below).

3 Empirical Investigation

3.1 Data Collection

We investigate job postings from Upwork.com as mentioned above to answer the posed
questions. The freelancing platforms Elance.com and ODesk.com merged in 2015 to
form Upwork. Upwork uses the term “Client” for work providers and “Freelancer” for
those who seek work. The offered work is called “Job” and clients may also have a
higher-level “Project”, for which they can hire multiple freelancers for multiple jobs.
We chose Upwork because it is one of the biggest online freelancing platforms and it
is not sector-specific. Further, job postings are freely accessible and well-structured.
Figure 1 depicts the main part of an exemplary job posting on Upwork.

@ Wordpress Developer Team/Experts Needed Long Term

o About the client
© recsstoniee v () © payment method verified
United Kingdom (@
3 F 137 jobs posted (D
o. <
- $70ke total spent %
: $10.95/h avg hourly rate paid)
rours @)
(K]

Fig. 1. Job posting on Upwork (main part)

As Fig. 1 illustrates, a job posting can be very detailed on Upwork. A job posting
consists of ajob title (1), a pre-defined specific job category (2), the number of freelancers
needed (3), a free text description of the job (4), whether payment is hourly based (5A)
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or fixed (5B), the expected project length (6), the desired level of freelancer experience
(7), whether it is an ongoing or one-time project (8), and information about the client (9).
Furthermore, job postings can entail questions for applying freelancers, needed skills
and expertise, preferred qualifications, and activities on the specific job posting. We
describe some of the variables in more detail as they become relevant for the results and
discussion section. Note that not all specifications are mandatory when creating a job
posting, which creates differences between job postings regarding the extent of given
information.

Our aim is to analyze ongoing jobs. Upwork offers some filters to simplify the search
for job postings, but it is not possible to filter for “ongoing projects”, which would have
been the obvious way to filter. However, Upwork allows filtering for keywords in the
job description and even some “one-time projects” indicate in the job description that a
long-term work relationship is possible if work results are satisfactory. Thus, we used
keywords in the job description to identify job postings for ongoing jobs. We read several
hundreds of unfiltered job postings to identify recurring keywords describing an ongoing
job. Most job postings used the keywords “long-term” or “ongoing” (with different
spellings, e.g., with or without a hyphen) to describe an ongoing job, but also keywords
like “continuous”, “longtime”, and “further work” were being used. We applied all these
keywords to filter for job postings with ongoing jobs.

The collection of the data has been conducted from 1st to 3rd July 2019, using the
web scraping tool “Web Scraper” (Version 0.4.1, webscraper.io). It took three days to
collect all relevant job postings because Upwork restricts excessive website queries by
using CAPTCHAS every once in a while. All the variables from each job posting are
publicly available for the time being (upwork.com/freelance-jobs, February, 2020), but
a free registration is needed to use more sophisticated job search functions.

Some preprocessing was necessary to correctly identify and specify variables, which
was done with KNIME Analytics (Version 4.0.0, knime.com). See description in the
Appendices for more details.

3.2 Results

After preprocessing, 13,236 job postings for (potentially) ongoing work relationships
remain in our dataset. Most of the retrieved job postings are defined as ongoing projects
as one would expect. However, some one-time jobs were also retrieved (see Fig. 2) and

Ongoing
project; 78%

Fig. 2. Frequencies of project types
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retained because they indicate in their description that ongoing work relationships are
possible if the work on the given project is successful.

Furthermore, 76% of ongoing job postings come from clients with at least some actual
hires, while 63% of ongoing job postings are from clients with at least six actual hires.
This suggests that ongoing jobs are not just posted, but clients actually hire freelancers
for such work.

1. What is the current extent and scope of outsourcing to individuals? Around
the time of data collection (July 2019), the total number of job postings on Upwork
fluctuated around 100,000. Thus, ongoing job postings appear to have a share of ~13%
of all job postings and are not just rare single cases. The numbers of job postings translate
to a multiple of job openings because a post may include a search for more than one
freelancer.

Although we only scraped details of ongoing job postings, we retrieved the relative
frequencies of broad job categories for all available job postings at the time of our data
collection. Figure 3 depicts the relative frequencies for ongoing job postings compared
to all job postings.

Legal

Customer Service
Accounting & Consulting
IT & Networking

Data Science & Analytics
Translation

Engneening & Architecture

Admin Support

Writing

Sales & Marketing
Design & Creative
Web, Mobile & Software Dev

10 00%

2

Ongoing jobs W All jobs

Fig. 3. Relative frequencies of broad job categories (ongoing and all job postings)

Analyses of broad categories revealed that Sales & Marketing mostly includes vari-
ous forms of electronic marketing (SEA, SEO, e-Mail) and Admin Support often means
work with some software or system (like Amazon, Zendesk, or Microsoft). However, job
descriptions show that the allocation of posts to broad categories is ambiguous. A SEO
job may be allocated to Sales & Marketing or Admin Support. As Fig. 3 shows, Web,
Mobile & Software Dev, Sales & Marketing, Writing, and Design & Creative are the
most common broad job categories for both ongoing and all job postings. Web, Mobile
& Software Dev is less frequent in ongoing job postings compared to all job postings
(24% vs 30%), while Writing appears to be more frequent in ongoing job postings (17%
vs 10%).
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Furthermore, ongoing jobs appear to be relatively long-term oriented, as Fig. 4
illustrates the relative frequencies of estimated project length. The estimated length of
a project is often not specified (38%), but, if there is an estimate, 59% of all ongoing
job postings are estimated to take longer than six months (longest available option on
Upwork).

All jobs 34% 18%
Ongoing jobs | 11% | 13% =li
Writing

Web, Mobile & Software Dev
Translation

Sales & Marketing

Legal

IT & Networking

Engineening & Architecture

Design & Creative 15%

Data Science & Analytics 15%
Customer Service Z3 Rl

Admin Support RN
Accounting & Consulting 11%

20,00% 40,00% 60.00% 80,00% 100,00%

E<lmonth M™1-3months M3-6 months >6 months

Fig. 4. Project length for each broad job category (38% missing for ongoing jobs)

Project length confirms for most categories that most ongoing jobs are meant for
more than 6 months. We further analyzed the ongoing job postings by depicting estimated
project hours for each broad job category in Fig. 5. Upwork offers only two categories
in this case.

The estimated project hours per week are often missing or unsure (“hours to be
determined”) and only 34% of non-missing values indicate a need for more than 30 h of
work per week. Admin Support, Design & Creative, and Writing tend to need less than
30 h per week, while Web, Mobile & Software Dev contains many projects that require
more than 30 h per week. In sum, the extent and scope of outsourcing to individuals is
substantial.

2. Does outsourcing to individuals save labor costs? Rough estimates about wages can
be made by looking at the preferred experience level for freelancers. These levels can be
translated to hourly rates following Upwork’s definitions. Upwork defines as follows:
entry level indicates an hourly rate below $13.50 (“I am looking for freelancers with the
lowest rates”), intermediate level indicates $13.50 to $40 per hour (“I am looking for a
mix of experience and value”), and expert level indicates an hourly rate above $40 (“1
am willing to pay higher rates for the most experienced freelancers”). This is clearly
communicated when creating a job posting. Figure 6 illustrates the preferred experience
level for all jobs, for all ongoing jobs, and for ongoing jobs by broad job category.
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All jobs 84% 16%
Ongoing jobs 66% 34%
Writing 81% 19%
Web, Mobile & Software Dev
Translation
Sales & Marketing 73% 27%
Legal 89% 11%
IT & Networking
Engineering & Architecture
Design & Creative 81% 19%
Data Science & Analytics 68% 32%
Customer Service
Admin Support
Accounting & Consulting 77% 23%
0.00% 20,00% 40.00% 60,00% 80.00% 100,00%

u <30 h'week m>30 h/week

Fig. 5. Project hours for each broad job category (59% missing for ongoing jobs)

Furthermore, the U.S. hourly labor wage 75th percentile is given for comparison [27].
Reading example: 25% of U.S. workers in the “Writing”-category have an hourly labor
wage of $41.49 or higher.

I U.S. hourly labor wage 75" percentile

All jobs 24% 50% 26% $30.06
Ongoing jobs 25% 52% 23%
Writing 22% 56% 22% $41.49
Web, Mobile & Software Dev 24% 49% 26% $61.70
Translation 20% 58% 22% $32.53

Sales & Marketing 21% 49% 30% $85.22

Legal 30% 47% 23% $68.12

IT & Networking $56.16
Engineering & Architecture $51.81
Design & Creative $35.43

Data Science & Analytics 29% 46% 25% $55.75
Customer Service $20.66

Admin Support 46% 46% VAN | $20.77
Accounting & Consulting 28% 51% 20% $44.67

0,00% 20,00% 40,00% 60,00% 80,00% 100,00%
u Entry level (<$13.50) ® Intermediate level ($13.50-$40) m Expert level (>$40)

Fig. 6. Preferred experience (wage level) for freelancers compared to U.S. hourly labor wage

The distribution of preferred experience level (~hourly wage) for ongoing jobs is
similar to the corresponding distribution of all jobs (see rows one and two). However,
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clients with jobs in Admin Support and Customer Service have almost no preference
for expert level experience but are often satisfied with entry level skills. In Sales &
Marketing, Engineering & Architecture, and IT-related jobs more experts are needed than
on average. Most clients search for freelancers with an intermediate level of experience
as can be seen in Fig. 6. Based on the given information, we cannot exactly say how
costly outsourcing to individuals is. However, for a rough estimation, we can compare the
freelancer wage level with the hourly labor wage of U.S. employees for each category,
as given in Fig. 6. Similar to freelance work, the U.S. hourly labor wage is lowest for
Customer Service and Admin Support and highest for Sales & Marketing. In relation
to U.S. employees, Upwork freelancers appear to cause lower labor costs in most job
categories, especially in Web, Mobile & Software Dev, Sales & Marketing, Legal, IT
& Networking, and Data Science & Analytics. For clients, the difference is even larger
because of additional costs like paid leave, supplemental pay, insurance, retirement and
savings, and other legally required benefits, which make U.S. employees on average
~45% more expensive [28]. In comparison, clients on Upwork only have to pay a 3%
fee and optionally up to $499 per month (upwork.com/i/pricing/). The exact matchings
of specific job categories and more information about U.S. hourly labor wages can be
found in Table 1 in the Appendices.

In sum, labor costs and especially effective costs for employers appear to be much
lower for freelancers.

3. Are there other criteria beyond costs in the outsourcing decision to individuals?
Upwork stated in its annual report that most of the revenue generated by freelancers
goes to the U.S. (25%), India (16%), and the Philippines (10%) [13]. The other half
was generated by freelancers in other countries. Further, the revenue generated from
clients mostly came from the U.S. (73%) [13]. This corresponds to findings from [5]
and [29], showing that most freelancing jobs originate from Western countries but are
often outsourced to non-Western countries, suggesting that cost-saving is a major factor
for outsourcing firms. However, a substantial amount of jobs remains in Western and
developed countries (see above and Fig. 8). We examine language requirements and
location preferences as potential reasons for such behavior.

Interestingly, most job postings do not define a preferred English proficiency in the
designated field (68% missing), although most clients come from an English-speaking
country (see Fig. 8). This could mean that the world has become flat in the sense that
distance and language do not matter much and everybody can compete for all jobs
[30]. However, the language requirement is often specified in the job description as
our natural language analysis revealed (about 1320 cases). Reasons to place it there are
that often more than one language proficiency is needed (e.g., for translation jobs or
when customers in many countries should be supported) or that the exact requirement
can be better described in the project description (e.g., “Perfect English with excellent
grammar”’). Further, at least basic English proficiency is implicitly given because English
is the only officially supported language on Upwork and almost all job postings and all
of our scraped ongoing job postings are written in English. Therefore, it does not really
need to be specified if basic proficiency is enough. It is also possible that clients do not
care to specify it because they want to peruse all applications and check whether the
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freelancers possess an official language certificate, which can be uploaded in the profile
(e.g., IELTS). There are also job postings requiring proficiency in other languages like
German, Russian, or Japanese, which explains a portion of missing values for English
proficiency. If a preferred English proficiency is defined, ~79% of job postings prefer a
fluent or native/bilingual level, as can be seen in Fig. 7. It also confirms our observation
that basic knowledge is seldom specified.

Ongoing jobs I

Writing §Z
Web, Mobile & Software Dev |} 35%
Translation |32
Sales & Marketing [JIEEED
Legal i
IT & Networking |
Engineering & Architecture |[IED
Design & Creative [l

Data Science & Analytics [} 39%

Customer Service [JIEED
Admin Support |
Accounting & Consulting | 189

60,00% 80,00% 100,00%

mBasic m=Conversational Fluent Native or Bilingual

Fig. 7. English proficiency for each broad job category (68% missing for ongoing jobs)

Upwork operates worldwide. While all job postings originate from a clearly defined
country, only 17% define explicitly at least one preferred freelancer location, which can
be a country but also a continent, as shown in Fig. 8. As described above, these spec-
ifications are sometimes found in the job description or clients decide after receiving
applications. The broad categories were further grouped in IT (Data Science & Ana-
Iytics, IT & Networking, Web, Mobile & Software Dev, Engineering & Architecture),
Professional (Accounting & Consulting, Legal, Translation), Creative (Design & Cre-
ative, Writing), and Service (Admin Support, Customer Service, Sales & Marketing).
Reading example: 392 job postings from the U.S. listed Philippines as (one of the)
preferred locations of a freelancer.

Figure 8 illustrates that most job postings originate from developed countries and
primarily from the U.S. Almost two-thirds (62.4%) of all job postings originate from
the shown four countries. However, the share of job postings with at least one preferred
location is much higher for job postings from the U.S. (45%) and United Kingdom
(35%) compared to Australia (10%) and Canada (15%). U.S. clients often prefer low-
cost countries for their ongoing jobs (Philippines, India, and Ukraine). In the case of
Philippines, these are mostly jobs in the service area. Many creative and IT jobs remain
in the U.S. or Canada. In the case of Americas as the desired destination, this can be
a mixture of goals, low cost, and same time zone. The choice of Europe for IT jobs is
probably the expectation of high quality. The choice of Ukraine probably reflects the
availability of IT people and the desire for high quality and low costs. There is also some
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Fig. 8. The top four countries posting jobs and their most frequent preferred freelancer locations

working time overlap with Europe and Ukraine. In the case of United Kingdom, the
desire for same country or same time zone is even stronger. Australia has such a small
population and is so far from most other countries that it must be open to other countries
and continents. However, even there, one can recognize a desire for proximity (Asia and
Oceania). Finally, Canada, also with a small population, shows preference for same time
zone (Americas).

In sum, low-cost workers from abroad are a major part, but it is not always the goal
of outsourcing firms to use these workers just to save costs. Language and time zone can
still be important decision criteria and, therefore, obstacles preventing the world from
becoming completely flat.

4 Discussion

Outsourcing to individuals is wide-spread in Internet-based non-programming areas like
electronic marketing and writing of content or posts in social media. In IT jobs, clients
outsource to less developed countries where there is enough talent (which is usually also
cheaper than in developed economies). It must be assumed that this is the case when
jobs are or can be isolated from other software development at the client. In cases where
this is not possible, clients seem to put an emphasis on outsourcing to the same time
zone (even if the costs are higher than in less developed countries). With the increasing
use of agile development methods this makes sense because there is an increased need
for communication when exact and exhaustive specifications become rare. This is also
often true for design and creative jobs. In all these cases, labor arbitrage is of limited
value. The world is not becoming flat as [30] argued.

However, freelancers in developed countries who take outsourcing jobs have con-
tracts that are usually shorter and easier to terminate than regular employee contracts.
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Also, they do not receive any benefits. The contracts are less complex and less clear in
legal terms, which makes them more vulnerable than in regular employment. In sum,
many freelancers in developed countries probably earn less and bear more risk than their
employed counterparts. This is the price for more flexibility (whether it is desired or
not) [19]. Companies that outsource to individuals, be it their own will or necessity,
must have good skills in splitting and planning jobs and coordination of independent
freelancers. Companies taking outsourcing jobs face now competition from individuals
who until a few years ago were not able to compete for such outsourcing jobs [5]. This
puts pressure on their prices, at least for small outsourcing jobs.

Concerning limitations of this article, it is possible that clients used other keywords
to describe ongoing activities, which we did not include or that some of our included
job postings are in fact not really ongoing oriented. However, we manually read several
hundreds of unfiltered job postings and the included job postings, which all confirmed
our choices for the search of ongoing jobs. A substantial bias is unlikely. Furthermore,
our analysis is based on one large platform and one point in time. Results may vary
between platforms and different times. Finally, rules, laws, and regulations concerning
online outsourcing are unclear and ambiguous in many countries at the moment [5]. For
example, the “Arbeitnehmeriiberlassungsgesetz” (AUG) in Germany (tries to) prohibit
extensive use of temporary workers (including online freelancers) to prevent pseudo self-
employment. Thus, companies need to pay close attention to their (sometimes changing)
national laws before they decide to outsource to individuals.

5 Conclusion

The presented research is exploratory but tries to establish facts that can serve as a
rationale for further theory-based or practice-oriented research. It has been established
that the biggest world-wide platform for freelancer work is being used for outsourcing
to individuals, esp. for Web, Mobile & Software Development, service tasks, Writing,
and Design & Creative jobs. The preferences for location of freelancers make it obvious
that saving costs is not the only goal of outsourcers. Based on the facts, an interesting
research goal may be to develop methods for effective coordination of work of several
independent freelancers.

Appendices

The scraped data from Upwork needed considerable preprocessing to make it usable for
analysis. For example, the reviews statistics for the client (9B in Fig. 1) were scraped
like “4.90 of 66 reviews” in one column. We divided that column into two columns
called “ReviewsScore” and “ReviewsCount” and deleted the words “of”” and “reviews”
to switch the data format from string to number. Further, we sorted out invalid job
postings. First, we identified and deleted duplicates that occurred because of our time lag
in the scraping process or because of job postings using more than one of the keywords.
Second, we identified, reviewed, and deleted job postings having a negation of one of
our keywords, e.g., “This is not an ongoing task” by using a regular expression:
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/.*([Nn]ol[Nn]Jot)(\SN\s\s[Aa]\s\s[Aa]n\s)([L1]Jong.[Tt]ermlI[Ll]Jongterm|[Oo]n.[Gg]
oingl [Oo]ngoing|[Cc]ontinuous|[Ll]onger.terml[Fflurther.[Ww]orkl[LIJong.[ Tt]ime).*/

Less than 20 job postings had such a negation and all of them were deleted from the
dataset after reviewing them. Lastly, we added an additional variable for the broad job
category of a job posting because the given job category is quite specific (e.g., “CMS
Development”, 2 in Fig. 1). Although the broad job category is not given in the job
posting, every specific job category is predefined and clearly attributed to a broad job
category by Upwork. We retrieved the attributions with the creation tool for job posting
within Upwork.

Table 1. Matching of Upwork and U.S. Bureau of Labor Statistics job categories

Upwork 2018 U.S. National Hourly Wages (in $) [27]
Category Category Mean | PCT10 |PCT25 | Median | PCT75 | PCT90
All jobs All occupations 2498 | 995 1237 |18.58 30.06 |47.31
Writing Writers and editors | 34.58 | 16.18 |22.23 |30.53 4149 |56.55
Web, mobile and | Software 50.23 12720 [36.07 |48.04 |61.70 |76.78
software dev developers and
programmers
Translation Interpreters and 26.55 [13.09 | 17.53 |24.00 32.53 |43.56
translators
Sales & Marketing and 68.75 |30.28 [42.87 |61.59 [8522 |>=100
marketing sales managers
Legal Legal occupations |52.25 |18.04 |25.47 |38.85 68.12 | >=100
IT & networking | Database and 45.09 |25.15 [32.29 [42.79 |56.16 |70.09
systems

administrators and
network architects

Engineering & Architecture and | 42.01 |21.33 |28.72 |38.55 51.81 |66.98

architecture engineering

occupations
Design & Arts, design, 28.74 1099 |1539 |23.70 3543 |50.36
creative entertainment,

sports, and media

occupations
Data science & | Computer and 45.67 [26.28 |33.36 4331 55.75 |70.01
analytics information

analysts

(continued)
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Table 1. (continued)
Upwork 2018 U.S. National Hourly Wages (in $) [27]
Category Category Mean | PCT10 |PCT25 |Median | PCT75 | PCT90

Customer service | Customer service | 17.53 | 10.65 12.85 16.23 20.66 |26.59

representatives

Admin support | Other office and 17.28 | 10.14 |12.40 |16.16 20.77 2622

administrative
support workers

Accounting & Accountants and | 37.89 [20.99 2648 |33.89 |44.67 |59.06

consulting auditors
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Abstract. Outsourcing decisions are complex, and a variety of factors must be
considered. These include: (i) the drivers for outsourcing (reducing costs, access-
ing resources, focusing on core business); (ii) what the company will outsource
(part ownership, management of IT); (iii) the procedures to be used (specific steps
and tools needed to arrive at a decision); (iv) how the firm will outsource (imple-
mentation phase); and (v) the outsourcing outcomes (measured by realisation of
expectations, satisfaction, and performance).

Outsourcing drivers can be technical, strategic, or economic. Given the range
and complexity of the factors involved, there is a risk that outsourcing decisions
may not be aligned with organisational goals. It is therefore necessary for com-
panies to recognise that the factors affecting outsourcing decisions may include
social, cultural, structural, or political dimensions. Research indicates that hidden
factors are frequently overlooked, undervalued, or misinterpreted. The goal of this
study is to augment current understanding of the social, cultural, and structural
factors influencing outsourcing decisions. Institutional isomorphism theory has
been used to explore these other factors but has had limited application in the
business services context. This research investigates the factors embodied in insti-
tutional isomorphic influences and how they affect business services outsourcing
decisions. Our model is based on DiMaggio and Powell’s [ 14] causation model and
on Dibbern et al.’s [13] adaptation of Simon’s [61] four stage model of decision-
making. Our aim is to increase the explanatory power of isomorphic theory to
interpret the business services outsourcing decisions of organisations.

Keywords: Outsourcing - IT outsourcing - Business services outsourcing -
Isomorphism institutional theory - Decision making - Managerial decision
making

1 Introduction

Outsourcing has become a vital practice for companies that seek to be and to remain
competitive in the globalised economy [12, 72]. The well-known outsourcing agreement
in 1989 between Kodak and three vendors—IBM, DEC and Businessland—marked the
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establishment of services outsourcing. Since then, business service outsourcing (BSO)
has continued to grow [13]. Global estimates of market size for both information tech-
nology outsourcing (ITO) and business process outsourcing (BPO) were worth $952
billion in 2013 [32]. Recent Gartner figures indicate that the ITO industry alone ‘has
since surpassed $288 billion USD in 2013, with an expected compound annual growth
rate of up to 5.5% from 2013 to 2017’ ([26], p. 3). Notwithstanding this growth, existing
research indicates that the success rate of these outsourcing contracts remains moderate
[21, 36, 71]. Several studies indicate that outsourced projects either fail outright or fail to
meet expectations by more than 40% [22, 45]. One of the major reasons for the increased
likelihood of failure is the complexity of the outsourcing activities and processes [8, 37,
46].

Whilst the dominant and key driver in outsourcing services is cost reduction, drivers
include strategic and social needs, such as accessing qualified staff and improving service
levels [26]. A variety of factors are involved in the outsourcing decisions, whether they
are directly related to the major motivation to outsource or related to other activities
impacted by the outsourcing decision. Factors that may feature in a decision to outsource
include: (i) the vendor’s perspective, (ii) the client firm’s characteristics, (iii) the country’s
characteristics, (iv) the relationship with the client and (v) whether the decision involves
multi-sourcing, offshore sourcing or crowdsourcing [30-33]. These factors will differ
in importance and priority in relation to the stages of the outsourcing decision process.

Recognising the complexity of the factors involved in business outsourcing decisions,
existing research suggests that some of the factors associated with outsourcing decision-
making are often overlooked, undervalued, or misinterpreted [46, 69]. This can contribute
to a lack of success in outsourcing and its misalignment with organisational strategic
goals [45, 46].

Coming from a theoretical perspective, existing studies identify factors in the out-
sourcing decision process as being either economic, relationship based, or strategic.
The lenses applied by the various theories highlight different factors. These theories
include: (i) transaction cost theory [74], (ii) agency theory [24], (iii) game theory [17, 62],
(iv) interorganisational relationships (IOR) theory [58] and (v) the marketing channels
literature [13, 57].

A number of theories consider the influences that affect the outsourcing process, and
many studies have investigated factors that relate to the economic, relational, technical
and strategic perspectives [4]. In contrast, this research investigates external factors,
such as the social, cultural, and structural aspects. These aspects are embodied in the
institutional isomorphic influences and affect all stages of the outsourcing decision-
making process.

This study will investigate the basic stages of the decision-making process in out-
sourcing. To do this, we consider the outsourcing process as described by [13], who in
turn, were inspired by the decision-making model of Harbert Simon [61]. The research
will then investigate the external factors affecting the decision-making process.

The study considers general business service outsourcing (BSO) as a combination of
information technology outsourcing (ITO) and business process outsourcing (BPO) [32].
In this paper, unlike most other recent studies, the focus will be on the non-economic and
non-technical factors that affect each stage of decision-making. In particular, the focus
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will be on the social, cultural and structural factors affecting BSO decision-making. Most
previous studies have examined only one of the three factors indicated by DiMaggio and
Powell [14]. In contrast, this research considers all three factors together. In this way,
we expect to discover new patterns between these factors, and to understand better the
extent of their impact on the decision-making process.

The remainder of this article is structured as follows: Section two reviews the litera-
ture related to outsourcing decision-making and related theories. The proposed model is
described in the third section. The fourth section discusses the proposed methodology.
The final section outlines the expected contributions.

2 Theoretical Foundations

This study explores two bodies of existing literature. First, we consider BSO activities,
with a particular focus on the organisational BSO decision-making process. Second,
we review the literature that addresses institutional theory as applied specifically to the
BSO domain and as related generally to the information technology/information systems
(IT/IS) context. This literature is used to identify gaps in current knowledge and to justify
the research questions posed.

2.1 Decision Making in Qutsourcing

When an organisation considers BSO as a strategic approach, it is usually oscillating
between options to ‘buy’ or ‘make’ [74], whether it is for assessment or to make a
decision [40, 69]. It may also consider the decision consequences in terms of ‘success’
or ‘failure’ [30]. Although these assumptions are not wrong, scholars have considered
this to be the simplest conceptualisation [30, 40]. In reality, outsourcing decisions involve
many activities that make sourcing options more complex [8, 32]. Such a decision can
swing between several types of ‘buy’ options, including, but not limited to, outsourcing
to a domestic provider or to an offshore provider, multi-sourcing to several providers,
or even outsourcing to a rural-based provider [38, 55, 65]. These options may entail
sourcing a provider with a social mission to train and employ people from marginalized
populations, which is an example of what it is known as ‘outsourcing to an impact source’
[6].

During recent decades, an abundance of theoretical frameworks and qualitative and
quantitative studies on IT/IS outsourcing and on business process outsourcing have
been produced. However, researchers have dealt with the complexity of outsourcing
by examining outsourcing decisions and outcomes individually [30]. For example, in
addition to the central motivations of service quality and cost deliberation, existing
research has investigated other motivations such as access to global markets, focus on
core capabilities and improvement and their impacts on outsourcing decisions [56, 65].
Considering the decision from the outsourcing outcomes perspective, researchers have
studied related factors such as transaction attributes, relational governance and provider
firm capabilities [30, 32, 41, 51].

Although a number of studies have dealt with the various types of BSO decision and
their outcomes individually, there is a need to consider the sourcing decision-making
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process from a broader perspective to help managers to minimise the risk and to improve
the whole sourcing process. Examining the outsourcing process as a whole may generate
new insights, findings or congruent patterns that are difficult to identify when considering
the individual elements of outsourcing decisions and outcomes. The literature on out-
sourcing includes some articles that deal in depth with building models for outsourcing
activities, whether empirically (e.g. [8, 34, 58]) or conceptually (e.g. [13]).

Following their examination of stakeholder relationships in I'T/IS outsourcing, Lacity
and Willcocks (2000) identified six phases in outsourcing activities: (i) scoping, (ii) eval-
uation, (iii) negotiation, (iv) transition, (v) middle, and (vi) mature phases. These phases
‘can be mapped into the more general Ring and Van de Ven model of interorganizational
relationships’ ([69], p. 16). However, unlike the outsourcing models mentioned, this
study distinguishes between the decision-making process and its outcomes and focuses
on the decision-making process in BSO from the institutional perspective. In this way,
the factors associated with decision-making will be studied in depth before the decision
comes into effect, which will reduce the level of the risk. It therefore adopts Dibbern
et al.’s [13] conceptual framework as this separates the decision-making process from
the outcomes of the outsourcing activity.

2.2 Institutional Theory in Outsourcing Research

For more than three decades, studies have adopted institutional theory in disciplines
such as social science [46, 76] and political science [52]. This approach has also been
applied, but to a lesser degree [49, 70] in I'T/IS as a lens for examining related phenomena
such as IT innovation, IS development and implementation and IT adoption and use [9,
10, 39, 66]. However, institutional theory has yet to be leveraged in the context of
outsourcing [30-33]. It is important that institutional theory should be extended to the
field of outsourcing as it can help to uncover external factors that may significantly affect
decisions. This theory enables us to include factors such as how government requirements
[23] have a coercive influence, and what types, forms and degree of influence they have
on the various stages of the outsourcing decision-making process.

Institutional theory was developed in response to the need to understand why, in
different socio-economic and political contexts, organisational structures and practices
may react differently to similar internal and external influences [49, 63]. These influences
may be issued by political and legal systems, capital markets and various governance
mechanisms, as well as by other organisations and professional and cultural standards
[60, 63]. Logical myths and norms recognized by Mayer and Rowan [47] dialectic
lead to isomorphism (structural similarities), where formal structures of organisations
need to align with society to acquire legitimacy [68]. In a different direction, DiMaggio
and Powell [14] introduced concepts of coercive, normative and mimetic institutional
influences by shifting the focus from a society to the organisational level.

As the objective of this chapter is to take stock of how institutional theory affects
decision-making in business services outsourcing, DiMaggio and Powell’s [14] three iso-
morphic influences will receive further attention as part of the causation model presented
in the next section.
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2.3 A Gap in the Literature and Justification of the Research Questions Theory
in OQutsourcing Research

Existing outsourcing studies based on the institutional approach have mostly focused on
single factors and have not considered multiple factors [30]. However, while the mimetic
influences have been extensively examined in the outsourcing body of knowledge, the
normative and coercive influences have received less attention [30, 32]. Hence, there is
a need for studies that identify the factors contributing to the isomorphic influences and
their impact on outsourcing activities. For example, several factors may contribute to
the mimetic influence such as government regulations (e.g. [2]) and local culture (e.g.
[44]).

Our first research question therefore asks: (i) what are the factors that contribute to
the isomorphic influences in the outsourcing context, as described by DiMaggio and
Powell [14]?

Westphal and Sohal [72] investigated a range of outsourcing decision-making models
available in the academic literature and found a relationship between the decision-making
context and the adoption of a particular type of decision-making process. The investiga-
tion concluded that the adoption of different process types leads to different results [72].
However, there is a lack of empirical research into the outsourcing decision process, and
the decision makers therefore ‘adhere to more rational and formalized decision-making
processes resulting in better decision outcomes’ ([72], p. 1). While part of this research
is designed to increase our understanding of the complexity of the decision-making
process and the factors that drive managers when making BSO decisions, our second
question seeks to explore (ii) how the isomorphic influences interact in the stages of the
BSO decision-making process.

3 Conceptual Framework and Research Model

The conceptual framework presented in Fig. 1 illustrates the relationships between the
institutional theory factors, the BSO decision-making process and BSO implementation.

. BSO Decision BSO
Institutional The- :> Making Process |—> Tmol .
ory Factors

Fig. 1. Conceptual framework

Institutional theory factors refer to the external and internal societal, inter-
organisational and individual factors that influence the behaviour and structure of organ-
isations within their social ecosystems [9, 14, 47, 59, 76]. The effects may vary and
may be direct or indirect in nature [9]. Whether the factors are external or internal, the
institutional theory factors are equally important when investigating institutional envi-
ronments and considering how they both continue and change over time [76]. The three
major institutional theory factors are: (i) rationalised myths [47], (ii) isomorphism [14]
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and (iii) institutional logics [67]. Some authors consider these factors to be key when
investigating the I'T/IS context as a social phenomenon [25, 59].

The conclusion of institutional theory leads to the fact that institutions in a certain
context transform the behavior of organisations to become isomorphic by adopting sim-
ilar structures and practices [47, 76]. DiMaggio and Powell [14] expand on this view by
identifying three different influences that lead to this isomorphism. These three influ-
ences are: (i) a coercive influence that stems from political influence and the problem
of legitimacy, (ii) a mimetic influence that results from standardised responses to uncer-
tainty and (iii) a normative influence that is associated with professionalisation [14]. By
using the isomorphic influencers revealed, researchers have been enabled to understand
the similarities between certain social and organisational behaviours [25, 29].

3.1 Coercive Influence

Coercive influence refers to the pressures on firms that result from power relationships,
politics and the problem of legitimacy, causing them to adopt similar structures and
practices. This type of influence may be informal or formal in nature [33, 42], and it
puts pressure on companies both directly and indirectly [39]. This type of influence will
‘result from power relationships and politics; prototypically these are demands of the
state or other large actors to adopt specific structures or practices, or else face sanctions’
([5], p- 80). Informal coercive influence may also arise ‘from cultural expectations in
the society within which the organisations function’ ([14], p. 150). Formal coercive
influence includes government rules and regulations, various initiatives programs, and
national security [2, 10, 23]. However, these requirements are not only demanded by
authorities and by major customers and suppliers [1, 66] but can also arise as a result
of ‘resource dependence, such as demands to adopt specific accounting practices to be
eligible for state grants or requirements of ISO certification to become a supplier’ ([5],
p- 80). The direct influences consist of unified action packages from government agencies
and are supported by specific systems and modules [29, 39]. The indirect influences
arise from government-based agencies or local governments and industry associations
that recognise local companies as ‘model’ in their service provision, which increases
their reputation and access to business opportunities [39].

3.2 Mimetic Influence

Mimetic Influence arises primarily from uncertainty [47, 59]. Under conditions of uncer-
tainty, organisations tend to imitate the practices of their successful peers or competitors
to protect the legitimacy of their decisions [14]. For example, when the decision pro-
cess for a particular service is highly ambiguous, such as the use of consultants, focus
on hiring employees from other companies in the same field. Also, its forms in-clude
companies’ tendency to follow the behavior of others, such as participation in industry
associations and outsourcing firms, using consultants, participating in industry associa-
tions and outsourcing, the firms will tend to follow the behaviour of others [35, 41, 54].
This mimicking practice can be either a radical approach [20] or a gradual approach
[11]. Mimetic influences are important in outsourcing as they cover difficult, high-risk
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and expensive practices such as selecting between competing but similar technologies
or services [68].

3.3 Normative Influence

Normative influence refers to a key isomorphic factor that occurs primarily as a result
of professionalisation in organisations resulting from the similar education of employ-
ees and training in similar professional values [5, 18, 48]. Normative influence can be
defined as ‘the collective struggle of members of an occupation to define the conditions
and methods of their work, to control the production of the future member profession-
als, and to establish a cognitive base and legitimization for their occupational autonomy’
([14], p. 152). Normative influences are usually expressed through a network of profes-
sional affiliations [29]. According to Liang et al. ([39], p. 68) the chain of ‘a group of
closely related suppliers and customers is a more important route through which norma-
tive influences permeate in the context of this study’. When organisations share similar
positions and allocate people who are almost identical in professional background (e.g.
similar networks and formal education), the individuals will possess a ‘similar orientation
and disposition that overrides the variations in traditions and control mechanisms oth-
erwise shaping distinctive organizational behavior’ ([39], p. 68). The following section
discusses the decision-making process in business service outsourcing.

3.4 BSO Decision Making Process Phase of the Why, What and Which Stages

Using Simon’s [61] four stage model of decision-making, Dibbern et al. [13] developed
atwo-phase model of outsourcing that includes five stages, which are parallel to Simon’s
intelligence, design, choice, and implementation stages. Dibbern et al.’s [13] five stages
are divided into two main phases: the decision process phase, involving the ‘Why’,
‘What” and ‘Which’, and the implementation phase, consisting of the ‘How’ and the
outcomes [13]. This is presented in Fig. 2. To elaborate a little, the decision stages can
be explained as follows: (1) Why is the organisation considering outsourcing? (e.g. the
drivers and antecedents); (2) What is to be outsourced? (e.g. functions or organisations)
and (3) Which choices are made? (e.g. using a decision model or guidelines). The
implementation stage involves: (4) How is the outsourcing carried out? (e.g., selection
of vendors, transition of knowledge) and (5) The outcomes of outsourcing (e.g., the
experience, lessons learned) [13].

The first stage in the BSO decision making process phase is ‘Why?’. This phase
investigates the determinants of outsourcing, including the conditions that may lead to
the decision to outsource, the advantages and disadvantages and the associated risks and
rewards from outsourcing. Some studies, such as that by Loh and Venkatraman [43],
have attempted to identify the drivers of IS outsourcing from a diffusion of innovation
perspective. For this research, the objective is to explore institutional isomorphic influ-
ences on the determinants of BSO outsourcing. The second stage is the ‘What’. This
question helps ‘with two parameters of the dependent variable—outsourcing—that must
be defined carefully: (1) the level of analysis and (2) the degree of outsourcing” ([13],
p. 47). Having decided why and what to outsource, the next question is ‘which choice
to make’ [13]. In making the choice to outsource, organisations adopt procedures that
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Fig. 2. Stage model of outsourcing [13]

involve ‘a step-by-step process for arriving at an outsourcing decision; guidelines to help
them assess the various selection criteria and their choice; and the actual selection of the
final decision’ ([13], p. 51). The “Which’ decision process has generally received less
attention in the body of knowledge as no conceptual frameworks have been applied to
this stage [13]. Therefore, it may be helpful to consider the various stakeholder roles in
the decision-making process at this stage [13].

This research provides an opportunity to use key constructs from the two theories
to focus specifically on the decision process by exploring the impact that isomorphic
influences play in the decision-making process. As shown in Fig. 3, the research uses
DiMaggio and Powell’s [14] causation model and Dibbern et al.’s [13], which is adapted
from Simon’s [61] four stage model of decision-making.

4 Proposed Methodology

The aim of this research is to investigate and analyse the institutional isomorphic factors
involved in outsourcing decision-making processes that enable managers to make their
BSO decisions. As mentioned in Sect. 2, existing studies on isomorphism institutional
theory have tended to study the isomorphism constructs separately [31-33], or they have
tested them together but in different contexts, and these have all been quantitative studies
(e.g. [39]). To investigate meaningfully the isomorphic factors salient to the decision
process, this research will pursue a qualitative approach using multiple case studies [15,
75]. Data will be collected through semi-structured interviews. This will allow us to
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Fig. 3. Research model

explore new ideas, capture new phenomena and identify the rich contextualised detail
of complex concepts such as managerial decision-making in BSO [4, 7].

The intention of our study is to show that a large number of factors contribute to
the isomorphism occurring during the decision-making process, across a wide range
of multinational organisations. Our aim in conducting three case studies in different
organisations is to provide a holistic and comprehensive understanding of a complex
phenomenon in a real-world business situation [3]. These three case studies will involve
organisations that have recently adopted outsourcing decisions for their IT services as
these services are especially critical among functional area executives [8, 39].

In comparison to quantitative research, a qualitative study aims to comprehensively
understand complex and dynamic phenomena rather than achieve generalization, and
therefore its sample size is normally smaller [19]. Therefore, the interviews will be
undertaken with a minimum of six to eight individuals per case study organisation. As
outsourcing is considered to be a strategic activity [27, 53], interviewees will include
managers in the top and middle management levels of the organisations [28].

For data analysis, we will adopt the four processes of Miles and Huberman [50]
and, as the first phase of coding, we will analyse the data thematically. To obtain a
comprehensive data analysis, a technique recommended by Strauss and Corbin [64] will
be implemented. This recommends that three coding procedures (open coding, axial
coding and selective coding) should be used in the process of analysing qualitative data.

These approaches will allow us not only to understand clearly and deeply the social
reality, but also to record it across a complex and subtle set of interpretive categories
[16].
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5 Expected Contribution

This study is motivated by gaps identified in prior work [31-33, 57]. Previous studies
have discussed many factors affecting BSO decisions that are technical, economic, and
strategic in nature [32, 39, 57]. This study aims to augment existing research by empir-
ically identifying social, cultural and structural influences, thereby providing a more
complete understanding of the factors affecting BSO decisions.

This research will make a number of contributions to both research and practice. First,
it will investigate the factors embodied in the three high-level institution influences (the
mimetic, the coercive, and the normative). IT/IS literature has identified some of these
factors. For example, factors such as government requirements in coercive influence
[23], the use of consultants in mimetic influence [42] and trading partners in normative
influence [1]. However, we seek to investigate these influences further in an attempt to
discover additional factors influencing the business services outsourcing context.

Second, this research will provide a more complete understanding of the influences
on the BSO decision-making process. Existing studies on the institutional approach to
outsourcing have mostly focused on single factors, as outlined by DiMaggio and Powell
[14], and fail to consider multiple factors [30]. By considering the factors together, we
expect to observe new patterns between these influences and to understand better the
extent to which they affect the decision process.

Third, by using DiMaggio and Powell’s [14] causation model and Dibbern et al.’s
[13] model adapted from Simon’s [61] four stage model of decision-making, our aim
is to increase the explanatory power of IS theories for a better understanding of how
organisations evaluate and implement BSO.

Fourth, there is an effective relationship between the decision-making context and
the type of decision process, which will lead to different results [72]. This research will
provide an understanding of how the isomorphic influences interact at the various stages
of the BSO decision-making process. In this way, we will present new insights into how
to improve the individual’s decision-making performance.

This research provides an opportunity to leverage key constructs from two theories to
understand management decision-making in business service outsourcing. By employing
multiple theories, we aim to enrich this research domain by investigating real-life cases
to gain a better understanding of the factors influencing BSO decisions and the factors
that determine successful outcomes.
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Abstract. The digital transformation brought new opportunities as well as chal-
lenges to the business services sector. New digital technologies like cognitive
automation, blockchain, or process mining could facilitate all significant business
aims service centres. These could contribute not only to the efficiency metrics
of operation but to the effectiveness of the business as well. The different levels
of digital transformation presented in this paper all contribute to these benefits,
and the future holds new opportunities with the further advancement of cogni-
tive solutions. These technologies have already proven their capabilities, but their
implementation is always difficult and should be custom-made. Quantitative and
qualitative research was conducted to discover business practices related to the
digitalisation of the business services sector in a Central and Eastern European
country. This paper provides insight into a major Hungarian-based business ser-
vices centre with three unique cases of digital technology implementation projects.
Through these cases, the paper reveals the process of selection and introduction as
well as outcomes of digitalisation projects in the examined company. The paper
ensures an overview of new technologies that could be used in the sector to build
a framework called Business Services 4.0.

Keywords: Business services centre - Digital transformation - Service
automation and robotisation - Cognitive systems - Digitalisation
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1 Introduction

Today, the primary driving force behind the digital transformation process is the emer-
gence and incorporation of new digital (sometimes called as game-changing or disrup-
tive) technologies into organizational operations. Over the past decades, most of the
big companies built their sourcing strategies, optimized the location portfolio, stream-
lined the operation of back-office function in cooperation with outsourcing, and shared
services partners.

It is worth examining each stage of digital transformation, such as digitisation, digi-
talisation, automation, and business transformation. By incorporating automation, virtu-
alization, advanced analytics, and other digital technologies, companies could enhance
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efficiency that is the primary motive for their existence. New technologies related to these
terms could be ground-breaking for business services centres as well. The easiest uti-
lization of digital solutions is to scan the business processes and automate manual tasks
entirely or partially to improve operational metrics and return-of-investments. As tech-
nologies support better, data-based decision making, it impacts effectiveness as well.
Another benefit of technological development is that expectations towards employee
expertise and skills change. It could be the need to hire and train employees to ensure
the specialized skills required. However, adopting technologies could alter the operating
model as well. Digital technologies provide the opportunity to deliver a more customized
and broad service portfolio, maintaining a streamlined operation. It also enables compa-
nies to rethink the sourcing strategy and governance model if the significance of labour
arbitrage is decreasing with deploying technologies. New technologies could also launch
new services and products as business outcomes.

According to the literature, companies face many challenges should they wish to
exploit the full potential of new technologies. A high ratio of business services centres
are not prepared for a full-scale shift [1]. However, what is the reality of transforma-
tional projects in the business services centres? Where are these organizations in this
transformational journey? What are the standard technologies and how are they used in
these centres? This paper is looking for the answers.

2 Literature Review

2.1 Terms Related to Digital Transformation

The recent digital technologies boomed digital transformation projects in all industries.
The developments like cloud computing, internet of things (IoT), artificial intelligence
(AI), or blockchain technologies concern mostly social media, mobile, and big data
but they impact customer behaviour in every area. Often, the consumed services are
more advanced in our private life, therefore there is a significant pressure on profes-
sional employers to improve their digital solutions in the whole work environment. All
of these expectations increase the industrial competition, which starts a virtuous cir-
cle in the digital transformation [2]. These elements (technologies, customer behaviour
and competition) are the external drivers of the digital transformation [3]. Other scholars
identified five purposes of digital transformation as increasing efficiency, improving cus-
tomers experiences and engagement, improving decision making, improving innovation,
and transforming the business into digital [4].

Verhoef and Bijmolt [2] argue that the use of digital technologies is changing systems,
structures, activities, and processes. These digital developments also change business
models by implementing a new business logic using digital technologies to create and
capture value. Hess et al. [16] define the digital transformation as the sum of organi-
zational changes that reform the business models, products, processes, and structures
of organizations by the use of digital technologies. According to Matt et al. [5], each
digital transformation project addresses four main aspects that build a digital transforma-
tion framework (DTF). The technology usage aspect (1) refers to the ability to discover
and use new digital technology solutions. Changes in value creation (2) and structural
changes (3) affect the operation of the company: the former refer to the transformation
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of the way value is created, and the latter to the development of organizational structures,
processes and capabilities. Finally, financial aspect (4) refers to the profitability of the
core business and the possibility of financing the digital transformation project.

Some researchers discuss that digital journey of companies has three phases as
digitisation, digitalisation and digital transformation [5, 6]. Other scholars state digital
transformation as an umbrella term of digitisation, digitalisation, and automation [3, 7].
It is not easy to distinguish the two. In fact, there is some confusion around them in the
literature [8]. The first concept means a conversion of analogue, paper-based data and
information into digital one (e.g., scanning a paper), to be edited, transmitted, stored,
or used in any way more quickly and cheaply. It primarily focuses on efficiency and
operational excellence. According to literature [9, 10], not only data but also processes
can be digitised in this way, but the process level is more related to the digitalisation
according to most literature.

Digitalisation can be interpreted more broadly. It primarily means the adaptation of
digital technologies at the process or organizational level that ends in a digital solution.
The goal is not only to digitise the existing process but also to improve the consumer
and user experience with the help of digital solutions. The digital process does not focus
only on efficiency but effectiveness as well. It explores how to add value for stake-
holders through digitalisation. Srai and Lorentz [11] argues that digitisation means the
material process of converting analogue data, but digitalisation refers to the technology
of digitalising information (Table 1).

Table 1. Terms related to digital transformation

Digitisation | Digitalisation | Automation | Robotisation | Digital
Transformation
Action Conversion | Adaption Replacement | Imitation Value Creation
Focus, scope Data and Process Activity, Activity, Business area,
Information Process Process Organisation
(/Process)
Aim Efficiency | Efficiency, Efficiency Efficiency Effectiveness
Effectiveness
Support Computers | IT Systems Physical Physical IT Systems,
machines machines Computers,
and/or and/or Physical
Computer Computer machines
Process stage | Business Business Digital Digital Business
of Digital digitisation | Digitalisation, | optimisation | optimisation | transformation
Transformation Digital
optimisation

Scholars also highlight a significant term, automation, that is related to digital trans-
formation [7]. Automation (or automatization) refers to the use of machines and com-
puters to do work that was previously done by people. In many cases, automation results
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in a complete replacement of human presence; in other cases, it is only a reduction in
human involvement. However, automation always requires human labour (as physical
and software robots are designed, built, set up, maintained, repaired, etc. by individu-
als). Although automation existed before digitisation (it could be entirely mechanical as
well), in general, the digitisation of activity is not a prerequisite for automation, but today
a new wave of automation is realized primarily with the help of physical and software
robots where digitisation is also required in all cases [12]. Automation can affect an
activity, but it can be extended to an entire process, so it can even replace organizational
units or organisations as well. Automation aims to optimise the operation and reduce
costs [13].

Within automation solutions, some researches differentiate robotisation as well.
Automation and robotisation are similar terms in that they both refer to the replace-
ment of human labour [14, 15]. Robotisation is a subset of automation and it means
those advanced solutions when autonomous robots carry out the work. During automa-
tion, companies may change the physical or virtual environment of tasks or workflows,
which in some cases, is accompanied by a complete transformation. During robotisa-
tion, agents (called robots or software bots) operating in a physical or virtual space take
over the complete task of human employees without any or significant changes. These
agents are independent and resemble the human workforce in relevant characteristics
and qualities (e.g., their extension, appearance, capabilities, or licenses). In general, the
similarity of robots to human appearance is not determinative, but in some cases, for
example, in services that need interactions with humans, the development of robots with
human appearance (i.e., androids) may be necessary. In other words, while the essential
feature of automation is that the course of processes does not require human intervention,
the essence of robotisation is to replace the human workforce with artificial agents that
mimic the human functioning. In some cases, robots could substitute only some parts of
human work, and the human agents assist the operation of end-to-end process.

Digital transformation as the most advanced stage of the digital journey refers to
the process of change when the abovementioned activities take place in an organized,
conscious, and extended way, which requires a fundamental change in management,
organizational culture, and employee thinking in order to create value for stakeholders
with new digital solutions [9, 16, 17]. It could be interpreted as a digital value proposition.
Digital transformation can be interpreted at much higher organizational level, at the
level of some business area or the entire organization. Digital transformation, like all
transformations, involves a significant change in organizational skills and identity that
brings valuable results to the organization along with some relevant goals that they would
not be able to achieve without it.

2.2 Cognitive Systems and Levels of Software Automation

In the virtual environment, automation is performed by software robots (bots) that could
be categorised by their capabilities. The basic level of automation means short software
programs (scripts) and is typically able to perform a fixed sequence of activities based
on well-structured databases. The tasks suitable for basic automation are typically high-
volume and often repetitive. Such an activity, which is typical of almost all business
organizations and is mostly automated, is the preparation of employee payrolls or, in



128 R. Marciniak et al.

the case of larger business organizations, the entry of analytical accounting items in the
general ledger within the ERP system.

The next level of software automation that is now the most popular solution in the
business services environment is the robotic process automation (RPA) [18]. In the case
of RPA, automation is performed by a bot that mimics human workers using software
such as ERP systems and can already work with semi-structured databases as well [19].
Its operation is not limited to a specific IT application but is able to bridge several
different software environments and databases, thereby integrating many fragmented
steps of a whole business process. The process becomes robotic as the software bot
performs the task through the user interfaces of IT systems like a human by mimicking
the human activity step-by-step, but much faster and more accurately [15, 20].

The most recent advancement of automation solutions uses cognitive systems or arti-
ficial intelligence (AI) technologies. They refer to the use of technologies like machine
learning (ML) or deep learning (DL), natural language processing (NLP), text analyt-
ics and sentiment analytics, or/and computer vision to perform tasks requiring human
intelligence [21]. Cognitive systems exceed digitisation, digitalisation and automation
in their ability to learn from past decisions and outcomes as well as in continuous
self-improvement ability. They can make human-like intelligent decisions. The level of
automation that deploys cognitive systems is called cognitive or intelligent automation.
It is able to automate non-standard processes using unstructured databases based on
artificial intelligence. Cognitive automation uses continuous learning and development
with the help of scenarios and data to handle increasingly complex processes and make
decisions. Through cognitive process automation, intelligent written or oral commu-
nication can be maintained with external and internal customers, based on which the
software identifies the essence of the request, problem, and then associates and initiates
the appropriate solution process.

Sometimes, literature distinguishes between cognitive automation (CA) and intelli-
gent process automation (IPA), other times, scholars deem them as equals [22]. If there
is a difference between them, then CA is more advanced than IPA. Intelligent process
automation refers to a preconfigured software instance that combines business rules,
experience-based context determination logic. The deep learning and cognitive technol-
ogy extend rule-based automation with decision-making capability [23]. It mimics the
activities of the human workforce and learns to do them even better. It can overpass the
error by applying past patterns stored in its memory [24]. While cognitive automation
performs corrective actions driven by the knowledge of the underlying analytics tool
itself, it also iterates its automation approaches and algorithms. The algorithm of CA
should (1) integrate knowledge from various structured and unstructured databases, past
experiences and current state, (2) interact with users by natural language or visualisation
and (3) generate novel hypotheses and capabilities and test their effectiveness [22].

2.3 Business Services 4.0

Digital transformation is strongly connected with the term industry 4.0 (I4.0) that
appeared as an industry development strategy but is recently used generally as a techno-
logical framework for novel technologies that can renew any part of the economy. As the
technologies of 14.0 spread in the whole economy and society, other sectors and business
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areas coined their similar technological models (like Controlling 4.0, Procurement 4.0,
Fintech, Insuretech, Proptech, etc.). Services 4.0 generally refers to a significant develop-
ment in the service industry as a result of the leverage of digital technologies. It embraces
technologies like big data and analytics, cloud computing, edge computing, RPA, bionic
computing, cognitive computing, virtualisation, augmented reality, smart devices and
IoT [25]. These developments enable the service industry to exploit new opportuni-
ties for increasing operational efficiency and customer experiences (CX). According to
scholars, the service industry is lagging behind in manufacturing in utilising of lean
principles [25, 26]. These technologies allow services companies to catch up and offer
proactive and customised services through multiple channels. The advancement of ser-
vices is not only an investment into the future but a necessity because of high customer
expectation to deliver simple, intuitive, proactive, and personalised services in real-time
[25].

The digital transformation affects business services centres on several levels. On
the one hand, in the field of data digitisation, on the other hand, at the level of process
digitalisation and automation, and by shaping the service portfolio as well, as it can
provide a new business model for service centres. The top drivers of business service
centres are cost-cutting, specialisation with grouping tasks, ensuring expertise of the
critical mass and improvement of quality and speed. Digital technologies like RPA
or cloud computing could radically increase the efficiency of operation and improve
quality. Business services centres are focusing on digitalising their processes in order to
free up the human workforce from transactional processes. If manual processes could be
replaced with automation solutions and creating more complex, more value-adding and
attractive jobs, it could also enhance employee satisfaction and motivation (especially
for talents) with a decreasing turnover ratio.

Although business services centres have high digital maturity as a result of using
such digital solutions such as cloud computing, SaaS, ERP, workflow systems, OCR
and ICR technologies, e-invoicing, real-time reporting, and collaborative platforms but
cognitive solutions (like Big Data and Advanced Analytics or NLP) could add further
opportunities for the centres to transform not only the operational processes but the whole
organizational strategy and structure. Business services 4.0 refers to a framework that
includes service improvement technologies for this sector. The service centres adopting
business services 4.0 technologies transform themselves from supporting organizations
into high value-add, intelligent service providers.

3 Research Method

In order to reach a thorough understanding of digital transformation in business services
centres, a case study research was conducted [27] to assess the three unique technol-
ogy implementation projects at the Hungarian subsidiaries of TECH. (The name of the
company was changed in this paper at their request). TECH is a major US-based global
technology and innovation firm that ranks among Fortune 500 and has several BSCs
in Hungary, of which this research examined two at different locations (the capital and
a Tier-2 city). For similarity reason, they will be called as TECH BSC in this study.
The analysis of these three projects made it possible to illustrate the most significant
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drivers and expectations of digital transformation. TECH was exceptionally well suited
for finding answers to these questions as they develop and use state-of-the-art technology
solutions that are dominant in their fields. To ensure that TECH BSC would support the
conduction of this research, the first contact was established with its CEO. She was the
one who helped to build contacts with the responsible project leads, technology experts,
and business line managers who were substantial stakeholders of these projects. Table 2
provides an overview of the interviewed individuals from all three projects examined.

Table 2. Technology implementation projects and interviewed individuals included in this study

Projects Company and corporate functions | Interviewees

Travel and expense | TECH BSC, Location #1 * Managing director
Human resources Chief information officer
HR services lead

HR transformation lead

Invoice processing TECH BSC, Location #1
Accounts payable

Managing director

Chief information officer
Indirect tax automation lead
Accounts payable automation
lead

Site executive
Head of automation
Service quality analytics expert

IT event management | TECH BSC, Location #2
IT operations

3.1 Data Collection

For triangulation purposes [27], both qualitative and quantitative data were collected.
Besides semi-structured individual interviews, group interviews were carried out to
provide an opportunity for key stakeholders to reflect and comment on each other’s
statements [28]. Qualitative interviews were complemented by a survey on the use of
technology solutions administered to interviewees beforehand. Data collection was ini-
tiated in Fall and Winter of 2018 after the formal approval of the managing director
of TECH BSC was assured. Based on the recommendations of the managing director
and research design considerations, interview candidates were selected and invited. Alto-
gether, six individual interviews (60 min on average), and two group interviews (115 min
on average) were conducted. Every interview was executed following pre-established
internal guidelines based on qualitative research handbooks [29, 30] and followed the
recommendations of Myers and Newman [28] on qualitative research in information
systems inquiry. All interviews were conducted at the first or the second location of
TECH BSC. Interviews were tape-recorded and transcribed afterwards. Transcriptions
were later annotated by additional comments and observations made by the interviewers
during the conduction of interviews.
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3.2 Data Analysis

Interview transcriptions were re-read several times, and external codes [29] were applied
to mark common themes and aspects of each purposefully selected technology imple-
mentation project. As the interview transcriptions were laden with company-specific and
technology-based jargon, the researchers’ interpretations were checked by the managing
director and other staff members of TECH BSC to mitigate the risk of language ambi-
guity. The four common topics identified in technology projects were as follows: (1)
drivers and planning, (2) implementation, (3) responsibilities, and (4) outcomes, effects,
and learning points. Recurring themes and relationships between them were depicted
and visually analysed. The results of the survey on technology usage were compared
with interview transcripts. Finally, a theoretical coding of the interview transcripts was
created to synthesize and connect empirical findings with established models in the
literature.

4 Business Services Sector in Hungary

4.1 Hungarian Business Services Sector

Business Services Sector (BSS) has a decades-long tradition in Hungary. The first Busi-
ness Services Centres (BSC) settled immediately after the regime change, in the early
1990s, when global firms moved labour-intensive activities from their core countries to
Central and Eastern Europe (CEE), taking advantage of low labour costs coupled with
high skills and available free labour. At that time, the parent companies of BSCs chose
Hungary competing mainly with India and other offshore outsourcing countries, and
accordingly, they created service centres primarily with low value-added, transactional
work.

With the intensification of privatizations and free-market competition, these centres
have worked partly domestically, but in many cases even abroad. The boom of this sector
was brought about by the entry to the European Union. The country became popular
already during the pre-accession legal harmonization, although labour arbitrage was still
the determining location choice factor. Today, however, the market will be dominated
not by outsourcing providers but by shared services centres (SSC) providing internal
services for their own company. Typically, besides low value-added activities higher
value-added activities were also transferred to the Hungarian centres.

Competition in the Hungarian Business Services Sector is low to medium, as SSCs
are rarely terminated by parent companies, yet sometimes activities are relocated geo-
graphically, or outsourced to an external provider. Cost pressures are constant in these
companies because cost reduction justifies existence of the centres. This pressure requires
constant process optimization and technological development from the BSCs.

Hungary is a dependent market economy, and the operation of the industry also
consists primarily of subsidiaries of international companies, which principally export
services, so they are highly dependent on foreign customers. Domestic economic pol-
icy has been paying more attention to the sector since 2010, encouraging foreign direct
investments (FDI) through direct and indirect means, and supporting higher value-added
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activities. The Hungarian government also supports the BSS through individual govern-
ment decisions, but mainly greenfield investments and the focus of support is still on
creating or retaining labour, thus maintaining the labour-intensive nature of the sector
and slowing down technological developments.

Internationally, there is significant competition in business services, regionally dom-
inated by Poland and the Czech Republic, but Romania has also become popular with
its cheap and vast labour supply. The industry’s current most significant challenge has
emerged with the proliferation of automation technologies in office work environments.
This can significantly transform both the workforce of the industry and the geographical
location of the players.

In 2020, the Hungarian Business Services Market expanded around 150 Business
Services Centres and 70,000 employees that mainly dominated by Shared Services Cen-
tres of big international companies. 80% of the centres and their employees work in the
capital, Budapest [31].

4.2 Digital Transformation in the Hungarian BSCs

The degree of digitalisation in the sector is high, but the level of automation is still rel-
atively low today. However, automation has an enormous growth potential, and almost
all domestic companies have embarked on this path. Continuous cost-cutting pressures,
labour shortages, and the high turnover ratio are forcing technological advancements
for replacing lower value-added jobs. Technology suppliers are available for improve-
ments. Customers also keep suppliers under constant cost pressure and set high-quality
expectations.

Mainly, the sector is represented by international companies. Domestic companies
typically perform low or medium complex and knowledge-intensive work. The sector
has a strong IT orientation and a culture of continuous improvement. There is a general
openness to development and improvement so that the services of the centres are of
higher quality. Strategy of the domestic centre is cascaded from higher levels, and intense
top-down pressure, and coordination coupled with intensive knowledge sharing was
observable.

In this environment, smaller pilot initiatives are possible. Almost all companies
participating in digital transformation have Centres of Excellence (CoE), which are
often the starting point for international knowledge sharing. On the customer side of
business service centres, there is also typically a digital strategy and action plan and an
advanced innovation environment, but these are often less explicit in domestic service
providers.

4.3 The Digitalisation of the Business Services Industry

While the most exciting part of digital transformation is to better understand and serve
customer needs, at the same time, organisations can gain enormous opportunities by
digitising their internal business processes. Business service centres organise their oper-
ations on a process basis and typically provide services to other business units of the
parent company or other external customers. For this reason, the potential for digitisation
and automation is exceptionally high in these organisations.
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The ubiquitous IT work environment, along with well-defined, deterministic, and
repetitive service activities, enable the rapid deployment of automation technologies in
business services organisations. While companies in the manufacturing industry had been
using automation since the early 20™ century, and the robotisation of production started
decades ago, robotics in business services is a relatively new phenomenon. One reason
is that unlike the manufacturing industry, business processes might only be automated
or robotised if the processes run in an entirely digital environment.

4. Use of cognitive systems
* Continuous improvement and
data-driven decision making

3. Automation and robotisation of

processes }
* Replacement of human workforce,
efficiency, speed, accuracy

2. Digitalisation of processes O]
and process management e
* More simple and standard processes (/0
1. Digitisati N\, 10010
. Digitisation of process contents 010
* Digital content management, access and search S) 010

Fig. 1. Technological levels of digitalisation in the business services sector

The first step is the digitisation of process contents that means a transformation from
physical (i.e., hand-written or printed) documents to digital materials. Technologies that
support this are core business applications (ERP, CRM, SCM, document management),
optical character recognition (OCR), and cloud computing. This step opens the way
to the digitalisation of processes through the application of various technologies (e.g.,
ticketing and workflow systems, process analytics, and self-service solutions) to exploit
possible gains from digital management and operation of processes [32] (Fig. 1).

Once processes are designed and operated digitally, they can be automated or robo-
tised. Automation permits the reduction of human interaction required for process com-
pletion. Robotisation explicitly refers to the application of technologies that can sub-
stitute the human workforce. Macros, scripts, software robots (RPA, robotic process
automation), and chatbots can perform specific tasks and functions otherwise carried
out by humans.

The final step of the digital transformation of processes is the use of machine learning,
cognitive systems, and different kinds of artificial intelligence. These systems (including
natural language processing, computer vision, process mining, and predictive analytics)
exceed the previous levels in their ability to learn from past decisions and outcomes as
well as being able to improve themselves continuously. In this way, cognitive systems
can make decisions that are more likely to be accepted by managers and can create
predictions based on past cases.
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These technologies are not equally widespread in the business services sector. While
early adopters already apply machine learning or cognitive chatbots to their daily work,
the late majority still rely on technologies like the core business applications or OCR.
(See Table 3.) Even so, innovators may as well have backlogs at mature technologies

like ERP or workflows.

Table 3. Diffusion of digital transformation technologies at the business services industry

Innovators Early adopters Early majority Late majority Laggards
Machine learning | Intelligent Self-service Cloud computing | Core business
Cognitive RPA | character workflows Ticketing and applications

and chatbot recognition Robotic process | workflow (e.g., ERP, CRM,
Process and Natural language | automation systems document
system processing Chatbot Automation tools | management)
simulation Computer vision | Process analytics | (macros, Optical character
(digital twin) Predictive and dashboards | scripting, recognition
Blockchain analytics/big data | [oT routing) (OCR)

Artificial Process mining Server Smart/mobile
intelligence virtualisation devices
Cybersecurity

Augmented

reality

5 Case Study Findings

5.1 Background Information

TECH is a US-based global technology and innovation company. It offers a wide range of
technology and consulting services globally, including cognitive technologies, business
applications, technology, and cloud computing platforms, IT infrastructure, and finance.
With its solution, TECH is a key player in the cognitive technology market, and its
developments can be considered pioneer in the fields of natural language processing, big
data analysis, machine learning, and blockchain.

TECH has been present in Hungary with subsidiaries for more than 80 years. It pre-
viously operated several domestic production bases of which one remains still active.
TECH BSC operates several business services centres in Hungary, of which our case
study deals with two locations The centre at “Location #1” was established in the mid-
2000s. Now, it is the 5th most significant centre of the TECH company worldwide,
with more than 1,500 employees. The centre provides services in HR, sales, purchasing,
accounting, and finance. This unit supplies mainly internal customers, i.e., the TECH
company globally. About 20% of the activities are delivered to external clients. The
other centre of TECH BSC at “Location #2” also employs more than one thousand
employees. IT services account for 90% of its activity. It covers services like operation
and maintenance of IT systems, including monitoring and support, data storage and
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database management services, virtualization and cloud services and IT development,
e.g., in the field of artificial intelligence. The centre at “Location #2” serves internal
and external customers as well. The external customers are mainly the global clients
of the TECH company. In this case, the centre competes with other subsidiaries of the
TECH company, e.g., in India or Mexico. At both locations of TECH BSC, a highly
skilled workforce delivers services. Beyond the professional expertise, e.g., in account-
ing, finance, or IT, language skills are of paramount importance. The two locations of
TECH BSC are capable of providing business services in 24 languages.

5.2 Automation Projects

As automation and digital transformation projects are running simultaneously, their man-
agement requires considerable attention from TECH BSC leaders and senior experts.
Project labour savings range from a few hundred to several thousand working hours.
Small projects save 200-1,000, medium projects save 1,000-5,000, and large projects
save 5,000-20,000 working hours per year. Some projects require as many as ten employ-
ees. Sometimes, there might be 50-100 concurrent medium projects at the same client,
while other times, 20 overly complex projects might cause far more work to do. The three
examples shown in Table 4 illustrate typical projects of the company. The projects were
selected purposefully to cover different areas of activities (business functions, internal
and external clients) and different ways of initiation and implementation (top-down,
bottom-up, etc.).

5.3 Travel and Expense: Implementation of a Cloud-Based Workflow System

Business trips are very common in the mother company of TECH BSC and affect a large
numbers of employees. Employees organise their own trips; however, reservations and
credit cards are administered by a global financial service provider. Decades ago, the
mother company developed an in-house system to manage business trips, covering the
approval of travel requests, through the reservation of tickets and accommodation, to the
accounting of costs incurred.

This “travel and expense” system used to be a success story: in the 1990s, the mother
company did not only use it but sold it to dozens of large corporate customers. More
recently, because this software was not in the focus of TECH’s strategy and solution
portfolio, its features and capabilities became increasingly outdated compared to those
of the competitors. External customers gradually changed to cutting edge solutions that
made it more and more expensive to sustain this software developed by the mother
company.

“It did not provide the expected user experience” — the head of IT at TECH BSC
justified the change to the new system. He was also responsible for its global implemen-
tation. A transformation project was initiated following the decision of executives at the
mother company. Corporate IT analysed the most significant 3—4 systems on the market
that support the travel and expense processes. Then the global HR function responsi-
ble for business trips selected the best IT solution available. The analysis, shortlisting,
and selection of service providers took more than one year. A continuously improved,
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Table 4. Summary of selected process automation projects led by TECH BSC

Process
transformed

Travel and expense

Invoice processing

IT event management

Organizational
function

Human resources

Accounts payables

IT operations

Process customer

All employees of the
mother company

Procurement and
treasury functions of
the mother company

External and internal
clients with IT systems
maintained by TECH

Motives

User experience was
below expectations (the
previous system was
outdated)

Last (e-mail based)
solution did not
support automation;
high probability of
error, labour-intensive,
expensive

High potential for
automation, external
clients’ needs

Technologies in
use

Workflow
(cloud-based), chatbot
(cognitive) for
supporting purposes

Ticketing, OCR, ICR
(cognitive), chatbot for
supporting purposes

Scripting, ticketing
system, dashboards,
predictive analytics,
big data, machine
learning

Source of Purchased (SaaS) Own development A mix of purchase, and

technology central or local
development

Project timeframe | 3,5 years Two years From weeks to months

Source of Top-down: global HR | Bottom-up: a local Mixed (central toolset,

initiative selected the vendor solution from their idea | bottom-up process
selection, and solution)

Roll-out Globally designed Global implementation | Voluntary local

implementation in
multiple waves

from a local initiative

implementation of a
global initiative

cloud-based software available from all types of devices and with a use-based license
fee was selected as the winner.

All requests, approvals, and subsequent invoices are managed in one workflow sys-
tem. This system is capable of intelligent invoice processing (from the detection of texts
and numbers on scanned invoices to the identification and recording of data in the ERP
system); however, the company has not yet purchased this feature.

To support the implementation process, the company created some traditional edu-
cational videos and put a helpdesk chatbot in use. The chatbot proved to be an immense
success with its ability to understand and answer natural language questions. The knowl-
edge base behind the chatbot interface uses machine learning algorithms to gradually
enhance its ability to respond. Users have rated answers to their questions increasingly
higher as the knowledge base grew in the background.
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The whole project took three and a half years to accomplish. Active cooperation was
necessary between the TECH mother company and the service provider. Business ana-
lysts and software developers of the software vendor participated in the project together
with HR analysts and IT experts from the mother company. As the external system
receives data from and provides data to multiple corporate IT systems (e.g., budgets,
payroll, and procurement), it took more than ten months to explore and understand
each other’s systems and their connections. In the meantime, the HR function prepared
settings like account database, permissions, or corporate policies regarding accommo-
dation categories and flight classes. Being a software as a service (SaaS) solution, the
initial costs of the implementation project primarily consisted of the costs of employ-
ees involved. The company also spent money on the improvement of existing systems,
but infrastructural costs did not incur. The corporate functions of HR and procurement
financed the project together.

It took two years to completely roll out the new system in the organisation of the
mother company. In the first wave, they focused on small countries and countries that have
a relatively simple tax system. Before a new implementation wave, project managers
always consulted local experts responsible for the travel and expense process. They
developed detailed communication strategies to address future users. E-mail notifies sent
six and three weeks before go-live, posters, information desks in offices, and educational
videos were part of these strategies. There was always a transition period of about one
month when the old and new systems were running simultaneously. After the transition
day, new travel requests could only have been opened in the new system, while they gave
enough time for ongoing processes to be closed. Global implementation was completed
in 2018 and affected around 700,000 employees worldwide.

5.4 Invoice Processing: A Ticketing System to Handle and Distribute Requests

TECH BSC is one of the business services centres where the mother company cen-
tralised the complete administration of incoming invoices (accounts payable). One crit-
ical area of the administration procedure is the processing and answering of questions
about payments. In the past, it was managed through virtual mailboxes in the corporate
mail system: requests sent to these boxes were distributed among employees based on
request type or country. This solution required much human workforce, and there was
a high probability of error in choosing the correct one from 20 virtual mailboxes. Over-
all, this solution was unstructured and cumbersome. Virtual mailboxes did not support
automation technologies, so these improvements would have been expensive, if at all
possible.

It was a bottom-up initiative coming from the internal developer of the routing scripts
and the team lead of request handling to develop a ticketing system in place of the virtual
mailboxes. In the beginning, TECH BSC launched a low-budget development project
financed by the previous year’s residual budget. The invoice processing unit also had its
developers whom they could use to work on new solutions. The developers created an
internet-based system in which they distinguished initially 10, later around 100 different
types of request types. To start a new case, the requester should choose a request type and
country, as well as upload all required attachments. The ticketing system dispatches the
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request to the corresponding administrator and tracks the whole process until resolution
without any human participation.

Atthis business unit, they also used advanced digital technologies to process invoices.
The majority of incoming invoices are digital, but in case of a smaller number of paper-
based invoices, intelligent character recognition (ICR) supports their processing. This
technology can learn from previous examples: it stores the layouts of already processed
invoices to become increasingly successful in finding the common data fields on new
ones.

The core of the ticketing system was developed in one year. Cost savings measured in
working hours were so convincing that regional and global managers decided to extend
this solution to every account payable department of the mother company. It took another
year to set all possible request types in the system. Although the variety of request types
make the ticketing system slightly challenging to use, it is now possible to analyse the
processes in greater detail. The user interface got a new outlook, and the company started
to close the previous virtual mailboxes.

By 2018, all European, Middle-Eastern, and African subsidiaries converted to the
new system. Unsurprisingly, there was some initial resistance against leaving the e-mail
system every employee was used to. These days, the company is working on the global
implementation of this ticketing system, now complemented by further automation solu-
tions in North-America. “As this system is not based on e-mails anymore, we could start
automating the processes,” says the manager of accounts payables at TECH BSC who
coordinates the automation projects from Hungary.

5.5 IT Event Management: Dynamic Automation of Issue Detection
and Resolution

IT operations and maintenance are some of the core activities at TECH BSC. More
than 500 employees maintain the IT infrastructure of TECH’s external clients or operate
TECH’s servers internally. These employees handle various IT events (errors, incidents,
outages, etc.), deviations from the regular operation of systems, environments, and pro-
cesses. Before automation, the experts of TECH BSC monitored critical indicators, for
example, CPU usage statistics, and intervened in case of events, based on the priorities
pre-determined by the clients. For instance, lower priority processes can be temporarily
stopped by the robot in order to avoid critical failures. The automation of such activities
offers significant labour-saving opportunities.

A new approach called dynamic automation started in 2014 at the TECH company. It
is based on a software solution from an external vendor. However, the TECH company
combined this solution with its internally developed platform that analyses historical
records of incidents, provides users with diagnostic tools, and visualises data. A simpli-
fied scheme of dynamic automation is shown in Fig. 2. An automated system monitoring
platform, based on predefined alarm levels, reports the IT events (incidents) to the event
management system. This module filters and prioritises the events, by flagging dupli-
cated events, critical incidents, etc. Tickets for the incidents are created in the ticketing
system automatically. The ticketing system, also accessible for the client, logs all the
steps taken in order to resolve the issue, connected to the customer, and the steps taken
to solve the problem are recorded on them. In some cases, the resolution process can
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be automated as well. The dynamic automation robot, if access is granted by the client,
may log into the client’s system and intervene in its operation, based on a predefined
scheme. If this intervention is not successful, the robot escalates it (forwards to a human
specialist) for manual resolution.

System Event Management Ticketin Automated
Monitoring System lcketing Resolution

Flags: Routing: Outcome:

¢ No action needed * Unnecessary * Operation continues
 Correlated tickets * Automated resolution
* Duplicated * Actionable * Escalation

* Important * Operation failed

Fig. 2. A simplified scheme of dynamic automation in the field of IT event management

The dynamic automation of IT event management has been enhanced with cognitive
solutions recently. As a start, an enormous “data lake” was built based on the past IT
events, as several 10 million incidents were recorded from the entire customer base of
TECH IT operations. This data lake enables the storage and analysis of past experiences.
The cognitive capability of the platform runs the diagnostic tools, tries to recognise
patterns in the data, and, with predictive analytics, identifies a potential risk of errors at
the specific element in the IT infrastructure, based on its actual status.

Dynamic automation has been expanded to more than 800 customers worldwide
at TECH. In Hungary, TECH BSC has been used since 2015. More simple forms of
automation had been deployed even earlier. The IT staff had tried to handle repeating
events with scripts and macros developed in-house. However, dynamic automation is
a more complex tool. Therefore, an independent team of about 18-20 specialists was
set up to support automation of event management at TECH BSC. This team develops
end-to-end automation solutions and promotes them as a value-added service to the
external clients. It is also this team that develops automated solutions based on ad-hoc
yet specific client requests. By 2019, more than 130 IT event management tasks were
automated. TECH BSC serves nearly 300 European clients and more than one hundred
thousand of their servers by the tools of dynamic automation.

The measure of success of automation is the average rate of automatic resolution.
By the end of 2018, around 45% of the IT incidents were resolved without human
intervention. Already at this rate, the HR savings are enormous. Because of the tens
of millions of incidents handled by TECH BSC annually, dynamic automation can be
associated with saving the work hours of hundreds of full-time employees (FTEs), both
for TECH BSC and its clients. On the other hand, in order to return the investment,
automation needs a large enough scale. According to the experience at TECH BSC'’s
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IT event management, about five hundred tickets per week are the order of magnitude
at which it is already worth setting up such automation. By 2019, the 130 automation
solutions cover almost all large-scale tasks in the field of Windows or Unix server
environments. Therefore, the dynamic automation team has started to examine the area
of middleware and the database layers, where there is still room for automation in the
event handling. There are also plans to automate ad-hoc client requests like a new user
request, without human intervention, through automation or robotics.

6 Discussion

TECH BSC showed an example of how digitalisation adds a further layer to the process
transformation in business service centres. Centralizing business processes from local
subsidiaries generally entails standardisation. Yet, even after decades of process optimi-
sation, challenges in process efficiency and effectiveness remained. Business processes
are not entirely paperless. Because of the ongoing developments in the technological
environment, processes are supported by several information systems in parallel, instead
of being covered by a fully integrated system. Without a seamless integration, errors may
occur, and the need for manual intervention increases. Processes, even if centralized,
often remain more labour-intensive and expensive. Traditional process transformation
projects aimed to reduce complexity and a variety of processes. Because of the enormous
number of business processes in global companies, this is a constant challenge. The case
study showed further opportunities to advance in transparency and predictability of the
business processes. From the clients’ perspective, process optimization in the past occa-
sionally retained silos of channels. Some transformation had a rather internal focus, less
tailored to customer experience and needs.

One of the areas where digital transformation excels prior to processing transfor-
mation initiatives is the area of customer interactions. The travel & expenses project at
TECH BSC was driven by the expected digital customer experience. In this example,
the interaction between the client and the service provider follows principles observed at
global mobility (e.g., Uber, Lime) or financial (e.g., Transferwise, Lemonade) services
of the 2010s. This implies personalised and straightforward processes developed through
sophisticated analysis of “use cases”. The new travel & expenses application at TECH
BSC adopts intuitive and proactive user interfaces that eliminate mistakes and therefore
enhance customer experience while saving costs at the same time. Standardization across
channels enables the clients to use different touchpoints at different stages of the process,
without any difficulty. A higher level of self-service was also incorporated in the new
travel & expense process. Self-service also appeared in the invoice processing project.
Instead of manually routing the incoming e-mails, now requesters serve themselves on
an online form. Other projects at TECH BSC also offer interactive tools and remote
access that extends the self-service capabilities.

Digital transformation projects increasingly address the area of customer complaints.
In the field of IT operations and maintenance, advanced prediction tools help the ser-
vice providers to intervene before an issue occurs. As TECH BSC benefits from the
cutting-edge cognitive solutions of its parent company, automated issue detection and
even automated, scripts and routines are increasingly deployed to resolve common issues
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Table 5. From 1.0 to 4.0: The potential of the digital transformation at business services

Business Services 1.0-3.0 Challenges Business Services 4.0 Expectations

* Paper documents still exist » Simple, intuitive, proactive, real-time, and

* Multiple IT systems across processes with personalized interactions
missing links and functions * Seamless switch between multiple channels

* Highly labour-intensive and expensive, high | « Self-service, remote access and interactive
level of wastes tools support customers

* High complexity and variety of processes * Swift handling of complaints, or even

» Flaws, service issues, missing transparency, preventing the complaint by prediction of
and predictability potential issues or automated issue detection

¢ Slow and cumbersome interactions, silos of and resolution

channels * Enhanced, real-time, or personalized
 Limited customer experience, unmet offerings enabled by advanced technologies
customer needs and the integration of internal and external

(big) data

in IT services. By putting big data technologies in action, the company is able to further
advance in issue detection and prediction. The lessons learned from the IT event man-
agement’s dynamic automation project are that both the service provider and the client
benefits from the digital transformation.

Based on the case study, Table 5 summarises how digital transformation projects
are driven by traditional process optimization challenges on the one hand and by new
expectations based on advanced technologies, on the other hand.

7 Conclusions and Further Research

7.1 Conclusions

The case study highlighted that digital transformation technologies spread from the top
to the bottom of the “digitalisation pyramid”. Even in a global company with highly
developed business service centres and cutting-edge cognitive solutions, there is still
room for digitisation and digitalisation, as well as for automation and robotisation. These
result in projects that utilise technologies that already existed around the millennium,
like optical character recognition, workflow solutions, or ERP systems. However, the
case study pinpointed those new technologies that enhance the previous set of corporate
IT applications: RPA tools, chatbots, intuitive mobile interfaces, big data, and advanced
analytics, and especially cognitive solutions. These technologies not only affect the
speed, the accuracy, and the cost of business processes but also enhance the customer
experience or even the role of the business process. Based on the insights from the
accumulating process data, the emphasis is increasingly put on the added value of the
service delivery, i.e., the advisory role of the service provider.

While it would be easy to link the digital transformation projects to cost-cutting
pressures, the business service sector follows these trends also because of customer
expectations. Whether external or internal, clients of business services demand faster
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and cheaper services with zero errors and in an intuitive online form. These expectations
accelerate the implementation of and experimentation with digital technologies. This
is the reason why the size of the business service sector has not started to reduce,
despite the severe labour savings thanks to software robots and automation tools. Instead,
technological developments are shifting the business service sector towards higher value-
added jobs, which demand a highly skilled and educated workforce more than ever
before.

The Hungarian business services sector is still dominated by transactional jobs that
could be easily automated. Former jobs that were established because of labour arbitrage
are burdens that slow down the pace of the changes in the business service sector.
The vast majority of the business service centres operate as a data centre and have
already implemented a largely digitized operation. Centres like TECH BSC show a
viable scenario of how a business service centre can transform itself into a digital service
centre that offers automated, robotic service processes supported by self-service, and
cognitive solutions. These sets of expectations outline a new level of business services
that can be labelled, as a reference to Industry 4.0 in the manufacturing industry, as
Business Services 4.0.

7.2 Further Research

The case study in this paper confirms the authors’ research findings from other busi-
ness service centres and the business service sector in general in Hungary [31, 32].
Nevertheless, in a globalised sector like business services, further research is needed to
examine the regional differences. Business services centres in other global hotspots like
India or Mexico likely face similar customer expectations and digitalisation challenges.
Because of the different macroeconomic environments, digital transformation may have
region-specific patterns as well.

Business services 4.0 may be a concept that “translates” the Industry 4.0 label to this
sector while identifying the novelty and the technologies of the digital transformation
of the business services. The authors already participate in researches where other sec-
tors are investigated with a similar perspective. Some evidence that identifies common
characteristics and sector-specific patterns of digital transformation (and the label “4.0)
already exists. However, as the terminology and the concepts of the digital transforma-
tion evolve, the now blurred line between the traditional IT-enabled process optimisation
and the digital transformation of processes can be further examined.

It is a common expectation that with the growing digital maturity of customers,
business service centres serving companies in different industries will continue to adapt
to new digital technologies. This could be facilitated by lower technology prices and the
development of the digital literacy of the human workforce. It needs further analysis of
how digital transformation forms the services portfolio of these centres. The COVID19
epidemic seemingly supported a more positive attitude towards digitalisation, both in
society and the business. On the other hand, the labour shortage, a significant driver of
digital transformation in the business services sector, may be mitigated by the growing
labour supply because of the economic downturn. Further research should be conducted
in order to draw the conclusion of how the COVID-19 pandemic impacts the pace and
focus of the digital transformation of the business services sector.
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Abstract. The introduction of robotic process automation (RPA) has created an
opportunity for humans to interact with bots. While the promise of RPA has been
widely discussed, there are reports suggesting that firms struggle to benefit from
RPA. Clearly, interactions between bots and humans do not always yield expected
efficiencies and service improvements. However, it is not completely clear what
such human-bot interactions entail and how these interactions are perceived by
humans. Based on a case study at the Dutch KAS Bank, this paper presents three
challenges faced by humans, and consequently the perspectives humans develop
aboutbots and their abilities to perform work. We then provide a set of five practices
that are associated with the management of the interactions between humans and
bots.

Keywords: Human-bot interaction - RPA - Case study - Challenges and practices

1 Introduction

The last decade has witnessed a tremendous interest in the automation of services through
what has been coined as robotic process automation (RPA). RPA refers to the application
of software programs that process certain tasks previously performed by humans [1-3].
RPA has been implemented to automate repetitive and rule-based functions typically han-
dled by back-office employees. In selecting a candidate function for automation, firms
usually consider certain criteria such as the degree of process complexity, the degree
of human interventions and human-bot hand-overs, and the degree of structured data
usage [4]. Typical processes that have been automated are cost accounting, payables
and receivables, reporting, invoice sharing, and month-end close processes. A recent
study by KPMG [5] on intelligent automation (IA), an umbrella term for RPA, machine
learning and artificial intelligence, predicts that global spending on such technologies
will reach $US232 billion by 2025. Recent reports have persistently suggested that RPA
is likely to deliver significant benefits to firms. For example, it has been suggested that
RPA is likely to increase the accuracy of business operations by minimizing human
error, execute business processes with extreme precision at very high velocity, improved
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capabilities including monitoring and analytics, allow to scale-up processing infrastruc-
ture while significantly reducing operational cost [6, 7]. Literature on RPA identifies
various practical implementations both from a client and service provider perspective.
From a client side, Lacity and Willcocks [4] studied RPA implementations at O2 which
focused on transforming back office services. From a service provider side, the example
of OpusCapita, which provides Business Process Outsourcing (BPO) services, started its
journey by focusing on the internal adoption of RPA, and next moved to implementing
RPA solutions for its clients [8].

While the promise of RPA has been widely discussed in the popular and professional
media [9, 10], there have been numerous reports suggesting that firms struggle to benefit
from this technology [11, 12]. A KPMG report [5] has suggested that while firms have
high expectations to benefit from such technologies, in reality many firms have developed
a relatively low level of readiness to deploy such solutions. Deloitte’s [13] study has
further stated that intelligent automation will have severe impact on new ways of working,
challenging the firm’s ability to cope with change needed within the firm, such as,
augmenting human work with smart machines. As bots and humans are expected to
work together, failing to augment them will have negative consequences for both human
and bot performance. Indeed, unlike the implementation of robots in manufacturing
where robots’ actions are visible thus allowing humans to anticipate collaboration and
hence adjust their behaviors according to observed robot’s activities, in the case of RPA,
software bots operate with very little visibility for the individuals who interact with them,
thus making their ability to anticipate action and adjust behavior more challenging. In this
regard, the challenges that humans reported about working side-by-side software bots
at the workplace is key to understanding human’s ability to collaborate and engage with
them [14]. The aim of our research is to show how humans and bots interact within the
context of a firm’s implementation of RPA, based on the following research questions:
(i) what challenges employees face when interacting with bots and (ii) how firms can
mitigate these risks.

We studied a bot implementation program at KAS Bank, a financial institution based
in the Netherlands, with an emphasis on the challenges that humans reported when soft-
ware bots were introduced in their work environment. We first present our research
methodology. Next, we introduce KAS Bank’s bots program followed by our analy-
sis of the interactions between humans and bots. Subsequently, we highlight the chal-
lenges humans faced in such interactions and conclude with a set of practices assisting
individuals to develop a perspective on bots.

2 Research Methodology

Since empirical research related to human-bot interaction is limited the aim of our
research is to show how humans and bots interact within the context of a firm’s imple-
mentation of RPA. As such, we opted for an exploratory, case-study-based research that
will gain us a deep understanding of the phenomenon under study [15]. A case study app-
roach does not allow statistical generalization since the number of entities as described
in case studies is too small. However, our main objective is to expand and generalize
theories (analytical generalization) and not to enumerate frequencies (statistical gener-
alization) [15]. Applying a semi-structured interview method as a research instrument
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is useful to select data and information for exploratory-descriptive studies that may be
extended later [16]. We use two main criteria to select a case study in which humans
and bots interact. First, we identify a business process that is transactional by nature and
routine-based. Second, we select a type of business process that can be characterized by
frequent interactions between humans and bots as these type of processes are perceived
to be complex due to interdependencies between actors. We selected a case study in
which a client automated various financial-oriented business processes. An independent
Dutch Bank was selected that is considered a leading European provider of custodian and
fund administration services, offering tailored financial services to institutional investors
and financial institutions.

We collected data by conducting in-depth interviews during two visits to KAS Bank
based in Amsterdam, The Netherlands. In the first visit, we collected and studied corpo-
rate information (website, press releases, RPA presentation, RPA blueprints and process
information). In the second visit we collected qualitative interview data from 15 KAS
Bank representatives that comprise various roles (see Appendix for the interviewee list).
All interviews were recorded and transcribed and discussed by the two researchers. We
conducted interviews with client representatives, including business and IT management,
audit manager, software programmer, process designers, and business process experts. In
this way we avoid ‘elite bias’. The interviews were semi-structured and based on a pro-
tocol that included open questions on how to identify human-bot interaction challenges.
In total we conducted 15 interviews and all interviewed participants had been engaged in
human-bot interactions (see Appendix). This was to ensure internal consistency within
the business process landscape. The varying hierarchical levels of the interviewed staff
members prevent potential limitations of the evolving phenomenon from arising. The
interviewees were asked to describe their role in human-bot interactions and specifically
how they dealt with challenges. Interviews varied from 30 min to 120 min in duration.
Additional information was gathered from company information, business process infor-
mation, and RPA configurations and reports. All the interviews were then transcribed,
and the transcripts were sent to the participants to be confirmed.

When executing our qualitative research concept maps are used to guide us through
the process of data analysis. Since knowledge is fairly nonlinear, concepts can be seen
as organized networks. By selecting and organizing relevant information we are able to
identify links between concepts, so that we can fathom the data [17]. Interview data of
the staff members was translated into concept maps. As a result of the coding process
we were able to create more insight in relevant concepts and human-bot interactions.

3 KAS BANK Bot Program

KAS Bank is an independent Dutch bank founded in 1806. The bank is considered to
be a leading European provider of custodian and fund administration services providing
tailor-made financial services to institutional investors and financial institutions. As a
response to market developments, KAS Bank decided in 2014 to initiate a cost reduction
program to minimize operating costs. A LEAN program was launched to streamline
and simplify financial business processes at the bank. However, the results were not
sufficient enough to meet the cost reduction program’s objective. As a result, KAS
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Bank outsourced a number of IT functions to a service provider, a deal that included
the transfer of employees and IT assets. The outsourcing program has proven to be
successful, delivering both significant costs reductions and flexibility regarding pricing
mechanisms (pay per use). The bank’s executives were encouraged by these results and
sought to explore additional mechanisms through which cost reductions can be achieved.
In 2016, KAS Bank’s operations department has introduced the RPA program. The RPA
journey started with KAS Bank exploring the automation of some standard processes.
Candidate processes were analyzed in two steps. First, four main criteria were used to
assess which processes were ideal to be included in the RPA program. These revolve
around (i) how much transactional oriented the process was, (ii) whether the process
was routine-based, (iii) whether these were repetitive tasks, and (iv) whether the process
was of low complexity (standardized). As second step, three aspects are used to rank the
score corresponding with the (i) degree of feasibility, (ii) impact on service quality and
(iii) impact on customer management (see Fig. 1).

Feasibility score Quality score Customer score

Automation has a very L
e Quality improvement for
strong positive impact on

Process is very feasible
to automate y N >3 top accounts
service qualit

Automation has a strong
positive impact on
service qualit

Process is feasible to
automate

Quality improvement for
1-2 top accounts

Automation has a
positive impact on
service qualit

Process is probably
feasible to automate

Quality improvement for
almost all other accounts

Automation has a limited

Process is probably positive impact on

unfeasible to automate

service qualit other accounts
. " Automation has almost Quality improvement for
Process is unfeasible to . T
no positive impact on a limited number of
automate y -
service qualit other accounts

Fig. 1. Overview selection criteria (step 2)

Using this selection method, the operations department assessed numerous business
processes. Consequently, a business case was developed per each business process that
was identified as promising for automation in which various aspects were analyzed,
such as, the impact of automation on the degree of business process improvement,
cost involved, the needed support in terms of information systems and people, and the
time to market, for instance, for trading services. By indicating the impact on each
business process through automation, KAS Bank was able to define the value delivered
to their clients and the value provided to KAS Bank in itself. At the start in 2016, two
business processes were automated within 6 weeks. This included the development of
a planning scheme, build of the bot, and a two-week implementation. More recent bots
were introduced over eight weeks that consist of a six weeks development period and two
weeks implementation period. In many ways, KAS Bank’s bot implementation approach
is consistent with [8] in which a four-stage approach (workshop, process assessment,
business case proposal, RPA implementation) was pursued. At the time of data collection,
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KAS Bank automated 20 financial business processes using five bots. Among the various
business processes automated at KAS Bank are treasury operations, obligation payments,
calculating and booking, and client data management (e.g. internal invoicing, opening
new and changing existing bank accounts). Bots implemented at KAS BANK have taken
over manual processed transactions which were carried out by employees using Excel
spreadsheets. Many of these employees carried out this line of work for over a decade.
While the original introduction of bots was to reduce cost, recent automation projects
sought to improve the quality of business processes by removing and skipping rework.

4 Humans and Bots: The Challenges

Although the benefits of using RPA have been addressed in academic literature and
practice [18], challenges associated with the visibility of bots’ actions and hence humans’
reaction have not been addressed so far. Our examination of KAS Bank’s bot program
suggests that 3 key visibility challenges evolved that led humans to struggle with in their
software bots environment. We discuss these three areas of visibility below.

4.1 Challenge 1: The Visibility to the Bot Concept

Based on our interviews at KAS Bank we noticed that employees were struggling with
the concept of bots. More particularly, the following questions were raised by employees:
what bots are? how do they work? what can they deliver to the firm? and how are they able
to fulfil employees tasks? These questions correspond with [19] work who studied the
RPA concept and its implications for financial processes. We frame this challenge as the
visibility of employees to the bot concept. At KAS Bank, employees were first skeptical
about what bots were and their ability to perform tasks previously carried out by humans.
Indeed, employees’ perception of what bots can or cannot do varied significantly. When
the Bot Program was discussed as an option, most operations employees were skeptical
about the concept. In fact, some of them challenged the bot’s ability to replace them and
perform a task they have carried out for a while. They have perceived their unique and
often undocumented knowledge and experience to be critical for the completion of the
task, despite their work being categorized as rule-based and repetitive.

“During the start of the program employees were skeptical as they did not believe
that their skills and experience could be copied by a software program. The idea
that bots do exact the same things as humans do was not accepted: they did not
believe that it could work.” (Source: software programmer).

During KAS Bank’s initiation of the bot program employees discussed the concept
of applying bots as part of business processes and argued that they did not understand
the concept. Actually, the majority of employees were not aware that software is used
to fulfill business oriented tasks. By explaining how a bot looks like and what bots can
and cannot do, employees were informed about the practical consequences.

“Various employees did not understand how the robot works and what type of
tasks are conducted. We learned that we have to explain how bots work and how
they fit into a business process.” (Source: process designer).
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As part of KAS Bank’s explanation how bots work employees were informed about
the fact that a bot is just a software program and that the IT department will program
business rules in the software bot. As a consequence, process managers have to sketch
out business process tasks first. Subsequently, an IT department software programmer is
able to configure the bot and translate process descriptions into program rules. In doing
so, employees created a better understanding of how humans and bots work together.

4.2 Challenge 2: Visibility to the End-to-End Business Process

The introduction of bots to the operations environment also created a process challenge.
Operations personnel who were manually performing tasks to be automated have devel-
oped over the years a partial understanding of the business process. These personnel
have become accustomed to focus on data entry and problem solving of specific pro-
cess steps, that the big picture of what the transaction represents have become hidden
to them. KAS Bank established a development team to implement the bots, however,
the team struggled to compose the end-to-end business process as operations personnel
could only provide information on segregated steps that involved multiple teams and
across departments. As a result, the development team had difficulties in configuring the
bots for an end-to-end business process. Bots, therefore, were eventually configured to
handle an amalgam of transactions. The following statements reflect on this aspect:

“We experienced that employees who are fulfilling process steps just focus on
their dedicated tasks and have less insights in other process related tasks. In fact,
employees have built a specific profile in conducting tasks. Since we introduced
bots, we noticed that employees have to understand the process as a whole, which
require a more generic profile.” (Source: Business Process Manager Finance 1)

“Previously, employees performed repetitive tasks. Today [after automation], they
have to understand process tasks and interpret which tasks they still have to do
themselves. This means that employees need to understand the process as a whole
to collaborate with a robot successfully.” (Source: Business Process Selection
Specialist)

As during the introduction of RPA at KAS Bank certain process steps were replaced
by bots, employees became confused about ‘who is doing what’ as they did not have
an overall view of the process. Originally, employees knew who to contact in case of
unclarities for instance in case of process hand-overs. Now, bots have taken over the
majority of process tasks, which increased the unclarity of mutual responsibilities. As a
result, employees showed resistant behavior to fulfill their tasks. This corresponds with
[20] study who pointed out that RPA solutions require firms to consider the end-to-end
process. While firms benefit from integrating sub-processes and tasks into an end-to-
end automated process, humans’ involvement and understanding of the process can be
hindered by the automated process, as demonstrated in the KAS Bank case.
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4.3 Challenge 3: Visibility to Solve What Bots Cannot Process

As bots became operational, they processed transactions that previously were manually
performed by humans. Bots depend on input data to generate meaningful output. Their
output, often in the form of a report, was handed over to operations employees who
needed to check it prior to passing it on to an external client. The development team
assumed that data provided as input from internal and external sources would be in line
with the bots’ requirements, thus resulting in the generation of a client report. Operations
personnel were consequently informed about their new responsibilities to check the
reports before releasing them to clients. At the same, the development team informed
operations personnel that their work was affected by bots to identify the impact of bots’
implementation and consequently adapt their way of working. Yet, the full impact of
robotizing tasks was not assessed as data provided as input was not always complete or
accurate.

Bots at KAS Bank were not always able to process tasks they were designed to
complete. When a bot failed to complete a task, the incomplete task was flagged as
an exception. In most cases, when bots generated exceptions, it was because data was
either incomplete or incorrect. For example, a data field which was defined as numeric
contained letters and therefore produced an exception by the bot. As an output, the bot
produced an exception report to be reviewed and corrected by operations personnel (see
Fig. 2 - example of an exception report). As a result, operations personnel have become
essential for the completion of tasks that the bot has failed to complete.
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“Within a business process at least 40% of all tasks can be conducted by a bot, but
often more. The percentage is influenced by the number of exceptions regarding
process tasks. Specifically, the data quality is a real issue as bots are rejecting
tasks in case of poor data quality. That’s where the humans come in as they have
to repair the quality of data first.’ (Source: Functional Application Manager).

“A design criterion is a bot has to handle 2000 financial (swift) transactions per
week. Based on our conducted proof of concept we experienced that 20% of all
transactions were labelled as exceptions. That means that we still need humans to
repair bot errors.” (Source: Software Programmer)

The observation that not all process steps can be automated correspond to the research
of [21] who state that the aim of automation is to replace human manual control by auto-
matic devices and computers. The author’s findings suggest that the increased interest
in human factors reflects the irony that the more advanced a control system is, the more
crucial the contribution of the human operator.

As aresult of bot exceptions at KAS Bank, operations personnel needed to engage in
work they previously manually performed, however in a different way. Previously they
entered data for all the fields, but now they needed to analyze the source of the exception
and consequently complete the missing/wrong information. Handling exceptions have
changed the operations personnel’s’ roles in two ways. On the one hand, some operations
personnel pursued a root-cause analysis and engaged in redesigning the process by
working with the development team to avoid the re-occurrence of these exceptions.
These initiatives required KAS Bank to provide operations personnel opportunities to
develop themselves further and assume a process improvement manager role. On the
other hand, other operations personnel were finding the task of handling exceptions
as discouraging. While in the past these individuals were responsible for assessing the
quality of the data as input, allocate the data field that the data should be entered and
complete data entry, now these individuals are instructed by the bot to decode the nature
of the exception and take steps to fix this specific mistake. They have little visibility to
the input data, and yet, they require to fix it. Consequently, these operations personnel
sought alternative lines of employment.

The three challenges demonstrate that because humans lacked visibility to what bots
are, do and fail to do, firms need to address these shortcomings by assisting humans to
collaborate with bots. Based on our observations at KAS Bank, we developed practices
to overcome such challenges and improve human visibility to what bots are and do.

5 Five Practices to Help Introducing Humans to Bots

We offer five practices the improve visibility of what bots are and do, as well as how
humans should engage with bots’ outcomes based on observations made at KAS Bank.
Two practices relate to the visibility to the bot concept, one to visibility to the end-to-end
business process, and one to visibility to solve what bots cannot process.
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5.1 Practice #1. Humanize the Bot

Any bot program will encounter behavioral change by employees toward the bot during
the implementation stage. At KAS Bank, employees were first skeptical about the impact
of bots on their jobs, and the ability of bots to replace them. Gradually, employees became
aware of what bots can and cannot do. Interestingly, we noticed that post-implementation,
employees referred to bots operating in their environment as if they were another human
colleague. They attributed success and failure to the bot, despite the fact that a bot’s
performance is a direct outcome of the quality of a software program. Further, the
development team gave each bot a comic hero name, and insisted on referring to the bot
by its name in any communications.

“We also use bot names in our internal communications about performance and
exceptions. As we inform teams and employees about the progress and ben-
efits of automation, the bot names become familiar.” (Source: Head Process
Improvement)

Our observations suggest that as soon as the bots are implemented, employees try
to find the human being in the bots. Phrases such as “we have a new co-worker: <name
comic hero>" and “<name comic hero> does act strange, we need to help him” were
often used. We even noticed that employees praised the bots for fulfilling a lot of work.
One business process manager stated that “we need to get the bot out of the humans and
get the human into the bot”. Indeed, each new bot was registered as a new team member,
which included assigning training sessions and clearly defining their tasks, just as for any
human worker. Such a practice helps humans to visibility of what the bots are and treat
them as co-workers, allowing them to understand the bots’ areas of responsibilities and
abilities. Our findings are consistent with the research of [22] who studied the integration
of robots into a hospital workflow. Indeed, with increased stress levels by caregivers, so
the emotional response to the robot increases by humans around the robot.

5.2 Practice #2. Visualize the Bot

Our case at KAS Bank shows that it was important to visualize what bots do. We observed
that the design team at the Bank pursued several steps to improve visibility of what bots do
and are during the design and implementation stages. First, presentations were organized
for all departments and teams as an internal roadshow. Then, the Bank held sessions in
which simulations of the bots’ functionalities were shared with employees, and what the
manually performed tasks would look like in an automated workflow. Lastly, when a bot
was implemented, the Bank repeated the workflow presentations to show how the bot
operated in the live environment. A workflow chart (see Fig. 3) was placed in operations
team offices to ensure that they could clearly see how ‘their’ bots performed work and
assess the junctions where humans could be needed to complete the task.
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Fig. 3. Example business process visualization

“The process graphics helped to understand what tasks are fulfilled by bots and
these insights are helpful for handling exceptions, which in turn is a new task of
process experts. Moreover, both the Proof of Concept and the graphics helped to
build trust in the bots as we have to rely on them.” (Source: Business Process
Manager Finance 2)

Showing bots in a live environment stimulated interest and generated discussions
within the Bank with regard to the bots’ impact on work. Questions such as “How long
will it take to program a bot?”, “What is the IT view on managing bots?”, “Can the
bot do other tasks?”, and “How does the bot make decisions?”’ were raised in these
meetings, further helping people to understand and further clarity some of bots’ abilities
and their impact on human work. These findings correspond with [23] work in which
they argue that employees involved in accounting processes need to understand how to
unpack human-machine interactions. We provide insight into the steps and actions that
improve such visibility by humans of bots to allow humans relate to what bots do and
how they do that.
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5.3 Practice #3. Help Humans Visualize Positive Human-Bot Interactions

One of the challenges we observed was that the lack of visibility to what bots do and
consequently the need for humans to ‘pick-up’ exceptions and complete tasks the bot
failed to complete created a sense of frustration and resentment among employees.
As such, the true threat of bots was not necessarily in that bots replace humans, but
humans losing ownership of the tasks and processes, thus finding themselves as ‘fixing’
bots issues. We find that after employees became familiar with working with bots they
experienced the advantages. One expert stressed the positive impact some employees
experienced:

“After the implementation of the bots in our business processes some colleagues
try to find the human in the robot. The say ‘the bot does not work!, we as humans
will fix the problem’ or ‘the robot does act strange, we need to give him a hand.’
We also experienced that colleagues are praising the bots to full fil lot of work.
Moreover, they state that they have a new co-worker: a bot.” (Source: Process
Designer 2).

At KAS Bank, there were hardly any redundancies following the implementation
of the bots program, however, several operators, who were previously involved in data
entry, sought alternative lines of employment as they struggled to cope with the chang-
ing nature of the job. Such an outcome can be mitigated should management offer
new career avenues that will re-establish links between humans and bots. For example,
we observed that some operations personnel were encouraged and took on developing
process improvement skills during robotization. Some used their freed-up time to get
training in advanced areas of management and invested in developing relationships with
clients. Or as an expert argued:

“Business process operators do not necessarily lose their jobs, with only a limited
number compared to our original expectations. Instead, they have focused on
process improvements and providing services such as financial reporting to our
external clients on a regular basis.” (Source: Business Process Expert Finance 1).

Indeed, RPA implementation requires changes in business processes. In this regard,
helping individuals become process leaders is therefore key to maintaining human
involvement in the bots program. KAS Bank introduced new roles called ‘process cham-
pions’ who were involved in training and educating others about taking ownership of
the entire bot business process. Consequently, employees learned when and how to
interact with bots, and how exceptions should be handled. Moreover, process champi-
ons propagated a LEAN methodology, which encouraged employees to identify process
improvements on a daily basis and continue to improve bot operations. One process
expert explained:

“Process experts create an in-depth understanding of how robots are built and
what type of tasks they perform to identify improvement initiatives. By encourag-
ing the use of bots and aligning human-bot interactions, our process champions
Sfulfill a vital role. Through providing examples, answering questions, and dis-
cussing process and bot improvements with their colleagues, they accelerate the
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performance of robotized processes.” (Source: Business Process Expert Finance
2)

Process champions also conducted two-monthly reviews of bot workflows. The
review reports offered a better understanding of how many tasks had been fulfilled by
bots and provided root-cause analysis of tasks the bots had failed to complete. The report
and the review process created opportunities for stakeholders to engage in improving
the bots’ workflow and performance. One manager highlighted the advantages of this
function:

“Employees are encouraged to provide input to tweak/fine tune the robot. The
goal is to provide improvement suggestions through which process tasks can be
simplified and operate faster. Based on our findings, the robotics development
team learned how to optimize process steps and decrease the number of process
failures. It’s a process itself to train the robot in handling tasks even better and
better.” (Source: Functional Application Manager)

As claimed by [24], process skills are essential when applying RPA solutions, not
just to improve efficiencies but also to help humans relate and visualize opportunities to
be part of the bots program.

5.4 Practice #4. Making Bots Governance More Visible

Humans respond to either formal or informal governance mechanisms but interpreting
desired outcomes and anticipating rewards or penalties. However, humans may struggle
understanding their interactions with bots should there not be a governing structure for
such interactions. In this regard, humans lack visibility of how bots are governed. In our
case, KAS Bank established a unique Center of Excellence (CoE) to coherently govern
human-bot interactions. The CoE’s objectives were twofold. First, it was responsible for
governing a wide range of tasks, such as: establishing bot ownership, verifying general
audit and IT controls (e.g. authorization), separation of duties, roles and responsibilities,
and legal issues. From a control and reporting perspective, the CoE was responsible
for KAS Bank fulfilling its obligation to show compliance with financial and IT regu-
lation standards (e.g. ISAE 3402) and report their findings to clients. In addition, the
CoE coordinated end-to-end business process, in particular when various sub-processes
were managed by a number of departments. This was done in collaboration with the
IT department who were responsible for the operational management of the bots. One
manager explained:

“We are managing one business process end-to-end, which consists of three sub-
processes that are all managed individually by various business teams. Per sub-
process exceptions are handled, however, one employee coordinates the end-to
end process.” (Source: Business Process Manager Finance 2)

In addition to humans governing bots, the governance structure also included the
management of data quality, such as completeness, accuracy, integrity and consistency.
This aspect in governance is also important for the human-bot interactions as exceptions
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are generated by the bots are the result of low quality data but have to be resolved by
humans. Data management governance allowed humans in the bots program to engage
in data quality issues and redesign data structures that improve the bot’s performance.
One manager explained:

“As data quality becomes important, in our view business data owners have to
guard and improve data quality. KAS Bank’s strategy is to become a more data
driven company. That means that we definitely have to improve the quality of data
if we intend to extend the number of bots in the near future.” (Source: Business
Process Manager Finance 1)

For humans to be involved in governing bots, multiple aspects of governance
should be considered such as roles, process ownership, data management and expected
performance.

5.5 Practice #5. Visualize the Bot

The firm’s service roadmap should capture the opportunities for collaboration between
humans and bots. By developing a tightly coupled bot-human roadmap, firms will ensure
that humans and smart automation platforms interact. As a consequence, a bot-human
roadmap has to be translated into an operational plan to support business needs by
means of an enabling IT landscape. Moreover, a sound architectural view can be seen as
aprerequisite to support such an IT landscape. The Bank’s enterprise architect explained:

“A bot-human roadmap consists of IT architectural blueprints, and clear IT bound-
aries (infrastructure, applications, data) that can be translated into a strategic bot
agenda which can be managed by our senior managers. Therefore, we need a
roadmap to align KAS Bank’s business goals with an adequate IT landscape.”
(Source: Enterprise Architect).

Identifying the sweet spot between fully human and fully autonomous robotic pro-
cesses will enable firms to anticipate the hand-over points between automation platforms
and humans [25]. By developing a bot-human roadmap firms also pay attention to imple-
ment bots as part of an IT landscape. In doing so, interoperability agreements towards
existing information systems (applications, middleware, infrastructure) are established
which improve the robustness of robotized business processes. We noticed that KAS
Bank’s architects focus on applying standards to decrease the number of bot exceptions
due to failing IT malfunction. Business departments increasing dependency on bots
that are capable of handling large volumes of work put additional pressure on the IT
department to repair bots swiftly. By using design principles architects aim is to design
a coherent IT landscape to increase operational bot performance.

“In the near future KAS Bank intends to use cognitive solutions which are able
to handle even more complex process exceptions. This will result in an additional
pressure to our IT departments to sustain their operational performance.” (Source:
Managing Director Operations)

Next, we have listed the key challenges and related RPA practices in Table 1.
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Table 1. Challenges and related RPA practices

Key challenges

RPA practices

Visibility to the bot concept

1. Humanize your bot

Treat bots as human beings
and co-workers to achieve
acceptance

Train bots to do exactly the
same tasks as humans do

2. Visualize the bot

Demonstrate how bots work in
practice to explore
opportunities

Visualize process steps to
create a better understanding

Visibility to the end-to-end
business process

3. Help humans visualize
positive human-bot
interactions

Develop job rotation
opportunities for employees
who seek alternative lines of
employment

Encourage process champions
to educate collegues about
taking ownership of the entire
bot business process

Visibility to solve what bots
cannot process

4. Making bots governance
visible

Establish a Center of
Excellence (CoE) to
coherently govern human-bot
challenges

Develop a data governance
policy and plan to assess and
improve the quality of data

5. Visibility into the bot-human
roadmap

Ensure that humans and
intelligent automation
platforms interact

Identify the sweet spot
between fully human and fully
autonomous robotic processes
to anticipate the hand-over
areas and consequently
develop a strategic bot-human
roadmap

6 Concluding Remarks

This study is guided by the questions a) how does a firm address the employees’ chal-
lenges that are associated with RPA deployment, and b) what practices can be developed
to overcome these challenges? The introduction of software robotic solutions to support
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business processes leads to new organizational challenges. In this paper we examined
interactions between humans and bots by describing three challenges that a client faced
when implementing a bot program. Based on evidence we offered a set of practices that
help firms to develop a perspective on what bots can and cannot do as a way to encourage
humans’ involvement in bot’s work. As cognitive and artificial intelligence are likely
replace additional areas of work, this article is a stepping stone in preparing humans to
accept such solutions while advancing human skills.

Appendix A

Interview Scheme and Interview Questions

Role Duration
Manager Income and Tax 30 min
Audit Manager 30 min
Managing Director IT 60 min
Functional Application Manager 50 min
Managing Director Operations 30 min
Enterprise Architect 45 min
Software Programmer 45 min
Head Process Improvement 30 min
Process Designer 1 45 min
Process Designer 2 45 min
Business Process Selection Specialist | 120 min
Business Process Manager Finance 1 | 45 min
Business Process Manager Finance 2 | 45 min
Business Process Expert Finance 1 45 min
Business Process Expert Finance 2 30 min

Category Interview questions
Generic questions What was the firm’s rationale to start robotizing financial business
processes?

How will the firm’s financial business processes change due to
robotizing work?

In general, do you have insights in what type of tasks are executed by
bots?

To what degree are you involved in robotized processes?

Specific questions What process related tasks do you have to execute?

(continued)
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(continued)

Category Interview questions

What are the efforts of robotization in practice?

What is the effect of robotization on employees (humans)?

How is the handover determined and described between humans and
bots?

Who will pick up and execute the process exception list?

To what degree does binding between humans and bots take place in
practice?

How is your expertise influenced by robotized business processes?

Who has oversight on the robotized processes in detail (steps, tasks,
responsibilities)?
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Abstract. Published research on innovation from Information Technology and
Business Process Outsourcing (ITO/BPO) is rare [1]. Strategic innovation involves
high uncertainties better addressed through agile methods and a collaborative
approach [1-3]. Key success factors in delivering ITO/BPO innovation are high-
quality relationships, trust and collaborative cultures [1-4], and establishing an
effective governance configuration. The authors report on longitudinal case stud-
ies of a global mining company (“GMC”) and a group of its suppliers aimed at
understanding how GMC is developing “big data” applications to generate game-
changing innovation. This paper describes how GMC has developed a “big data”
platform to support internal staff, customers, consultants and third party suppliers
to create applications that can transform global mining and smelting industries to
deliver a price premium for GMC’s products. GMC has encountered a shortage
of suitably experienced data scientists in its key operating locations resulting in
a significant skills gap in its big data program. GMC'’s sourcing strategy aims to
build an open and collaborative ecosystem that draws upon secondary markets
to help fill the skills gap. To create an environment in which open innovation
[5] can flourish, GMC established an Analytics Speed Team (AST) as an inter-
nal consulting and program management group to drive faster progress with big
data applications. A contribution of this research is to identify the role of AST in
establishing an effective governance configuration for open innovation. A prac-
tical contribution is made by analysing the value of secondary markets for ITO
services in a sourcing ecosystem optimised for delivering innovation.

Keywords: Sourcing configuration - Sourcing ecosystem - Cloud services -
Innovation in outsourcing/offshoring - Big data - Artificial intelligence -
Secondary markets - “Gig” economy

1 Introduction

More than three decades of research and practice in the Information Technology and
Business Process Outsourcing (ITO/BPO) industries have seen substantial growth, and
the creation of significant business value. While most if not all of the early ITO/BPO
initiatives focused on delivering cost savings for client companies, more recent research
[1, 3, 4] has identified innovation as a possible outcome from outsourcing initiatives,
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and have sought to understand the nature of the relationships between client company
and suppliers that are most effective in the search for new ideas [3].

Published research on innovation from ITO/BPO, however, is rare and has emerged
only recently [1]. Whitley and Willcocks [2] say collaborative innovation in ITO/BPO
is an infrequently researched strategic motivation, representing a significant gap in our
understanding of outsourcing practice.

In this research paper, the authors report on a series of longitudinal case studies aimed
atunderstanding how a global mining company (pseudonym “GlobalMinCo” or “GMC”)
is obtaining innovation through ITO/BPO focused on “big data” applications, and how
an ecosystem of mining equipment, technology and service (METS) suppliers is also
contributing to this innovation. In this context, “big data” is defined as large volumes of
extensively varied data generated, captured and processed at high speed by applications
within a collaborative sourcing ecosystem using widely available commercial cloud
services platforms and open source software tools. This paper describes how GMC uses
the “big data” platform and tools to support internal staff, customers, consultants and
third party suppliers to innovate and transform global mining and smelting industries
and to obtain a price premium for GMC’s minerals and metals products and services.

GMC'’s “big data” strategy built on more than a decade of work on mining automa-
tion (referred to by GMC as Mine of the Future ™), involving several billion dollars
investment in Information and Communications Technology, systems and applications.
Leading global mining companies were early to adopt ITO and BPO (including off-
shoring), and in common with its competitors and peers, GMC has a mature and success-
ful ITO/BPO portfolio, including offshore captive centres and arms-length contracting
relationships with leading global ITO/BPO suppliers.

Building on a decade-long program of developing mining automation including the
Mine of the Future ™ technology suite, GMC initially utilised its established ITO/BPO
sourcing strategy for the development of big data applications, which were seen as a
new and major wave of innovation aimed at maintaining GMC’s technology lead and
competitive position as the global mining company with the lowest cost of operations.
However, as noted by Lacity and Willcocks [4], successful innovation is not an automatic
outcome from outsourcing.

After an initial two-year period of limited success, GMC found it was necessary
to change its big data sourcing strategy. An initial sourcing strategy based on the use
of external consultants together with its existing OBPO captive centre and portfolio
of ITO/BPO sourcing contracts was found to be too slow, expensive and inflexible in
delivering the business benefits sought from big data applications.

In this paper, we explain how GMC changed its sourcing strategy to develop a more
dynamic ecosystem of internal capability and external suppliers. We analyse how this
required a radical change in organisation, IT architecture, development methodology,
leadership and governance. We identify some successful big data applications that have
emerged, and also report on potential challenges to be addressed, possibly by further
changes to sourcing strategy.

Appendix 4 provides definitions for key terms and their interrelationships. Section 2
introduces the research problem and research questions while Sect. 3 presents a review
of literature relevant to the problem under study. Section 4 outlines the research methods
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that have been adopted. Noting that in this research paper we are analysing decisions
by GMC to change its ITO/BPO sourcing strategy for big data applications, Sect. 5
provides an overview of the mining industry context in which GMC operates, while
Sect. 6 provides a brief summary of the company itself, and Sect. 7 presents tentative
case analysis and findings. Limitations and opportunities for future research are discussed
in Sect. 8 while Sect. 9 suggests tentative conclusions and potential contribution.

2 Research Problem and Research Questions

The research problem that the authors have sought to address in this paper is to inves-
tigate whether and how ITO/BPO strategies can contribute to strategic innovation in an
industry sector that is undergoing a significant, IT-led transformation [6]. Exploratory
research led to a recognition of the significant role in innovation that is played by sup-
plier companies from the METS sector, so in this research we sought to understand the
sources of innovation (was it client-led, supplier-led and/or influenced by institutional
factors?). As part of the research journey, we also recognised that the open innovation
paradigm [5, 7] may offer explanatory power for the phenomenon under study.

Asnoted by Whitley and Willcocks [2], innovation represents a significant gap in our
understanding of outsourcing practice. We set out to investigate the extent to which strate-
gic innovation could be obtained through an ITO sourcing strategy. We noted research
findings by Oshri et al. [1] that suggested that partnership contracts/relationships, and
effective relational governance were critical success factors for achieving strategic
innovation through outsourcing.

In keeping with the concept of researching strategic innovation obtained through ITO,
we focused on a particular set of applications being developed in an area generically
referred to as “big data” as it has been argued (see for example [8]), that few academic
papers have been published describing the benefits that are being obtained from big data.
We also were aware that GMC was seeking to obtain strategic benefits from its big data
initiatives so it fit the requirements as a suitable research setting.

Based on initial exploratory work on the case study, both the model of the global
sourcing learning curve presented by Whitley and Willcocks ([2], p. 97) and the process
described in Lacity and Willcocks [4] as Acculturation, Inspiration (idea generation),
Funding and Injection (change management) seemed likely to offer insights into GMC’s
managerial intentions, and have a high degree of relevance in the GMC case.

As noted by Jayatilaka and Hirschheim [9], ITO phenomena can be researched and
understood as an organisational change phenomenon influenced by institutional pro-
cesses. That appears highly relevant to the global mining industry which is currently
undergoing an IT-led transformation, so we have also sought to understand the insti-
tutional forces on management, not only in GMC but also in suppliers to the mining
industry and also on GMC’s main competitor “Big Australian” (pseudonym).

While mindful of the transformation that is occurring across the global mining indus-
try (refer to Sect. 5) our unit of analysis in this research is primarily at the level of
individual companies (e.g. GMC and its METS suppliers). We also recognised a need to
narrow the scope of research to make it more manageable with the resources available.
Accordingly, we have focused on GMC'’s portfolio of big data and machine learning
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applications rather than the full range of GMC’s robotics, IoT and mining automation
initiatives.

It is acknowledged in the academic literature that a client organisation’s goals for its
ITO strategy are highly context-specific and these goals are likely to change over time
[10, 11]. This leads to frequent recommendations in the literature for more longitudinal
case studies of ITO (see for example [12—-14]). Hence, in this research the authors
have adopted a longitudinal case study approach, with a particular research objective of
identifying and understanding the drivers of changes in sourcing strategy.

RQ1: What are the key success factors that contribute to successful strategic innovation
achieved through ITO? How did GMC craft its “big data” sourcing strategy, and
how did this change over time?

RQ2: How does a client company organize for successful innovation when its ITO
partners and their contributions are diverse and not known in advance?

RQ3: How do digital platforms and secondary labour markets facilitate ITO supplier
ecosystems that are effective in delivering innovation? How efficient are sec-
ondary labour markets in delivering hyper-talents in areas such as data science
and artificial intelligence?

3 Literature Review

3.1 Can ITO/BPO Drive Innovation for the Client Company?

It is common to find references in commercial and marketing publications to the poten-
tial of ITO to drive innovation for client companies. However, published research on
innovation is comparatively rare, and appears to have emerged only recently. ITO/BPO
can be viewed as a form of organisational innovation, and innovation can also be viewed
as one of the objectives of ITO/BPO [15-18].

The strategic profile of a company or organisation is likely to influence ITO strategy
[19], with firms that are classified as “defenders” in terms of their strategic profile [20]
likely to be attracted to ITO as a means of reducing costs. On the other hand, firms
classified as “prospectors” in the Miles and Snow [20] typology focus on innovation
(e.g. new products and services) to meet new and changing customer needs and generate
revenue growth. Hence, a firm classified as a “prospector” is likely to place a greater
emphasis on achieving innovation from ITO activities. In this research paper, GMC
would fit the Miles and Snow [20] definition of a “prospector”, in both senses of the
word.

Collaborative innovation in ITO/BPO is a strategic motivation that has been infre-
quently researched, and according to Whitley and Willcocks [2] represents a significant
gap in our understanding of outsourcing practice. In a review of ITO literature, Lacity,
Khan, Yan and Willcocks, [21] identified only one study that considered innovation as
a driver for IT outsourcing while a review of BPO literature [22] identified three studies
from a collection of 87 articles that identified innovation as a motivation for BPO.

Aubert et al. [23] suggests that it is not surprising that innovation has been rare in
the ITO field where research findings have argued in favour of tight contracts in an envi-
ronment of low uncertainty. Lacity and Willcocks ([4], p. 40) observe that historically,
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“innovation and ITO/BPO have been rare bedfellows”. The view that offshore ITO/BPO
does not present an easy path to innovation was also supported by Levina and Vaast [24]
who reported case study findings that innovation came mostly from the client. These
authors noted that boundaries of various forms (power distance, organisational bound-
aries, geographic and cultural distance) could have the effect of reducing collaboration
between parties which would lower innovation. This view was corroborated by Straub,
Weill and Schwaig [25] who noted that IT-enabled competitive advantage required con-
tinuous innovation, and an executive mindset that understood the strategic use of I'T. Such
an approach and mindset was difficult to achieve when control over an organisation’s
strategic IT assets was handed over to an external service provider.

While noting that relatively few BPO relationships achieve successful innovation,
Lacity and Willcocks [4] conducted case study research that found that in high perform-
ing BPO relationships, multiple innovation projects delivered substantial improvement
to the client’s performance.

These authors (Lacity and Willcocks [4]) conducted case study research on a sam-
ple of 24 client and provider pairs (48 organisations in total) that had been identified
as working together to foster dynamic innovation. The importance of senior manage-
ment leadership was emphasised, with effective leadership “pairs” identified as the most
important factor in successful BPO innovation. The importance of a high quality relation-
ship and a collaborative culture in delivering innovation from BPO have been identified
as key success factors by Oshri et al. [1].

In arm’s length contractual relationships, another critical success factor was that
client firms provide incentives to BPO service providers to deliver innovation (Lacity
and Willcocks [4]). Not discussed in this research study was the performance of captive
centres in delivering BPO innovation.

In summary, there appears to be a significant research gap in evaluating the extent
to which OBPO can deliver strategic innovation to client companies, and in particular,
the performance of captive centres in delivering innovation appears to be a significant
research gap.

3.2 ITO Sourcing Strategy

One of the first research articles to begin addressing company strategy for offshore IT
outsourcing was Carmel and Agarwal [26] who developed a 4-stage maturation model
for US companies sourcing IT work offshore (SITO). The four stages in the SITO model
were as indicated in Table 1 below.

Carmel and Agarwal [26] also note the importance of captive centres (which they
refer to as “Tech Insourcing”) in their survey of offshore practices of US firms, noting
that captive centres are more prevalent in companies that are operating at stage 4 in the
maturation model.

GMC fits the definition of a company that has been operating at stage 4 of the
maturation model, with an extensive offshore ITO/BPO portfolio including arms-length
contracting and captive centres. In the ITO domain, Cullen et al. [27] have developed a
“configuration framework” which provides a high-level description of the set of choices
available to senior management in crafting an IT sourcing model. The model developed
by Cullen et al. [27] has a degree of fit with GMC’s sourcing options. However, the
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Table 1. 4-stage Maturation Model for sourcing IT work offshore (Source: Carmel and Agarwal
[26])

Stage | Description Characteristics

1 Offshore bystander Domestic sourcing only

2 Offshore experimenters Pilot testing with non-core IT applications & processes
3 Proactive cost focus Broad corporate wide efforts to achieve cost efficiencies

through offshore work

4 Proactive strategic focus Offshore sourcing is a strategic imperative to achieve
competitive advantage and accelerate time to market

model presented by these authors assumes purely domestic sourcing whereas GMC is
committed to a global sourcing strategy, and is also focused on knowledge-intensive
services (also referred to by Contractor et al. [11] as relocation of high value company
functions).

According to Contractor et al. [11], companies in GMC'’s situation should craft sourc-
ing strategy on the basis that the company is seeking simultaneously cost efficiencies,
new sources of knowledge and expertise and strategic advantage (e.g. through innova-
tion and competitive advantage). In this research, we are addressing a gap identified by
Lewin and Volberda [28] who called for studies encompassing the interactions between
management intentionality, path dependent experience, knowledge accumulation in the
client company and institutional and competitive factors.

3.3 Technology Ecosystem Governance and Open Innovation

It has been argued by Nambisan, Siegel and Kenney [7] that digital platforms and open
innovation environments have created new opportunities for managers in a range of
established industries, from car manufacturing [29] to mining [30]. However, success
with open innovation typically requires that management establish an innovation con-
text (technology ecosystem) in which a dynamic and possibly unpredictable group of
actors with diverse goals and motives be harmonised and orchestrated [5]. Effectively
governing an open innovation paradigm is a critical success factor because engaging and
collaborating with external suppliers often requires managing risks and tensions [31].

3.4 Business Analytics

In reviewing research literature on business analytics and “big data”, we encountered
two broad streams. Firstly, a rich stream that has developed over several decades and
continues to advance, dealing with business analytics and business intelligence (see for
example: [32-34]. Secondly, a comprehensive stream based around the implicit (and in
some cases explicit) assumption that “big data” is different to what might be called busi-
ness analytics. Gunther, Mehrizi, Huysman and Feldberg [35] provide a comprehensive
review of the second stream of literature.
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Seddon et al. [33] provide a useful insight into the evolution of what they describe
as business analytics (BA), and provide a number of helpful models and frameworks for
conceptualising this area of research. Their focus on how business analytics contributes
to business value brings a particular clarity and they present useful models that can be
used to bridge the gap between what might be called “traditional” BA and big data.

Shollo and Galliers [32] describe how BA has evolved over several decades from
reactive, standardised static reports to proactive generation of personalised interactive
reports. The latter state appears to accurately represent what GMC is endeavouring to
achieve from their big data initiatives. Successful BA applications typically involve some
combination of processes, products and technologies which deliver an evidence/data-
based paradigm for making management decisions [32]. It is also noted that BA systems
have not always delivered on their promises of supporting decision-making.

Sharma, Mithas and Kankanhalli [36] argue that the shortcomings identified by
Shollo and Galliers [32] frequently result from an implicit assumption that organisations
can capture value from BA while continuing to function as before, whereas behavioural,
organisational and strategic issues need more attention to exploit the potential of BA. It
is noteworthy that this perspective on BA aligns with the views of Lacity and Willcocks
[4] on change management required to maximise prospects of achieving innovation in
ITO/BPO relationships.

3.5 How Is Big Data Different?

Should academics and management practitioners be interested in big data, and if so, why
(Wamba et al. [8])? Since Anderson [37, 38] there has been a rapidly increasing stream
of articles proposing that “big data” is different (see for expel Davenport, Barth and Bean
[39], that it represents a “management revolution” (McAfee and Brynjolfsson [40] and
that it can “unleash new organisational capabilities and value” (Davenport et al. [39].
However, as is noted by Wamba et al. [8], despite the concept of “big data” generating
tremendous attention worldwide, few academic papers have actually studied business
benefits being obtained from “big data”, nor is the concept well defined. In reviewing
definitions of “big data” found in the academic literature in the period 2008 to 2012,
Wamba et al. ([8], page 236) identify fourteen different definitions, albeit a degree of
commonality can be found across each of these definitions.

A counter view to the concept of “big data as a management revolution” is to be
found in Sharma et al. (2014) where it is argued that while “big data” and ‘“analytics”
are recent buzz words, the ideas associated with these concepts have a longer history
and build on a long tradition of research into business analytics and business intelligence
tools. Support for this view is also found in Shollo and Galliers [32].

A systematic review of big data literature is presented by Gunther et al. [35] who
present a convincing argument that big data is different, but also call for more research
explaining how companies obtain business value from big data. In this research, we are
endeavouring to respond to that call to action.
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4 Research Method

The research reported in this paper had its genesis in a larger project over the past decade
that examined critical success factors for OBPO, whether through arms-length contracts
or via captive centres. In that earlier research, data was gathered through longitudinal
case study research across a range of industry sectors at a number of Australian and
international companies that are conducting OBPO at locations in India, the Philippines,
China, South Africa and Vietnam and also at their OBPO service providers.

Several of the earlier longitudinal case studies identified significant changes in sourc-
ing strategy, including one case (Boeing) that looked at an initially failed strategy to
obtain innovation from an outsourcing strategy, where that initial failure was subse-
quently addressed by bringing responsibility for innovation back into the client company
[41, 42]. That earlier case Boeing case study stimulated an interest by the authors to do
further research into both strategic innovation from outsourcing, and also the drivers for
sourcing changes.

We were also aware of and interested in the emerging research on achieving inno-
vation through ITO, and were aware of the significant IT-led transformation that is
occurring in the global mining industry (see for example Deloitte [43]). The opportunity
to conduct a longitudinal case study of the implementation of “big data” and analytics
at GMC thus presented an opportunity to study both strategic innovation driven through
an ITO sourcing strategy that has changed significantly since inception.

Our selection of a longitudinal case study of innovation and transformation in the
mining industry was influenced by three factors. Firstly, an important aspect of Curtin
University’s community engagement is through the mining industry, in part influenced
by the School of Mines which has a rich 117-year history of teaching, research and inno-
vation. Secondly, as researchers we were familiar with the technology-led transformation
that was occurring in GMC and had access to information about its mining automation
and big data initiatives. We also had access to Mining Equipment, Technology and Ser-
vices (METS) suppliers who were major contributors to the big data initiatives that were
underway. Thirdly, the mining industry has mature supply chains and a long history of
largely successful outsourcing [30, 44] including ITO and BPO. Therefore, we consid-
ered that it offered a fruitful and insightful setting for a longitudinal case study aimed at
understanding strategic innovation as one of the outcomes of ITO/BPO engagement.

This research commenced with initial exploratory research at GMC where we first
investigated the project known as “head grade of ore into the copper smelter” (refer to
Use Case One in Appendix 1). The exploratory phase had the objectives of establishing
an overall context and structure for tracking the innovations being pursued by GMC
and understanding the organisational and supply chain parameters that were involved.
We also were able to review the transformation that was underway in the global mining
industry and recognised the importance of secondary markets in this transformation and
the contribution to innovation of METS suppliers.

A longitudinal case study methodology [45] was adopted because of its advantages in
addressing “how” and “why” questions, and because of the opportunities that it provides
for holistic, in-depth investigation of a phenomenon in which business context is critically
important (see for example Yin [46], Cullen et al. [10]; Jensen, Larsen and Pedersen
[46]). A longitudinal case study enabled the evolution of GMC'’s sourcing strategy and
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perceptions of success to be tracked over time, and changes in sourcing strategy identified
and analysed.

Data was collected through interviews with staff and senior management in GMC
and in several of their METS suppliers. We also attended industry conferences, annual
results presentations and engaged with mining industry associations and lobby groups.
For a broader perspective, we interviewed a recent Australian Government Minister
responsible for the mining and industry portfolio, and now a senior executive in the
industry. Further data was collected by attending internal team meetings, contextual
observations and reviews of company documents and external presentations. Selection of
interview subjects was a collaborative process with the companies that were participating
in the case studies and was based on the concept of a key informant methodology.
Interviewees were considered to be key informants if they were able to provide in-depth
understanding and/or deep insights, either because of their detailed involvement in the
projects under study or their senior management role or specialist knowledge.

To date, interviews have been conducted with about 30 informants, generating
approximately 100 h of interview time. A core group of 6 informants have been inter-
viewed on multiple occasions over an extended period of time. Further interviews will
be conducted in the next 1-2 years. The onset of the Covid-19 pandemic has restricted
face-to-face interviews.

A three-stage coding process (open, axial and selective) was used to analyse the
data which was tested against a research framework and set of propositions designed
to provide an understanding of the overall sourcing strategy and the extent to which
strategic innovation was being delivered.

5 Automation and Transformation in the Global Mining Industry

It is believed that humans have been mining for at least forty thousand years [6]. Two
thousand years ago, the Romans developed large-scale hydraulic and underground min-
ing methods for use in alluvial gold deposits in Spain. Mining in the past has often
involved large amounts of manual labour in difficult and dangerous work environments.
There has also been a history of ongoing development of new methods and technologies,
to improve worker safety and improve environmental and economic outcomes.

The past decade has seen a dramatic increase in demand for minerals and metals,
led by industrialisation and urbanisation in China and elsewhere in Asia. This trend is
expected to continue. However, miners tend to be price-takers and are exposed to cycles
of rapidly declining prices for their commodities whenever demand moderates. Other
global challenges for the mining industry include a general process of grade decline, as
high-grade ores or those that can be extracted most cost-effectively are mined first. The
remaining deposits are of a lower grade, in more remote locations, deeper in the ground,
mixed with more impurities or have complex ore bodies making mining more difficult
and costly [6].

Mining typically takes place in harsh and often hostile conditions. Traditionally,
miners have worked in conditions that are dirty, noisy, usually confined and often in
remote locations. The potentially adverse environmental impacts of mining operations
are well known and have led to significant changes in how the industry operates and is
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regulated [6, 43]. In the past decade, governments as well as the mining industry itself

have made very significant (and on the whole successful) efforts to improve safety and

move towards more sustainable practices. GMC is recognised as a leader in these areas.
Faced with these challenges, industry commentators (see for example Matysek and

Fisher [6]) have observed that the global mining industry is moving through a period

marked by high rates of innovation, leading to a major transformation, largely led by

Information and Communications Technology (ICT), automated operations and robotics.
Four key technologies that are driving the transformation are:

e Autonomous machinery and robotics (including drones), equipped with dense fields
of sensors;

e Widespread adoption of leading edge communications, data analytics, machine
learning and artificial intelligence applications;

e Connected and wearable worker technologies such as virtual reality head sets and
smart devices that facilitate real-time decision-making;

e Development of a global mining industry technology ecosystem, based on standard IT
tools, applications and systems, to facilitate seamless communication between mining
companies, their suppliers and customers and to coordinate all activities across the
value chain.

Various mining industry reports [43] forecast that new large mines will be fully
automated by 2030, with autonomous drill and blast systems, autonomous trucks and
rail systems, site monitoring via drones and operations managed from remote operations
centres.

Wireless and satellite communications systems will send out alerts if capital plant
equipment fails or requires repair and servicing. Maintenance and inspection staff will
attend sites only when urgently required, while virtual reality heads sets will enable these
on-site teams to simulate the required repair tasks, monitor fatigue levels while on site
and improve safety performance [43].

6 GlobalMinCo (GMC) Overview

Formed through a complex series of mergers and acquisitions, GMC is now regarded
by most measures as the world’s second largest mining company by US dollar value of
commodities sold to customers. In the financial year ending on 30 June 2019 (FY19),
GMC generated revenues of $45 billion USD, Earnings before Interest, Tax and Depre-
ciation of $10.3 billion and return on capital invested of 20%. Listed on three major
stock exchanges (London, New York and Australia), GMC has a market capitalisation
of approximately $35 billion USD.

GMC commenced operations in 1874 and brought capital and management expertise
to the task of transforming one of the mines of antiquity into (for the next two decades)
the world’s number one copper producer. For 145 years, GMC has been pioneering the
production of materials essential to human progress. The minerals and metals produced
by GMC play a vital role in making modern lifestyles work. GMC now operates on six
continents and in thirty five countries.
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From its formation, a consistent theme in GMC’s purpose and business operations has
been to seek better and more productive ways to extract minerals, while improving safety
and reducing environmental impacts. GMC’s business strategy involves prioritising value
created over volume. Hence, it has a focus on identifying and acquiring world-class
mineral deposits with multi-decade life spans as sources of essential materials, and
optimising the effective management and lifecycle of those assets. GMC is generally
regarded as the global leader in mining automation, in which it has invested several
billion dollars in IT-driven improvement in productivity, and as the world’s lowest cost
producer across the range of materials that it supplies (Table 2).

Table 2. Partial list of GMC minerals and metals production

Base minerals

Key applications

Description of GMC position
in value chain

Bauxite, alumina, aluminium

Aluminium metal for a wide
range of applications

Horizontally integrated
producer of aluminium metal
—involved in all stages from
mining ore to smelting

Iron ore

Key ingredient for steel
making

Supplier of iron ore as a
feedstock to steel mills located
around the world

Titanium dioxide

Used as a pigment in paint &
other applications

Supplier of titanium dioxide to
manufacturers

Diamonds Jewellery and industrial Extraction, polishing and
cutting marketing of diamonds
Copper Wide range of applications, | Horizontally integrated
especially electrical producer of copper metal to
99.999% purity — involved in
all stages from mining ore to
smelting and refining
Borate Wide range of industrial Key supplier of high quality
applications borate to industrial customers,
especially in North America
Gold Precious metal Supplier to global markets
Silver Precious metal Supplier to global markets
Molybdenum Steel making ingredient Supplier of refined metal to
steel-making customers
Salt Chemical processes and Supplier of high quality salt to
manufacturing chemical manufacturers
Nickel Steel making ingredient Supplier of refined metal to

steel-making customers
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In common with other mining companies, GMC’s business comprises much more
than extracting ore. For GMC, the value chain includes extraction, processing, benefici-
ation, infrastructure, domestic transport (often through its own rail networks), logistics,
ports and international shipping. GMC depends on world class ICT, data analytics,
machine learning, robotics and artificial intelligence. Without seamless, integrated and
highly efficient infrastructure, logistics, IT systems and communications networks, GMC
cannot sustainably generate value and meet expectations of shareholders, governments
and the communities in which it operates.

7 GMC Case Analysis

7.1 Evolution of GMC’s Big Data Sourcing Strategy

GMC launched its big data portfolio of initiatives in the first quarter of calendar year
2015. The initial sourcing strategy was based on one of GMC'’s offshore captive centres
located in India, together with contributions from its established portfolio of ITO/BPO
suppliers who were well versed in the established IT architecture. Thought leadership
for the big data initiatives was provided by two leading global consultancies recognised
for their capabilities and leadership in the application of cutting edge IT solutions.

Initial results were disappointing. Applications took a long time to be developed
and engagement by GMC’s operating business units was limited. Recognising that its
initial big data sourcing strategy was not delivering the results that had been expected,
and after two years that saw only limited success, GMC embarked upon a change in
sourcing strategy and also made related organisational changes.

7.2 Role of the Analytics Speed Team (AST)

From 2017 onwards, the Analytics Speed Team (AST) was established as an internal
consulting group to drive faster progress with big data applications and to be closer to
the main operating divisions. Nodes of big data internal expertise (referred to internally
as “hubs”) were built up, based in Perth, Brisbane, Montreal and Singapore, with a view
to building collaborative relationships respectively with the Iron Ore, Bauxite/Alumina,
Copper and Marketing operating businesses. The current organisational structure for
AST is described in Appendix 2.

Two important early decisions by AST were to adopt a specialised and open IT
architecture for big data applications (referred to as the Open Data Environment (ODE)),
and to utilise an agile development methodology. Drivers for establishing the specialised
big data IT architecture were to provide secure Application Programming Interfaces
(API) and standard tools to enable a larger number of internal GMC staff as well as third
party suppliers and customers to have secure access to GMC’s big data “lakes” and big
data applications.

In establishing AST, GMC was acknowledging that its initial big data IT environment
was very challenging for METS suppliers seeking to provide analytics applications. To
establish each new data science project typically required several months and extensive
staff resources. As a result, cycle time in bringing analytics applications to the point
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where business benefits were delivered to GMC was too long. The ODE was established
to provide an ecosystem in which both internal and external parties could deliver analytics
applications to GMC in an efficient and transparent manner.

By providing an Open Data Environment (ODE) which allowed secure working
with both internal and external staff and partners, AST was able to tap into secondary
markets for specialised talent and expertise. Described internally as the ODE, the aim
was to provide a software platform allowing rapid development and deployment of data
analytics, machine learning, artificial intelligence and automation across GMC.

The intention was two-fold; external parties such as suppliers and customers could
access data and applications developed within GMC, and these external parties could
also put forward applications and data sources that GMC could utilise. As an example,
external suppliers of autonomous vehicles and autonomous drill and blast platforms
were themselves generating massive volumes of data and applications that could be
shared with GMC if a common big data architecture and standards could be agreed.
Within the Mining Equipment, Technology and Services (METS) industry, a consensus
was emerging around cloud-based approaches to big data with Amazon Web Services
(AWS) widely adopted. Accordingly, AST adopted the IT architectures that are described
in Appendix 3 and engaged with key external parties including METS suppliers and
consultants to promote adoption of both AWS as a big data cloud solution and GMC’s
preferred IT architecture. The adoption of the AWS platform to create an Open Data
Environment was instrumental in mobilising secondary markets to contribute solutions
that enabled more rapid progress.

AST decided to utilise an agile software development methodology in order to pro-
mote engagement by and collaboration with the operating business units and to dra-
matically increase the speed with which big data applications were made available. The
terminology “agile development” refers to a group of software development methodolo-
gies based on iterative development, where business requirements and solutions evolve
through collaboration between self-organising cross-functional teams. Key principles of
agile development are to satisfy the end customer (in this case, the customers were the
operating divisions in GMC), to welcome changes in business requirements, to agree
upon business requirements through face-to-face time between customer representatives
and developers, and frequent deliveries of capability.

Utilising the agile methodology required that “sprints” and “hackathons” were
arranged at key hub locations. These sessions were attended by a combination of
representatives from AST, the relevant operating business unit and third-party suppliers.

The AST is staffed by a combination of data scientists, business professionals and
what has been referred to by Fontaine, McCarthy and Saleh [47] as “analytics transla-
tors” — a relatively new role that bridges between data scientists and engineers from the
technology domain and staff from the operating business domain, such as marketing pro-
fessionals, process engineers, operations managers, geologists and mine planners. Trans-
lators also make a significant contribution in bridging the business and analytics domains
by identifying high value use cases, communicating business needs to technology experts
and generating buy-in with business users.
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The AST team is organised around two streams of work:

a. Conceptualisation, development and deployment of analytics applications
b. Consulting across the GMC business units

A fundamental objective for the AST Consulting group is to take successful appli-
cations development for one business unit, and seek opportunities to deploy that appli-
cation, perhaps with minor modifications, in another product group. For example, an
application to optimise ship berthing and loading for GMC'’s iron ore business unit may
find also application in the Bauxite/Alumina/Aluminium business unit. The Consulting
group is also expected to identify potential opportunities for new applications and bring
these back to the Applications group for assessment and proof of concept.

Lacity and Willcocks [4] have developed a set of four principles for achieving inno-
vation through ITO. One of these principles — Injecting — essentially involves strong and
effective change management to transition individuals, teams and business units from
the current status quo to the desired future state. This is clearly one of the roles of the
AST Consulting Group.

A key marker of the success of AST occurred in July 2019 when GMC'’s global
CEO presented his 2019 annual award for pioneering excellence to AST for the Machine
Learning Model to Predict Head Grade Ore into the Copper Smelter (refer to Use Case
One in Appendix 1).

7.3 AST Governance and Resourcing

At time of writing (December 2019), the AST was fully occupied, had a backlog of
potential opportunities waiting for assessment and proof of concept, and was engaged
in conversations with GMC senior management about expanding the size of the AST
team, and also a possible change in outsourcing strategy. AST considered that to some
extent it was a victim of its initial successes, and that there was a need for an internal
discussion about whether it had simply “picked the low hanging fruit” and that future
business benefits would be harder to generate, or whether there was still a significant
number of new ideas for big data applications that could be converted to business value
with additional resources. There was also an acknowledgement that GMC could not
recruit, induct and train enough skilled data and analytics staff in its key hub locations
to keep pace with current demand for its services and internal expectations.

The main governance forum for AST was conducted on a monthly basis with repre-
sentatives from AST, each of the product/business units and GMC senior management.
Status of each of the big data applications underway was reported and discussed, business
units had an opportunity to bid for resources for new projects and overall priorities were
agreed. Consistent with agile methodology, if priorities were changed, some projects
might be moved to a temporary backlog for periods of 1-2 months while key priorities
were addressed.

Within AST, each application team conducted an internal weekly show case to which
all AST members were invited. Show cases consisted of brief presentations on each
application or project that was underway and an open discussion that sought to identify
any blockers and obstacles and also generate ideas.
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7.4 Possible Future Changes in Big Data Sourcing Strategy

Noting the governance and resourcing challenges referred to above, the head of AST
was considering establishing a panel of external suppliers with proven skills in the areas
where GMC was facing staff shortages, and use these external suppliers to perform proof
of concept developments.

GMC considered that its cloud-based big data architecture was a key enabler in
establishing a panel of external suppliers, and thus maximising the opportunities to take
advantage of secondary markets.

8 Limitations and Future Research

This research paper has a number of significant and obvious limitations, including those
that are well-documented as inherent in qualitative case study research. These include a
bias towards success in case study research, as noted in Penter, Pervan and Wreford [48],
as it has been easier to obtain access to senior executives and to corporate information
in cases where there is a general acknowledgment that [the sourcing strategy] has been
successful and has delivered results. Given fulsome CEO praise of the success of GMC’s
big data initiatives, it is likely that many of the key informants for this GMC case study
will have a bias towards success.

On the other hand, the research team was aware of the transformation that is occurring
in the global mining industry, and the potential of big data to deliver significant business
benefits. One of our objectives was to understand emerging best sourcing practices, and
GMC is recognised by competitors and industry consultants as a global leader; hence, we
were purposefully seeking to research high-performing sourcing approaches that were
successful in delivering strategic innovation.

The incomplete nature of our longitudinal case study also gives rise to limitations.
We anticipate that a further two years of data collection may be required before we
have a sufficient portfolio of verified successful use cases that would enable definitive
conclusions to be drawn that may confirm the success of GMC'’s sourcing strategy for
big data and associated innovation. We know that successful outcomes from ITO/BPO
is not a static construct, nor is success certain [4]. Hence, there are also advantages for
our research in being able to observe over time further changes that may be required in
GMC'’s sourcing strategy or governance approach.

Another key limitation arises from the focus on sourcing strategy and big data
applications in one main case study (GMC) and in a series of METS (mining equip-
ment, technology and services) suppliers in one major industry (i.e. mining). Hence,
the ability to generalise from the findings of this research has that inherent limitation.
However, as noted by Lacity and Willcocks ([4], p. 66), in ITO/BPO, researchers have
under-examined the more strategic drivers of outsourcing, including innovation. Thus
this research contributes to scarce literature on strategic innovation obtained through
outsourcing.

With respect to data collection via interviews and review of company documentation,
the interviews conducted to date have not been selected according to any systematic or
randomised method. Rather they have been arranged on an opportunistic and convenience
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basis that has reflected availability, willingness to be interviewed, and in some measure,
enthusiasm for the topic being researched.

Interview subjects were initially identified and approached on the basis of a key
informant methodology. Interviewees were approached and their cooperation requested
on the basis that they had in-depth understanding and/or insights into the sourcing strat-
egy or big data objectives, either because of their senior management role or detailed
involvement in the subjects being researched. It was common for interviewees to rec-
ommend approaches to other colleagues who had relevant experience and knowledge.
Unsolicited offers to contribute were also received from enthusiastic participants in big
data applications and use cases.

The disadvantage of such an approach to selection of interviewees is that it may incor-
porate sampling bias, particularly towards a “rose-tinted glasses” view of the business
benefits from big data, and the overall success of the sourcing strategy.

The choice of case study method is supported by Eisenhardt [49] as highly suitable
for the circumstances applicable to this research project (i.e. it is a relatively new and
under-researched area). However, Eisenhardt [49] also notes that case study methods
often yield large volumes of rich data and hence there is a temptation to build theory that
captures every idiosyncratic factor revealed in the data and observations. Such theory
may lack an overall perspective and may not highlight the most important relationships
in a particular theoretical framework. We are conscious of already having a rich data set,
and would acknowledge that we are to a certain extent struggling with the challenges
identified by Eisenhardt [49].

Data was gathered primarily from informants who were working in Australia, USA
and Canada, and all interviews and data collection have been in the English language.
Hence there is possible cultural and English language bias. We see an opportunity for
similar research in other environments (e.g. Brazil, Middle East, etc.) to compare with
the results found so far in this research.

Future research on strategic innovation from ITO/BPO might also focus on seeking
insights from a broader range of industries, companies and geographic locations.

9 Conclusion and Potential Contribution

Having noted the transformation that is occurring in the global mining industry, we
have sought in this research to understand the sources of innovation, and the extent to
which ITO sourcing strategies can be designed to deliver strategic innovation. We were
motivated by earlier papers that suggested that strategic innovation was possible from
ITO, and that high-quality relational governance was a significant factor contributing to
success [1, 4]. By conducting longitudinal, in-depth studies at GMC, and some of its
METS suppliers, we observed successful innovation in big data applications being deliv-
ered through a collaborative sourcing ecosystem. Preliminary responses to the research
questions are indicated in the Table 3 below.
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Table 3. Research questions and preliminary conclusions:

Research questions

Preliminary conclusions

What are the key success factors that
contribute to successful strategic innovation
achieved through ITO? How did GMC craft its
“big data” sourcing strategy, and how did this
change over time?

GMC has invested in a specific platform AWS
in which third-party contributors have a
high-level of trust. By dealing with external
suppliers in a manner seen as commercially
fair, GMC has encouraged generativity by
semi-autonomous partners. GMC’s AST
organisational unit has addressed the factors
identified by Lacity and Willcocks [4] as
Acculturation, Inspiration, Funding and
Injection (change management)

How does a client company organize for
successful innovation when its ITO partners
and their contributions are diverse and not
known in advance?

Technology ecosystem governance principles
proposed by Wareham et al. [S0] provide a
helpful foundation. GMC organisational
change and especially the establishment of
AST (refer to Appendix 2) has been a critical
success factor. GMC senior leadership
support, although indirect and subtle,
overcame internal resistance to change

How do digital platforms and secondary labour
markets facilitate ITO supplier ecosystems
that are effective in delivering innovation?
How efficient are secondary labour markets in
delivering hyper-talents in areas such as data

We found that the principles of Open
Innovation [5] have explanatory power for the
innovation delivered for GMC via big data
applications. Secondary labour markets have
proved remarkably effective in the past two

science and artificial intelligence? years, but may be approaching their limits as
GMC continues to expand its big data

portfolio

The results of our research so far indicate that in an industry with mature and well
established third party supply chains [43], including the extensive and largely successful
use of ITO, strategic innovation is being achieved by GMC through its current sourcing
strategy. We build on the findings of Oshri et al. [1] about the importance of relational
governance by observing that the adoption of common cloud-based architectures (e.g.
AWS) and well established secondary markets appears to replicate effective relational
governance.

By establishing an ODE and by dealing with METS suppliers in an open and trans-
parent manner, GMC has established a high degree of trust and “opaque indifference”
[51, 52] with its third-party contributors to its big data portfolio. We have also observed
that secondary labour market efficiencies reduce the effects of customary behaviours
which, in turn, support a reduction in cultural differences when sourcing; as culture
consists of a framework of customary behaviours. A reduction in cultural differences
provides support for offshore sourcing as the cultural differences between nations is of
less importance in secondary markets.
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A contribution of this research is to identify that the establishment by GMC of an
internal consulting group (AST) to drive faster progress with data analytics and Al has
been an important success factor and has to a certain extent replicated the findings of
Lacity and Willcocks [4] about the importance of special governance for innovation.
We find evidence in GMC'’s success to date and the role of AST for the principles for
delivering innovation referred to by Lacity and Willcocks [4] as Acculturating, Inspiring,
Funding and Injecting. These principles have important implications for management
that is seeking to create an environment in which open innovation can succeed. The role
of AST is also consistent with the concept of Orchestration of innovation as identified by
Nambisan et al. [5], which in turn appears to be aligned with the Acculturating concept
in Lacity and Willcocks [4].

In our findings to date, we have observed that the development of the secondary mar-
kets for consulting and third party ITO suppliers facilitated the development of an open
and flexible sourcing ecosystem, and reduced GMC’s set up costs and overheads while
eliminating some of the hysteresis effects of a sub-optimal initial choice of sourcing
configuration [53]. This research provides a practical contribution to our understanding
by critically analysing the extent to which the emergence of secondary markets for con-
sulting and third-party suppliers of cloud services, Industrial Internet of Things (IloT),
machine learning and open source software facilitate sourcing ecosystems optimised for
delivering innovation and the realisation of value through cost and price performance.

In this research paper, we have sought to make a contribution to scarce literature
on strategic innovation achieved through ITO, and we are seeking to provide guidance
to managers as to actions that can be taken to strengthen the prospects of successful
innovation. We have also identified opportunities for future research that may encourage
more investigation of innovation being achieved through ITO relationships.

A further contribution that we are seeking to make is through analysing why and
how client companies make changes to their ITO/BPO sourcing configurations. Our
investigations are in the context of what Gerbl, Mclvor, Loane and Humphreys [54] and
Mudambi and Verzin [55] classify as more complex business process (aka ‘“knowledge-
intensive services”). Such knowledge-intensive services are hard to codify and require
the transfer of significant tacit knowledge. There are also a number of interdependencies
between different stakeholders involved in the processes. To deliver innovation in this
context requires effective communication, integration and coordination of actors located
in different countries and cultures. The cost of coordinating all parties involved so that
they operate in a coherent and efficient manner can be very high [46, 56]. We find that the
emergence of secondary markets and standardised cloud-based tools can significantly
reduce the overheads and costs of coordination.

Appendix One: Selected Big Data Use Cases at GMC

Use Case One: Managing the Head Grade of Ore Delivered into the Copper Smelter
One of GMC'’s premier assets is a combined open cast copper mine, smelter and refinery
located in the USA. The copper operation is contracted with GMC’s end customers to
deliver 99.99% pure copper metal for premium industrial applications.
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Producing highly refined and pure copper metal requires a four-stage process of
extracting the copper ore, increasing its concentration in the materials at each stage in the
processing process and also recovering other precious metals (silver, gold, molybdenum,
platinum) from the mined ore.

Traditionally, managing the flow of material from the mine through the various
processing stages has been more art than science, and owed a great deal to decisions
and judgements by experienced plant operators who had developed an intuitive “feel”
based on patterns, relationships and outcomes they had observed. The development of
autonomous mining operations and the increased use of sensors (e.g. to build up a 3D
model of the mine and ore body accurate within centimetres, forecasting in advance
grades in ore being mined) enabled a large data “lake” to be built up, and machine
learning and artificial intelligence algorithms were then developed to predict in advance
the so-called “head grade of ore” being delivered into the smelter.

By predicting in advance the “head grade” of ore being delivered into the smelter,
GMC is able to optimise the smelting and refining process and make better decisions
about the reagents required, thereby lowering production costs and energy consumption
and improving environmental outcomes. The benefits in terms of cost reductions are
estimated at tens of millions of dollars per annum.

Use Case Two: Materials Handling at the Mine Face — Optimising Crusher Perfor-
mance

In the global mining industry, ore stocks in favourable locations (e.g. close to the surface,
near major industrial concentrations) are depleting, forcing mining companies to move
to more remote locations, to dig deeper and to crush more ore to maintain recovery rates
of past years. Miners are seeking to reduce energy and water consumption and reduce
carbon dioxide emissions. About 3% of global energy consumption was attributed to ore
and rock crushing so greater productivity and efficiency in these operations can make a
big contribution to emissions reductions.

Crushing and grinding equipment and processes at mining sites are often not working
to optimal efficiency. Most of the processing and beneficiation at remote mine sites
is done without prior knowledge of ore grades, rock sizes and rock hardness or the
presence of “sticky” ore (mined below the water table) that clogs and jams crushing
circuits. Autonomous mining processes (e.g. automated drill and blast) are enabling
large “lakes” of data to be collected about parameters that impact on crushing efficiency.
GMC has developed machine learning and Al applications that forecast and predict
factors such as rock size, hardness or “sticky” ore prior to material entering crushing
circuits. This has been shown to greatly reduce breakdowns and downtime in crushing
circuits because unsuitable material can be prevented from entering the circuit in the first
place. Similarly, applications that provide accurate ore grade prediction enable mining
operations to be directed towards sectors in the orebody with the highest grades, thus
reducing the handling of material in the crushing circuits that has little or no value.

The traditional model for processing and beneficiation in the mining industry is
that heterogeneity at the mine face goes through many energy and capital intensive
processing stages to achieve homogeneous feedstock’s for downstream customers and
their processing plants. Data and analytics combined with machine learning and analytics
can exploit specific knowledge of heterogeneity at the mine face to reduce this need
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for processing (e.g. by improving ore to waste extraction ratios, by targeting mining
operations on highest grade and easy-to-extract components of the ore body, by managing
particle size and rock hardness, by blending “sticky” ore with drier “fines” ore).

Use Case Three: Delivering Precise Ore Grades and Blends to End Customers

To optimise parts of its mining business and to add value to its raw material outputs,
GMC has committed to deliver high quality materials with low variability to customers
and to ensure long term consistent and reliable supply. To achieve these goals requires
that ore grades extracted from mines can be tracked, and that particle sizes (e.g. lumps
and fines) are controlled and managed through the supply chain, and that the chemical
composition and impurities (e.g. silica, phosphates) in ore shipments are accurately
recorded and reported to customers. Commencing with its iron ore business, GMC has
developed a branded ore blend that enables customers to select from and specify five
different types, depending on the nature of their steel-making processes and the specialty
steels that they are producing.

The benefit to end customers is that they can optimise their smelting and processing
operations because they know in advance the nature of the raw materials that are being
delivered and will be loaded into their furnaces and steel mills. There are also benefits to
end customers in terms of ship-scheduling and management of stockpiles and logistics.

To deliver precise ore grades and blends on a consistent basis requires GMC to
manage large amounts of data relating to ore extraction from multiple iron ore mines
together with its own logistics, stockpiles and shipping.

In the future, GMC will extend the process of managing iron ore grades and blends
for its customers to the joint management of scope three carbon dioxide emissions
(emissions generated by customers).

Use Case Four: Measuring and Assessing the Risk of Musculoskeletal Injuries
(MSK) in Mining Industry Workers

MSK injuries are the most common and most expensive to manage [57] in the mining
industry. The solution is comprised of wearable sensors, a personal App connected to
cloud-based data analytics and machine learning algorithms. The sensors monitor the
wearer’s alertness, providing feedback on their readiness to perform complex tasks and
helping the wearer manage fatigue which is one of the main causes of accident and injury
where heavy mobile equipment is in operation [43].

The wearable sensors use analytics to measure patterns of human movement and
load bearing that contribute to the risk of potential injuries. A personal App warns the
worker immediately if they are at risk of MSK, and coaches them on techniques to reduce
risk. In certain situations (e.g. working at heights or on complicated machinery) virtual
reality glasses are utilised to simulate the task and brief the worker on potential hazards
and how these can be avoided.

A big data application provides the mining company with insights into the MSK risk
profile of their overall workforce, as well as identifying potentially hazardous work sites,
activities and scenarios in near real-time, and in some cases forecasting circumstances in
which potential safety hazards may arise. This analytical capability provides a foundation
for continuous improvement in health and safety practices.
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A leading supplier of MSK injury monitoring solutions advised that this technology
is rapidly diffusing globally in the mining, logistics, retail and construction industries.

Use Case Five: Using Drones to Improve Mine Safety Through Early Detection
of Hazards

One of GMC'’s best assets is an open cast copper mine located in the USA. Working
closely with the Federal Aviation Administration, GMC built a customised drone pro-
gram to create 3D models of the constantly changing rock walls and rock benches in
the open cast mine from which copper ore is extracted. Autonomous drill and blasting
equipment regularly excavates ore from within the open cast mine, thus changing the
configuration of the rock walls on a daily basis.

By using drones to map and model the changing contours within the mine, people
can be removed from harm’s way. Data from the drones is examined through machine
learning and artificial intelligence algorithms to identify faults in rock walls that may
become potentially hazardous (e.g. future locations of rock falls or wall collapses).
Drones are also used to inspect mining infrastructure and to perform land surveys, thus
enabling 3D models of the mine to be created that are accurate within centimetres.

The benefits of the program are improved safety of the workforce, and improved
productivity from the mine site. The 3D models of the ore body also contribute to Use
Case One described above.

Use Case Six: Optimising Ship Berthing and Loading

A significant component of GMC'’s value chain is the logistics associated with transport-
ing ore and processed products from mines to the end customers’ processing facilities.
Often this involves the transport of ore from remote mines via railways to ports for loading
onto very large ships (bulk carriers) for onward seaborne transport to end customers.

Ports for seaborne transport of ore and processed materials are expensive to set up and
operate, and are frequently bottlenecks in the supply chain. Improved port performance
can significantly improve operating performance by lowering costs per tonne shipped,
and by obtaining premium prices through reliable delivery to end customers of precise
ore blends and materials.

When a ship is approaching port, ore loading facilities including stockpiles and
conveyors need to be configured and moved into precise position for the ship’s arrival.
Traditionally, ships have reported their position on a 12-hourly basis and have estimated
their time of arrival in port and at the loading berth. Historically, such estimated arrival
times (ETAs) have lacked precision, as crews are usually not familiar with local weather,
tides and channel depths and may not understand the costs and inefficiencies associated
with providing an inaccurate ETA.

If there is a significant gap between forecast and actual times of arrival, expensive
port loading facilities sit idle waiting for a ship to arrive, and this triggers delays for other
ships that are in the queue of arrivals waiting to be loaded. As port handling facilities
are extremely capital-intensive and stockpiles occupy large amounts of space, usually
only 2 or 3 ships can be simultaneously loaded. So delays in ship loading are costly and
represent a significant loss in productivity.
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GMC built a big data application based on historical data on ship movements,
daily weather and tide information and automatically generated data from its own pilot
boats that are sent to meet the large ore carriers as they approach the port and loading
berths. This has allowed sophisticated data analytics and pattern matching, reducing
gaps between actual arrival time and mobilisation of loading facilities. Detailed tidal
information also enables the loading of the ship to be optimised and in some cases,
payloads of ore carrying ships can be safely increased.

GMC believes that better utilisation of port loading facilities, optimisation of ship
payloads and reduced queuing time for ships waiting to load has already reduced its costs
by tens of millions of dollar per year. The application was first developed for GMC’s
iron ore loading ports and is now being rolled out for all of its global port facilities in
all product groups that have significant seaborne loads and logistics.

Use Case Seven: Deciding When to Sell Iron Ore into Spot Markets Based on Cus-
tomer/End User Sentiment

Much of the iron ore mined by GMC is committed through long term contracts of sale
with steel manufacturers located in north Asia (i.e. Korea, China and Japan). However,
GMC also retains a proportion of its iron ore for sale through the spot market, and its
mines and logistics operations have some flexibility to “surge” volumes if required to
supplement volumes for sale on the spot market.

Spot markets for iron ore respond to a variety of economic “signals” including global
economic activity and forecasts, geopolitical events, disruptions to iron ore supply chains
including those of GMC’s competitors and major weather events (e.g. typhoon creating
arain event that disrupts operations at a major mine site).

Consistent with its philosophy of “value over volume”, GMC has developed a big
data and Al application that analyses data from a variety of largely published sources
to measure and predict changes in customer sentiment about the iron ore spot price. If
customer sentiment in a particular market suggests that the iron ore spot price is about
to surge, GMC can flex its iron ore supply chain to make more ore available in the spot
market.

Itis also taking action to make its information available to customers and consultants
with a view to better matching its production to periods of strong demand from its
customers for additional supplies through the spot market.
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Appendix Two: GMC Current Organisation for Analytics (“Big
Data”)

Copper and Underground
Mining CoE

AST (multiple locations) -
Perth Brisbane Montreal
Singapore
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Appendix Three: GMC “Big Data” Architecture utilising AWS
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Appendix Four: Key Definitions, Relationships and Acronyms

The purpose of this section is to define carefully the phenomenon under study and its
boundaries. Otherwise, there is likely to be ambiguity in any conclusions reached, and
the identification of research gaps may be insufficiently precise to allow a significant
contribution.

i. Offshore ITO and BPO

This paper fundamentally is considering outsourcing which can be conducted in the
home nation of the client company (in this case GMC is the client company) and also
to foreign locations (offshore outsourcing), and involves a decision by the client com-
pany to delegate responsibility to external service providers [11]. Offshoring represents
restructuring of the client company’s value chain along a different dimension, that of
geography, and can be further categorised into near shore and far shore outsourcing
[58-60].

In broader context of offshore outsourcing, activities can be classified as either off-
shore ITO or BPO (OITO/OBPO). For the purposes of this paper, it should be noted that
the activities being outsourced are a combination of both Information Technology and
Business Processes, and can be described as Knowledge-intensive services, hence at the
most creative and skill-intensive end of the continuum of ITO/BPO services.
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For the purposes of this paper, the acronym ITO is henceforth adopted, and readers
are asked to note that this acronym is used to cover predominantly offshore outsourcing,
and the outsourcing activities that involved data “lakes”, machine learning, and artificial
intelligence and associated IT architectures (aka “big data”).

GMC is a pseudonym for one of the world’s largest and most successful mining
companies, operating in thirty five countries and six continents. “Big Australian” is a
pseudonym for one of GMC'’s strongest competitors.

ii. Big Data

According to Jones [61], the meaning of the term “big data” is highly contested in
academic literature. It has been argued by Anderson [37] that big data represents a
revolutionary change in how we know the world, a view supported by McAfee and
Brynjolfsson [40] who refer to big data as a management revolution. Others have argued
that the benefits to be gained from big data are evolutionary rather than revolutionary,
and build on a rich tradition of research and practical application of business analytics
and business intelligence see for example Shollo and Galliers [32].

In the mining industry, the term “big data” typically refers to the use of large datasets
for predictive analytics or other advanced applications (such as machine learning and
artificial intelligence) as a means of extracting value from the data, including improved
accuracy, greater operational efficiency, cost reduction, better decision making and lower
risk.

Through the use of automated plant items equipped with networked sensor tech-
nology (e.g. autonomous drill and blast, autonomous trucks and trains), aerial remote
sensing, and workers using information sensing mobile devices, every phase in GMC’s
value chain is generating vast amounts of data on a daily basis.

iii. METS Suppliers

The acronym METS refers to an industry segment made up of companies (often small
and medium businesses) specialising in Mining Equipment, Technology and Services.
The scope of this sector includes manufacture, supply and maintenance of equipment
used in the mining sector, technology applications for exploration, mine development,
minerals processing, handling and transport, consulting and contract services. It is often
reported that the METS industry segment is a very important source of innovation in the
global mining industry [32].

iv. Sourcing Strategy

Senior executives are faced with a “dizzying set of choices” in terms of sourcing loca-
tions, engagement models, service offerings from ITO suppliers, and the need to main-
tain and enhance in-house capabilities [62]. Companies face an “inestimable number of
choices”, and advice from consultants and third parties becomes “a source of constant
conflict” [27], [62].
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Sourcing strategy is therefore defined for the purpose of this research as a set of man-
agement actions designed to seek simultaneously cost efficiencies, new sources of knowl-
edge and expertise and strategic advantage (e.g. through innovation and competitive
advantage). In this research, we are addressing a gap identified by Lewin and Volberda
[28] who called for studies on strategic sourcing encompassing the interactions between
management intentionality, path dependent experience, knowledge accumulation in the
client company and institutional and competitive factors.

Three assumptions underpinning this definition of sourcing strategy need to be stated.
Firstly, it is assumed that client companies conducting ITO have a series of motivations
or drivers for conducting ITO, and these drivers are translated into management inten-
tionality. Secondly, management intentionality leads to a series of actions and decisions
that are aimed at achieving ITO success and/or improving outcomes. This second com-
ponent could be characterised as “the offshoring organisation in action” [63]. Thirdly,
that over time as management in both the client company and its ITO service providers
gain knowledge from experience with company-specific ITO activities, that there will be
dynamic adaptations aimed at increasing gains and/or responding to changes in business
context.

v. Innovation

There is a very substantial body of academic literature on the subject of innovation (see
for example Jansen, Van Den Bosch and Volberda [64]). Innovations can be classified
as incremental, radical or revolutionary (Davenport, Leibold and Voelpel [65]). In the
context of outsourcing, Weeks and Feeny [3] identify three different types of innovation,
of which strategic innovation is defined as significantly enhancing product and service
offerings, or enabling a firm to enter new markets. The type of innovation sought by
GMC through its big data strategy probably comes closest to this definition of strategic
innovation, and also has the intent of achieving elements of game-changing (i.e. radical
and revolutionary) innovation identified by Davenport et al. [65].

vi. Open Innovation

Open innovation (OI) has been defined by Chesbrough and Bogers [66, p. 17] as “a
distributed innovation process based on purposively managed knowledge flows across
organizational boundaries, using pecuniary and non-pecuniary mechanisms in line with
the organization’s business model”. OI builds on the RBV theory of how organiza-
tions create value and competitive advantage by exploiting complementarities, and thus
moving value creation beyond an organization’s boundaries to the ecosystem level [67].

In the context of open innovation, Wareham, Fox and Cano Giner [50] define a
technology ecosystem as comprised of a digital platform that supports and facilitates
the activities of an extended community of semi-autonomous actors each of whom
contributes to generativity (i.e. new outputs, ideas, products, etc.).

vii. Secondary Markets

Related to the concept of Open Innovation is the secondary labour market. Primary and
secondary labour markets operate differently. A primary labour market, essentially an
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internal labour market for an organisation, is governed by employment rules, industrial
agreements and customary behaviours. A secondary labour market is the antithesis of the
primary labour market with few employment rules, no industrial agreements and com-
petitive behaviours reducing the effect of customary behaviours in the search for com-
petitive advantage. This relative freedom or the absence of constraints and competitive
behaviours makes for a more conducive environment for innovation.

According to McKinsey Global Institute [68], online talent platforms have already
attracted hundreds of millions of users around the world. As they grow in scale, they
inject momentum and transparency into job markets. McKinsey [68, 69] defines the
“gig economy” as contingent work that is transacted on a digital market place (e.g.
LinkedIn). The “gig economy” is particularly effective in mobilising hyper talent in hard
to source skill areas such as data science, machine learning and artificial intelligence
[70]. Hyper talent is often attracted to the idea of working on a task-by-task basis for
different employees concurrently. This trend is termed the “gig economy”. In Australia,
the largest “gig economy” category is web, mobile and software development (44%)
followed by design and creativity (13%); more than 4.1 million Australian workers
(32%) had participated in the gig economy between 2014 and 2016 [70].

viii. Table of Acronyms

Acronym | Definition

Al Artificial intelligence

API Application Programming Interface

AST “Analytics Speed Team” — pseudonym for data science organisational unit inside
GMC

BPO Business Process Outsourcing

GMC Global Mining Company — pseudonym for the company that has been the subject of
a longitudinal case study reported in this paper

ICT Information & Communications Technology
10T Internet of Things
ITO Information Technology Outsourcing

METS Mining Equipment & Technology Services

MSK Muscular-skeletal — a common form of workforce injury in the mining industry

ODE Open Data Environment

OBPO Offshore Business Process Outsourcing

OITO Offshore Information Technology Outsourcing

SITO Sourcing Information Technology [Work] Offshore (reference Carmel and Agarwal
2002)
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