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Abstract The influence of atmospheric turbulence on an extruded airfoil of the FNG
wing in clean configuration is investigated using numerical simulation. Turbulence is
injected into the flow field using a momentum source term. It is shown that the turbu-
lence can be propagated accurately to the airfoil. Spectra of the pressure coefficient
at different chordwise positions indicate a correlation between the inflow velocity
spectrum and the local ¢, spectra, especially for low to medium wave numbers. Fur-
thermore, the applicability of the simplified Disturbance Velocity Approach (DVA)
is evaluated, where the velocities of the atmospheric turbulence are added to the flux
balance using superposition. The DVA shows satisfying results for the lift spectrum
and the ¢, spectrum at the leading edge over a broad wave number range. An over-
estimation of the amplitudes for the pitching moment and c,, spectra at x/c = 0.2
occurs at medium to high wave numbers. A scaling test of the TAU code in a devel-
opment version with the implemented DVA is performed on this test case and shows
satisfying scalability.

1 Introduction

Especially when flying at low altitudes, aircraft interact with atmospheric turbu-
lence involving a broad wave number range. This interaction affects aerodynamic
performance, passenger comfort, and leads to dynamic loads on the aircraft struc-
ture. According to the “Certification Specifications for Large Aeroplanes” CS-25 [2]
gust as well as turbulence loads have to be taken into account in the aircraft design
process. Hence, in the early phases of design it is necessary to understand and eval-
uate the effects of atmospheric turbulence on aircraft. Experimental investigations
with grid generated turbulence were carried out, among others, by Hoffmann [6] and
Hancock and Bradshaw [3]. These investigations show that free stream turbulence
increases the maximum lift coefficient and also affects the level of turbulence kinetic
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energy in the boundary layer. Numerical simulations of statically and dynamically
disturbed inflow were carried out, for example, by Wawrzinek et al. [15]. Resolving
atmospheric disturbances in numerical simulations requires high resolution of the
computational grid and therefore high computational resources. However, an indus-
trial application, for instance, in the aircraft certification process, requires a fast,
cost-effective calculation. Therefore, Heinrich and Reimer [4] implemented a sim-
plified method for simulating atmospheric disturbances, the so-called Disturbance
Velocity Approach (DVA), into the flow solver TAU. Atmospheric disturbances are
not propagated inside the flow field but added to the flux balance by superposi-
tion. This method has been successfully used for interactions of wake vortices and
1 — cos gusts for gust wavelengths larger than twice the chord length ¢, see [4] and
[5]. In the present test case the unsteady aerodynamic response of an extruded airfoil
encountering broadband atmospheric turbulence is investigated. A reference case
where the turbulence is resolved in the flow field is analyzed and compared to the
simplified DVA.

2 Numerical Methods

Two different methods for representing atmospheric disturbances in CFD simula-
tions are used within this work. As a reference case the atmospheric turbulence is
fed into the flow field and then resolved within the discretized flow field. Consistent
with Heinrich and Reimer [5] this physically correct method is called the Resolved
Atmosphere Approach (RAA). The RAA simulations are carried out using the block
structured FLOWer code developed by the German Aerospace Center (DLR) [9].
In recent years the spatial accuracy of FLOWer was enhanced by IAG from second
to fifth order by implementation of a WENO scheme [13]. The high spatial accu-
racy allows for an accurate propagation and conservation of resolved atmospheric
turbulence inside the CFD simulation necessary for the RAA. The DVA simulation
is carried out using the unstructured flow solver TAU [12] since this approach is
currently not available in FLOWer.

2.1 Resolved Atmosphere Approach

Simulating gust interaction, Heinrich and Reimer [4] use an unsteady far field bound-
ary to feed the gust velocities into the flow field. A moving Chimera gust transport
grid is applied in order to avoid numerical losses during gust propagation. While
this approach is suitable for limited discrete signals, it is not applicable to broadband
atmospheric turbulence. For statistical evaluations of the wing section’s response
to atmospheric turbulence, a large turbulence field is required. Hence, the Chimera
transport grid cannot be applied and the turbulence has to be propagated from the far
field domain to the airfoil. Since this distance is usually between 50c and 100c, sig-
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nificant numerical losses occur during the propagation. With the spatial second order
of TAU this approach is not applicable to simulations with broadband atmospheric
turbulence.

To solve this issue the turbulence is fed into the flow field using a momentum
source term instead of prescribing unsteady velocities at the far field. An essential
advantage of this method is that the turbulence can be fed in at any position within the
CFD grid. Hence, the turbulence injection plane can be shifted close to the airfoil,
significantly reducing the amount of grid cells as well as numerical losses. This
method has been implemented in the FLOWer code and successfully used in wind
energy simulations, such as wind turbines with atmospheric turbulence on a complex
terrain [11]. The velocities of the atmospheric turbulence field u’ are transformed
into a volume force f;, which is needed to accelerate the mean velocity field u to
1 + u’. The source term is applied to a plane perpendicular to the inflow. In FLOWer
the source term formulation

' 1
£, =P (u + —u;,) )
X 2

of Troldborg [14] is applied where the velocities with the index n and the grid
spacing Ax are perpendicular to the turbulent inflow plane. Since the atmospheric
turbulence is fed in and propagated in the flow field, both the interactions of turbulent
fluctuations with the airfoil as well as the interactions of the flow around the airfoil
with the turbulent inflow are considered.

2.2 Disturbance Velocity Approach

The DVA is a simplified approach for the representation of atmospheric disturbances
in CFD simulations. Unlike the RAA the atmospheric turbulence is not propagated
in the flow domain. The disturbance velocities from the atmospheric turbulence
u’ are added to the flux balance of each cell while the convection across the cell
interfaces changes from u — u,, to u — u, — w’, which deactivates the convection of
the disturbance velocities in the flow field. According to Heinrich and Reimer [4]
the continuity equation can be written as

d
E/pdVvL%p(u—ub—u/)-ndS:O. 2)
v s

For a detailed description of the DVA, see [4] and [5]. Since the turbulent fluctuations
are not convected across the cell interfaces, no refinement of the grid compared
to standard CFD simulations is needed, which leads to a significant reduction in
computational costs. The main drawback is that the influence of the flow around
the aircraft on the turbulence field is not considered since the turbulent fluctuations
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remain unchanged during the simulation. In gust simulations this leads to inaccuracies
in the DVA results for length scales smaller than twice the chord length [4], which
is also expected for simulations with atmospheric turbulence.

2.3 Inflow Turbulence Generation

The atmospheric turbulence is created prior to the numerical simulations based on
the model proposed by Mann [8]. The second order statistics of the velocity tensor
are modeled using Taylor’s frozen turbulence hypothesis. The model is based on
the von Kdrman isotropic spectrum in combination with the rapid distortion theory.
Using an inverse Fourier transform the modeled atmospheric turbulence spectrum is
transformed into a three dimensional velocity field. This velocity field is then passed
to the flow solvers FLOWer and TAU and fed into the simulation using RAA and
DVA respectively.

3 Setup

The wing of the “Flugzeug nichster Generation” (FNG, in English “next generation
aircraft”) [1] in clean configuration is used as a reference configuration within this
work as a representative for today’s conventional transport aircraft. The aspect ratio
of the wing is A = 9.1441 with a mean aerodynamic chord of /, = 5.15m. The
reference inflow condition for the current investigation is subsonic flow at M = 0.25
and Re = 11.6 x 10° with respect to the mean aerodynamic chord of the FNG wing.
The angle of attack is o = 4°. In order to reduce the aerodynamic complexity an
airfoil section at n = 0.7 is chosen for the current investigations. The airfoil section
in the line of flight is transformed based on the local quarter-chord sweep angle.
The inflow data and angle of attack are transformed accordingly. In the spanwise
direction the airfoil section is extruded by 4/,,. The extruded section of the FNG
wing has a chord length of ¢ = 2.7m and is shown in Fig. 1. Isotropic atmospheric
inflow turbulence based on the von Kdrman spectrum is generated using the Mann
model described in Sect. 2.3. A length scale L = 5.15m with 5% turbulence intensity
relative to the inflow velocity is chosen, where L is the length scale of the von Kdrman
energy spectrum [8]. The length scale is selected to lie within the valid range of the
DVA for gust interactions with the smaller scales of the turbulent spectrum covering
the critical range of the DVA to be accurate. This enables a reliable statement with
regard to the applicability of the DVA for simulations with broadband atmospheric
turbulence. The atmospheric turbulence field completely covers the extruded airfoil
in the spanwise direction and is extended £3L above and below the airfoil. In the
RAA simulation the turbulence is fed in at a distance of 5L upstream from the leading
edge. This distance corresponds to the starting point of the turbulence for the DVA
simulation.
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Fig. 1 Simulation setup: Extruded airfoil section with the corresponding grid used for RAA and
DVA simulations. Every second grid point is shown in the figure. The contour plot shows the ¢,
distribution of the airfoil and the z-vorticity of the RAA in the flow field

A structured O-mesh was created around the airfoil with 144 cells along the
upper and lower sides of the airfoil and 32 cells along the blunt trailing edge. The
spanwise direction is resolved by 256 cells of constant grid spacing ALZ =64.yT <1
is ensured in the first cell of the boundary layer. The mesh of the airfoil section is
identical for FLOWer and TAU and integrated into a cartesian background mesh using
the Chimera technique. The Chimera technique is also applied for the representation
of the angle of attack as shown in Fig. 1. For the RAA simulations in FLOWer a fine
grid resolution is needed in the turbulence propagation region to avoid significant
numerical losses. Hence, a cartesian grid with ﬁ = AAy = ALZ = 64 was created
ranging from 5.25L upstream from the airfoil’s leading edge to 5.75L downstream
from the leading edge. In the y-direction the fine grid covers the complete field of
turbulence. Further away from the airfoil the grid is coarsened using hanging grid
nodes in order to save computational resources. To avoid any grid based numerical
differences, the TAU background grid is equivalent to the FLOWer background grid
in the vicinity of the airfoil section. Since the DVA does not require a highly resolved
mesh in the propagation region, the high-resolution cartesian grid only covers the
region between 2L upstream and 3L downstream from the leading edge in the TAU
simulation. The grid is then slightly coarsened using unstructured tetrahedra to save
mesh points. The far field distance for both FLOWer and TAU is 100c. This results
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in about 150 million cells for the RAA and about 113 million cells for the DVA
simulation. In FLOWer, periodic boundary conditions are applied in the spanwise
direction. In the TAU release 2014.2.0 used within this work, the combination of
periodic boundary conditions and the Chimera overset grid is not possible. Since the
symmetry plane boundary condition led to singularities at the connection of the wing
section and symmetry plane with the DVA, the Euler wall boundary conditions is
applied in TAU in the spanwise direction. The error is expected to be negligible when
evaluating the results at a sufficient distance from the spanwise boundaries. For both
approaches unsteady RANS simulations are performed and the Spalart-Allmaras
turbulence model is applied since the angle of attack is chosen to be out of the range
in which separation occurs. A fully turbulent boundary layer is assumed. Apart from
the deviations that cannot be eliminated like the different grid metrics, the numerical
parameters of FLOWer and TAU are chosen to be consistent. The physical time
step size of 2.37 - 10~*s corresponds to a local CFL number CFL; = % ~ 0.22,
ensuring an accurate propagation of the turbulent fluctuations. The convective time
cycle of the wing section corresponds to 150 time steps.

4 Results

Prior to the simulations of the FNG airfoil section in atmospheric turbulence the
accurate propagation of the resolved turbulence from the turbulent inflow plane to
the airfoil’s position has to be analyzed for the RAA. The results of this preliminary
investigation are presented in Sect.4.1. The effect of the inflow turbulence on the
pressure spectra at the airfoil surface is analyzed in Sect.4.2. Finally, the results of
the RAA and DVA are compared with regard to the applicability of the DVA.

4.1 Propagation of Inflow Turbulence Using the RAA

The accurate propagation of atmospheric turbulence in FLOWer using the Mann
model in combination with a WENO scheme and the momentum source term
described in Sect.2.1 has been proven by Kim et al. [7] and Schulz [10] for low
Mach number flows typical for wind turbine simulations. The inflow Mach number
considered in this work is significantly higher than it is in the work of Kim et al. or
Schulz. Therefore, the propagation of the inflow turbulence for the present test case
is analyzed for the highly resolved region of the cartesian mesh presented in Sect. 3
with a grid resolution of ﬁ = % = ALZ = 64 without the airfoil present. The statis-
tics of the propagated turbulence are evaluated at a distance 5L downstream from the
turbulent inflow plane, where the leading edge is located in the main simulation with
the airfoil. Figure 2 shows the power spectral density (PSD) of u, v, and w velocities
at a distance 5L downstream from the inflow plane compared to the u velocity PSD

of the Mann box, which is the turbulent data fed into the simulation. The v and w
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Table 1 Degree of isotropy, turbulence kinetic energy, and turbulence intensity for the turbulent
input data (Mann box) and FLOWer (RAA) without the airfoil at a distance 5L downstream from
the turbulent inflow plane

ou /oy Ou /0w k[mZ/SZ] T1[%])
Mann box 1.004 1.001 21.357 5.00
FLOWer, RAA 0.993 1.015 17.387 4.51
5L downstream

velocity spectra for the Mann box are not shown here since the difference to the u
velocity spectrum is negligible for isotropic turbulence. The Kolmogorov —5/3 slope
is given as a reference for the inertial sub-range. The wave number « is normalized
with the turbulent length scale L according to Kim et al. [7] with x = 2"4’#
Figure2 shows that the energy spectrum of the Mann box fed into the FLOWer
simulation is conserved during the propagation for a broad wave number range for all
three velocity components. The Mann box and the propagated velocity spectra follow
the Kolmogorov —5/3 slope. Hence, the inertial sub-range is captured in the inflow
data as well as in the propagated turbulence. At higher wave numbers the propagated
spectra drop since the chosen grid resolution is no longer able to conserve and resolve
these small scales. The drop occurs at k = 32 for v and w and at x = 28 for the u
velocity. In addition to the energy spectra, the propagated turbulence also conserves
the isotropy of the flow as shown in Table 1. Consistent with Kim’s observations
for low Mach number flows [7], the turbulence kinetic energy (TKE) k decays with
increasing propagation distances. Thus, the target turbulence intensity (TI) of 5%
specified in Sect. 3, which corresponds to the TKE k£ = 21. 357’” of the Mann box,
is not reached at the airfoil’s leading edge. This effect is compensated for the RAA
simulation with the airfoil section by scaling the input data for the RAA simulation
with a scaling factor SF = \/ko/k = 1.1 as proposed by Kim et al. [7]. k¢ is the
TKE of the Mann box and k the TKE of the propagated turbulence at a distance
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5L downstream from the turbulent inflow plane, where the airfoil is located in the
subsequent simulations. With the scaling for the RAA it is ensured that the wing
section interacts with turbulence of the same turbulence intensity for both the RAA
and DVA simulations.

It can be concluded that the statistics of the atmospheric turbulence can be propa-
gated correctly to the airfoil. The isotropy as well as the energy spectra are conserved
and the loss in turbulence kinetic energy is offset by scaling the input data for the
RAA simulation. This allows an accurate analysis of the wing section in turbulent
inflow with the RAA and a reliable comparison to the DVA simulation.

4.2 Wing Section in Turbulent Inflow

Having ensured the accurate propagation of the turbulence to the airfoil for the RAA
simulation, the wing section is included in the simulation. The evaluation of the
results in the following sections start after about six turbulent length scales have
passed over the airfoil. This ensures that the initial interaction of the wing section
and turbulence is not taken into account for the statistical evaluations. The statistics
are averaged over 10400 time steps for both the RAA and DVA simulations. All
statistics are evaluated in the spanwise center of the wing section as the statistical
results do not change in the spanwise direction. Additionally, it is ensured that the
influence of the different boundary conditions can be neglected.

In the present simulations, the reference length scale of the inflow turbulence of
L = 5.15m is about twice as large as the chord length of the wing section. Accord-
ingly, the main effect expected for the airfoil is a variation of the local angle of
attack. However, since broadband turbulence is interacting with the airfoil, smaller
scales can have a significant influence as well. The time averaged pressure coeffi-
cient with corresponding standard deviations is shown in Fig. 3. It is compared to a
steady solution without turbulence to assess relevant chordwise positions for further
investigations. The result of the DVA is shown because there is no damping of high
frequencies of the inflow turbulence using this approach.

The mean c, distribution does not differ significantly from the steady solution
without inflow turbulence. There is a slight reduction of the suction peak on the
upper side of the airfoil. The differences diminish downstream until there is no
significant deviation at x /c = 0.5. On the lower side of the airfoil the differences
between the mean DVA result and the steady solution are considerably smaller.
Looking at the standard deviations of the DVA ¢, distribution the main effect of the
interaction with atmospheric turbulence occurs at the leading edge and the suction
peak, respectively. On the lower side of the airfoil and downstream from x /c =~ 0.3
the standard deviations are small so that only small scales are likely to play a role
here, which can affect local separation bubbles and the laminar turbulent transition.
Since the chosen angle of attack is below values at which separation occurs and the
wing section is assumed to be fully turbulent, this is not investigated further within
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Fig.3 Time averaged c, distribution using DVA at = 0.5 with corresponding standard deviations
(blue) compared to a steady solution without atmospheric turbulence

1 1
10?”‘ —— T — T 10?‘” —T—T T —T—T T
10°F
=10°E
L 2L
E_ 107k
s 10°E
= F
2 0L
.
S 10°E
= E
g |
FLOWer, RAA, -L upstream (u) £ 10° | ——— FLOWer, RAA, -L upstream (u)
FLOWer, RAA, x/c=0.0 (c,) ] F| ——— FLOWer, RAA, x/c=0.0 (c,)
FLOWer, RAA, x/c=0.01 (c,) 107 [| ——— FLOWer, RAA, x/c=0.5 (c,) 4
FLOWer, RAA, x/c=0.2 (cp) § ———— FLOWer, RAA, x/c=0.9 (cp) El
Ll ) 1078’””| Ll P |
10’ 10 10° 10’ 10
k[-] k[-]

Fig. 4 FFT of the RAA ¢, signal at different chordwise positions compared to the u velocity
spectrum at a distance L upstream from the leading edge

this work. The impact on global loads at this part of the airfoil is expected to be
small.

Based on the results presented in Fig. 3 the pressure coefficient of the RAA sim-
ulation at different chordwise positions is analyzed using a Fast Fourier Transform
(FFT). Only the upper side of the airfoil is considered. The ¢, spectra are compared
to the u velocity spectrum at a distance L upstream from the leading edge. The RAA
simulation represents the reference simulation for the later examination of the appli-
cability of the DVA. On the left side of Fig. 4 the ¢, spectraatx /c = 0.0,x/c = 0.01,
and x/c = 0.2 are shown, where the first two positions correspond to the leading
edge and the suction peak, respectively. The right side of Fig.4 shows the c,, spectra
at x/c = 0.5 and x/c = 0.9 compared to the spectrum at the leading edge and the
inflow velocity spectrum.
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In general, the slope of the spectra at the leading edge, suction peak, and 20%
chord follow the slope of the u velocity spectrum upstream from the airfoil for wave
numbers k < 12. This indicates a correlation between the spectrum of the turbulent
inflow and the local pressure at the region where the highest standard deviations
from the mean pressure coefficient occur, which is the most relevant region for the
evaluation of global loads acting on the configuration. For ¥ > 12 the gradient of
the ¢, amplitudes on the leading edge and suction peak is increased compared to
the velocity amplitude, resulting in a higher reduction of the ¢, amplitudes for these
wave lengths. The smaller scales of the atmospheric turbulence are damped in this
region due to the high velocity gradients of the flow around the leading edge. In the
wave number range 12 < ¢ < 18 the amplitude at x /c = 0.2 is reduced compared
to the inflow velocity and the c,, at the leading edge and the suction peak. For higher
wave numbers the slope again corresponds to that of the inflow up to « & 48. This
indicates a change of the medium to small scales corresponding with 12 < x < 18
at this position. There is almost no difference in the magnitude of the amplitudes at
x/c =0.0and x/c = 0.01, whereas the magnitude of the amplitudes further down-
stream is reduced significantly. This corresponds with lower ¢, fluctuations on the
airfoil at the downstream positions. Looking at the ¢, spectra at x/c = 0.5 and
x/c = 0.9 on the right side of Fig. 4 the global amplitudes are further reduced, which
results in lower ¢, fluctuations in the pressure distribution. The amplitude reduction
is more significant for the larger scales than for higher wave numbers. For wave
numbers « > 32 the differences in the ¢, amplitudes are related to the boundary
layer since the inflow turbulence is not resolved for higher wave numbers as shown
in Sect.4.1.

4.3 Applicability of the DVA

While the basic influence of broadband atmospheric inflow turbulence on the wing
section was analyzed in Sect. 4.2 the question arises to what extent the simplified DVA
can represent the physical processes. In contrast to the RAA, where the impact of the
airfoil on the development of the incoming atmospheric turbulence is covered, the
DVA only captures the influence of the atmospheric turbulence on the wing section.
Based on the analysis of the ¢, fluctuations with the RAA, only the chordwise
positions with the most significant changes, x/c = 0.0 and x/c = 0.2 are analyzed
within this section. The ¢, spectra at both positions are shown in Fig. 5 for the RAA
and the DVA. Since the atmospheric turbulence interpolated on the cells using the
DVA is the velocity field from the Mann box, the u# velocity spectrum of the Mann box
is given as reference in addition to the u velocity spectrum at a distance L upstream
from the leading edge for the RAA simulation. The maximum wave number k = 32
where the velocity spectra of the atmospheric turbulence can be conserved in the
RAA simulation is highlighted in the plots.

At x/c = 0.0 the DVA ¢, spectrum corresponds to the ¢, spectrum of the RAA
simulation up to k¥ & 32. For higher wave numbers the amplitudes of the DVA spec-
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velocity spectrum at a distance L upstream from the leading edge (RAA) and the one of the Mann
box (DVA). left: x/c = 0.0, right: x/c = 0.2

trum are overestimated compared to the RAA. Since the velocity spectra of the
atmospheric turbulence using the RAA can only be resolved up to ¥ & 32, as shown
in Fig.2, this is not a physical error of the DVA. For comparison at higher wave
numbers the grid resolution in the RAA simulation has to be increased. The good
agreement between RAA and DVA indicates that the feedback of the wing section’s
aerodynamics on the inflow turbulence is of minor importance at the leading edge.
Hence, no significant change of atmospheric turbulence structures occurs at x /¢ = 0.
Comparing the ¢, spectrum of the DVA with the u velocity spectrum of the Mann
box, it should be noted that the shapes correspond over the complete wave number
range of the Mann box signal.

Further downstream the agreement between DVA and RAA decreases, as shown
in the right part of Fig. 5. The ¢, spectra at low wave numbers, i.e., the influence of the
large scales, are well predicted by the DVA. However, for wave numbers « > 7 the
¢, amplitude is overestimated by the DVA. This indicates significant changes in the
smaller scales of the inflow turbulence not covered by the DVA. The boundary layer
thickness increases with increasing distance from the leading edge. Within the RAA
simulation, the atmospheric turbulence interacts with the flow around the airfoil.
This interaction influences the smaller scales of the inflow turbulence resulting in
an amplitude reduction in the FFT. Since the inflow turbulence remains unchanged
within the DVA, the effect of these scales on the pressure distribution is overestimated
in comparison to the RAA.

The question arises how the overestimation of the ¢, amplitudes with increasing
x /c affects the global loads acting on the wing section. Therefore, the FFT of the lift
and pitching moment history is plotted in Fig. 6. Taking the spectra of the lift signal,
the DVA and RAA simulation match up to ¥ = 25. For higher wave numbers the
amplitude of the lift spectrum is overestimated by the DVA compared to the RAA.
As shown in Fig. 3 the major changes in the pressure coefficient, and thus also the
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Fig. 6 FFT of the global loads for RAA and DVA. left: lift spectrum, right: pitching moment
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main influence on the lift, occur at the area around the leading edge and the suction
peak. At these positions, the DVA is capable of reproducing the RAA ¢, spectrum
up to xk ~ 32. Hence, the main influence on the lift is covered by the DVA. The c,
distribution of the positions further downstream, where the DVA lacks of agreement
with the RAA, are of minor importance for the lift.

A different situation occurs when looking at the pitching moment around the
quarter chord. Here, the amplitudes of RAA and DVA differ starting from « =~ 5.
While the c,, spectra of the DVA match the spectra of the RAA up to x = 32 at the
leading edge, the maximum wave number where the DVA ¢, spectra correspond to
the ones of the RAA decreases with increasing x/c as shown in Fig.5. Due to the
distance to the quarter chord the rear part of the airfoil is of significant influence
when evaluating the pitching moment. The overestimation of the ¢, amplitudes even
for small wave numbers at this part of the airfoil directly influences the spectrum of
the pitching moment. The larger distance to the quarter chord compensates the lower
magnitude of the ¢, amplitude compared to the leading edge. Hence, an accurate
estimation of the RAA pitching moment with the DVA is only possible for small
wave numbers.

5 Scaling Test

Improvements in runtime are mandatory in terms of effective use of valuable com-
putational resources and enable more research simulations. This requires thorough
testing of the scaling capabilities of the TAU code version 2014.2.0 with DVA imple-
mentation. It aims at investigating shortcomings of the implementation of the DVA
routines, which are currently under development, as well as the overall performance
of the code. In order to collect statistically relevant data for this test case, about
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Table 2 Scaling test cases and according parameters

Case Nodes Cores Points/Domain
1 9 216 163,460

2 18 432 81,730

3 37 388 39,760

4 74 1,776 19,880

5 148 3,552 9,940

6 296 7,104 4,970

8,800 node hours are required. This estimation is based on the assumption of 13,550
time steps on 37 nodes of the Cray XC-40 “Hazelhen”. An effective use of com-
putational resources requires a CFD code which scales well in terms of increasing
number of nodes and thus an appropriate number of nodes for the present test case
has to be chosen. For the investigation of the scaling behavior, the computational
grid is decomposed in varying numbers of partitions. The simulations are performed
accordingly with different node numbers resulting in a strong scaling test. Because
the scaling test was conducted during the Optimization of Scaling and Node-level
Performance on Hazel Hen (Cray XC40), further performance data of the TAU code
for this specific test case could be gathered and will be analyzed. This analysis is per-
formed with performance tools lite by Cray and comprises a code sampling approach
which only leads to minor influence on runtime. This enables a more in-depth analy-
sis of code specific behavior. Thus, the scaling capabilities of each code routine can
be analyzed separately.

The scaling test in the present work is performed on the DVA test case, which
includes a hybrid grid with approx. 35 million grid points. Production runs presented
in Sect. 4 are performed on 37 compute nodes with 888 cores which leads to approx-
imately 40,000 grid points per domain. In order to investigate this code’s scaling
behavior, the node count is reduced to 18 and 9 nodes as well as extended to 74, 148
and 296 nodes respectively. Table 2 shows the scaling test cases with node numbers,
core numbers and grid points per domain.

Figure 7 shows the influence of node number on the overall runtime of the test
case. An increase from 9 nodes until 74 nodes leads to a nearly linear decrease of
runtime. In comparison to previous TAU scaling tests, e.g., Wawrzinek et al. [15],
which showed an almost linear scaling for the whole investigated node number range,
a further increase of nodes decreases the advantage in runtime in the 148 nodes case
and finally leads to an increase in overall runtime in case of 296 nodes. The difference
of these results could be due to different versions of the TAU code as well as due to the
not yet optimized implementation of the DVA, which is currently under development.
This issue will be further investigated by means of a scaling analysis of the most time
consuming TAU routines.
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5.1 Scaling of TAU Routines

Figure 8 shows the scaling behavior of the 9 most time-consuming routines of the
TAU-Code by means of the percentage and absolute number of overall samples. The
sampling approach of Cray’s perftools lite samples the program counter at a time
interval and delivers an absolute number of samples and the part of the overall runtime
of each routine. The first two routines are attributed to MPI communication, routine
3 to 8 are functions implemented in the TAU solver, routine 9 is part of the DVA
implementation and reads the turbulence data files. The first, most time consuming
routine, shows a decrease in absolute samples and thus scales well in terms of an
increasing number of nodes. The second routine does not scale well in terms of run
time reduction when increasing the number of nodes. An increase of nodes leads to
increasing percentage of samples on the overall computational time and an almost
constant number of absolute samples between 18 and 296 nodes. The scaling behavior
of these routines can be attributed to MPI communication, as an increase of nodes
leads to an increase of data exchange between the different processes. Routines 3 to
8, which can be attributed to the TAU solver (e.g., calculation of fluxes and gradients)
scale very well, which means less samples with increasing number of nodes for all
test cases. The last routine shown in Fig. 8 is attributed to reading turbulence data
for the DVA and therefore not part of the standard TAU implementation. It is clearly
visible that the total number of samples stays constant with increasing node number,
which is due to constant reading speed of the ASCII files containing turbulence data.
This observation leads to a possible explanation of the overall scaling of this test
case. While most of the standard routines of TAU show good scaling behavior, the
part of reading gust data of the overall runtime increases with increasing number of
nodes and therefore limits this code’s scaling capabilities. As this part of the code
is currently under development, the scaling analysis can be taken into account for
optimization and parallel implementation of these routines e.g., by means of parallel
reading of data.
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Fig.8 Scaling behavior of the 9 most time consuming routines of this test case with the TAU solver,
produced with Craypat pat view, relative and absolute number of samples

6 Conclusion

The influence of broadband atmospheric turbulence on an extruded airfoil was inves-
tigated in this study. The turbulence was fed in at a distance 5L upstream from the
leading edge using a momentum source term. L represents the length scale of the
atmospheric turbulence. It was shown that the turbulence can be propagated accu-
rately from the turbulent inflow plane to the airfoil and isotropy is conserved within
the flow. The main impact on the ¢, distribution occurs at the leading edge and the
suction peak. Up to a reduced wave number of ¥ = 12 the shape of the ¢, spec-
tra at this positions corresponds to that of the u velocity spectrum at a distance L
upstream from the leading edge. Further downstream the amplitudes of the ¢, spectra
are reduced for small wave numbers with minor differences between x /¢ = 0.5 and
x/c = 0.9. In addition to the effect of atmospheric turbulence on surface pressure
and global loads, the applicability of the simplified DVA was investigated. At the
leading edge the c,, spectrum of the DVA matches the one of the physically accurate
RAA up to k = 32, whereas the ¢, spectrum of the DVA at x /¢ = 0.2 overestimates
the ¢, amplitudes for « > 7. The lift spectrum of the DVA corresponds to the one of
the RAA up to k = 25, whereas the RAA pitching moment can only be estimated
correctly by the DVA for k < 5. Hence, the DVA is capable of covering the main
effects of an airfoil in atmospheric turbulence in terms of lift spectrum and ¢, spectra
at leading edge and suction peak. It tends to overestimate the ¢, spectra compared to
the RAA at high wave numbers especially further downstream. Therefore, the RAA
pitching moment can only be calculated correctly by the DVA for low wave num-
bers. Furthermore, the scaling capabilities of an extended version of the DLR TAU
code that includes the DVA approach were investigated. This scaling test showed
good scaling behavior of the TAU code with increasing node number, but revealed
non-scaling routines of the DVA implementation. As this part of the code is currently
under development, the results of this analysis could be taken into account for further
implementation and optimization of the DVA routines.
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