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Abstract This report describes the research conducted by use of the ForHLRIwithin
the publicly funded project ’Kersolife100’, in which the long-term performance of a
fully ceramic solid oxide fuel cell (SOFC) concept is investigated. The project aims at
modeling and understanding the dominant degradationmechanisms in SOFCs so that
the required lifetime of the SOFC-stacks can be ensured. One major cause of ageing
is the unfavourable microstructural evolution of the nickel-based anode that occurs
upon SOFC operation. The associated mechanisms are modeled by use of phase
field methods within ’Kersolife100’. For a successful outcome, the availability of
accurate material parameters is crucial, but until now not given. Complementary to
experimental efforts, the ab-initio research activities of this year therefore focused
on the determination of the relevant nickel surface and interface properties. By com-
bining experimental and simulation results, a deeper understanding of the anode
aging mechanism can be generated and the identification of counter measures can be
guided. In this report, the current results of the ab-initio activities are summarized.

1 Compuational Methods

In this work, all density functional theory calculations were performed with the
Vienna Ab initio Simulation Package (VASP, version 5.4.1 on ForHLR I) [14–17]
using the Projector AugmentedWaveMethod (PAW) [1, 18] while treating the nickel
p-states as valence states. During structural optimization, the Methfessel-Paxton
smearing method with σ=0.01 was used to determine the partial orbital occupan-
cies. To obtain highly converged results, a static energy calculation using the tetra-
hedron method with Bloechl correction was then conducted. The slab and grain
boundary structures were constructed from fully relaxed bulk structures including
spin-polarization and only ionic relaxation was allowed for the total energy calcu-
lation of the slabs. The convergence criterion was held constant for all calculations
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at 10−8 eV for the electronic cycle and 10−6 eV for the ionic cycle. To achieve
highly accurate results, careful convergence analyses regarding cell size, relaxation
methods, exchange-correlation functional, plane-wave cutoff and gamma-centered
k-mesh were conducted, the results of which will be described in the following sec-
tions. For the jobmanagement, theAutomated Interactive Infrastructure andDatabase
for Computational Science (AiiDa) [30] software was used in combination with
Custodian [26]. The crystal structures were generated with the Atomic Simulation
Environment (ASE) [19] as well as the Python Materials Genomics (pymatgen) [26]
and Vesta [25] was used for the visualization. The empirical potential calculations
were performed with enlarged (2× 2 and 3× 3) cells using LAMMPS [31] with a
convergence criterion of ε = 10−4 eV.

2 Nickel Surface Energies and Anisotropies

Nickel surface energies and anisotropies are of crucial importance as input parame-
ters for the phase field simulations as they are likely to play a dominant role in the
microstructural evolution of the Ni-based anode upon SOFC operation. At the same
time, their experimental determination is highly challenging and the expected scatter
due to the measurement methods is significant (compare e.g. Refs. [2, 5, 20, 32,
37, 40, 41]). At the same time, the determination of accurate metallic surface ener-
gies with ab-initio methods is highly non-trivial and careful convergence as well as
exchange-correlation functional evaluationswere conducted to obtain reliable energy
values. The computational details of our efforts to determine these energies will be
described in the next sections.

2.1 Convergence Parameters and Technical Details

The surface energy γ is defined as the difference between the energy of the surface
structure Esurf and the bulk structure Ebulk normalized to the area of the surface A
[40]:

γ = 1

2A
(Esurf − N · Ebulk). (1)

To determine Esurf , the slabmethodwas used and the surfacewasmodeled as a perfect
fcc nickel phase with two interfaces to the vacuum due to the periodic boundary
conditions. As a consequence, additional convergence parameters to the plane-wave
cutoff and the k-mesh were considered for the slab calculations. These include the
size of the vacuum and the number of atomic layers in the slab to ensure minimal
interaction between the two surfaces, as well as the number of layers to be relaxed
upon each optimization to account for the deceased tight binding of surface atoms
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Fig. 1 Convergence of the total energy of bulk Ni fcc with respect to the k-mesh (left) and plane-
wave cutoff (right)

Fig. 2 Convergence of the total energy with respect to the vacuum size for low Miller index
orientations of the surface

compared to those in the bulk. We calculated the ground state energies of differently
oriented surfaces characterized by their Miller indices and to achieve high accuracy,
the bulk energies Ebulk for low Miller index (<=1) structures were calculated for the
corresponding orientations of the bulk as well.

Convergence analyses were conducted for the three chosen exchange-correlation
functionals (local density approximation (LDA) [4], generalized gradient approxi-
mation under the Perdew-Burker-Ernzerhof parametrization (PBE) [27, 28], general-
ized gradient approximation for solids and surfaces (PBEsol) [29]) and representative
results for the plane-wave cutoff and the k-mesh are depicted in Fig. 1. These fast
calculations for the small bulk structureswere used as a guideline for the convergence
evaluation of the computationally more demanding slab structures. Representative
results for the low Miller index orientation surfaces with respect to the the vacuum
slab, number of relaxed layers and slab size can be found in Figs. 2, 3 and 4. Based on
these calculations, we chose a k-mesh of 23× 23x1, a plane-wave cutoff of 550 eV,
a vacuum slab of 14 Å, a cell size of 13–17 layers and relaxed 2–4 layers.
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Fig. 3 Convergence of the total energy with respect to the number of relaxed layers

Fig. 4 Convergence of the surface energy with respect of the total atomic layers in the slab

2.2 Surface Energies

The results of our surface energy calculations have been submitted to ActaMaterialia
and are described in detail in the corresponding article. The surface energies, γhkl ,
for low Miller index structures were determined with the three exchange-correlation
functionals, all ofwhich lead to excellent agreementwithin the expected experimental
scatter. However, LDA is known to overestimate [3] and GGA-PBE to underestimate
surface energies [42] while the GGA-PBEsol value, which was in between the other
two, is expected to be most reliable. It was therefore used for the calculation of
structures with higher Miller indices.

To obtain these results, calculations on 80 or 120CPUs (depending on the cell size)
with an average runtime of 18h were conducted. Surfaces with higher Miller index
orientations require larger unit cells and therefore the average runtime on 120 CPUs
amounted to 140h.Due to the requirement of high accuracy,we chose strict numerical
parameters and cutoffs for our calculations. This led to frequent convergence issues,
especially for larger cell sizes, that were solved by increasing the number of cores
and runtime. It should be noted that the parallelization of VASP can be controlled
by defining the number of bands that are treated in parallel (NPAR-tag). We made
use of this option for the slab calculations, requiring at least 80 CPUs, and fixed the
parameter to 8, as recommended by the VASP manual (NPAR ≈ √

#cores).
Clearly, the calculation of accurate surface energies using ab-initio methods is

computationally very demanding. Empirical potentials constitute a much less expen-
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Table 1 Empirical potentials and their abbreviations used in this work

Abbreviation Potential Source

EAM_fcc Embedded-atom-method
functions for the fcc metals

[10, 11]

EAM_TCS EAM Angelo Moody Baskes
modified by Tehranchi Curtin
Song

[8, 9, 38, 39]

EAM_DMF EAM Dynamo Mishin Farkas [23, 24]

EAM_DM EAM Dynamo Mendelev [21, 22]

Pair_Morse Pair Morse Shifted
GirifalcoWeizer HighCutoff

[6, 7, 12]

EMT EMT Asap Standard Jacobsen
Stoltze Norskov

[13, 35, 36]

sive method and if they provided reliable results, their use would therefore be highly
desirable. To investigate this issue, we benchmarked a set of six available empir-
ical potentials (Table1) from the OpenKim database [38] and compared them to
our accurate density functional theory values. The chosen potentials differ in their
model or fitting method. While the embedded atom method potential EAM_fcc has
been fitted to the sublimation energy, equilibrium lattice constant, elastic constants,
vacancy-formation energies of the pure metals and the heat of solution of the binary
alloys, EAM_DMF has been fitted to experimental and ab initio data for monoatomic
nickel and EAM_DM to liquid and gas properties. Pair_Morse is a Pair Morse poten-
tial fitted to the energy of vaporization, the lattice constant and the compressibility
and EMT is an Effective Medium Theory potential fitted to bonding in metallic sys-
tems. EAM_TCS is the only embedded atom method potential that also includes an
interaction between Ni and H.

We found EAM_TCS to give the most reliable weighted surface energies within
10 % accuracy. However, none of the used empirical potentials correctly reproduced
the energetic hierarchy determined by density functional theory. In view of first
phase field simulations conducted at the Hochschule Karlsruhe that revealed the
importance of anisotropy to correctly describe the microstructural evolution of the
Ni-based anode, the observed discrepancy in predicting the relative energies between
the accurate PBEsol and empirical potential method prohibits the use of latter for our
purposes. While we will still refer to empirical potentials in future work packages
whenever possible, density functional theory calculations will continue to be the
focus of this project. For this work package, direct calculation on the visualization
nodes was feasible.
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3 Nickel Grain Boundary Energies

Nickel grain boundary energies are important material parameters to be used as input
for the phase field simulations and their determination constitutes an ongoing work
package. The grain boundary energy γGB is calculated as the difference in energy
between structures with and without a grain boundary

γGB = EGB,tot − N · Ebulk

2AGB
, (2)

where EGB,tot is the total energy of the system with two grain boundaries due to
periodic boundary conditions, N is the number of atoms in the system, Ebulk the
energy of the bulk per atom, and AGB the surface area of the grain boundary.

In a first step, the necessary parameters to achieve high accuracy were evalu-
ated and using our research on nickel surface energies as a guideline, we conducted
a reduced convergence analysis regarding the planewave cutoff and k-mesh for a
�3(111)60◦ twist boundary that is expected to be highly stable [3]. For further cal-
culations, we chose a k-mesh of 12x 12

b x
12
c (≈ 3.5 Å) and 550 eV as a planewave

cutoff, consistent with the surface calculations. The convergence analysis was con-
ducted for a 24-atoms cell, using 16 CPUs with an average runtime of 15min for low
k-mesh and planewave cutoff values and an average of 1.5h for high values.

When determining grain boundary energies with density functional theory, con-
vergence with respect to the cell size needs to be ensured. Due to the periodic bound-
ary conditions, each structure has two grain boundary plains and to achieve high
accuracy, their interaction should be minimized by increasing the distance between
them. After having confirmed the dominance of the c-lattice parameter, we inves-
tigated the energy convergence with respect to c for the stable �3 grain boundary
while varying the relaxation method between full, ionic only and fully static. Full
relaxation of the structure was found to be needed for accurate results at feasible
cell sizes and convergence was reached at a cell length of 50 Å, in agreement with
similar density functional theory calculations for bcc Tungsten [34]. For larger cell
sizes, we increased the number of CPUs to 32 for cells up to 72 atoms (average run-
time 5h) and 64 for cells up to 144 atoms (average runtime 25h). To ensure efficient
parallelization, we made use of the NCORE-tag available in VASP and chose 8 cores
per orbital, as recommended in the VASP-manual. The previously used NPAR-tag
can be related to NCORE by NCORE=CPUs/NPAR.

Due to the large number of possible grain boundaries in fcc nickel,we are currently
investigating the effect of cell size and relative energies with the less computation-
ally expensive empirical potentials. The results will then be benchmarked to those
obtained from highly accurate density functional theory calculations for selected
structures, whose choice was based on our previous surface energy calculations as
well as literature results. Consequently, we constructed symmetric tilt boundaries
around the 110-axis for the four most stable surface orientations as previously deter-
mined. Our current results and computational details are shown in Table2, demon-
strating good agreement with values known from the literature [33]. For these highly
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Table 2 Grain boundary energy results and computational details of the four most stable grain
boundaries

Sigma # atoms Plane Twist Tilt γGB
mJ/m2

CPUh # CPUs

3 48 111 rot. axis: (111)
angle: 60/180

rot. axis: (110)
angle: 109.5

58.5 2.36 32

3 20 211 rot. axis: (211)
angle: 180

rot. axis: (110)
angle: 70.5

1283.1 5.39 32

9 68 221 rot. axis: (221)
angle: 180

rot. axis: (110)
angle: 141.1

1211.1 29.83 96

11 88 311 rot. axis: (311)
angle: 180

rot. axis: (110)
angle: 50.5

517.0 9 160

converged calculations, we increased the number of CPUs to 96 for large cells while
keeping NCORE at 8. The results generated in this workpackage will be published
in a scientific journal.

4 Nickel Surface Self-Diffusion Constants

Based on an internal evaluation of experimental results, nickel surface diffusion is
expected to play a dominant role in the microstructural evolution of the anode. It is
expected to involve the migration of adsorbed nickel atoms and therefore knowledge
of stable nickel adsorption sights on the nickel surfaces, including the atomistic
models, is needed in a first step. Our derived results are described in detail in the
submitted paper (compare Sect. 2). The relevant energy barriers for the migration
of a nickel atom on the surface can then be calculated using the Nudged Elastic
Band method (NEB) and by considering differently oriented surfaces, the effect of
anisotropy on the diffusion constants can be assessed. In addition to this, the influence
of the expectedly adsorbed hydrogen atoms on the diffusion constant should be
investigated, which is why we also considered the adsorption of hydrogen on nickel
surfaces. It should be noted that the derived diffusion constants should be evaluated in
close comparison to available diffusion constant values. Depending on the outcome,
an extension or reduction of the methodology (e.g. explicit calculation of vibrational
entropies or the use of empirical potentials) should be considered.

The adsorption energies of nickel on the expected stable sites of the low Miller
index surfaces were calculated using density functional theory as well as the most
promising empirical potential EAM_TCS (compare Table1). We found an excel-
lent agreement between both methods, which is why the computationally much less
expensive empirical potential constitutes an attractive alternative for similar future
research questions. Opposed to this, the adsorption of hydrogen on Ni surfaces using
empirical potentials did not give reliable results and density functional theory calcu-
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lations, predicting a relative stability of hydrogen adsorption sites in agreement with
the literature, are indispensable. The derived atomistic models will be used to inves-
tigate the influence of hydrogen on the nickel surface self-diffusion constants. The
density functional theory calculations were performed on 80 or 120 CPUs depending
on the cell size with an average calculation time of 120 h.

In order to determine the desired diffusion constants as input for the phase field
simulations, first energy barrier calculations for the simplest case, an interstitial
hopping mechanism, were conducted using the Nudged Elastic Band method. In a
first step, the thermodynamically stable (111) surfacewas considered and theminimal
energy path was guessed by interpolation. To be feasible, the k-mesh was reduced to
9× 5× 1 for a 2× 1× 1 supercell and the effect of the number of images aswell as the
number of fixed atoms was investigated. First calculations led to unconverged results
and underestimated energy barriers and the most promising numerical parameters
andmethods are currently under investigation. TheNEBcalculationswere conducted
on 64 or 144 CPUs depending on the number of images with an average runtime of
15–50 h.

5 Summary and Outlook

The goal of this project is the determination of the most relevant material parameters
of a Ni-based SOFC anode to be used as input parameters for phase field simula-
tions conducted within the publicly funded project ’Kersolife100’. These strive to
model the microstructural evolution of the anode under SOFC operating conditions
in order to make understanding driven predictions of its long-term performance.
Within the reporting period, our research activities focused on the determination of
the relevant nickel surface energies, nickel grain boundary energies and nickel sur-
face self-diffusion constants using density functional theory. After having conducted
extensive convergence analyses to obtain highly accurate nickel surface energies, we
considered different surface orientations up to aMiller index of 3 and achieved excel-
lent agreement with known literature values within the expected scatter. First phase
field simulations revealed the importance of anisotropy for the accurate prediction
of the microstructural evolution of the Ni-based anode, excluding the possibility to
use the computationally much less demanding empirical potentials that have so far
not lead to a satisfactory description of the anisotropy.

Based on our surface results, we were able to obtain first converged nickel grain
boundary energies with a reduced set of convergence tests for selected structures.
The latter were chosen based on our knowledge of the stable surfaces as well as
literature data and will be used for further analysis of the most reliable methodology.
This includes the finalization of our preliminary investigation of cell size convergence
and a comparison of our accurate density functional theory results with those derived
from the computationallymuch less demanding empirical potentials. Using the latter,
we aim to generate an enhanced understanding of the cell size influence, which is
not feasible with density functional theory due to cell size limitations. In addition to



Atomistic Simulation of Nickel Surface and Interface Properties 187

this, we can obtain a qualitative understanding of the relative stability of the immense
number of possible grain boundary structures based on which wewill perform highly
accurate density functional theory calculations for selected structures to be used as
input for phase field simulations.

Once pure nickel grain boundaries have been satisfactorily described, the more
complicated nickel-electrolyte grain boundaries can be considered. In a first step, the
atomistic models for the electrolyte, an Y-stabilized Zr-oxide, must be developed and
a reliable description of the bulk oxide must be ensured. The mixed grain boundaries
will then be constructed based on our knowledge of pure surfaces and grain bound-
aries and their determined energies will be transferred to the phase field simulation.
Since the mixed structures are expected to become extremely large, it might be nec-
essary to decrease our strict numerical parameters and rely on less accurate results.
Since there is currently no data available on mixed nickel-YSZ grain boundaries, this
is still expected to be a highly valuable result.

In addition to interfacial energies, diffusion constants are another important input
parameter for the phase field simulations. In a first step, we considered nickel surface
self-diffusion, which is expected to play a dominant role based on an internal evalua-
tion of experimental results. Since we expect the migration of adsorbed nickel atoms
on the surface to be of crucial importance, we determined the stable adsorption sites
of nickel on differently oriented stable nickel surfaces and derived the corresponding
atomistic models. In addition to this, we also considered the adsorption of hydrogen
on the surface in order to investigate its effect on the diffusion constant. Using the
derived atomistic models, we conducted first Nudged Elastic Band calculations to
determine the relevant energy barriers. Further research is, however, needed to obtain
reliable results, which will be part of this year’s activities. It should be noted that
the derived diffusion constants will be evaluated in close comparison to available
experimental values. Depending on the outcome, an extension or reduction of the
methodology (e.g.. explicit calculation of vibrational entropies or use of empirical
potentials) should be considered. In view of expected timing and resources, grain
boundary diffusion constants will likely not be considered within this project.
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