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Abstract Nowadays, a huge amount of information flows daily on public and private
computer networks. Since sensitive information has a high probability of being
transmitted, there is an important need to protect networks from intrusions. Hence,
adopting an intrusion detection system is imperative. As the frequency of sophisti-
cated attacks has been increasing tremendously over the past years, machine learning
approaches were introduced to identify intrusion patterns and prevent sophisticated
attacks. This survey provides an up-to-date review of leading-edge techniques used
by intrusion detection systems that rely onmachine learning techniques.Moreover, it
introduces important key machine learning concepts such as ensemble learning and
feature selection that are applied to protect networks from unauthorized access and
make networks and computers safer. The article then reviews signature, anomaly,
and hybrid intrusion detection systems that apply machine learning techniques. It
is observed that hybrid network intrusion detection system may be the most effec-
tive. Then, the article examines the characteristics of popular benchmark datasets for
evaluating intrusion detection systems such as NSL-KDD, Kyoto 2006+, and KDD
Cup-‘99 and performance metrics to appraise intrusion detection results. Finally, the
article discusses research opportunities in the field of intrusion detection.
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1 Introduction

In recent decades, the internet has greatly facilitated communication between individ-
uals and businesses. Many services are now offered and a lot of important and confi-
dential information is transmitted over the internet and private computer networks.
In this context, an important issue is to protect the privacy and integrity of computer
networks from intruders and to ensure that networks can continue to operate normally
when they are under attack. A recent report by Cybersecurity Ventures estimated that
by 2021, cybercrime damage will rise to $6 trillion annually from $3 trillion in 2015
[1]. Moreover, it is predicted that there will be 6 billion internet users worldwide
by 2022, and global spending on cyber security will cumulatively exceed $1 trillion
over the next five years.

Due to the increasing frequency of sophisticated cyber-attacks, network security
has become an emerging area of research for computer networking. To prevent intru-
sions and protect computers, programs, data, and unauthorized access to systems,
intrusion detection systems (IDS) have been designed. An IDS can identify an
external or internal intrusion in an organization’s computer network and raise an
alarm if there exists a security breach in the network [2]. To allow IDS to operate auto-
matically or semi-automatically, machine learning techniques have been employed.
Machine learning [3] can detect the correlation between features and classes found
in training data, and identify relevant subsets of attributes by feature selection and
dimensionality reduction, then use the data to create a model for classifying data to
perform predictions.

The rest of this article is organized as follows. Section 2 succinctly introduces
machine learning concepts and techniques. Section 3 reviewsmachine learning based
intrusion detection system and in particular discusses the importance of ensemble
learning and feature selection techniques. Section 4 concentrates on hybrid intrusion
detection systems. Section 5 describes theNSL-KDD,Kyoto 2006+ , andKDDCup-
‘99 benchmark datasets and the various performance metrics to evaluate the IDS.
Section 6 discusses the research opportunities. Finally, Sect. 7 draws a conclusion.

2 Machine Learning

Machine learning is prominently applied in the area of intrusion detection systems. It
is the field through which the various computer algorithms are studied, that improves
incrementally through the experience and has been an area of computational learning
theory and pattern recognition in artificial intelligence research since the field of its
inception [4]. It helps in predictions and decisions on data, by studying algorithms
and building a model from the input data. Machine learning is classified into super-
vised learning, semi-supervised learning, un-supervised learning, and reinforcement
learning [5]. Figure 1 shows the classification of machine learning types with their
corresponding methods.
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2.1 Supervised Learning

Supervised learning is a machine learning task that assumes a function from the
labeled training data. In supervised learning, there is an input variable (P) and an
output variable (Q). From the input variable, the function of the algorithm is to study
the mapping function to the output variable Q = f(P). Spervised learning aims to
analyze the training data then produces a complete function that can be utilized tomap
the new instances. The learning algorithm should be able to analyze and generalize
those class labels correctly from the unobserved instances. This section introduces
the various algorithms used in supervised learning.
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2.1.1 Logic Based Algorithms

This subsection describes the decision trees and rule-based classifiers.

Decision Trees

A decision tree [6] is a directed tree with a root node having no incoming edges.
The remaining node has an incoming edge. Each of the leaf nodes is available with
a label, non leaf nodes have a feature which is called a feature set. According to
the distinct values in the feature set, the decision tree splits the data that falls inside
the non leaf node. The testing of the feature is operated from the leaf node and its
outcome is achieved until the leaf node has arrived.

Rule-Based Classifiers

Quinlan et al. [7] stated that, by transforming the decision tree into a distinct set of
rules, a different path can be created for the set of rules. From the root of the tree to
the leaf of the tree, a distinct rule for each path is created the decision tree is altered in
to set of rules. Directly, from the training data, the rules can be inducted by different
algorithms and apply these rules. The main goal is to construct the smallest set of
rules that is similar to the training data.

2.1.2 Perceptron Based Techniques

Perceptron algorithm is applied to the batch of training instances for learning. The
main objective is to run the algorithm frequently among the training data, till it
discovers a prediction vector that is appropriate on all of the training data. For
predicting the labels, this prediction rule is then applied to the test set [8]. The
following subsection introduces perceptron based techniques.

Neural Network

The neural network conceptual model was developed in 1943 by McCulloch et al.
[9]. It consists of different cells. The cell receives data from other cells, processes the
inputs, and passes the outputs to other cells. Since then, there was intensive research
to develop the ANNs. A perceptron [10] is a neural network that contains a single
neuron that can receive more than one input to produce a single output.
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A linear classifier contains a weight vector w and a bias b. From the given instance
x, the predicted class label y is obtained according to

y = sign(wTx + b)

With the help of weight vector w, the instance space is mapped into a one-
dimensional space, afterwards to isolate the positive instances from negative
instances.

2.1.3 Statistical Learning Algorithms

In statistical learning, there is a likelihood of a probability where each instance
belongs to its class. The following subsection describes statistical learning algo-
rithms.

Bayesian Network

Bayesian Network is the directed acyclic graph (DAG) [11], in which each edge
correlates to the conditional dependency and each node correlates to a distinctive
random variable. The Bayesian network performs the following task for learning.
Firstly it learns the directed acyclic graph of the network. Secondly, the aim is to
find the network parameters. Once the parameters or probabilistic parameters are
found, then the parameters are induced in the set of tables, and joint distribution is
remodeled by increasing exponentially the tables.

Naive-Bayesian Classifier

Naive Bayesian classifiers [12] are probabilistic classifiers with their relation related
to Bayes theorem having a strong assumption of naive independence among its
features. Bayes theorem can be stated in mathematical terms:

P(A/B) = P(A)(B/A)/P(B)

where A and B are events.

P(A) and P(B) are events.

P(A) andP(B) are the prior probabilities ofAandB.P(A/B), is a posterior probability,
of the probability of observing an event A, provided that B is true. P (B/A) is known
as likelihood, the probability of observing an event B provided that A is true. Naive
Bayes classifier has the advantage of requiring the least execution time required for
training the data.
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K-Nearest Neighbor Classifiers

K-NN [13] is a nonparametric technique applied for regression and classification. In
the feature space, the input of k-NN contains the k closest training examples. Then
the output will depend on whether k-NN is applied for regression or classification
purposes. The output is the property value for the object in k-NN regression.

2.1.4 Linear Discriminant Analysis

Linear discriminant analysis is amethod to find the linear combination of the features
that separate the two or more classes of objects. The resulting combination can be
used as a linear classifier. A linear classifier [14] contains a weight vector w and a
bias b. From the given instance x, the predicted class label y is obtained according to

y = sign(wTx + b)

With the help of weight vector w, the instance space is mapped into a
one-dimensional space, afterward to isolate the positive instances from negative
instances.

2.1.5 Support Vector Machine

SVM [15] revolves around the margin on either side of a hyperplane that separates
two data classes. To reduce an upper bound on the generalization error, the main
idea is to generate the largest available distance between its instance on either side
and separating hyperplane. The data points that lie on the margins of the optimum
hyperplane are termed as Support Vector Points, and it is characterized as the linear
combination of these points. An alternative data point is neglected. The different
features available on the training data do not affect the complexity of SVM. This is
the main reason the SVM is employed with learning tasks having a large number of
features with respect to the number of training data.

Large problems of the SVM cannot be solved as it not only contains the large
quadratic operations but also there exist numerical computation which makes the
algorithm slow in terms of processing time. There is a variation of SVM called
Sequential Minimal Optimization (SMO). SMO can solve the SVM quadratic
problemwithout employing any extramatrix storage andwithout using anynumerical
quadratic programming optimization steps [16].
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2.2 Un-Supervised Learning

In Un-Supervised learning the data is not labeled, more precisely, there are unlabeled
data. Un-Supervised learning consists of an input variable (P), but there is no output
variable. The representation is seen as a model of data. Un-Supervised learning aims
to obtain the hidden structures from unlabeled data or to infer a model having the
probability density of input data. This section reviews some of the basic algorithms
used in Un-Supervised learning.

2.2.1 K- Means Clustering

K-means clustering [17] partitions the N observation in space into K clusters. The
information and nearest mean belongs to this cluster and works as a model of the
cluster. As a result, the data space splits into Voronoi cells. K-means algorithm is an
iterative method, which starts with a random selection of the k-means v1, v2… vk.
With each number of iteration the data points are grouped by k-clusters, keeping with
the closest mean to each of the points, mean is then updated according to the points
within the cluster. The variant of K-means is termed as K-medoids. In K-medoids,
instead of taking the mean, the larger part of the cluster having the centrally located
data point is investigated as a reference point of the corresponding cluster [18].

2.2.2 Gaussian Mixture Model

TheGaussianmixtureswere popularized byDuda andHart in their seminal 1973 text,
Pattern Classification and Scene Analysis [19].AGaussianMixture is a function that
consists of severalGaussians, each identifiedby k ∈ {1,…,K},whereK represents the
number of clusters of a dataset. Each Gaussian is represented by the combination of
mean and variance, consisting of a mixture of M Gaussian distributions. The weight
of each Gaussian will be a third parameter related to each Gaussian distribution in a
Gaussian mixture model (GMM).

When clustering is performed applying Gaussian Mixture Model, the goal is to
obtain a criterion such as mean and covariance of each distribution and the weights,
so that the resulting model fits optimally in the data. To optimally fit the data, one
should enlarge the likelihood of the data given in the Gaussian Mixture Model. This
can be achieved by using the iterative expectationmaximization (EM) algorithm [20].

2.2.3 Hidden Markov Model

HMM [21] is a parameterized distribution for sequences of observations. A hidden
Markovmodel is aMarkov process that is divided into two components called observ-
able components and unobservable or hidden components. That is, a hidden Markov
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model is the Markov process (Y k, Zk) k ≥ 0 on the state space C × D, where we
presume that we have a means of observing Y k, but not Zk as the signal process andC
as the signal state space, while the observed component Y k is called the observation
process and D is the observation state space.

2.2.4 Self-organizing Map

A self-organizingmap (SOM) [22] is a form of an artificial neural network, trained by
applying unsupervised learning to yield a lowdimensional, discretized representation
of input space of the training samples called maps. SOM applies the competing
learning while ANN applies the error-correction learning (backpropagation with
gradient descent). To retain the topological properties of the input space the SOM
applies the neighborhood function. SOM begins with initializing the weight vectors.
Sample vectors are chosen randomly and the map of the weight vectors is inspected
to find the best weight that represents that sample. The weight vector has neighboring
weights that are close to each other. The chosen best weight sample and neighbors of
that weight are rewarded and is more likely to become the randomly selected sample
vector. This strategy allows the maps to grow and take the different shapes such as
rectangular, square, and hexagonal in two-dimensional feature spaces.

2.3 Semi-supervised Learning

Semi-Supervised learning is the sequence of labeled and unlabeled data. The labeled
data is very sparse while there is an enormous amount of unlabeled data. The data
is used to create an appropriate model of the data classification. Semi-Supervised
learning aims to classify the unlabeled data from the labeled data. This section
explores some of the most familiar algorithms used in Semi-Supervised learning.

2.3.1 Generative Model

Generative model [23] considers a model p(x, y) = p(y)p(x/y) where p(x/y) is
known as mixture distribution. The mixture components can be analyzed when there
are large numbers of unlabeled data is available. Let {pθ } be the distribution family
and is denotedbyparameter vector θ . θ canbe identifiedonly if θ1 �= θ2 ⇒pθ1 �=pθ2 to a
mixture components transformation. The expectation–maximization (EM) algorithm
is applied on the mixture of multinomial for a task of text classification [24].
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2.3.2 Transductive Support Vector Machine

TSVM [25] extends the Support Vector Machine (SVM) having the unlabeled data.
The idea is to have the maximal margin among the labeled and unlabeled data on
its linear boundary by labeling the unlabeled data. Unlabeled data has the least
generalization error on a decision boundary. The linear boundary is put away from
the dense region by the unlabeled data. With all the available estimation solutions
to TSVM, it is curious to understand just how valuable TSVM will be as a global
optimum solution. Global optimal solution on small datasets is found in [26]. Overall
an excellent accuracy is obtained on a small dataset.

2.3.3 Graph Based Methods

InGraph basedmethods [27] labeling information of each sample is proliferated to its
neighboring sample until a global optimum state is reached. A Graph is constructed
with nodes and edges where nodes are defined with labeled and unlabeled samples,
while the edges define the resemblance among labeled and unlabeled data. The label
of the data sample is advanced to its neighboring points. The graph based techniques
are the focus of interest among researchers due to their better performance. Kamal
and Andrew [28] propose semi-supervised learning as the graph mincut (known as
st-cut) problem. Szummer et al. [29] performed a step Markov random walk on the
graph.

2.3.4 Self Training Methods

Self-training is a methodology applied in semi-supervised learning. On a small
amount of data, the classifier is trained and then applied to classify the unlabeled
data. The most optimistic unlabeled points, together with their labels predicted, are
then added to the training set. The classifier is again trained with the training dataset.
This procedure goes on repeating itself. For teaching itself, the classifier had its own
predictions. This methodology is called bootstrapping or self-teaching [30]. Various
natural language processing tasks apply the methodology of self teaching.

2.3.5 Co-Training

Co-Training [31] is applied where there are a large amount of unlabeled data and
a small amount of labeled data. In Co-Training, there is a general assumption that
the features can be divided into feature subsets. Every feature subset is adequate
for training the classifier, and for the given class the feature sets are relatively
independent.
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There are two classifiers primarily that are trained on a labeled data on the pair
of feature subsets. With labeled and unlabeled data, each classifier trains the other
classifier to retain the supplementary training sample from another classifier and this
process gets repeated often until optimal features are found.

2.4 Reinforcement Learning

In reinforcement learning, the software agent gathers the information from the inter-
action, with the environment to take actions that would maximize the reward. The
environment is formulated as a markov decision process. In reinforcement learning,
there is no availability of input/output variables. The software agent receives the
input i, the present state of environment s, then the software agent determines an
action a, to achieve the output. The software agent is not told which action would
be best in terms of long term interest. The software agent needs to gather informa-
tion about the states, actions, transition, rewards for optimal working. This section
reviews algorithms used in reinforcement learning.

2.4.1 Adaptive Heuristic Critic

The adaptive heuristic critic algorithm is a policy iteration, adaptive version [32]
is implemented by Sutton’s TD(0) algorithm [33]. Let ((a, w, t, a’)) be the tuple
representing a single transformation in an environment. Let a, be the state of an
agent before its transition, w is the action of its choice, t is the award it receives
instantaneously, and a’ is culminating state. The policy value is studied by Sutton’s
TD(0) algorithm which utilizes the update rule given by:

V (a) := V (a) + w(t + tV (a′) − V (a)).

When the state a is visited, its estimated value is amended to be adjacent to (t +
tV (a’) since t is the spontaneous reward received and V(a’) is the approximate rate
of the next appearing state.

2.4.2 Q-Learning

Q-learning [34] is a type of model free reinforcement learning. It may also be known
as an approach of asynchronous dynamic programming (DP). Q-learning allows the
agents to have the ability to learn and to perform exemplary in the markovian field
by recognizing the effects of its actions, which is no longer required by them to
build domain maps. Q-learning finds an optimal policy and it boosts the predicted
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value of the total reward, from the beginning of the current state to any and all
successive steps, for a finite markov decision process, given the infinite search time
and a partially random policy. An optimal action-selection policy can be associated
with Q-learning.

2.4.3 Certainty Equivalent Methods

The certainty equivalent method [35] is studied continuously throughout the agent
lifespan. The present model is applied to calculate the optimum policy and functional
value. The certainty model effectively uses the available data on rather side, it is
computationally costly even for small state areas.

2.4.4 Dyna

Suttons Dyna Architecture [36] applies a yielding approach that tends to be more
successful and is more computationally effective than certainty-equivalent methods.
Markov decision process is defined by a tuple (a, w, t, a’) and it acts as follows: The
model gets transited state from a to a’ upon on action and getting the reward t by
taking action w in the state a. Updated models are then M and P. Dyna updates the
state a by applying the rules that are an adaptation of the value iteration updating for
the Q rules.

2.4.5 Prioritized Sweeping

The limitations with Dyna are proportionately undirected. When the target has just
been reached it goes on to update its random state action pairs, instead of concen-
trating on the curious part of the state space. Prioritized sweeping addresses this
problem by choosing the updates at random, the values are associated with space
rather than state-action pairs. Additional information has to be stored in the model
for having the fitting choices. Every state remembers its previous state, having the
non zero transition probability. The priority of each state is set initially to zero. Prior-
itized sweeping updates the k states having the highest priority, rather than updating
the k random state action pairs [37].

2.4.6 Real Time Dynamic Programming

The RTDP [38] applies Q learning. The computing is done on the areas, where the
agent is coherent to occupy the state space. RTDP is specific to problems in which
the agent tries to attain the particular goal state and the reward everywhere else is 0.
RTDP finds the shortest path from the start state to the target state without visiting
the unnecessary state space.



92 Thomas Rincy N. andRoopam Gupta

2.5 Ensemble Learning

Ensemble learning [39] is an imperative study in the domain of Machine Learning,
Data mining, Pattern Recognition, Neural networks, and Artificial Intelligence. The
goal of ensemble learning methods is to build the set of learners or classifiers then
merge them so that it canmake an accurate prediction, in contrast to single learner the
accurate prediction may not be good as a set of learners. There are several learners
in an ensemble learning called base learners. The goodness of ensemble learning is
that they are capable of boosting the base learners. The base learners are sometimes
called the weak learners. Therefore the ensemble learning is also called as learning
of multiple classifier systems. In this section, few important concepts of ensemble
learning techniques are discussed.

2.5.1 Boosting

Boosting [40] is an ensemble learning paradigm, which builds a strong classifier
from the number of base learners. Boosting works sequentially by training the set
of base learners to combine it for the prediction. The boosting algorithm takes the
base learning algorithms repeatedly, having the different distributions or weighting
of training data on the base learning algorithms. On running the boosting algorithm,
the base learning algorithms will generate a weak prediction rule, until many rounds
of steps the boosting algorithm combines the weak prediction rule into a single
prediction rule that will be more accurate than the weak prediction rule.

2.5.2 Bagging

BootstrapAGGregatING [41]. Bagging algorithms combine the bootstrap and aggre-
gation and it represents parallel ensemble methods. Bootstrap sampling [42] is
applied by bagging to acquire the subsets of data for training the base learning algo-
rithms. Bagging applies the aggregating techniques such as voting for classification
and averaging for regression. Bagging uses a precedent to its base classifiers to obtain
its outputs, votes its labels, and then obtains the label as a winner for the prediction.
Bagging can be applied with binary classification and multi-class classification.

2.5.3 Stacking

In Stacking [43] the independent learners are combined by the learner. The indepen-
dent learners can be called cardinal learner, while the combined learner is calledMeta
learner. Stacking aims to train the cardinal learner with initial datasets to generate
the contemporary dataset to be applied to the Meta learner. The output generated by
the cardinal learner is regarded as input features, while the original labels are still
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regarded as labels of the contemporary dataset. The cardinal learner is obtained by
applying different learning algorithms, often generating composite stacked ensem-
bles, although we can construct uniformly stacked ensembles. The contemporary
dataset has to be obtained by the cardinal learner otherwise, the dataset is the same
for the cardinal and Meta learner there is speculation of over fitting. Wolpert et al.
[44] emphasized various features for the contemporary dataset and categories of
learning algorithms for the Meta Learner. Figure 2 shows the basic architecture of
ensemble learning.

2.6 Feature Selection

Feature selection is a well-studied research topic in the field of artificial intelligence,
machine learning, and pattern recognition. Feature selection removes the redundant,
irrelevant, and noisy features from the original features of datasets by choosing
the relevant features having the smaller subdivision of the dataset. By applying the
various techniques of feature selection to the datasets, results in lower computational
costs, higher classifier accuracy, reduced dimensionality, and a predictable model.
Existing feature selection methods for machine learning fall into two broad cate-
gories. The learning algorithms that classify relevant and useful features applied to
the data are termed as the wrapper method and those evaluate the merit of features by
using heuristics based on general characteristics of data are termed as filter method
[45]. This section focuses on the characteristics of feature selection algorithms,
introduces the filter and wrapper approaches.

2.6.1 Characteristics of Feature Selection Algorithms

The feature selection algorithm does its task by performing the exploration in the
space having feature subsets, and as a result, should define the four fundamental
problems influencing the variety of the search [46].
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• Starting point. The selection of points in a feature subset space affects the direction
of the search. There are different choices to begin the search. The search space
can start with no features to successfully adding the attributes. Within the search
space, the search moves forward, the subsequent possibility is that the search
space begins with all features and adequately removes them. Another alternating
technique is to search the space in the middle and then moves outwardly from this
point.

• Search organisation. Whenever there is data having the features containing the
larger number, the searching of the feature subset within the space and time frame
is decisive. There exists a 2 N possible subsets for the N number of features. As
compared to exhaustive search techniques the heuristic search techniques aremore
practicable. Greedy hill climbing is a strategy that considers the single feature that
can consecutively be added or deleted from the current feature subset. Whenever
the algorithm favors the inclusion and elimination of the feature subset then it is
termed as forward selection and backward elimination [47].

• Evaluation strategy. The biggest challenge among the feature selection algorithms
for machine learning is the classification of feature subsets [48]. In this strategy,
the algorithm eliminates the undesirable features before the learning starts. The
algorithm applies the data having a heuristic based on general characteristics to
calculate the goodness of the feature subset. When selecting the features, the bias
of the induction algorithm should be considered. This method is called Wrapper,
which applies an induction algorithm, with re-sampling techniques to obtain the
accuracy of the feature subsets.

• Stopping criterion. An important decision of feature selection is to determine
when to terminate the searching space of feature subsets. A feature selector should
terminate the searching space of feature subsets by summing or eliminating the
features when the feature selector finds no one of its substitutes. It enhances the
quality of a prevailing feature subset. Concurrently, the algorithm may consider
carrying on, altering the feature subset until the quality of the feature subset does
not degrade.

2.6.2 Filter Methods

The earlier approaches that were introduced to feature selection are filter methods.
Filter methods apply the data that has an examining property in general to calculate
the goodness of feature subset, except a learning algorithm that evaluates the quality
of the feature subsets. Filter algorithm executes many times faster than wrapper so
there is a high probability of scaling the databases having a large number of features.
Filter does not require the re-execution for the different learning algorithms. This
strategy makes filter approaches quicker than wrapper methods. There are major
drawbacks of the filter methods such as some filter algorithm is unable to handle the
noisy data, some algorithms need the user to specify the level of noise, and in some
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cases, the features are ranked and the final choice is left to the user. In other cases,
the users need to specify the required number of features. Filter methods are applied
mainly where the data is having highly dimensionality rate. Figure 3 shows the filter
feature selector.

2.6.3 Wrapper Methods

For the selection of best feature subsets, a wrapper method applies an induction
algorithm for the feature selection.

The idea of wrapper approaches is that since induction methods are using the
feature subset it should enhance the accuracy than a separate measure that applies
distinct inductive bias [49]. Wrapper approaches are known to obtain better results
than filter methods because they are specifically adapted to the interaction between
the training data and induction algorithm. Whereas the wrapper methods are much
slower than filter methods as the wrapper methods, frequently call the induction
algorithm and reruns when a different induction algorithm is applied. Figure 4 shows
the wrapper method.

2.6.4 Principal Component Analysis

Principal component analysis (PCA) [50] is an analytical procedure that converts the
correlated variables into linearly uncorrelated variables, with the help of an orthog-
onal transformation. These are named as principal components. The PCA is a multi-
variate dimensionality reduction tool that extracts the features representing much of
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the features from the given data and thus removing the unimportant features having
less information without losing the crucial information in data. When real data is
collected, the random variables describing the data attributes are presumed to be
highly correlated. The correlation between random variables can be found in the
covariance matrix. The aggregate of the variances will give the overall variability.

2.6.5 Classification and Regression Trees

CART [51] is a binary decision tree that is constructed by splitting a node into two
child nodes repeatedly.

The whole learning samples contains at the beginning with the root node. The
basic idea behind the tree growth is to choose a split among all the possible splits at
each node so that the resulting child nodes obtained are the purest. CART algorithm
considers the univariate splits i.e. each split depends on the value of one predictor
variable. Classification analysis of the tree is performed when the predicted outcome
is the class to which the data belongs, while the regression analysis of the tree is
done when the predicted outcome can be considered as a real number.
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3 Machine Learning Based Intrusion Detection System

3.1 Intrusion Detection System (IDS)

The IDS literature history starts with a paper by James Anderson [52]. The main
challenges of the organization are to protect the information from network threats. A
string of actions through which intruder gains control of the system [53]. The main
aimof intrusion detection is to detect previously known and unknown attacks, to learn
and comply with new attacks and detect intrusions in an appropriate period. IDS are
classified according to three main approaches: Implementation, Architecture, and
Detection Methods [54]. Figure 5 shows the classification of the Intrusion Detection
System.

3.1.1 Implementation Classification

The Intrusion Detection System is mainly classified according to Host-Based Intru-
sion detection System (HIDS) and Network-Based Intrusion Detection Systems
(NIDS).

Host-Based Intrusion Detection Systems

HIDS positions the sensors at an individual host of the network sensor. It collects the
relevant information about data, based on various events. The sensor also records the
data related to system logs, registry keys, and other logs generated by the operating
system process called inspection logs or audit trail and any other unauthorized action.
TheHIDS rely heavily on inspection logs, degrading the performance of hosts related
to bandwidth which can lead to high computational costs. The HIDS is better known

IDS

Implementation

Cen-
tralized

Network 
Based

De-
Central-

ized

Distrib-
uted

Signature 
Based

Anomaly 
Based 

Hybrid 
Based 

Architecture Detection 

Host
Based

Fig. 5 Classification of intrusion detection system
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to trace malicious activities regarding specific users and also keeping a track record
of the behavior of individual users within an organization.

Network Based Intrusion Detection Systems

It collects the information from networks and checks for attacks or irregular behavior
by examining the contents and header information and flow information of all packets
across all networks. NIDS collects the information from networks examines the
contents and the header information regarding all packets in various networks and
then validates the irregular behavior of the network by verifying the various contents
and header information of various packets whether there is an attack or not. The
network sensor is having various sensors, a with built-in mechanism with attack
signatures that define rules. These sensors also allow the user to define their signature
for verifying the new attacks in the networks.

NIDS is computationally costly and also time-consuming, as it has to inspect each
flow and header level of packets from various networks, on the other side the NIDS
is operating system and platform-independent that does not require any modification
when NIDS operates. This makes NIDS more scalable and robust compared with
HIDS.

3.1.2 Architectural Classification

The architectural classification of IDS is classified into three categories:

Centralized IDS

The analysis and detection of monitored data are analyzed inside the CPU. There
are various networks and different sensors present inside the centralized IDS. Inside
the centralized IDS, different sensors monitor the data that are sent from various
networks. Whenever there is a need for expansion of the network, the central
processing unit is overloaded that is the major disadvantage of centralized IDS.

Decentralized IDS

The CPU overloading problem is solved in decentralized IDS architecture. The
multiple sensors and multiple processing units are scattered across the network. The
gathered data are send to the nearest processing unit for getting processed, before
they are sent to the main processing unit.
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Distributed IDS

In distributed IDS the work load of the CPU is distributed among all its peers. The
multiple IDS are distributed over the large network and its fundamental principle is
that the multiple intrusion detection systems will communicate through peer to peer
architecture.

3.1.3 Detection Methods

The detection methods of intrusion detection systems are classified into three major
types: Signature-based, Anomaly-based and Hybrid-based. This section discuss
various machine learning approaches used in signature, anomaly and hybrid IDS.

Signature-Based IDS

The signature-based intrusion detection system stores the previously known or
existing signature in a database and it looks for malignant activities and malig-
nant packets in the network. It measures the similarity and patterns of the attacks
within the existing signature that is saved in the database. If the similarity or pattern
is found then an alarm is generated. Signature-based IDS are accurate in detecting
the previously known attacks, but they cannot recognize the new attacks.

Some of the machine learning algorithms that were used in signature-based IDS
are Bayesian network [55], Decision Trees [56], SVM [57], ANN [58], K-NN [59],
and Graph-based approaches [60].

Anomaly-Based IDS

In anomaly-based IDS new action profiles are created and are applied to analyze
the outliers that diverge from the profiles, Chandola et al. [61]. Anomaly-based
intrusion detection system depends on analytical techniques to construct the various
attack forecast models. It has the leverage of detecting anonymous attacks that do
not have the extant signature in the database, but the major disadvantage is creating
new action profiles. Sometimes the outliers that diverge from new action profiles are
not always an attack, this creates incorrectly classified as an attack or False Positive.
Some of the anomaly-based IDS that uses various machine learning techniques are
Probability-based technique [62], Fuzzy rule classifiers using NN technique [63],
Neural Network using back propagation technique [64], One class support vector
machine [65], and K- NN [66].
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Management Server/ 
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Fig. 6 A basic architecture of intrusion detection system

Hybrid-Based IDS

The hybrid-based IDS combines both signature and anomaly-based detection
approaches to detect attacks. The main advantage of a hybrid intrusion detection
system is that it combines the existing features from the anomaly and signature-
based IDS. The downside of hybrid-based techniques is its increased execution time
of applying both matchings of signatures and anomaly detection to evaluate the
incoming of the network connections. The techniques that use the hybrid-based IDS
using machine learning techniques are combined NN and SOM [67], combining
ANN, SVM, and MARS [68], etc. Figure 6 shows the basic architecture of an
intrusion detection system.

4 Hybrid Intrusion Detection Systems

Hybrid-based intrusion detection systemswere enormously applied as they produce a
better result. The authors concluded that the hybrid-based approaches can overcome
the one approach over the other [69]. Neha and Shailendra [70] conclude that hybrid-
based IDS are relevant methods to get good accuracy and proposed, intelligent water
drops (IWD) algorithm described by Shah–Hosseini [71] based feature selection
approach. This strategy applies the IWD algorithm, an optimization algorithm that
is inspired by the nature of the selection of subset features, combined with SVM as
a classifier to evaluate the chosen features. The search of the subset is performed by
the IWD algorithm while the evaluation task of the subset is carried by the classifier.
Overall this approach reduces the total of 45 features to 10 features from the input
dataset. The proposed approach achieved a detection rate, precision, and accuracy of
99% on the KDD Cup-‘99 dataset. Arif et al. [72] introduced a Hybrid approach for
intrusion detection systems where PSO is applied to prune the node while pruned
decision trees are applied as a classification technique for NIDS. Particle Swarm
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Optimization is a population-based stochastic optimization technique based on bird
flocking andfish schooling.ThePSOalgorithmworks byhaving thepopulation called
the swarm and the potential solutions called particles. PSO performs the searching
through a swarm of particles that updates through repetitions. Each particle advances
in the direction to its previous best position and globally best position for finding the
most promising solution. The above approach applies the single and multi-purpose
particle swarm optimization algorithm. The evaluation is done on the KDD Cup-‘99
dataset. Thirty arbitrary samples of the datasets are preferred from 10% of KDD
Cup-‘99 training and testing datasets. The estimate of records in individual training,
as well as testing datasets, is 24,000 and 12,000 jointly for the evaluation purposes.
A precision of 99.98% and an accuracy of 96.65% is achieved using the above
approaches.

Ahmed and Fatma [73] applied a triple edge strategy to develop a Hybrid Intru-
sion detection system in which the Naïve Bayes feature selection (NBFS) tech-
nique has been applied for dimensionality reduction, Optimized Support Vector
Machines (OSVM) is applied for outlier rejection and Prioritized K-Nearest Neigh-
bours (PKNN) classifier is employed for classifying the input attacks. Different
datasets are applied such as the KDD Cup-‘99 dataset, NSL-KDD dataset, and
Kyoto 2006 + dataset. 18 effective features are selected from the KDD Cup-‘99
dataset having a detection rate of 90.28%. 24 features are selected from Kyoto 2006
+ dataset with a detection ratio of 91.60%. The author has compared with previous
work and has a best overall detection ratio of 94.6%. Tirtharaj Dash et al. [74] report
two new hybrid intrusion detection methods that are gravitational search (GS) and
sequence of gravitational search and particle swarm optimization called (GSPSO).
Gravitational search is a population-based heuristic algorithm that is based on mass
interactions and the law of gravity. It comprises of search agent who interacts among
each other with heavier masses by the gravitational force and its performance is eval-
uated by its mass. The slow movement of the search agent assures the good solution
of the algorithm. The combinational approach has been carried out to train ANN
with models such as GS-ANN and GSPSO-ANN. The random selection of 10%
features is selected for training purposes, while 15% is used for testing purposes is
applied successfully for intrusion detection purposes. The KDDCup-‘99 dataset was
applied as a metric for calculation. Normalisation of dataset was done for uniform
distribution by MATLAB. An average detection ratio of 95.26% was achieved.

Yao andWang [75] introduced a hybrid framework for IDS, K-Means algorithm is
employed for clustering purposes. In the classification phase, manymachine learning
algorithms (SVM, ANN, DT, and RF) which are all supervised learning algorithms
are compared on different parameters. The supervised learning algorithm has various
parameters for different kinds of attacks (DoS, U2R, Probe, and R2L). The proposed
hybrid algorithmhas achieved an accuracy rate reaching96.70%on theKDDCup-‘99
dataset. Alauthaman et al. [76] proposed a technique of peer to peer, bot detection
based on an adaptive multilayer feed forward neural network in cooperation with
decision trees. CART is used as a feature selection technique to prefer the relevant
features.With all those features, amultilayer feed-forwardNN trainingmodel is built
applying the resilient back-propagation learning algorithm.Network traffic reduction
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techniques were applied by using six rules to pick themost relevant features. Twenty-
nine features are selected from six rules. The proposed approach has an accuracy rate
of 99.20% and a detection rate of 99.08% respectively on ISOT and ISCX datasets.

Sidra and Faheel [77] introduce a genetic algorithm, which is based on vectors.
In this technique vector chromosomes are applied. The novelty of this algorithm is
to show the chromosomes as a vector and training data as metrics. It grants multiple
pathways to have the fitness function. Three feature selection techniques are chosen,
linear correlation-based feature (LCFS), modified mutual information-based feature
selection (MMIFS), and forward feature selection algorithm (FFSA). The novel algo-
rithm is tested in two datasets (KDD Cup-‘99 and CDU-13). Performance metrics
show that vector-based genetic algorithm has a high DR of 99.8% and a low FPR of
0.17%. Saud and Fadl [78] introduced an IDS model applying the machine learning
algorithm to a big data environment. This paper employs a Spark-Chi-SVM model.
ChisqSelector is applied as a feature selection method and constructed an IDSmodel
by applying the SVM as a classifier. The comparison is done with Spark Chi-SVM
classifier and Chi- Logistic regression classifier. KDD Cup-‘99 dataset is applied for
the metrics evaluation process. The result shows Spark Chi-SVM model has good
performance having an AUROC of 99.55% and AUPR of 96.24%. Venkataraman
and Selvaraj [79] report the hybrid feature selection structure for the efficient classi-
fication of data. The symmetrical uncertainty is employed to find the finest features
for classification. The Genetic algorithm is applied to find the finest subset of the
features with greater accuracy.

The author combined (SU-GA) as a hybrid feature selector.Matlab andWeka tools
are applied to develop the proposed hybrid feature selector. Different classification
algorithm (J48, NB, SMO,DT, JRIP, Kstar, Rand Frst,Multi Perptn,) are used to clas-
sify different attacks. The average learning accuracy with Multi Perpn and SU-GA
is highest having 83.83% on the UCI dataset. Neeraj et al. [80] applied knowledge
computational intelligence in network intrusion detection systems. This paper intro-
duces an intelligent and Hybrid NIDS model. This model, then integrates the fuzzy
logic controller, multilayer perception, adaptive Neuro-Fuzzy interference system,
and a Neuro fuzzy genetic. The proposed system has trio modules collector, analyser,
and predictor modules for gather and filter network traffic, classifying the data, and to
prepare the final decision in assuming knowledge on the accurate attack. The exper-
iment is performed on the KDD Cup-‘99 dataset and achieved a false alarm detec-
tion accuracy of 99%. Akash and Khushboo [81] implemented a hybrid technique.
DBSCAN is applied for choosing the enhanced features for IDS and eliminating
the noise from data. Based on Euclidean distance and minimum number of points
DBSCAN groups together the points that are close to each other. For grouping data,
K means clustering is proposed. SMO (sequential minimal optimization) classifier
is implemented for classification purposes. The experimental setup is performed on
the KDD Cup-‘99 dataset with certain attributes. The approach DBKSMO achieved
an accuracy of about 98.1%. MATLAB and WEKA tools are applied to execute the
full process.

Rajesh and Manimegalai [82] introduced an Effective IDS applying flawless
feature selection outlier detection and classification. The author employs a feature
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selection technique named intelligent flawless feature selection algorithm (IFLFSA)
to select the finest number of features that are effective for identifying the attacks.
To identify the outliers from the dataset, an entropy-based weighted outlier detection
(EWOD) approach is applied. An intelligent layered technique is employed for effi-
cient classification. The KDD Cup-‘99 dataset is applied for experimental purposes.
The comprehensive detection accuracy wraps the detection accuracy on four cate-
gories of attacks namely DoS, Probe, U2R, and R2L. The detection accuracy of the
suggested system has achieved the rate of 99.45%. Unal et al. [83] implemented
a hybrid approach for IDS using machine learning approaches. Naive bayes, K-
Nearest neighbor is used for classification purposes, while random forest and J-48
algorithm are used as a decision tree to train the algorithm on different types of attack.
The author proposed a CfsSubsetEval approach and WrapperSubsetEval as the two
feature selection techniques. NSL-KDD dataset is used as an evaluation process.
The overall accuracy of 99.86% is obtained on all types of attacks. Pragma et al.
[84] introduce a hybrid IDS to the hierarchical filtration of anomalies (HFA). This
work proposes an ID3, a decision tree, which is employed for classifying data into
corresponding classes. K-NN is used to assign the class label to an unknown data
point that is based on its class labels of the k nearest neighbors. Isolation forest is
introduced to isolate an anomaly against normal instances. The proposed algorithm
(HFA) is performed on the NSL-KDD dataset and KDDCup-‘99 dataset. The overall
performance on the KDDCup-‘99 dataset, has an accuracy rate of 96.92%, detection
ratio of 97.20% and FPR of 7.49%. The proposed algorithm performance with the
NSL-KDD dataset has an accuracy rate of 93.95% has a detection ratio of 95.5%, and
an FPR of 10.34%. Sushruta and Chandrakanta [85] report a new approach named
BFS-NB hybrid model in IDS. This paper proposes the best first search technique for
dimensionality reduction and was employed for an attribute selection technique. The
Naïve Bayes classifier is implemented as a classification technique and to improve
the accuracy of identifying the intrusions. The BFS-NB algorithm is performed on
the KDD dataset gathered from the US air force. The classification accuracy of
the BS-NFB is 92.12% while sensitivity and specificity analysis of 97 and 97.5%
is achieved. Table 1 depicts the Taxonomy of the latest hybrid intrusion detection
methods.

5 Evaluations of Intrusion Detection System

This section describes the features of KDD Cup-‘99, NSL-KDD, and Kyoto 2006 +
datasets and different metrics to classify the performance of the IDS.
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5.1 KDD Cup-‘99 Dataset

The KDDCup-‘99 is an extensively used dataset in the field IDS. KDDCup-‘99 data
is captured from the DARPA 98, IDS evaluation program. The entire KDD Cup-‘99
dataset comprises 4,898,431 single connection records; each contains 41 features
classified as normal or attacks. KDD Cup-‘99 dataset classifies the attacks into four
types, namely Probe, User to Root, Denial of Service, and Remote to Local [86].

• Probe. The intruder gathers the knowledge from the networks or hosts scans the
whole networks or hosts that are prone to attacks. An intruder then exploits the
system vulnerabilities by looking at the known security breaches so that the whole
system is compromised for malicious purposes.

• Denial of Service (DOS). This kind of attack results in the unavailability of
computing resources to legitimate users. The intruder overloads the resources,
by making the computing resources busy, so that genuine users are unable to
utilize the full resources of the computer.

• User to Root (U2R). The intruder tries to acquire the root access of the system
or the administrator privileges by sniffing the passwords. The attacker then looks
for the vulnerabilities in the system, to acquire the gain of the administrator
authorization.

• Root to Local (R2L). The intruder attempts to gain access to the remote machine,
which does not have the necessary and legal privilege to access that machine. The
attacker then exploits the susceptibility of the remote system, tries gaining access
rights to the remote machine. Table 2 describes the categories of attack and attack
names.

The KDD Cup-‘99 intrusion datasets mainly consist of three components: The
entire KDD Cup-‘99 dataset consists of the examples of normal and attack connec-
tions, 10% KDD dataset consists of the data, which aims for training the classifiers,
and the KDD test dataset for the testing of classifiers. Table 3 describes the dataset
features.

The connection features can be classified into four categories namely:

• Basic features. It is accessed from the header of the packet, without inspecting the
packet contents, such as (protocol type, duration, flag, service, and the number of
bytes that are sent from the source to the destination and contrarily).

Table 2 Four categories of attack

Category of attack Attack name

Probe satan, portsweep, nmap, ipsweep

DoS neptune, back, smurf, land, teardrop, pod

U2R (User to Root) perl, loadmodule, buffer_overflow, rootkit

R2L (Remote to Local) warezlient, spy, warezmaster, multihop, guesspasswd, phf, imap,
ftp_write
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Table 3 KDD Cup-‘99 Dataset Features

Index Feature name Description

1 Duration Connection length

2 protocol_type Protocol types (TCP, ICMP, and UDP)

3 Service Mapping of destination port to the service (ftp, telnet,
http…)

4 Flag Connection status

5 src_bytes Source to destination. (Total number of bytes)

6 dst_bytes Destination to source. (Total number of bytes)

7 Land If the address of the source and destination are same from
the place, then it is = 1/otherwise 0

8 wrong_fragment Indicates the number of the wrong fragments

9 Urgent Indicates the number of the urgent packets

10 Hot Indicates the number of the hot indicators

11 num_failed_logins No. of failed attempts at login

12 logged_in If logged in = 1/if login failed = 0

13 num_compromised It indicates the compromised states

14 root_shell With a root account a command interpreter is running
then root shell = 1/otherwise its 0

15 su_attempted su is attempted = 1/otherwise its 0

16 num_root Number of times the root is accessed

17 num_file_creations To create new files, the number of operations used

18 num_shells Number of command interpreters that are active

19 num_access_files Number of operations to create the file

20 num_outbound_cmds In the ftp sessions the number of outgoing commands

21 is_host_login If the login is on the host login file list then, is host login
= 1 /otherwise it is 0

22 is_guest_login If a guest logs into system then, is guest login = 1/
otherwise it is 0

23 Count At a given interval, the number of connections to the
same host as the current connection

24 srv_count At a given interval, the number of connections to the
same service as the current connection

25 serror_rate SYN errors with proportion of connections

26 srv_serror_rate SYN errors with proportion of connections

27 rerror_rate REJ errors with proportion of connections

28 srv_rerror_rate REJ errors with proportion of connections

29 same_srv_rate Same services with proportion of connections

30 diff_srv_rate Different services with proportion of connections

31 srv_diff_host_rate Different hosts with proportion of connections

(continued)
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Table 3 (continued)

Index Feature name Description

32 dst_host_count Same destination having the number of connections

33 dst_host_srv_count Same destination that apply the same service having the
number of connections

34 dst_host_same_srv_rate Same destination that apply the same service having the
number of connections

35 dst_host_diff_srv_rate Different services having same host, has the number of
connections

36 dst_host_same_src_port_rate System having same source port has the number of
connections

37 dst_host_srv_diff_host_rate Same service incoming from different hosts having the
number of connections

38 dst_host_serror_rate Host having a S0 error has the number of connections

39 dst_host_srv_serror_rate The host and the specified service having S0 error have
the number of connections

40 dst_host_rerror_rate The host having an RST error has the number of
connections

41 dst_host_srv_rerror_rate The host and the specified service having an RST error
have the number of connections

• Content features. It is decided by investigating the details of the TCP packet
(number of failed attempts to login the computer).

• Traffic features. The features are calculated in proportionate to window intervals.
It is further divided into the same service features and same host features. The
same service features it analysis the connections in last two seconds having the
same service as a present connection. The same host features, it analyses the
connections in the last two seconds of the host having the same destination as its
present connection and then computes the stats of the protocol behavior.

• Time features. The same service features and same host features and are also called
time-based features. The time features decide the length of time from the source
IP address to the destination IP address.

5.2 NSL-KDD Dataset

KDD Cup-‘99 datasets are having several redundant records and duplicate records.
The redundant record is having an overall 78% and duplicate records have an overall
75%. This redundancy and duplicity prevent it from classifying the other records
[87].

A contemporary NSL-KDD dataset was proposed [88] that does not include the
redundant and duplicate records in training and testing data [89], which helped
in overcoming the redundancy and duplicity issue. There is a total 37 attacks in
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Table 4 NSL-KDD: Number of instances in training and test data

Attack
Classes

Total number of instances in the training
set

Total number of instances in the test set

DoS land (18), teardrop (892), pod (201),
neptune (41,214), smurf (2,646), back
(956)

neptune (4,657), pod (41), smurf (665),
apache2 (737), worm (2), mailbomb (293),
processtable (685), udpstorm (2), teardrop
(12), land (7), back (359)

Probe portsweep (2,931), ipsweep (3,599),
nmap (1,493), satan (3,633),

satan (735), ipsweep (141), nmap(73),
portsweep (157), mscan (996), saint (319)

R2L guess_passwd (53), ftp_write (8), imap
(11), phf (4), multihop (7), warezmaster
(20), warezclient(890), spy(2)

ftp_write (3), phf (2), warezmaster (944),
snmpguess (331), httptunnel (133), named
(17), guess_passwd (1,231), imap (1),
multihop (18), xlock (9), snmpgetattack
(178), xsnoop (4), sendmail (14)

U2R buffer_overflow (30), rootkit (10), perl
(3), loadmodule (9)

rootkit (13), loadmodule (2), perl (2),
sqlattack (2), xterm (13), ps (15),
buffer_overflow(20)

Total 58,630 12,833

the testing dataset out of which 21 different attacks are of training dataset and the
remaining attacks are available only for testing the data.

The attack classes are categorized into DoS, Probe, R2L, and U2R categories. In
the training data, the normal traffic consists of 67,343 instances having an overall of
125,973 instances. In test data the normal traffic consists of 9711 instances, having
an overall of 22,544 instances. Table 4 depicts the total stats of instances in training
and test data.

5.3 Kyoto 2006 + Dataset

The Kyoto 2006 + dataset consists of original data that is captured from network
traffic data between the years 2006 and 2009. The new version consists of further data
collected from the year 2006 to 2015. This dataset is taken by applying the email
server, honey pots, dark net sensors, and WebCrawler [90, 91]. The authors have
employed various types of darknet, honeypots on five of the networks in indoors
and outdoors of the Kyoto University and from the honeypots, the traffic data is
possessed.

There are 50,033,015 normal session, 43,043,225 attack sessions and 425,719
sessions relevant to unknown attack. The author’s extracted 14 statistical features
from the honeypots of 41 features from the KDD Cup-‘99 dataset. Table 5 shows the
statistical features of the Kyoto 2006 + dataset, which is taken from the dataset of
KDD Cup-‘99.

Besides, the authors also obtained ten features extra, which facilitate the authors to
further examine, what kind of attacks appear on computer networks. The redundant
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Table 5 Statistical features in the Kyoto 2006 + dataset derived from the KDD Cup-‘99 dataset

Index Feature name Description

1 Duration Connection length (in number of seconds)

2 Service Connection service types such as (http, telnet, etc.)

3 Source bytes The source IP address that sends the number of data
bytes

4 Destination bytes The destination IP address that sends the number of data
bytes

5 Count For past two seconds, the number of connections having
same for Source and destination IP address for current
connection

6 Same_srv_rate Identical service having the count feature with
proportion of connections

7 Serror_rate ‘SYN’ errors having the count feature with proportion
of connections

8 Srv_serror_rate ‘SYN’ errors having the service count with proportion
of connections

9 Dst_host_count Between the past 100 connections whose destination IP
address is same to the current connection, the number of
connections having source IP address is same to that of
the current connection

10 Dst_host_srv_count Between the past 100 connections whose destination IP
address is same to that of the current connection, the
number of connections having service type is same to
that of the current connection

11 Dst_host_same_src_port_rate Source port having the same of the current connection in
Dst_host_count feature with proportion of connections

12 Dst_host_serror_rate ‘SYN’ errors having Dst_host_count feature with
proportion of connections

13 Dst_host_srv_serror_rate ‘SYN’ errors having Dst_host_srv_count feature with
proportion of connections

14 Flag The connections state at the time of which connection
was written

and insignificant features, content features are ignored as they are unsuitable and
time consuming for NIDS to obtain without domain knowledge. Table 6 depicts the
additional features of the Kyoto 2006 + dataset.

5.4 Performance Metrics

This section describes various performance metrics used to validate the results in
IDS. Those metrics indicate all the measurements that are used by researchers to
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Table 6 Additional features in Kyoto 2006 + dataset

Index Feature name Description

1 IDS_detection It indicates that if IDS is started an alarm for the
connection. ‘0’ indicates that alarms are not triggered
and an Arabic numeral indicates various kinds of alarms.
Parenthesis implies the same amount of alarm

2 Malware_detection It specifies that if malware was noticed at the connection.
‘0’ indicates that malware was not noticed, and string
implies the identical malware noticed at the connection.
Parenthesis implies the amount of similar malware

3 Ashula_detection It indicates if exploit codes and shellcode were applied in
connection. ‘0’ indicates no exploit code and shellcode
were observed, and an Arabic numeral implies the
distinctive types of the exploit codes or shellcodes.
Parentheses indicate the same figure of exploit code or
shellcodes

4 Label It means that, there was attack in the session or not ‘1’
indicates as normal. ‘−1’ means familiar attack was
observed in the session, and ‘−2’ indicates unidentified
attack was observed in the session

5 Source_IP_Address It indicates that source IP address is utilized in session

6 Source_Port_Number It implies that the source port number is utilized in the
session

7 Destination_IP_Address It implies that the destination IP address is utilized in the
session

8 Destination_Port_Number It implies that the destination port number is utilized in
the session

9 Start_Time It implies that at which moment the session was started

10 Duration It indicates the total time duration when the session is set

prove the results obtained in any of: True positive (TP), True negative (TN), False
negative (FN), False positive (FP) [92].

5.4.1 Confusion Matrix

It is known as error metrics, allowing the correlation between predicted and actual
classes. It is important for measuring the accuracy, recall, precision, specificity, and
ROC, AUC curve. It helps in the visualisation performance of the algorithms and it
is often applied to depict the performance of the classifier on the testing dataset.

Class Predicted positive class Predicted negative class

Actual positive class FN TP

Actual negative class TN FP
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5.4.2 Accuracy

The ratio of true predictions, precisely classified instances, calculated by:

Accuracy = TN + TP

(TN + TP + FN + FP)

5.4.3 Error Rate

The ratio of all the predictions made, which aremaliciously classified: It is calculated
by:

ER = 1 − Acc.

5.4.4 True Positive Rate

It is termed as the intrusions that are accurately classified as an attack by the IDS. It
is also called recall, sensitivity, or detection rate. It is calculated by:

TPR = TP

FN + TP

5.4.5 False Positive Rate

It is the regular patterns that are wrongly identified as an attack. It is also called a
false alarm rate is given by:

FPR = FP

TN + FP

5.4.6 True Negative Rate

It is the regular patterns that are correctly identified as normal. It is also known as
specificity given by:

TNR = 1 − FPR.
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5.4.7 False Negative Rate

It is termed as the intrusions that are wrongly identified as normal. It is calculated
by:

FNR = 1 − TPR.

5.4.8 Precision

It is the amount of behavior precisely classified as an attack. It is calculated by:

Precision = TP

(FP + TP)

5.4.9 F-measure

It is the measurement of accuracy tests. It is described as the weighted harmonic
mean of the precision and recall and it also called as f-value or f-score:

FM = 2 × recall × precision

recall + precision

5.4.10 Matthews’s Correlation Coefficient

It is used only in the binary intrusion detection system in which it computes the
observed and predicated binary classification. It is calculated by:

MCC = (TP × TN) − (FP × FN)√
(TP + FN)(TP + FP)(TN + FN)(TN + FP)

The detection achievement of IDS is classified using the area under curve (AUC)
and receiver operating characteristic (ROC). ROC reveals the changes in detection
ratio with contrast in the internal verge to produce a low or high false positive rate.
If AUC values are larger, then the classifier performance will be better. Another
important metric that are considered in the evaluation of IDS is CPU consump-
tion, its throughput, and power consumption which may run on different hardware
configuration on high speed networks with or without the limited number of the
resources.
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6 Research Opportunities

The inception of Intrusion Detection Systems has started in the year 1980, numerous
literature studies have presented on this topic to date, there exists a vide varieties
of research opportunities in this field. Some of the research opportunities are listed
below.

• Trusted IDS. There is a demand to develop a dependable intrusion detection
systems that accurately classifies the novel intrusions, such a degree that it can be
efficiently trustedwithout or little human interventions as possible. The robustness
of IDS still needs further investigation to new evasion techniques.

• Nature of Attacks. The knowledge information about the nature of new intrusion
attacks needs to be continuously studied and updated frequently, as the attackers
are motivated enough and try different ways to intrude the IDS systems. Updating
the knowledge of new attacks helps in preventing the new attacks that penetrate
the IDS systems.

• The efficiency of IDS. One of the major concerns about IDS that exists today
is its run time efficiency. There is a concern about IDS, that it consumes more
resources results in degrading the IDS performance. The need of the hour is to
develop efficient IDS that is computationally inexpensive and consumes fewer
resources without affecting the performance factors of IDS.

• Datasets. NSL-KDD, Kyoto 2006 +, and KDD Cup-‘99 are considered as the
benchmark datasets in the field of IDS, still one needs to evaluate the performance
of IDS on other datasets such as CAIDA, ISCX,ADFA-WD,ADFA-LD, CICIDS,
BoT-IoT, etc. Evaluating the performance of IDS in different datasets helps us to
know the actual performance of IDS on different environments.

7 Conclusion

In this study, an analysis of various intrusion detection systems that applies the various
machine learning techniques was observed. Different hybrid machine learning-based
intrusion detection techniques, proposed by various researchers have been analyzed.
The outcome of the results and observing various parameters such as accuracy, detec-
tion rate, and false positive alarm rates are the most important contributions of this
study. The study of theKDDCup-‘99, NSL-KDD, andKyoto 2006+ dataset, with its
different parameters, are discussed in this article. Finally, observation of the various
performance metrics used for evaluation of results in intrusion detection systems
is analyzed. By observing various parameters in this article it is concluded that “A
Network Hybrid Model for Intrusion Detection System” was an efficient one.
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