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Abstract

There has been a tremendous growth in banking and
finance sectors. With this growth, the ease to access of
sanction loan has increased because many people are
applying for loans. The problem here is that bank has
only limited number of resources and capital, which the
bank can distribute among the customers. The whole task
of categorizing to whom the bank should sanction loan
and to whom it should not has become a difficult task for
the bankers. Generally, bank undergoes a rigorous
procedure for verifying the customer to sanction loan.
This procedure may take a week’s time or two. The
drawback here is that the customer needs to wait for two
whole weeks to know whether he/she is deserving or not.
In this paper, we have reduced the risking factor of banks
behind finding the appropriate person for loan approval
by the bank. We even reduce the time of loan approval
analysis. We first use data mining techniques to analyze
previous records to which the bank has already sanctioned
loan based on the analysis made out of these records we
train the deep learning model. The new data is treated as
testing data, and the output of the customer is calculated
accordingly.
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1 Introduction

Nowadays, distributing loans has been the integral business
sector of almost every bank. The important aspect of assets
used in banking directly comes from the profit earned from
the loans. The best step of any banking system is to identify
the worthy stakeholders from which they can get maximum
profit from the investment in the assets. The field of banking
is affecting the lives of the loan holder by its services.
Financial companies grant loan after a rigorous process of
verification and validation, but still there is no surety that the
loan being granted to the deserving candidates out of all the
applicants. Through in our proposed approach, we can pre-
dict whether that particular applicant is provided loan
sanction service or not. The entire process of validation of
features is calculated automatically by deep learning
algorithms.

Our paper prediction of loan scoring strategies using deep
learning classifier for banking system provides a solution for
the bank employees as well as for the applicant who is
seeking for a loan. In this paper, we provide a simple and
fast way to the bank employees to choose the deserving
applicant from the number of applications. The proposed
approach can calculate the values of every parameter taking
part in loan scoring strategies on new test data same
parameter are processed with respect to their related values.
We also used time constraint which can be set for all loan
application to check whether the loan can be approved or not
for a person. In the current situation, the success and failure
of banking system directly depend the analysis of credit risk.
If the bank could not collect the amount back from the loan
person properly, this will lead a loss to bank. Hence, cal-
culating credit risk plays a vital role to be managed by the
bank (Sudhamathy & Jothi Venkateswaran, 2016). Loan
scoring strategies are two types: First is application scoring
and the second one is behavioral scoring. In application
scoring, classifiers are identified from the loan applications
to calculate score. The classifiers are ‘good’, ‘bad’, ‘risk’,
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‘high risk’ group. In the behavioral scoring, the classifier
depends on the customer payment history and personal
information (Babu & Satish, 2013; Laha, 2007). The
important part of the banking industry is to measure and
minimize the risk associated with a financial loss. For cal-
culating the risk, our model uses risk evaluation model
(Arutjothi & Senthamarai, 2016, 2017). The use of classi-
fication and prediction is the important key points for the
proposed approach. In the current scenario, deep learning-
based methods provide a very good accuracy for prediction
models. In our proposed work, we will be using the decision
tree techniques of deep learning to build this prediction
model to predict loan scoring analysis because decision tree
gives very good accuracy in the prediction.

The prime objective of this paper is we have to use data
mining techniques to analyze previous records to which the
bank has already sanctioned loan. Based on this analysis, we
trained our deep learning-based model to predict the loan for
a decision. The main objective of this paper is to predict
whether the loan can be sanctioned to a person or not. To
support the proposed approach, we are using data collection,
deep learning models, training of the proposed model,
logistic regression and testing. We have also compared dif-
ferent machine learning classification models based on the
data collected and selected the best model, which gives a
good accuracy. In this paper, the proposed deep learning
algorithm is used to check whether the person can avail the
facility of loan or not by calculating the data with the help of
logistic regression classifiers which gives the accurate result
for the prediction. Our proposed approach gives benefit to
both parties for customer; it reduces the time period of loan
approval and for bank employees it reduced the risking
factor of bank in behind finding the appropriate person for
loan approval by the bank.

This research paper is organized as follows: Sect. 1
shows the introduction of the loan prediction and deep
learning algorithm. The Sect. 2 provides the literature
review of deep learning and prediction models. In the
Sect. 3, we have shown the proposed work. Section 4 gives
result analysis and scope of the research in the fields of loan
prediction. Finally, the Sect. 5 concludes the research article.

2 Literature Survey

In the literature review, we have gone through various
research papers for prediction of loan. We find many data
mining algorithms for the prediction of loan using different
tools. We also read the research papers in which the mini-
mum required parameter explained for the prediction. We
have identified risk assessment and entropy the important
issues in the financial institutions such as banking system.
Prediction of loan scoring strategies is widely analyzed using
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classification methods. It uses feature selection technique to
remove the irregularity of the attributes. Abddmoula applied
K-NN classifier on the Tunisian commercial loan dataset
which gives about 88.63% of classification rate. Bach
(Abdelmoula, 2015) in his paper highlights on loan
decision-making systems with several feature selection
techniques and classifiers in which evaluator-based system
provides highest accuracy than other feature selection tech-
niques. Arutjothi proposed a new credit scoring model,
which uses the hybrid feature selection method which has a
strong mathematical basis, but also has higher accuracy and
effectiveness. Nikhil Madane et al. proposed a paper loan
prediction using decision tree they make use of decision tree
induction algorithm for implementing a model and review
credit scoring of mortgage loans for the applicants. This
credit score helps in sanctioning of the loan; hence, its
assessment is mandatory. The model is used to predict a safe
for loan sanctioning using Kaggle dataset. Om Prakash
Yadav et al. proposed a paper on loan prediction in which
they have tried to evaluate the credit risks and to identify the
loan repayment prediction using decision tree algorithm
(Bach et al., 1997; Kumar & Goel, 2020). Arun et al. (2016)
focus to reduce the efforts of bank employees by generating
a model by various machine learning algorithms and
explained which of the methods can be accurate. To sum up
in one line, all research articles explained in literature review
use different algorithms such as min-max normalization,
KNN algorithm for the prediction of loan which gives
75.08% accuracy result.

Logistic regression is used to predict the probability of an
outcome that can only have two values (Madanel & Nanda,
2019). The prediction is based on the use of one or several
predictors. It produces a logistic curve, which is limited to
values between 0 and 1. Logistic regression is a classifica-
tion algorithm used to assign observations to a discrete set of
classes. For data cleaning process, various methods are used;
one of the important method is Bayesian technique. In this
method, missing values can be filled by calculating nearest
neighbor values and can be identified by regression.
Regression is a technique which uses Bayesian classification
along with decision tree. This method is the first choice of
the researcher for predicting the missing values. By making
a good decision, it results in finding out more accurate data
entry for missing values (Nisbet et al., 2009; North, 2012;
Pujari, 2001). To convert large volume of dataset into
smaller volume, data reduction methods are used which
preserve data integrity (Han et al., 2012). The dataset may
contain various repeated attributes so there is a need for
removing the redundant attributes. The selection of neces-
sary attribute is done by a mechanism known as feature
selection which is used to decrease the dataset by discarding
the irrelevant attributes (Gupta, 2014; Raudenbush &
Anthony, 2002; Whitney 1971; Witten et al. 2016). In our
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Fig. 1 Linear regression versus logistic regression

country India, the number of loan application drastically
increased in recent years. The major problem experienced by
the bank employees is they are not able to take decision about
loan approval or analysis whether the customer can pay back
the amount or not. Currently, all commercial banks are trying
to find out effective way to motivate customers for applying
their loans. The other problem is with the sanctioned loan,
there are some customers who did not shows a positive
response once their loan application gets approved. Our pro-
posed approach gives a solution to prevent these situations;
banks must find some models to predict customer’s behaviors.
Machine learning-based techniques give a good performance
for this purpose. Figure 1 shows the comparison difference
between linear regression and logistic regression.

There is a need for increasing the accuracy in prediction
of loan approval in banking sector. Therefore, this paper
presents a deep learning-based algorithm by using logistic
regression along with minimizing the risk factor for the
prediction of loan in commercial banks. We cannot say
which model is best because model has its own specification
and accuracy depends on data provided to it. Kumar et al.
(Kumar & Srivastava, 2020; Kumar et al., 2019) proposed
an object detection method for blind people to locate objects
from a scene. They have used machine learning-based
methods along with single SSMD detector algorithm to
develop the model (Raman & Krishna, 2013; Dugyala et al.
2016).

3 Loan Scoring Strategies Using Deep
Learning

The model used in our research work focuses on predicting
the credibility of user for loan repayment by analyzing their
behavior. Customer behavior is the input provided into the
model, and the output is a decision whether to sanction or
reject loan using data analytics tools. The process of predict
loan approval required to train the data using deep learning
algorithms and then compare past customer data with trained
data for making a decision. The collected datasets may
contain missing values, corrupted data and anomalies in the
data, which needs to be properly managed or discarded. The
collected dataset uses many attributes that define the
behavior of the customers. In this section, we have provided
the prediction of loan scoring strategies using deep learning
algorithm for banking system for that we have used impor-
tant parameter such as risk analysis, entropy and logistic
regression. Figure 2 shows the system model used for
prediction.

In this approach, we are using data collection, deep
learning models, training of the model, logistic regression,
dataset, validation and testing. Our model will help the
bank employees to predict the trustworthy persons who
have applied for a loan, thus increasing the chances of
retaining their loans in time by using decision tree. The
process includes first the bank manager will verify the
customer’s eligibility for loan using proposed model while
giving some basic information of the customer. Second the
customer can also check loan eligibility by providing
required information, and in response, he will receive email
whether he is eligible for loan or not. Hence, there is no
need for the customer to visit bank many times leads in
time saving for the customers. The entire process of loan
prediction can be understood form the system model shown
in Fig. 3.

Figure 3 shows a model used for prediction of loan
scoring strategies using deep learning algorithm. First, data
collection is performed for training and testing purpose for
loan prediction. Second, after data collection the trained
model is prepared using the k-means algorithm. Lastly, we
have provided the test datasets for the model to make a

Define the Transformdata Trained a model Predict the
problemand Prepared a : . :
supply as an daiset into meaningful based on resultusing

inpot dataset requirement trained model

Fig. 2 System model used prediction
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Fig. 3 Model used for prediction of loan scoring strategies using deep
learning algorithm

prediction. The scheme is used to identify the defaulters who
did not pay loan on time. K-means algorithm helps in the
process of classification of dataset.

3.1 Data Collection
Data collection refers to the previous data records of the
customers to whom the loan was sanctioned collected.

3.2 Training of Model

The collected data given to deep learning model as input is
termed as training data. In this, we analyzed various fields of
collected data and find out the attributes used in the records.
We first trace out the missing data and fill them with
appropriate values.

3.3 Testing

We supply the new records to deep learning model and fetch
output for the same. The output obtained would be based on
the conclusions made out of previous data.

3.4 Dataset

The dataset includes different types of training dataset, val-
idation dataset and test dataset. In the training dataset,
sample of data is used to fit the model. This is the actual
dataset that we use to train the model. The validation dataset
is sample of data used to provide an unbiased evaluation of a
model. The test dataset is the gold standard used to evaluate
the model.

3.5 Validation

In validation dataset, we consider various parameters such as
loan status as Yes or No. For testing, we consider some
sample data and test the data to check the desired output.

3.6 K-Means Algorithm

Applying of k-means yields £ which supports the original n
data points. These are more similar to each other that belong
to the other clusters. This technique is used for dynamic
clustering.

10 =33 (Ul x— v 1)

i=1 j=1

(1)

The following are steps used in the process of loan
prediction.

Step  We have to load dataset into the classification

1 model

Step  Perform the pre-processing on the dataset. The data

2 sets may contain missing values, corrupted data and
anomalies in the data

Step  Classify the customer into different cluster classes
3 based on customer behavior

Step  Feature selection performed on the dataset while
4 considering certain important attributes

Step  Build a prediction model using deep learning

5 algorithm

Step  Make a prediction for loan approval.

6

In loan scoring strategies using deep learning, a data mining
technique is used for identifying the classifier. This classifier
can make a good decision from the input set to correctly
predict an accurate class based on trained dataset and should
be able to learn complex patterns. The proposed scheme
consists of data collections, pre-processing, feature selection
and prediction phases. Deep learning-based algorithms are one
of the mostly used methods for loan prediction (e.g., worthy,
not worthy, cannot say and risky) (Kumar et al. 2020; Yadav
& Soni, 2019). We had developed deep learning-based model
which uses K-means algorithm for decision making for mak-
ing a prediction. The main aim of the proposed model is to
predict loan approval with high accuracy.

4 Result Analysis

In this section, we have discussed the result of our proposed
approach. We can predict the status of a loan application for
the customer applied for the loan by providing all the
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Fig. 4 Status of loan to approve or not using training dataset
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Fig. 5 Status of loan to approve or not using actual dataset

attributes into our model. We also have test cases in which
we predict the number of customer deserving for loan
sanction by supplying the testing data to our model. Since
we have used the logistic regression algorithm, the output of
the data would be binary, i.e., yes or no or 1 or 0. The testing
data is stored in a variable called prediction variable.
Figures 4 and 5 demonstrate the performance of the
proposed model using test dataset and actual dataset. The
model uses k-means algorithm to take decision and logistic
regression to detect accurate result. The model also tells us
whether to approve or reject a loan application applied by a
customer. This model stores a table of trustworthy and
defaulter customer from the previous datasets. The bank
employees can use this model to reduce the risk of
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investment failure by providing loan services to the
defaulters and even reduce the time period of loan approval
analysis. Our model gives correctly 81.3% performance
while applying on test dataset.

Figure 6 represents histogram graphs for the various
attributes for the loan approval. These histogram graphs
contain number of people on the y-axis and loan approval
attribute on the x-axis. These graphs give us a rough idea
that how the customer details are directly or indirectly
related to loan sanction. These graphs are plotted using
Matplotlib library. Table 1 represents the description of each
features used in the dataset. These feature selection is very
crucial and used to judge the behavior of the customer
applied for loan approval. The proposed model can predict
whether to approve or reject the loan application. Heap map
is used which describes the attributes of customer for loan
prediction, and they are correlated with each other. The
graph describes attributes like credit history, loan amount
term, loan amount, etc.

5 Conclusion

In this paper, we have provided a solution for bank
employees to predict loan approval for a particular cus-
tomer using the trained model. The prime aim of prediction
of loan scoring strategies is to classify and analyze the
nature of the loan applicants. The graphs generated during
data visualization phase give more clarity about the pre-
diction. These graphs also provide the information about
short-term loan identified, as most preferred by majority of
the loan applicants. Prediction of loan scoring strategies
helps banking sector for predicting the future of loan and its
status. This enables bank employees to take action in the
initial days for loan approval. The proposed approach
would be very useful to the banking system for better tar-
geting and acquiring new customers. The said model gives
vital information to avoid a big financial loss for the
banking institutions. The use of deep learning-based tech-
nique in the proposal model gives a very good accuracy. In
future, efficient machine learning algorithms can be used to
further increase the accuracy and retrieved precise results
of the model.
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Fig. 6 Histogram graphs of various attributes of loan approval

Table 1 Description n of each

S.R. Feature selection based on customer
features used in the dataset behavior

1 loan_policy

2 type_of_purpose

3 int_rate

4 days_

5 inq_

6 no_of_installment

7 loan_fully_paid_or_not
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