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Preface

The present book includes extended and revised versions of a set of selected papers
from the 11th International Joint Conference on Knowledge Discovery, Knowledge
Engineering and Knowledge Management (IC3K 2019), held in Vienna, Austria,
during September 17–19, 2019.

IC3K 2019 received 220 paper submissions from 57 countries, of which 11% were
included in this book. The papers were selected by the event chairs and their selection
is based on a number of criteria that include the classifications and comments provided
by the Program Committee members, the session chairs’ assessment, and also the
program chairs’ global view of all papers included in the technical program. The
authors of selected papers were then invited to submit a revised and extended version
of their papers, having at least 30% innovative material.

The purpose of the IC3K is to bring together researchers, engineers, and practi-
tioners in the areas of Knowledge Discovery, Knowledge Engineering, and Knowledge
Management. IC3K is composed of three co-located conferences (KDIR, KEOD, and
KMIS), each specialized in at least one of the aforementioned main knowledge areas.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on Knowledge Discovery, Knowledge Engineering,
and Knowledge Management.

KDIR collected a set of 8 papers that represent the best presentations delivered at the
conference and their authors produced revised, extended versions that incorporated the
comments of reviewers and subsequent reflections and research work. The resulting
papers are focused on themes such as Datamining, Business Intelligence, Machine
Intelligence, including applications such as Recommender Systems, OLAP Mining,
Machine Translation, or Credit Scoring.

We had a very interesting set of papers presented at KEOD, from which we selected
12 to be part of this book. A good number of them were dedicated to applications on
practical scenarios/contexts such as: social networks, energy, health, and food. Some
focused on important theoretical aspects like knowledge life cycle, knowledge loss,
modularization, and versioning. The extended versions of these papers bring more
examples and new interesting insights from research that advanced in the meantime.

In KMIS conference, we had very good papers, from which we selected only 5
papers to be published in this book. This collection of papers from KMIS focused
mainly on the study and application of all perspectives of Knowledge Management and
Information Systems. All these extended versions of KMIS papers bring more research
insights into these themes.



We would like to thank all the authors for their contributions and also to the
reviewers who helped ensure the quality of this publication.

September 2019 Ana Fred
Ana Salgado
David Aveiro

Jan Dietz
Jorge Bernardino
Joaquim Filipe
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Predicting the Quality of Translations
Without an Oracle

Yi Zhou(B) and Danushka Bollegala

Department of Computer Science, University of Liverpool, Liverpool, UK
{y.zhou71,danushka}@liverpool.ac.uk

Abstract. Even though machine translation (MT) systems have shown
promise for automatic translations, the quality of translations produced
by MT systems is still far behind professional human translations (HTs),
because of the complexity of grammar and word usage in natural lan-
guages. As a result, HTs are still commonly used in practice. Neverthe-
less, the quality of HTs is strongly depending on the skills and knowledge
of translators. How to measure the quality of translations produced by
MT systems and human translators in an automatic manner has faced
a lot of challenges. The transitional way to manually checking the accu-
racy of translation quality by bilingual speakers is expensive and time-
consuming. Therefore, we propose an unsupervised method to assess HTs
and MTs quality without having access to any labelled data. We com-
pare a range of methods which are able to automatically grade the qual-
ity of HTs and MTs, and observe that the Bidirectional Minimum Word
Mover’s Distance (BiMWMD) obtains the best performance on both HTs
and MTs dataset.

Keywords: Bidirectional Minimum Word Mover’s Distance · Human
translation · Machine translation · Cross-lingual word embeddings ·
Word Mover’s Distance · Translation quality evaluation

1 Introduction

Although MT systems have reach impressive performance in cross-lingual trans-
lation tasks, their requirement of large parallel corpora remains a common issue
for training the systems. Such parallel corpora might be difficult to obtain for
resource poor language pairs, such as Hindi and Sinhalese, etc. On the other
hand, the complexity of grammar and word usage in natural languages results
in the quality of translations produced by MT systems are still far behind pro-
fessional HTs. For this reason, HTs are still be extensively used in various areas.

L1 language refers to the native language of a person, while L2 language is
the second language spoken by that person. The various levels of experiences and
knowledge of L2 speakers results in the HTs created by such human translators
can be erroneous. Therefore, HTs provided by L2 speakers must be manually
verified by qualified translators. In general, a good translation has six properties:

c© Springer Nature Switzerland AG 2020
A. Fred et al. (Eds.): IC3K 2019, CCIS 1297, pp. 3–23, 2020.
https://doi.org/10.1007/978-3-030-66196-0_1
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intelligibility, fidelity, fluency, adequacy, comprehension, and informativeness [1].
Nevertheless, manually evaluating the quality of HTs is both time consuming and
expensive.

MTs are evaluated by measuring the syntactic and semantic similarity
between the source and target languages pairs. The most common used auto-
matic method for MT quality evaluation is the bilingual evaluation understudy
(BLEU) method, which is proposed by Papineni et al. [2]. This method com-
pares MTs to golden references, that refers to professional HT, and considers a
better MT is the one closer to the professional HTs. On the other hand, tradi-
tional HT quality evaluation is often done manually by bilingual speakers due
to such golden references are not available in HTs. However, the number of such
bilingual speakers are not enough and might not exist for rare languages. Also,
manually evaluating the quality of HTs is not re-usable and time consuming.
Therefore, MT evaluation methods such as BLEU are not able to be used for
the purpose of HT evaluation.

In this paper, we propose a method which can be used for evaluating the
quality of either MTs or HTs without any supervision. We indicate translation
quality evaluation as an unsupervised graph matching problem. Given a source
document and its target translation S and T , we measure the semantic similarity
between a set of source words {s1, s2, . . . , sn} in S and a set of target words
{t1, t2, . . . , tm} in T by using different distance and similarity metrics. The Word
Mover’s distance [3] is one of the distance metrics, which considers the distance
between documents as the minimum cost of transforming embedded words from
one language to another language. Inspired by this, we take the advantage of
cross-lingual word embeddings and propose a novel approach to evaluate the
quality of translations without having access to any references.

We report and evaluate different unsupervised translation quality evalua-
tion methods, and measure the Spearman rank and Pearson correlation of the
similarity scores produced by these methods against professional human judge-
ments. The results in the experiments show that the Bidirectional Minimum
Word Mover’s distance (BiMWMD) has the greatest agreement with human
ratings, which demonstrates that our proposed method has the capability to dis-
tinguish high quality and low quality translations without requiring any human
supervision.

2 Related Work

Translation quality can be accessed by comparing a source text against its trans-
lation using similarity and distance methods by taking advantage of cross-lingual
embeddings. Prior work on measuring text similarity measures the similarity
between two texts by taking the average over the word similarities of the words
that occur in the text [4–6]. Supervised system which combines different simi-
larity measures, such as lexicon-semantic, syntactic and string similarity showed
impressive performance at SemEval 2012 [7,8]. Later, an unsupervised system
based on word alignment proposed by Sultan et al. [9] drew attentions to the
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benefits from using unsupervised quality evaluation model. After that, Brychćın
and Svoboda [10] and Tian et al. [11] model semantic similarity for multilingual
and cross-lingual sentence pairs by first translating source texts into target lan-
guage using MT, then applying monolingual Semantic Textual Similarity (STS)
models. To tackle the limitation of human annotated data for resource poor
languages, Brychćın [12] makes use of bilingual dictionary to map monolingual
word embeddigns into a shared space via linear transformations for cross-lingual
semantic similarity.

Word embeddings are learned based on the distributional hypothesis [13],
which states that words appearing in the same context tend to have similar
meanings. In light of this hypothesis, Mikolov et al. [14] present distributed Skip-
gram and Continuous Bag-of-Words (CBOW) models to learn semantic repre-
sentations of words from a large quantity of unstructured texts data. Recently,
researches on mapping words from two (bilingual word embeddings) [15–17] or
more (multilingual word embeddings) [18,19] languages to a common shared
vector space regard as cross-lingual word embeddings learning. The distance
between words indicates the dissimilarity between such word embeddings.

Most approaches for learning cross-lingual word embeddings require different
kinds of alignment as supervision. Taking advantage of word alignment, Luong
et al. [20] propose the bilingual Skip-Gram model (BiSkip) to train cross-lingual
word embeddings by using a parallel corpus. This model can be seen as an exten-
sion of monolingual skip-gram model. Hermann and Blunsom [18] present The
Bilingual Compositional Model (BiCVM) to learn cross-lingual word embeddigns
on sentence alignment. In terms of document alignment, Vulić and Moens [21]
indicate a model to learn cross-lingual word embeddings from non-parallel data
by extending the skip-gram model with negative sampling (SGNS) model and
generating cross-lingual word embeddings through a comparable corpus.

The Word Mover’s Distance proposed by Kusner et al. [3] is used for mea-
suring the semantic distance between the source and the target documents. This
method regards the distance between documents as the minimal cost for trans-
forming each word in a source document to the words in a target document.
Nevertheless, taking the alignment of each word from source document to all
the words in the translated document is expensive. To handle this problem,
we study the sentence alignment and propose the Bidirectional Minimum Word
Mover’s distance (BiMWMD) method. We consider the distance between texts
to be the cumulative minimal cost of translating each source word to its cor-
responding target word. Furthermore, the method we proposed computes the
translation flow from both the source to the target and the target to the source
directions.

3 Translation Quality Evaluation

Most of the existing translation quality evaluation approaches require gold ref-
erences, which are the professional HTs manually created by qualified human
translators. Hence, we aim to propose an automatic method to accurately and
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efficiently evaluate the quality of cross-lingual translations without any supervi-
sion. In our work, we consider the scenario that there are no golden references
available.

Given the source language text S and the target language text T . For
instance, when translating Japanese text into English one, S is the Japanese
text and T is the English text. Denote that the vocabularies for the source and
the target languages are VS , VT respectively. A cross-lingual word embedding
v ∈ R

d of a word w ∈ VS ∪ VT can be regarded as an embedding which is
shared between both S and T . Many different methods have been presented for
learning cross-lingual word embeddings. In this paper, we presume that the set
of cross-lingual word embeddigns for both the source and the target languages
are available.

We consider an text in source language S = vs1 , vs2 , . . . , vsn
, and its trans-

lation in target language T = vt1 , vt2 , . . . , vtm . Here, vsi
∈ Rd represents the

embedding of the i-th word in source sentence, vtj ∈ Rd represents the embed-
ding of the j-th word in the target sentence. n and m here represent the number
of words in the source and the target texts respectively. In our work, source
and target texts are not restricted to single sentence. Our proposed method do
not require any sentence-level processing, which means that this method can be
applied to either single sentence or documents with multiple sentences.

3.1 Averaged Vector (AV)

Previous researches on learning sentence embeddings have discovered that one
simple way to obtain sentence embeddings is to take the average over word
embeddings for the words appearing in a sentence [22]. Inspired by this, we
represent the embeddings for both source and target language texts by taking the
average of cross-lingual word embeddings for the words occurring in each of the
texts. We name this method as the Averaged vector (AV) method. Particularly,
given an embedded source language text S = vs1 , vs2 , . . . , vsn

and its T =
vt1 , vt2 , . . . , vtm , we are able to obtain the embeddings of two texts by v̄s, v̄t ∈
R

d as given by (1) and (2).

v̄s =
1
n

n∑

i=1

vsi (1)

v̄t =
1
m

m∑

j=1

vtj (2)

sim(S, T ) = cos(v̄s, v̄t)

=
v̄�
s v̄t

||v̄s|| ||v̄t||
. (3)

Here, we provide a measure of translation quality by regarding the similarity
between S and T as a proxy of the semantic agreement between the source text
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and the target texts. In our preliminary experiments, we implemented term fre-
quency inverse document frequency (tfidf)weighting and smooth inverse frequency
(SIF) [22] methods to obtain sentence embeddings. However, we did not observe
significant improvement for our tasks by using these weighting methods. Hence,
we decided to use the unweighted averaging method as given in (1) and (2).

3.2 Source-Centred Maximum Similarity (SMS)

The AV method described in Sect. 3.1 takes the averaged embedding as sentence
embedding, regardless of the alignment between source and target words. This
is a symmetric method, which means that the method will return the same sim-
ilarity score even if we swap the source and the target texts. However, one word
in a source text might be related to only a few words in the corresponding target
text, rather than all the words appearing in the target text. Hence, we modify the
AV method and propose the source-centred maximum similarity (SMS) method,
which is able to compare each source word against its most related target word
in the translation. We will describe more details about this method below.

We firstly measure the cosine similarity of each embedded word vsi
in the

source text against all the embedded words vt1 , vt2 , . . . , vtm in the target trans-
lated text. We consider the maximal similarity score between vsi

and any of
vt1 , vt2 , . . . , vtm as the similarity between two words. Finally, the averaged sim-
ilarity score over all the maximum scores is reported as the similarity between
the source text S and the target text T as given by (4).

sim(S, T ) =
1
n

n∑

i=1

max
j=1,...,m

cos(vsi
,vtj ) (4)

3.3 Target-Centred Maximum Similarity (TMS)

The SMS method measures the similarity from the source text to the target text
only. To evaluate the similarity from the opposite direction (from the target text
to the source text), we modify the SMS method and present the TMS method.
This method computes the cosine similarity of each embedded target word vtj

against all the embedded source words vs1 , vs2 , . . . , vsn
in the source text.

Similar to the SMS method, the maximal similarity score is then calculated as the
similarity score of transforming each target word vtj back to its corresponding
word vsi

in the source text. Finally, the averaged score over all the maximum
similarity scores is regarded as the similarity between the target and the source
texts, as given by (5).

sim(S, T ) =
1
m

m∑

i=1

max
i=1,...,n

cos(vsi
,vtj ) (5)
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3.4 Word Mover’s Distance (WMD)

In the light of the Earth Mover’s Distance (EMD) [23], Kusner et al. [3] propose
the WMD, which has the capability of measuring the dissimilarity between two
text documents. Specifically, the WMD computes the minimal cost that has to
spend for transferring words from a source text to reach the corresponding words
in a target text. This method enables us to assess the similarity between two
documents even if there is no common words contained in those two documents.

Assume that the two text documents are represented as normalised bag-of-
words vectors. The i-th source embedded word vsi

appears h(vsi
) times in the

source text S. The normalised frequency f(vsi
) of vsi

can be defined as given
by (6).

f(vsi
) =

h(vsi
)∑m

j=1 h(vsj
)

(6)

Likewise, the normalised frequency f(vtj ) of a word vtj in the target text T
is given by (7).

f(vtj ) =
h(vtj )∑n
i=1 h(vti )

(7)

Next, the transformation problem can be specified as the minimum cumu-
lative amount of cost that is required to transfer words from a source text S
to a target text T under the certain constraints defined in the following linear
programme (LP).

min
n∑

i=1

m∑

j=1

Tijc(i, j) (8)

subject to:
m∑

j=1

Tij = f(vsi ),∀i ∈ {1, . . . , n} (9)

n∑

i=1

Tij = f(vtj ),∀j ∈ {1, . . . ,m} (10)

T ≥ 0 (11)

Here, T ∈ R
n×m represents a non-negative transformation flow matrix learnt

by the aforementioned LP. We take the Euclidean distance between the embed-
ded words vsi

and vtj to be the dissimilarity between them, and define the
equation by (12).

c(i, j) =
∣∣∣∣vsi

− vtj

∣∣∣∣
2

(12)
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In order to reduce the objective given by (8), we can assign the (i, j) element
Tij of T to be a small value (possibly zero) when c(i, j) is high for transforming
an embedded source word vsi

to its corresponding target word vtj . The equality
constraints given in (9) and (10) demonstrate the column and row stochasticity
constraints for T respectively. These equality constraints make sure that the
total weights are able to be transferred from each source word to the target text,
and contrariwise are preserved. This makes T a double stochastic matrix.

3.5 Bidirectional Minimum WMD (BiMWMD)

As we described in Sect. 3.4 before, WMD is a symmetric. So the same dissim-
ilarity score between two documents will be observed even though we switch
the source and the target texts. In contrast, the SMS and TMS methods pre-
sented in Sect. 3.2 and 3.3, respectively, are both asymmetric translation quality
evaluation methods. Following the SMS and TMS, we modify the WMD and
take into account the translation quality from the perspective of the source text,
which we call it the Source-centric Minimum WMD (SMWMD), and from the
perspective of the target text, which we refer it to the Target-centred Minimum
WMD (TMWMD). We will describe the details about the SMWND, TMWMD
and BiMWMD methods below.

Fig. 1. Translating a word from the Japanese text (S) into the English (T ) text. The
perfect alignment between S and T is s1 → I, s2 → null, s3 → cats, s4 → and,
s5 → dogs, s6 → null, s7 → like and s8 → null. The thin arrow in the figure represents
the minimum cost of translating the Japanese word to the corresponding word I in
English text. The accurate translations tend to have smaller distances (costs) associated
with.

SMWMD: The Source-centred Minimum WMD (SMWMD) takes into account
the translation flow from a source text to its corresponding target text. Figure 1
indicates an example of how the method measures the semantic distance between
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a source text S and a target text T . The SMWMD method measures the minimal
cost of transforming each embedded source word vsi

to its corresponding target
word vtj in T , and considers the sum of transforming cost to be the objective
function for the LP. Similar to the WMD, Tij≥ 0 can be denoted as the flow
matrix that is used to translate embedded source word vsi

to the corresponding
target word vtj according to the cost c(i, j) given by (12). From the experiments,
we observe that the normalised frequencies f(vsi

) and f(vtj ) do not have signif-
icant effect on the results. Therefore, we set both frequencies to be 1 to simplify
the objective function.

Hence, the optimisation problem can be defined as follows:

min
n∑

i=1

min
j=1,...,m

Tijc(i, j) (13)

subject to:
∑m

j=1
Tij = 1,∀i ∈ {1, . . . , n} (14)

∑n

i=1
Tij = 1,∀j ∈ {1, . . . , m} (15)

T ≥ 0 (16)

In order to further simplify the objective function given in (13), we replace
Tijc(i, j) to yi, where Tijc(i, j) represents the actual cost of translating words
from one document to another and yi is the upper bound on Tijc(i, j). We
denote the actual objective as TC given by (17) and its upper bound as Y given
by (18).

TC(S, T ) =
n∑

i=1

m∑

j=1

Tijc(i, j) (17)

Y (S, T ) =
n∑

i=1

yi (18)

Then we can rewrite the aforementioned optimisation problem to be an LP
as follows:

min
n∑

i=1

yi (19)

subject to: Tijc(i, j) ≤ yi (20)
m∑

j=1

Tij = 1,∀i ∈ {1, . . . , n} (21)

n∑

i=1

Tij = 1,∀j ∈ {1 . . . ,m} (22)

T ≥ 0 (23)
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We measure the minimal translation cost of transforming a source text S
into a target text T by solving the LP above. Here, SMWMD(S, T ) can be
either TC(S, T ) or Y (S, T ). In the Sect. 4.4, we will show more details about
the difference between the actual objective (TC) and its upper bound for the
purpose of evaluating the quality of cross-lingual translations.

TMWMD: As we know that a correct translation must not only accurately
translate the information from the source text, but also not add any extra infor-
mation to the target text. A simple way to verify this is to translate the target
text back to the source text, then calculate the semantic distance between them.
To quantitatively capture this idea, we modify the WMD objective as we have
done for SMWMD, and proposed a reverse method which pivots on the target
text rather than the source text. We regard this method as the Target-centred
Minimum WMD (TMWMD).

Fig. 2. The transformation of a word in the English target (T ) text to the Japanese
source (S) text. The perfect alignment between S and T is s1 → I, s2 → null, s3 →
cats, s4 → and, s5 → dogs, s6 → null, s7 → like and s8 → null. The thin arrow
represents the minimal cost alignment.

Similar to SMWMD, TMWMD can also be calculated using either the actual
objective (TC(S, T )) or the upper bound (Y (S, T )). We collectively define these
two variants as TMWMD(S, T ).

We assign the semantic distance between the source text S and the target
text T as the minimum cumulative cost that has to paid for transforming all
words from T to S. Figure 2 shows an example of the way that this method
calculates distance from T to S. In this figure, the embedded target word I is
compared against all the source words, which is indicated by arrows. The closet
Japanese translation s1 is mapped by the thinnest arrow. We define the objective
of TMWMD as the following LP:
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min
m∑

j=1

yj (24)

subject to: Tijc(i,j) ≤ yj (25)
m∑

j=1

Tij = 1,∀i ∈ {1, . . . , n} (26)

n∑

i=1

Tij = 1,∀j ∈ {1 . . . ,m} (27)

T ≥ 0 (28)

To clarify that the TMWMD is the mirror image of the SMWMD in the
sense that by swapping source text S and target text T we will obtain the LP
for SMWMD.

BiMWMD: Both the SMWMD and the TMWMD methods are predicting the
quality of translations from one translation flow only. If the translation cost
from the source to target as well as from the target to source are both small,
then it is likely to be a higher quality translation. Motivated by this idea, we
propose the Bidirectional Minimum Word Mover Distance (BiMWMD) as a
translation quality prediction measure. The objective function of the BiMWMD
can be defined as (29), which is the sum of optimal translation costs returned
individually by the SMWMD and the TMWMD.

BiMWMD(S, T ) = SMWMD(S, T ) + TMWMD(S, T ) (29)

Likewise to the WMD, the BiMWMD is a symmetric translation quality pre-
diction measure. Owing to the SMWMD and TMWMD measures solve different
LPs, they return different translation quality predictions. The minimal cumu-
lative cost for transforming each word in the source text S to all the words
in the target text T that computed by the WMD is returned as the objective.
In contrast, the result of BiMWMD comes from two independent LPs. Each of
them consider only a single direction: the SMWMD considers the translation
flow from source to target, while the TMWMD takes into account the transla-
tion flow from target to source. From the results showed in Sect. 4.4, we observed
that BiMWMD obtains a higher degree of correlation with professional human
judgements for translation quality prediction than WMD.

4 Experiments

In this section, we evaluate the aforementioned translation quality evaluation
methods described in Sect. 3. We create a translation dataset, where we use
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correlation against human ratings as the evaluation criteria. More details about
the dataset will be described in Sect. 4.1. The experimental results will be showed
in Sect. 4.4.

4.1 Dataset

In order to assess the different translation quality prediction methods described
in Sect. 3, we provide a dataset containing 1030 sentences from Japanese user
manuals on Digital cameras. Afterwards, we ask a group of 50 human transla-
tors, whose L1 language is Japanese and have learned English as a L2 language.
These human translators were recruited using a crowd-sourcing platform that is
operational in Japan. To clarify that the human translators have various levels
of experience in technical documents translation, ranging widely from experi-
enced translator to beginners. We believe this will give us a broad spectrum of
translations for quality evaluation purposes. Specifically, each of the Japanese
sentences was translated by one of the human translators in the pool, that is,
the translator was asked to write a single English translation for a Japanese
sentence.

Afterwards, we randomly chose 130 such Japanese to English translation
pairs and hired four human judges, who are familiar with both Japanese and
English and are professionally qualified translator with more than 10 years of
experience in translating technical documents. We asked them to rate the qual-
ity of each of the chosen translation pairs. In order to distinguish these four
professional human translators from the pool of human translators who have
written the English translations, we call them as judges. Particularly, we asked
each of the four judges to rate a translation pair by the following grades:

Grade 1 Quality Translations: A perfect translation. There are no further
modifications required. The translation pair is scored in a range of 0.76−1.00.

Grade 2 Quality Translations: A good translation. There are some incor-
rectly translations of words. But the overall meaning can be understood. The
translation pair is scored in a range of 0.51 − 0.75.

Grade 3 Quality Translations: A bad translation. There are more incor-
rectly translated words than correctly translated words in the translation.
The translation pair is scored in a range of 0.26 − 0.50.

Grade 4 Quality Translations: A translation which requires re-translation.
The translation cannot be comprehend or conveys a significantly different
meaning to the source sentence. The translation pair is scored in a range of
0.00 − 0.25.

We consider the average of the grades assigned by the four judges to a trans-
lation pair as its final grade.

4.2 Cross-Lingual Word Embeddings

All the aforementioned translation quality measures in Sect. 3 require cross-
lingual word embeddings. In order to study the effects of different types of
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embeddigns (context-independent embeddings and contextualised embeddings
at word-level) on translation quality prediction, we obtain cross-lingual word
embeddings using different methods.

Context-Independent Word Embeddings. The word embeddings learnt
based on the distributional hypothesis are often referred to context-independent
word embeddings. To obtain the context-independent word embeddings between
Japanese and English languages, we make the usage of publicly available
monolingual word embeddings. These monolingual embeddigns are trained on
Wikipedia and Common Crawl using fastText [24]. Owing to the dataset con-
tains words in both Japanese and English, we train two sets of monolingual word
embeddings for Japanese and English separately. Afterwards, the unsupervised
adversarial training methods proposed by Conneau et al. [25] and implemented
in MUSE1 is used to map Japanese and English word embeddings into a common
vector spaces, without having access to any bilingual dictionary or parallel cor-
pora. By using bilingual lexical resources, we could possibly further improve the
performance of cross-lingual alignment. But in our case, even if such resources
are not available, we are still able to elastically estimate the performance of
methods that we described in Sect. 3.

Contextualised Word Embeddings. Even though context-independent word
embeddings are able to represent words in a vector space, they create a single
representation for each word, which results in all senses of a polysemous word
need to share a single vector. To tackle the limitation of context-independent
word embeddings, the study on learning contextualised embeddings starts to
draw more and more attentions. Contextualised word embeddings are learnt
based on the context that a word occurs in. These word embeddings are able to
capture different senses of a word. In this manner, they are able to distinguish
polysemous words using the contexts.

In order to study whether contextualised information has the capability to
improve the performance of our proposed method, we use the Language-Agnostic
SEntence Representations (LASER)2 [26], which is a model to create multilin-
gual sentence embeddings. This model is trained on 93 input language corpora
selected from Europarl, United Nations, Open-Subtitles-2018, Global Voices,
Tanzil and Tatoeba (available on the OPUS website 3 [27]). The architecture of
LASER is showed in Fig. 3.

As shown in Fig. 3, words in the training corpora are fed in to the model after
tokenising using byte-pair encoding (BPE) [28]. Then sentence embeddings are
obtained as the output of BiLSTM encoder by applying a max-pooling operation
on top of it. Afterwards, the learned sentence embeddings are used to initialise
the decoder with the concatenation of its input embeddings. In our work, we

1 https://github.com/facebookresearch/MUSE.
2 https://github.com/facebookresearch/LASER.
3 http://opus.nlpl.eu.

https://github.com/facebookresearch/MUSE
https://github.com/facebookresearch/LASER
http://opus.nlpl.eu
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Fig. 3. The architecture of LASER. The system is able to learn multilingual contextu-
alised embeddings. Adapted from“Massively multilingual sentence embeddings for zero-
shot cross-lingual transfer and beyond” by Artetxe, Mikel and Schwenk, Holger, 2019,
Transactions of the Association for Computational Linguistics, 7, pp. 597–610 [26].

obtain the cross-lingual contextualised embeddings at word-level from LASER.
Specially, we apply LASER on the aforementioned HTs dataset to obtain cross-
lingual contextualised embeddings.

4.3 Evaluation Measures

Recall that our aim of this work is to predict translation quality without having
access to any supervision. To evaluate the performance of different methods, we
would like the check whether the translation qualities predicted by the afore-
mentioned methods, which we described in Sect. 3, are having a high agreement
with the grades provided by the professional human judges to each of the trans-
lation pairs in the dateset that we generated in Sect. 4.1. Specially, to assess the
level of agreement of predicted scores generated by different methods against
the human ratings, we calculate the Spearman rank and Pearson correlation
coefficients between them. Unlike the Spearman rank which takes into account
only the relative ordering, the Pearson correlation coefficient considers the linear
relationship among variables.

4.4 Results

Table 1 summarises the result of comparing different translation quality eval-
uation methods, which we described in Sect. 3. In this experiment, we apply
LASER to obtain cross-lingual contextualised embeddings on the HTs dataset.
Note that some of the methods, such as AV, SMS and TMS, return similarity
scores, while others (WMD, SMWMD, TMWMD and BiMWMD) generate the
semantic distances between translation pairs. In order to make sure both simi-
larity scores and semantic distance are equally comparable, we convert distances
to similarity scores for WMD, SMWMD, TMWMD and BiMWMD by

1 − distance
maximum distance

.
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Table 1. Performance of different translation quality prediction methods on HTs. The
best correlations are in bold.

Method Spearman r Pearson ρ

AV 0.2185 0.2473

SMS 0.0488 0.2097

TMS 0.3648 0.4138

WMD 0.4507 0.5378

SMWMD −0.4064 −0.2637

TMWMD 0.4472 0.4293

BiMWMD 0.59120.59120.5912 0.54120.54120.5412

Table 2. Different configurations for the BiMWMD method with contextualised word
embeddings on HTs. Normalisation of word embeddings: �1, �2 and unnormalised (No),
Row and Column denote using only row or column stochasticity constraints in the
LP. In addition, we consider the actual objective (TC) or its upper bound (Y) as the
value of BiMWMD.

Method Spearman r Pearson ρ

�2+Y+Row −0.0568 0.1061

�2+Y+Column 0.59120.59120.5912 0.54120.54120.5412

�2+TC+Row −0.2510 −0.0733

�2+TC+Column −0.2510 −0.0663

�1+Y+Row 0.1619 −0.0385

�1+Y+Column 0.5870 0.5239

�1+TC+Row −0.2510 −0.0707

�1+TC+Column −0.2510 −0.0638

No+Y+Row 0.0771 0.2748

No+Y+Column 0.5258 0.4952

No+TC+Row −0.2107 −0.0465

No+TC+Column −0.2053 −0.0366

We use interior-point method to solve the aforementioned LPs in all cases
and consider the degree of correlation with the ratings provided by the profes-
sional human judges for the translation pairs to be a predictor of the transla-
tion quality of a method. From Table 1, we see that the AV method returns
a low-level of correlation with human ratings. This is because that taking the
average over word embeddings for the words appearing in a sentence to create
text/sentence embeddings only provides a naive alignment between the two lan-
guages, which results in the cosine similarity between a source and target text to
be unreliable. Comparing the SMS and TMS methods, we observe that estimat-
ing the translation by centering on the target obtains a high correlation against
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Table 3. Different configurations for the BiMWMD method with context-independent
word embeddings on HTs. Normalisation of word embeddings: �1, �2 and unnormalised
(No), Row and Column denote using only row or column stochasticity constraints
in the LP. In addition, we consider the actual objective (TC) or its upper bound (Y)
as the value of BiMWMD.

Method Spearman r Pearson ρ

�2+Y+Row −0.0510 0.1396

�2+Y+Column 0.5743 0.54570.54570.5457

�2+TC+Row −0.2599 −0.0661

�2+TC+Column −0.2599 −0.0562

�1+Y+Row 0.0924 0.0011

�1+Y+Column 0.58930.58930.5893 0.5446

�1+TC+Row −0.2599 −0.0667

�1+TC+Column −0.2599 −0.0565

No+Y+Row 0.2218 0.2259

No+Y+Column 0.4608 0.4764

No+TC+Row −0.2815 −0.1026

No+TC+Column −0.2496 −0.0850

Table 4. Performance of different translation quality prediction methods on MTs. The
best correlations are in bold.

Method Spearman r Pearson ρ

AV 0.0171 0.0092

SMS −0.1642 −0.0036

TMS 0.1829 0.0364

WMD −0.0620 0.0272

SMWMD 0.4027 0.4321

TMWMD 0.5190 0.5095

BiMWMD 0.52960.52960.5296 0.54820.54820.5482

professional human ratings than centering on the source. A similar trend can
be observed when we compare the SMWMD and TMWMD methods. In par-
ticular, the SMWMD method returns negative correlations for both Spearman
rank and Pearson correlation coefficient, which are the lowest correlation values
returned among all methods. This validates our hypothesis that the translation
is different when considering different translation directions. On the other hand,
we observe that the BiMWMD method obtains the highest correlations against
professional judgements among all methods. This result indicates that taking
into account both direction of translation flow is essential for obtaining more
accurate estimates of the quality of the translations.
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Table 5. Different configurations for the BiMWMD method with contextualised word
embeddings on MTs. Normalisation of word embeddings: �1, �2 and unnormalised (No),
Row and Column denote using only row or column stochasticity constraints in the
LP. In addition, we consider the actual objective (TC) or its upper bound (Y) as the
value of BiMWMD.

Method Spearman r Pearson ρ

�2+Y+Row −0.3056 −0.3247

�2+Y+Column 0.0313 0.0594

�2+TC+Row 0.52960.52960.5296 0.54820.54820.5482

�2+TC+Column 0.52960.52960.5296 0.5471

�1+Y+Row 0.1421 −0.0065

�1+Y+Column −0.0297 0.0521

�1+TC+Row 0.5024 0.5450

�1+TC+Column 0.5024 0.5437

No+Y+Row −0.1591 −0.2771

No+Y+Column 0.1560 0.2551

No+TC+Row 0.5053 0.5346

No+TC+Column 0.4967 0.5327

In order to study the impact of the different parameters and settings that is
associated with the BiMWMD method, we estimate it under different configura-
tions. In particular, to study the effect of the normalisation for word embeddings,
we consider three settings, �1 normalisation, �2 normalisation and no normalisa-
tion (No). In order to analyse differences between the actual objective TC(S, T )
of LP (given by (17)) and its upper bound Y (S, T ) (given by (18)), we consider
each of the two parameters separately as the prediction returned by BiMWMD,
then measure the correlation against professional human ratings. On the other
hand, the row and column stochasticity constraints add a large amount of equal-
ity constraints to the LPs described in Sect. 3. Therefore, taking into account
both row and column stochasticity constraints simultaneously makes the LP
infeasible. To relax the constraints and to empirically study the significance of
the row and the column stochasticity constraints, we analyse BiMWMD with
either row stochasticity constraints (denoted by Row) or column stochasticity
constraints (denoted by Column). The result of all possible combinations of the
different configurations are shown in Table 2. In this experiment, we take the
advantage of contextualised word embeddings obtained by running LASER on
the HT dataset.

Table 2 indicates that the best performance is obtained with �2 normalised
cross-lingual word embedding settings. Furthermore, The column stochasticity
constraints are more essential than the row stochasticity constraints. In addition,
using upper bound of the actual objective of LPs (Y (S, T )) as the prediction of
BiMWMD returns higher degree of agreement against with human ratings than
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Table 6. Different configurations for the BiMWMD method with context-independent
word embeddings on MTs. Normalisation of word embeddings: �1, �2 and unnormalised
(No), Row and Column denote using only row or column stochasticity constraints
in the LP. In addition, we consider the actual objective (TC) or its upper bound (Y)
as the value of BiMWMD.

Method Spearman r Pearson ρ

�2+Y+Row −0.1365 −0.1681

�2+Y+Column 0.1243 0.1253

�2+TC+Row 0.45990.45990.4599 0.4818

�2+TC+Column 0.45990.45990.4599 0.4819

�1+Y+Row −0.0042 −0.1536

�1+Y+Column 0.1183 0.1413

�1+TC+Row 0.45990.45990.4599 0.48250.48250.4825

�1+TC+Column 0.45990.45990.4599 0.48250.48250.4825

No+Y+Row 0.25831 0.1818

No+Y+Column 0.2329 0.2356

No+TC+Row 0.4253 0.4491

No+TC+Column 0.4253 0.4498

using the actual objective (TC(S, T )). Note that the translation flow matrix T
has nm number of parameters. The number of parameters grows with the lengths
of source and target texts. Hence, to minimise the actual objective of LPs, it is
possible to consider most of the nm elements to be zero, which thereby satisfies
the inequality Tijc(i, j) ≤ yj in LP. Therefore, the total sum of upper bounds∑

j yj , that is the objective minimised by the reformed LP, is a better proxy as
the BiMWMD method.

Table 3 shows the performance of the BiMWMD method under different con-
figurations with context-independent embeddings on HTs. From this table, we
observe that the BiMWMD method obtains the highest correlations for Spear-
man rank and Pearson correlation coefficient with different settings. The best
performance is obtained with �1 normalisation for Spearman rank, whereas with
�2 normalisation for Pearson correlation coefficient. Comparing with the result
showed in Table 2, the BiMWMD method obtains better performance with con-
textualised word embeddings than with context-independent word embeddings,
which indicates that contextualised word embeddings contain more useful con-
textual information in a text than context-independent embeddings.

4.5 Comparison Against Machine Translations

Machine Translation (MT) systems have also significantly improved in qual-
ity over the last few years due to large-scale neural network language models.
Recently, Neural Machine Translation (NMT) has emerged as the state-of-the-
art approach for MT [30–34].
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Fig. 4. Scores that predicted by the BiMWMD method and the ratings graded by
human judges to several translation pairs. We have scaled both BiMWMD scores and
judges’ grades to [0,1] range for the ease of comparison. The figure is adapted from
“Unsupervised Evaluation of Human Translation Quality” by Zhou, Yi and Bollegala,
Danushka, 2019, KDIR, 1, pp. 55–64 [29].

It is therefore an interesting research question to compare the translations
generated by MT systems against HTs for the same input source texts using
the automatic evaluation measures that we proposed in this paper. For this
purpose, we translate the 130 Japanese source sentences in the HTs dataset
used in Sect. 4.1 to English using Google Translate4. In the remainder of this
paper, we refer to this translated version of the HTs dataset as the MTs dataset.

Similar to the experiments conducted on the HTs dataset, we evaluate the
performance of different automatic translation quality prediction measures on
this MTs dataset. The results are showed in Table 4. In contrast to the results
showed in Table 1, the WMD method obtains a low degree of both Spearman
rank and Pearson correlation coefficient compared to the BLEU scores on the
MTs dataset. Furthermore, both the SMWMD and TMWMD methods return
better performances on the MT dataset than on the HT dataset, which indi-
cates that the quality of the MTs is more stable in both directions of transla-
tions. From the table, we observe that the translation quality scores predicted
by the BiMWMD method have the highest degree of agreement with the scores
generated by BLEU for MTs evaluation.

Table 5 shows the performance of the BiMWMD method under different
configurations with contextualised embeddings on MTs dataset. From the table,
we see that similar to the prediction on HTs, the best performance is obtained
with �2 normalisation. However, in comparison to the evaluation on HTs, the
BiMWMD method returns the highest correlation under a different setting.
4 https://translate.google.com/.

https://translate.google.com/
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Specifically, the highest correlation is obtained with the actual objective of LPs
(TC) and the row stochasticity constraints. Overall, the actual objective of LPs
become more important when evaluating MTs than HTs.

Table 6 shows the performance of the BiMWMD method under different
configurations with context-independent embeddings on MTs. From this table,
we observe that the BiMWMD method obtains the highest correlations for
Spearman rank under 4 different configurations. The �1 normalised cross-lingual
word embedding setting and �2 normalised cross-lingual word embedding setting
return similar correlations for both Spearman and Pearson coefficients.

A reliable method for predicting the quality of translations must have the
capability to distinguish low quality translations from high quality translations.
If we are able to decide whether a certain translation is of lower quality automat-
ically, without requiring a professional translator to read it, then it is perhaps
better to prioritise such low quality translation for re-translating or to be justi-
fied by a qualified translator in order to quality control. This is essential when
we need to efficiently verify the accuracy of a large number of translations and
would like to check the ones which are most likely to be incorrect. In order to
understand the predicted scores generated by the BiMWMD method to trans-
lations with different grades that are provided by human judges, we randomly
select several human translation pairs with different grades and show the scores
assigned by the BiMWMD, which was the best performing the methods accord-
ing to Sect. 3. We show the HT examples in Fig. 4. The predictions are gener-
ated by the BiMWMD method with �2 normalisation, upper bound of the actual
objective and the column stochasticity. We can observe that translations with
high grades as assigned by the human judges are also predicted to be of high
quality by the BiMWMD method, while low quality translations are assigned
with lower scores by both BiMWMD and professional human judges.

5 Conclusion

In this paper, we proposed different translation quality evaluation prediction
measures. These measures are able to automatically evaluate the quality of trans-
lations without having accessing to any gold standard references. Particularly,
we proposed a broad range of methods covering both symmetric and asymmetric
measures.

The experimental results show that the Bidirectional Minimum Word Mover’s
Distance method obtains the best performance on both HTs and MTs datasets
among all the proposed translation quality evaluation prediction measures.
Between contextualised vs. context-independent embeddings, we see that the
proposed Bidirectional Minimum Word Mover’s Distance method obtains better
performance with contextualised word embedings.
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Abstract. Recommendation systems, which are employed to mitigate the
information overload e-commerce users face, have succeeded in aiding cus-
tomers during their online shopping experience. However, to be able to make
accurate recommendations, these systems require information about the items
for sale and about users’ individual preferences. Making recommendations to
new customers, who have no prior data in the system, is therefore challenging.
This scenario, called the “cold-start problem,” hinders the accuracy of recom-
mendations made to a new user. In this paper, we introduce the popular users
personalized predictions (PUPP-DA) framework to address cold starts. Soft
clustering and active learning are used to accurately recommend items to new
users in this framework. Additionally, we employ deep learning algorithms to
improve the overall predictive accuracy. Experimental evaluation shows that the
PUPP-DA framework results in high performance and accurate predictions.
Further, focusing on frequent, or so-called popular, users during our active-
learning stage clearly benefits the learning process.

Keywords: Recommendation systems � Collaborative filtering � Cold-start �
Active learning � Deep learning � CNN

1 Introduction

Increasingly, investors and businesses are turning to online shopping when aiming to
maximize their revenues. With the rapid development in technology and the expo-
nential increase in online businesses, however, the amount of information to which
clients are submitted is overwhelming. Recommendation systems were introduced to
aid customers in dealing with this vast amount of information and guide them when
making purchasing decisions [2]. A persistent drawback, though, is that these systems
cannot always provide a personalized or human touch [3]. When a business owner does
not directly, or verbally, interact with the customer, he or she has to rely intuitively on
historic data collected from previous purchases. In general, research has shown that
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vendors are better at recognizing and segmenting users [3] than existing recommen-
dation systems are. This observation holds especially for new customers.

The primary purpose of recommendation systems is to address the information
overload users experience and to aid the users in narrowing down their purchase
options. These systems aim to achieve this goal by understanding their customers’
preferences not only by recognizing the ratings they give for specific items but also by
considering their social and demographic information [4]. Consequently, these systems
create a database for both items and users where ratings and reviews of these items are
collected [5]. The more information and ratings collected about the users, the more
accurate the recommendations the systems make [6].

Generally speaking, recommendation systems are either content-based filtering
(CBF) [7], collaborative filtering (CF) [8], or hybrid approaches [9]. These systems rely
on two basic inputs: the set of users in the system, U (also known as customers), and
the set of items to be rated by the users, I (also known as the products) [10]. All these
systems employ matrices based on past purchase patterns. With CBF, the system
focuses on item matrices where it is assumed that if a user liked an item in the past, he
or she is more inclined to like a similar item in the future [5, 11]. These systems
therefore study the attributes of the items [8]. On the other hand, CF systems focus on
user-rating matrices, recommending items that have been rated by other users with
preferences similar to those of the targeted user [12]. Thus, these systems rely on the
historic data of user rating and similarities across the user network [5]. Since the hybrid
systems employ both CBF and CF approaches, they concurrently consider items based
on users’ preferences and on the similarity between the items’ content [11]. In recent
years, research has trended toward hybrid systems [8]. Another growing trend is the use
of data mining and machine learning algorithms [13] to identify patterns in users’
interests and behaviors [13].

Deep learning algorithms have had much success in industry and academia
recently, especially when addressing complex problems that involve big data, focusing
on domains such as image processing and text analysis [13, 14]. Notably, deep learning
has been employed in recommender systems that involve movies and music [13–15].
Deep learning methods are used to extract hidden features and relationships and build
on earlier work within the field of neural networks [16]. The advantage of deep learning
techniques comes from their ability to construct multi-layer, nonlinear, and layer-to-
layer network structures [14]. Therefore, in recommendation systems they effectively
capture the nonlinear and insignificant user-item relationships [14]. Deep learning
technology also has the ability to use diverse data sources to make accurate recom-
mendations and overcome the data sparsity and cold-start problems, notably in the area
of social and text recommendation systems [15, 16]. Specifically, deep learning based
on convolution neural networks [13, 14, 19] has been employed extensively within the
recommender system domain due to their known success in computer vision and text
mining domains.

In this paper, we present the popular users personalized predictions (PUPP-DA)
framework, designed to address the cold-start problem in recommendation systems. We
combine cluster analysis and active learning, or so-called user-in-the-loop, to assign
new customers to the most appropriate groups in our framework. The novelty of our
approach lies in the fact that we construct user segmentations via cluster analysis.
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Subsequently, as new users enter the system, classification methods intelligently assign
them to the best segment. Based on this assignment, we apply active learning to
describe the groups. That is, cluster analysis is used to group similar user profiles, while
active learning is employed to learn the labels associated with these groups. We extend
our earlier work as reported in [1] by incorporating deep convolutional neural networks
(CNNs) into the learning process.

The remainder of this paper is organized as follows: In Sect. 2, we present related
work, then Sect. 3 presents our PUPP-DA framework and components; Sect. 4 dis-
cusses our experimental setup and data preparation, and Sect. 5 details the results.
Finally, Sect. 6 concludes the paper.

2 Related Work

In active learning, or user in the loop, a machine learning algorithm selects the best data
samples to present to a domain expert for labelling. These samples are then used to
bootstrap the learning process in that these examples are subsequently used in a
supervised learning setting. In recommendation systems, active learning presents a
utility-based approach to collect more information about the users [17]. Showing the
users a number of questions about their preferences, or asking for more personal
information such as age or gender, may benefit the learning process [18].

The literature addressing the cold-start problem [19] is divided into implicit and
explicit approaches. On the implicit side, the system uses existing information to create
its recommendations by adopting traditional filtering strategies or by employing social
network analysis. For instance, Wang et al. rely on an implicit approach based on
questionnaires and active learning to engage the users in a conversation aimed at
collecting additional preferences. Based on the previously collected data, the users’
preferences and predictions, the active learning method is used to determine the best
questions to be asked [18]. Similarly, standard explicit approaches may be extended by
incorporating active learning methods in the data collection phase [19]. Fernandez-
Tobias et al., for example, use an explicit framework to compare three methods based
on the users’ personal information [20]. First, they include the personal information to
improve a collaborative filtering framework performance. Then they use active learning
to further improve the performance by adding more personal information from existing
domains. Finally, they supplement the lack of preference data in the main domain using
users’ personal information from supporting domains.

There are many examples in the literature of machine learning techniques being
utilized in recommendation systems. Although hybrid filtering was proposed as a
solution to the limitations of CBF and CF, hybrid filtering still does not adequately
address issues such as data sparsity, where the number of items in the database is much
larger than the items a customer typically selects, and grey sheep, which refers to
atypical users. Further, a system may still be affected when recommending items to
new users (cold starts). To this end, Pereira and Hruschka proposed a simultaneous co-
clustering and learning framework to deal with new users and items. According to their
data mining methodology, a cluster analysis approach is integrated in the hybrid rec-
ommendation system, which results in better recommendations [21].
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In addition, performances may be improved by implementing classification
according to association rule techniques [22]. Such a system was built to deal with
sparsity and scalability in both CF and CBF approaches. In [23], clustering and clas-
sifications are used to identify criminal behavior. Also, Davoudi and Chatterjee in [24]
use clustering to recognize profile injection attacks. Both methods apply clustering
techniques to create user segmentations prior to classification. In our PUPP framework,
as reported in [1], we showed that the use of cluster analysis and active learning leads
to improvements in terms of recommendation quality during cold starts. We review
current advances within the area of deep active learning for recommendation systems in
the next section.

2.1 Deep Active Learning in Recommendation Systems

Deep learning methods, and specifically CNNs, have been successfully used to solve
complex computational problems within the recommendation systems domain. As
noted above, a drawback of recommendation systems is that they often do not perform
well when aiming to recommend items to new users. That is, the lack of information
about the users, or their preferences, make it difficult to establish relationships with
other users in the system. To this end, CNNs have been utilized to learn such missing
information to alleviate the cold-start problem and to deal with data sparsity [25, 26].
Specifically, CNNs have been widely used in recommendation systems that employ
images.

For example, in [26] a Siamese CNN architecture is used in a clothing recom-
mendation system to capture the latent feature space from clothing images as available
in the system. These features are integrated with other available data, such as personal
interest and fashion style, and fed to the personalized recommendation model using
probabilistic matrix factorization. A similar approach is employed by [27], where a
CNN is also used to extract more features to deal with new item cold-start recom-
mendations. In this work, the authors employ the CNN approach to extract textual item
descriptions that are fed into two different recommendation models based on item,
time, and text correlations. In [16], text and images from the users’ browsing history
are both utilized to make article recommendations. In this study, a CNN is first used to
create a text eigenvector, and a Visual Geometry Group method is used to construct the
corresponding image eigenvector. This combined eigenvector is input to a multilayer
perceptron that outputs the recommendation.

As discussed above and in our earlier work [1], it follows that employing active
learning in recommendation systems produces some promising results when consid-
ering the customer cold-start problem. However, the integration of active learning
within a deep learning paradigm has not been widely explored in this scenario [31]. As
reported in [31, 32], the use of deep active learning in detecting cancer through the
selection of informative samples and training a CNN has shown some success. Simi-
larly, in [33], active learning is used to label new images prior to training. To the best of
our knowledge, this is the first work that studies the use of deep active learning for
alleviating the cold-start and data sparsity problems in recommendation systems. The
next section introduces our PUPP-DA framework, which employs both traditional
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machine learning and deep active learning methods to address the cold-start and data
sparsity problems.

3 PUPP-DA Framework

Algorithm 1: Popular User Personalized Prediction (PUPP) [1].

distance measure 
Update 

Our PUPP-DA framework extends our earlier work, the PUPP framework, for
prediction-based personalized active learning that was designed to address the cold-
start and data sparsity problems in recommendation systems [1].

The PUPP-DA framework includes clustering and classification algorithms and
active learning. We employ the expectation maximization (EM) soft clustering method,
subspace clustering, and k-nearest neighbors (k-NN). Additionally, we use CNNs
during training to extend our previous framework, as well as active learning to facilitate
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labeling. The results from our framework are compared with the traditional CF (using
k-NN) framework, which constitutes our baseline.

Learners in any active learning setting query the instances’ labels using different
scenarios. In the PUPP-DA framework, we use pool-based sampling wherein instances
are drawn from a pool of unlabeled data [28]. These instances are selected by focusing
on the items with the highest prediction rates and using explicit information extraction
[28, 29]. As mentioned above, active learning is an effective way to collect more
information about the user. Hence, in this framework, if a new user rates a small
number of highly relevant items, that may be sufficient for first analyzing the items
features and then calculating the similarity to other items in the system.

3.1 Traditional Machine Learning Component

Figure 1 shows the steps involved in the machine learning component of our PUPP
framework [1]. Initially, we employ cluster analysis to assign customers to groups
using the soft clustering approach [30]. This approach results in overlapping clusters
where a user may belong to more than one cluster, and it accurately reflects the human
behavioral complexity. Once the groups are created, we apply two splitting methods to
generate the training and test sets. We use a random split method—a common practice
in machine learning. In addition, we designed an approach that focuses on so-called
popular users, as detailed in Sect. 4.4. The cold-start problem is addressed as follows.
When a new user logs in to the system, the initial model is employed to find user
groups with similar preferences. As stated before, we employ the k-NN algorithm to
assign a new user to a given group [31, 32]. A machine learning algorithm is used to
evaluate and potentially improve the group assignment. To this end, a human expert
evaluates the predictive outcome and selects two records (for each user) with the
highest prediction rate. These are appended to the training set [29, 33]. Then, a new

Fig. 1. Workflow of out methodology [1].
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model is trained against the new, enlarged data set. This process is repeated until a
stopping criterion is met. The following two subsections will discuss these steps in
detail.

Cluster Analysis Component. Cluster analysis is an unsupervised learning technique
used to group data when class labels are unknown [33]. Cluster analysis allows for
determining the data distribution while discovering patterns and natural groups [34]. In
an e-commerce setting, the goal is to maximize the similarity of individuals within the
group while minimizing the similarity of characteristics between groups [35]. Therefore,
similarities in opinions, likes, and ratings of the users are evaluated for each group [36].

Numerous options for algorithms are available for cluster analysis. With soft clus-
tering, the groups may overlap; as a result, a data point may belong to more than one
group. Intuitively, users’ group memberships are often fuzzy in recommendation
systems. In work done by [37], the authors compare the performance of different
clustering and classification techniques, and conclude that EM clustering outperforms
the other algorithms in most architectures. We therefore use EM clustering in our PUPP
framework. The EM algorithm proceeds by re-estimating the assigned probabilities,
adjusting the mean and variance values to improve the assignment points, and iterating
until convergence [38].

Classification Component. In contrast to clustering, with classification or supervised
learning, the system learns from examples where the class labels are known, from
which it develops classification models that it uses to predict unknown instances [34].
Since our framework is based on a CF recommendation system that employs the k-NN
method, this classifier is employed in the PUPP-DA framework. This algorithm also
acts as a baseline in our experimental evaluations [31, 32].

We also use the random subspace ensemble-based method, whose advantages have
been demonstrated in our earlier research [37]. Specifically, ensemble improves the
classification accuracy of a single classifier [39]. Also, the learning process in the
random subspace method will focus on the features instead of the examples. This
approach, therefore, will evaluate all features in the subspace and select the most
informative ones based on the selected features. That is, feature subsets will be created
randomly with replacements from the training set. Then each individual classifier will
learn from the created subsets while considering all training examples [40]. We further
utilize the CNN deep learning algorithm during classification, as will be detailed next.

Deep Learning Component. This section provides an overview of the deep learning
component of our system. A CNN is, in essence, a feedforward neural network with
convolution and pooling layers [14]. As the name suggests, a convolutional layer
performs a so-called convolution, which is a linear operation, in between the previous
layer and a kernel (also called a filter or convolution matrix), which is essentially a
small window. The convolution is simply the element-to-element product in between
the parameters of the previous layer and the parameters of the kernel for every possible
position of the kernel with respect to the previous layer. The benefits are twofold: The
convolution provides translation invariance, and the training is more efficient since the
number of parameters to be estimated for the kernel is much smaller than for its dense
layer counterpart. Intuitively, the former entailed a much smaller number of parameters.
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Multiple kernels or filters are often associated with the same convolutional layer, each
one of them being in charge of capturing a particular aspect about the data. For
instance, in image detection, each filter has a specific task, e.g., to detect eyes, nose, or
shapes such as circles and squares. Each filter corresponds to a matrix with a predefined
number of rows and column [14, 41]. A convolutional layer is often followed by a
subsampling layer, better known as a pooling layer, which applies an aggregative
function, such as maximum, minimum, or mean. Pooling is applied to the outcome of
the convolution operation for each particular position of the kernel with respect to the
previous layer, resulting in nonlinear subsampling and dimensionality reduction. In our
architectures, the maximum pooling function is used, as illustrated in Fig. 2.

4 Experimental Setup

The experimental evaluation was conducted on a desktop with an Intel i7 Core
2.7 GHz processor and 16 GB of RAM. Our framework was implemented using the
WEKA data-mining environment [42].

4.1 Data Set Description

We used two data sets to evaluate the machine learning component of our PUPP
framework. We tested our framework on the Serendipity data set [43], which contains
2,150 movie ratings as well as descriptions of the movies and users’ responses to
questionnaires about the movies they have rated. The second data set is the famous
MovieLens data set [44]. It is well-known in recommendation system research and
contains 100,836 ratings on 9,742 movies.

Fig. 2. Deep active learning component.
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4.2 Data Set Pre-processing

Initially, the movie genres were determined with the help of statista.com and imdb.-
com, as shown in Table 1. Additional preprocessing steps involved removing all rat-
ings lower than 2:5 out of 5 to focus the recommendations on popular movies. Also, for
the Serendipity data set, attributes S1 to q provide information about survey answers.
These answers relate to users’ experience using the recommendation system and of the
movie suggestions presented to them. If fewer than 5 questions were answered, the
record was removed for lack of information. We eliminated a total of 18 records.

For the deep learning experiments, we increased the number of features from 6 to
24 features by expanding the genre attribute. We applied one-hot encoding on the genre
feature, and this resulted in 19 extra features. We call this data set MovieLensExpand in
our subsequent discussions.

List of Architectures and Parameters. Table 2 shows the architectures of the dif-
ferent deep learning algorithms used for our experimental evaluation. For convenience,
our experiments are referred to as architectures 1 to 12. For architectures 1 to 3 and 7 to
9, the neural network has three convolutional layers with 100, 50, and 25 filters,

Table 1. Genre feature coding [1].

Genre Code Genre Code Genre Code

Adventure 1 Thriller (crime) 5 Documentary 9
Action 2 Horror 6 Sci-Fi 10
Drama 3 Romantic Comedy – Romance 7 Musical 11
Comedy 4 Children 8 Animation 12

Others 13

Table 2. List of architectures (denoted as Arch.) used during experimentation.

Without clustering With EM clustering

Arch.
1

1 Layer – 100 Filter Arch.
7

1 Layer – 100 Filter

Arch.
2

2 Layers – 100, 50 filters Arch.
8

2 Layers – 100, 50 filters

Arch.
3

3 Layers – 100, 50, 25 filters Arch.
9

3 Layers – 100, 50, 25 filters

Arch.
4

1 Layer with 4 � 4 patch size and
2 � 2 pool size

Arch.
10

1 Layer with 4 � 4 patch size and
2 � 2 pool size

Arch.
5

2 Layers – 100, 50 filter each with
4 � 4 patch 2 � 2 pool

Arch.
11

2 Layers – 100, 50 filter each with
4 � 4 patch 2 � 2 pool

Arch.
6

3 Layers – 100, 50, 25 filters each
with 4 � 4 patch and 2 � 2 pool

Arch.
12

3 Layers – 100, 50, 25 filters each
with 4 � 4 patch - 2 � 2 pool
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respectively, without any pooling layer. The kernel size is 4 � 4. However, for
architectures 4 to 6 and 10 to 12, a pooling layer of size 2� 2 with a maximum
aggregation function was inserted after the first hidden layer. The sizes of both the
kernels and the pooling layer were determined by inspection to maximize the accuracy
of the system. Recall that the maximum pooling function was used. As expected,
adding a pooling layer after each hidden layer resulted in longer training time and lower
accuracy as demonstrated by our experimental results.

4.3 Experimental Setup

In our experimental evaluation, we employed the EM cluster analysis algorithm to
segment users into potentially overlapping clusters. We initially utilized two baseline
classifiers: k-NN and the random subspace ensemble method with k-NN as the base
learner. The value of k was set to 5, while the number of features to be included in a
subspace was fixed at 0.50 (50%); both values were set by inspection.

In active learning, we proceed in a number of iterations, where in each iteration we
select for each user the 2 records with the highest prediction rate. After labelling, these
two records are appended to the original training set and removed from the test set. The
number of iterations in the present work is limited to 5 to process the request in near
real time. Our model was evaluated using the 10-fold cross-validation approach.

4.4 Cold-Start Simulation

This section explains the approach for simulating the cold-start problem. We employ
two techniques to split our data sets, random split and popularity split. Initially, each
technique was evaluated against the traditional k-NN, EM-k-NN, and EM-subspace.

In the random split method, the data set is divided randomly between training
(70%) and testing (30%) sets, where the training data set contains the known rating by
the system, as already provided by the users. The test set, on the other hand, includes
unknown ratings. Note that this approach is commonly taken in the literature [33].

Popularity split evaluates the popularity associated with the users and the items. In
this scenario, we consider the users with the highest number of ratings and refer to them
as “popular users,” i.e., those who use the system frequently. These users are removed
from the training set and used as test subjects for cold-start simulations. A removed
user must have rated at least 5 popular movies to be considered for removal; the choice
of 5 movies was determined by inspection. By removing members in this manner, we
increase the chance for the system to find similarities among more users’ segmentations
in the system. This is, as far as we are aware, the first research to use the notion of
popular, or frequent, users for guiding the determination of the recommendations made
to cold starts. We do so based on the assumption of trends (such as in clothing
recommendation systems) and top rating systems for movies or music (such as in
Netflix and iTunes).
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For a user to be considered as a test subject in the popularity split, the following
criteria must be met:

– The user must have a high number of ratings, as opposed to a random split, where
the number of items rated by the user is ignored, as shown in Table 3.

– The rated movies must have a rating greater than 2:5 (out of 5).
– The user rated popular movies. The unpopular movies create a grey sheep problem,

which refers to users who are atypical. We do not address grey sheep in the present
work.

We illustrate our results with 10 users. Table 3 shows some information about the
selected users in the MovieLens data set. It is important to stress that we need to ensure
that each selected user does not have any remaining records in the training set. This
verification ensures a properly simulated cold-start problem.

4.5 Evaluation Criteria

As mentioned, k-NN is widely employed in CF systems. Consequently, it is used as our
baseline as well as the base learner in our feature subspace ensemble. The mean
absolute error (MAE) measure, which indicates the deviation between predicted and
actual ratings, is employed as a predictive measure [45]. In addition, the model
accuracy and the F-measure (geometric mean of recall and precision) are employed to
determine the usefulness of the recommendation list [45].

Table 3. Test subject from the MovieLens dataset [1].

Popular users Random split

User ID #Rating User ID #Rating
599 1096 1 226
474 1280 225 67
414 1491 282 190
182 805 304 194
477 772 34 56
603 773 374 32
448 698 412 90
288 724 450 48
274 780 510 74
68 677 602 118
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5 Results and Discussions

In this section we discuss the performance of the model in terms of accuracy, MAE,
and F-measure [45]. Individual users are taken into account in our evaluation.

5.1 System Evaluation

Table 4 and Table 5 show the classification accuracy of the traditional machine
learning methods in the PUPP-DA framework system for random and popularity splits.
In both cases, active learning improves the performance—by 39.66% for the
Serendipity data set and 59.95% for the MovieLens data set. When considering the
random split results, we notice increases of 20.56% for the Serendipity data set and
42.8% for the MovieLens data set. These results are obtained using the EM clustering
technique.

We also enhanced the performance of the traditional CF framework by introducing
the subspace method. Recall that instead of using the k-NN algorithm as a single
classifier, we apply an ensemble subspace method using k-NN as a base learner and a
subspace of 50% features. Again, we notice improvement over the traditional CF
system. Specifically, the random split method improves results by 23.91% for the
Serendipity data set and 47.47% for the MovieLens data set, compared to the traditional
framework. Also, using the popularity split method, the accuracy increases by 40.96%
and 60.31%, respectively. One may conclude from Table 4 and Table 5 that the
popularity split method always results in a much higher accuracy (Table 6 and
Table 7).

Table 8 and Table 9 depict the results for the F-measure, which again confirm the
benefit of focusing on popular users while training. The same observation holds when
the MAE metric is employed.

Table 10 contains a summary of the improvement in percentage over the traditional
CF framework for both data sets. Notice that these improvements were calculated only
for the first iteration since we are interested in the immediate, cold-start problem. The
outcome of the last four iterations confirms that the system can make appropriate
recommendations to new users while performing adequately for existing users (Fig. 3).

Table 4. Model accuracy for the MovieLens dataset [1].

Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5

Popularity split kNN 38.50 38.43 38.28 38.37 38.44
EM-kNN 98.45 98.47 98.44 98.50 98.47
EM-Subspace 98.81 99.18 98.83 98.86 98.68

Random split kNN 39.08 38.94 38.91 39.11 39.22
EM-kNN 81.88 81.76 81.81 81.87 81.83
EM-Subspace 86.55 88.51 87.23 87.14 86.38
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Table 5. Model accuracy for the Serendipity dataset [1].

Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5

Popularity split kNN 42.18 42.35 43.29 43.07 44.83
EM-kNN 81.84 81.63 81.87 82.58 82.58
EM-Subspace 83.14 83.18 84.04 84.17 81.60

Random split kNN 43.87 44.18 45.08 45.24 46.51
EM-kNN 64.43 65.07 65.23 65.33 66.47
EM-Subspace 67.78 68.40 69.27 69.21 69.77

Table 6. MAE results for popularity split test method [1].

kNN EM-kNN EM-Subspace

Serendipity MovieLens Serendipity MovieLens Serendipity MovieLens
Iteration 1 0.214 0.237 0.120 0.039 0.167 0.106
Iteration 2 0.213 0.237 0.119 0.039 0.170 0.108
Iteration 3 0.211 0.237 0.119 0.039 0.167 0.110
Iteration 4 0.211 0.237 0.118 0.039 0.167 0.110
Iteration 5 0.210 0.237 0.118 0.039 0.167 0.095

Table 7. MAE results for random split test method [1].

kNN EM-kNN EM-Subspace

Serendipity MovieLens Serendipity MovieLens Serendipity MovieLens
Iteration 1 0.210 0.237 0.175 0.116 0.204 0.164
Iteration 2 0.210 0.237 0.173 0.116 0.201 0.161
Iteration 3 0.209 0.237 0.171 0.116 0.199 0.168
Iteration 4 0.206 0.237 0.170 0.116 0.201 0.166
Iteration 5 0.205 0.236 0.168 0.116 0.198 0.163

Table 8. F-measure results for popularity split method [1].

kNN EM-kNN EM-Subspace

Serendipity MovieLens Serendipity MovieLens Serendipity MovieLens
Iteration 1 0.594 0.352 0.818 0.984 0.830 0.988
Iteration 2 0.595 0.351 0.816 0.985 0.831 0.992
Iteration 3 0.604 0.350 0.819 0.984 0.840 0.988
Iteration 4 0.602 0.351 0.826 0.985 0.841 0.989
Iteration 5 0.619 0.352 0.826 0.985 0.815 0.987
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Table 9. F-measure for the random split test method [1].

kNN EM-kNN EM-Subspace

Serendipity MovieLens Serendipity MovieLens Serendipity MovieLens
Iteration 1 0.610 0.359 0.629 0.817 0.656 0.864
Iteration 2 0.613 0.358 0.636 0.816 0.660 0.884
Iteration 3 0.622 0.357 0.636 0.816 0.671 0.872
Iteration 4 0.623 0.360 0.637 0.817 0.668 0.871
Iteration 5 0.635 0.361 0.650 0.817 0.673 0.863

Table 10. Improvement in predictive accuracy measures for system-wide performance over
traditional CF [1].

Framework Accuracy Increase
by %

F-measure
Increase by %

MAE Decrease
by %

Dataset

Popularity test method
EM-CF 39.99 0.224 0.094 Serendipity

59.95 0.632 0.198 MovieLens
EM-
Subspace-
CF

40.96 0.236 0.047 Serendipity
60.31 0.636 0.131 MovieLens

Random split test method
EM-CF 20.87 0.019 0.035 Serendipity

42.80 0.581 0.243 MovieLens
EM-
Subspace-
CF

23.91 0.046 0.006 Serendipity
47.47 0.628 0.195 MovieLens

Fig. 3. PUPP framework accuracies on MovieLens and Serendipity datasets [1].
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Table 11. Results for Random Split in all architectures against MovieLensExpand dataset.

Without clustering With EM clustering
Accuracy MAE F-measure Accuracy MAE F-measure
Arch.1: 1 Layer – 100 Filter Arch.7: 1 Layer – 100 Filter

Iteration 1 31.808 0.2561 ? 98.610 0.0291 0.9860
Iteration 2 31.793 0.2560 ? 98.606 0.0292 0.9860
Iteration 3 31.771 0.2562 ? 98.626 0.0293 0.9860
Iteration 4 31.720 0.2561 ? 98.643 0.0293 0.9860
Iteration 5 31.740 0.2562 ? 98.633 0.0290 0.9860

Arch.2: 2 Layers – 100, 50
filters

Arch.8: 2 Layers – 100, 50
filters

Iteration 1 31.7011 0.2564 ? 98.4412 0.0316 0.9840
Iteration 2 31.4779 0.2564 ? 98.3186 0.0317 0.9830
Iteration 3 31.6527 0.2563 ? 98.4605 0.0314 0.9840
Iteration 4 31.6280 0.2565 ? 98.3600 0.0323 0.9830
Iteration 5 31.5754 0.2564 ? 98.5123 0.0312 0.9850

Arch.3: 3 Layers – 100, 50,
25 filters

Arch.9: 3 Layers – 100, 50,
25 filters

Iteration 1 31.3238 0.2574 ? 98.2671 0.0350 0.9830
Iteration 2 31.2446 0.2574 ? 98.2919 0.0350 0.9830
Iteration 3 31.3476 0.2575 ? 98.2517 0.0365 0.9820
Iteration 4 31.0654 0.2574 ? 98.3252 0.0346 0.9830
Iteration 5 30.9956 0.2574 ? 98.1551 0.0368 0.9810

Arch.4: 1 Layer with 4 � 4
patch size and 2 � 2 pool size

Arch.10: 1 Layer with 4 � 4
patch size and 2 � 2 pool size

Iteration 1 31.9727 0.2531 0.2260 93.5398 0.0415 0.9340
Iteration 2 31.9095 0.2533 0.2440 93.5285 0.0416 0.9340
Iteration 3 32.2699 0.2528 0.2360 93.5660 0.0408 0.9340
Iteration 4 32.1882 0.2528 0.2320 93.5153 0.0412 0.9340
Iteration 5 31.9685 0.2525 0.2100 93.5434 0.0411 0.9340

Arch.5: 2 Layers – 100, 50
filter each with 4 � 4 patch 2
� 2 pool

Arch.11: 2 Layers – 100, 50
filter each with 4 � 4 patch 2
� 2 pool

Iteration 1 31.0209 0.2558 ? 92.5114 0.0463 0.9230
Iteration 2 31.2586 0.2549 ? 92.6466 0.0458 0.9240
Iteration 3 31.0390 0.2548 ? 92.5114 0.0457 0.9230
Iteration 4 31.0747 0.2559 ? 92.6871 0.0464 0.9250
Iteration 5 31.1985 0.2551 ? 92.4755 0.0467 0.9230

Arch.6: 3 Layers – 100, 50,
25 filters each with 4 � 4
patch and 2 � 2 pool

Arch.12: 3 Layers – 100, 50,
25 filters each with 4 � 4
patch – 2 � 2 pool

Iteration 1 31.3621 0.2553 ? 19.6546 0.2824 ?
Iteration 2 31.3665 0.2549 ? 18.6625 0.3134 ?
Iteration 3 31.3488 0.2551 ? 31.0776 0.2802 0.296
Iteration 4 31.1026 0.2552 ? 17.3562 0.3048 ?
Iteration 5 31.2530 0.2552 ? 27.0162 0.3045 ?
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Table 12. Results for popularity split in all architectures against MovieLensExpand dataset.

Without clustering With EM clustering
Accuracy MAE F-measure Accuracy MAE F-measure
Arch.1: 1 Layer – 100 Filter Arch.7: 1 Layer – 100 Filter

Iteration 1 32.3328 0.2553 ? 98.6855 0.0287 0.9870
Iteration 2 32.3290 0.2554 ? 98.6819 0.0283 0.9870
Iteration 3 32.3364 0.2553 ? 98.5727 0.0287 0.9860
Iteration 4 32.3878 0.2554 ? 98.5865 0.0289 0.9860
Iteration 5 32.3512 0.2553 ? 98.5375 0.0286 0.9850

Arch.2: 2 Layers – 100, 50
filters

Arch.8: 2 Layers – 100, 50
filters

Iteration 1 32.1711 0.2552 ? 98.4277 0.0314 0.9840
Iteration 2 32.3228 0.2554 ? 98.4962 0.0313 0.9850
Iteration 3 32.1299 0.2554 ? 98.3711 0.0317 0.9840
Iteration 4 32.2562 0.2552 ? 98.4459 0.0318 0.9840
Iteration 5 32.1728 0.2553 ? 98.3262 0.0321 0.9830

Arch.3: 3 Layers – 100, 50,
25 filters

Arch.9: 3 Layers – 100, 50,
25 filters

Iteration 1 31.5767 0.2561 ? 98.1899 0.0354 0.9820
Iteration 2 31.6925 0.2566 ? 98.2839 0.0351 0.9830
Iteration 3 31.7881 0.2562 ? 98.1762 0.0368 0.9820
Iteration 4 31.8678 0.2563 ? 98.1674 0.0361 0.9820
Iteration 5 31.5323 0.2563 ? 98.1185 0.0398 0.9810

Arch.4: 1 Layer with 4 � 4
patch size and 2 � 2 pool size

Arch.10: 1 Layer with 4 � 4
patch size and 2 � 2 pool size

Iteration 1 32.5612 0.2524 ? 93.6614 0.0403 0.9350
Iteration 2 32.5191 0.2522 ? 93.6364 0.0408 0.9350
Iteration 3 32.2581 0.2529 ? 93.6247 0.0401 0.9350
Iteration 4 32.4751 0.2528 ? 93.6772 0.0410 0.9350
Iteration 5 32.3503 0.2528 ? 93.6772 0.0410 0.9350

Arch.5: 2 Layers – 100, 50
filter each with 4 � 4 patch 2
� 2 pool

Arch.11: 2 Layers – 100, 50
filter each with 4 � 4 patch 2
� 2 pool

Iteration 1 32.0910 0.2543 ? 92.7691 0.0452 0.9260
Iteration 2 31.8594 0.2548 ? 92.7830 0.0448 0.9260
Iteration 3 32.0143 0.2549 ? 92.6474 0.0450 0.9240
Iteration 4 31.8669 0.2543 ? 92.7255 0.0454 0.9250
Iteration 5 31.8077 0.2546 ? 92.7314 0.0453 0.9250

Arch.6: 3 Layers – 100, 50,
25 filters each with 4 � 4
patch and 2 � 2 pool

Arch.12: 3 Layers – 100, 50,
25 filters each with 4 � 4
patch – 2 � 2 pool

Iteration 1 32.0923 0.2540 ? 37.9286 0.2848 0.2850
Iteration 2 32.0544 0.2544 ? 33.4406 0.2839 0.2750
Iteration 3 31.9484 0.2543 ? 23.1218 0.3089 ?
Iteration 4 32.0119 0.2537 ? 30.3928 0.2809 0.2900
Iteration 5 31.8699 0.2543 ? 24.4119 0.2692 0.3350

Active Learning and Deep Learning for the Cold-Start Problem 39



Deep Active Learning Evaluation. In this section, we present and discuss our results
with a deep CNN setting. Recall that we use 12 different CNN architectures, as
depicted in Table 2. When analyzing Table 11 and Table 12, we found that performing
user segmentation with EM clustering results in better models for both random and
popularity splits. That is, both techniques resulted in very comparable model perfor-
mance, therefore not providing much additional insight into the cold-start problem. For
this reason, we further evaluated these models by looking at the individual users’
prediction as reported above. In terms of system performance, the highest accuracy
achieved in the original PUPP framework is 98.81% using the subspace method with
the popularity split. In the deep learning setting, both the popularity split and random
split methods resulted in comparable performance, indicating that the deep learning
method was successful in capturing relationships in between users.

5.2 User Prediction Rates

To further validate our approach, we considered the user prediction rate. In this section,
the prediction rates for 10 users from the MovieLens data set are presented. One may
conclude based on Table 13 that EM-kNN has the best prediction rates when
employing machine learning algorithms, rather than deep learning. However, we
noticed that after the third iteration, when a random split is employed, the prediction
rate begins to decrease, at least for some users. Also, by taking into consideration the
overall performance of the system, it may be concluded that EM-subspace presents the
best performance against these data sets when compared to the other two models.

Deep Active Learning. In what follows, we compare the new users’ prediction rates
for the first two iterations, between the random split and popularity split, while using
different deep active learning architectures. We report the total average for users’
prediction rates in iterations 1 and 2. For each type of split, as noted earlier, we tested
10 different users, as shown in Table 3. For more details about the individual pre-
dictions, the reader is referred to Table 20 in appendix 1.

Table 13. New user Prediction accuracy in percentage [1].

Popular user
User ID 182 274 288 414 448 474 477 599 603 68

CF 80 100 100 100 100 86 100 100 85 80
EM-CF 100 100 100 100 100 100 100 100 100 100
EM-subspace-CF 91 90 91 92 91 92 91 91 91 90
Random split
User ID 1 225 282 304 34 374 412 450 510 602
CF 71 52 48 61 41 56 71 50 55 76
EM-CF 100 100 100 100 100 100 100 100 100 100
EM-subspace-CF 63 61 61 62 58 62 59 63 61 63
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As reported in Table 14, the prediction rates remain below 50% for almost all users
when architectures 1 to 6 are employed. However, with architectures 7 to 11, the
models predict the correct product for recommendation with a 100% certainty for at
least two items per user. For instance, let us consider architecture 7 where each con-
volutional layer consists of 100 kernels. In this setting, the prediction rates vary
between 76.8% and 100%. Active learning selects the two items with a 100% pre-
diction rate (the two highest prediction rates), labels them, and appends them to the
training set. Remember that only the two items with the highest prediction rates are
added to the training set during the active learning phase. Therefore, the results for a
user are the average of the two movies with the highest prediction rates.

When the popularity split was employed with architectures 7 to 11, accuracies
between 92% and 98% were obtained. As depicted in Table 14, during the active
learning phase, at least two items had a prediction rate of 100%. Active learning in
general did improve the deep learning results for the initial predictions. These initial
predictions play a pivotal role in the cold-start setting. While analyzing these results,
we further noticed that the prediction rates for some individual users were improving
only in the third, fourth, or even fifth iteration. As a result, their profiles were more
difficult to learn, which means that more iterations were required for a satisfactory
conclusion of the active learning process.

5.3 Statistical Validation

This section discusses the results of our statistical significance testing using the
Friedman test: the confidence level was set to a ¼ 0:05. That is, we wish to determine
whether there is any statistical significance between the performance of the baseline CF
method using k-NN, the two variants of our PUPP system (EM and EM-subspace).

Table 14. Average prediction rates for the 10 test users – results in percentage.

Random split Popularity split
Iteration 1 Iteration 2 Iteration 1 Iteration 2

Architecture 1 42.30% 41.30% 39.50% 38.30%
Architecture 2 41.00% 39.80% 39.00% 37.80%
Architecture 3 39.10% 35.20% 37.10% 36.20%
Architecture 4 45.50% 45.70% 41.90% 45.80%
Architecture 5 35.50% 36.00% 37.10% 38.90%
Architecture 6 38.10% 38.70% 38.40% 36.80%
Architecture 7 100.00% 99.81% 100.00% 100.00%
Architecture 8 100.00% 99.85% 100.00% 100.00%
Architecture 9 99.99% 99.90% 100.00% 100.00%
Architecture 10 100.00% 100.00% 100.00% 100.00%
Architecture 11 100.00% 100.00% 100.00% 100.00%
Architecture 12 31.10% 30.90% 29.70% 29.30%
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In this validation, the Friedman yields a p-value of 0:000171 for the Serendipity
data set, and a p-value of 0:000139 for the MovieLens data set. Therefore, the null
hypothesis is rejected for both data sets, which means there is a significant difference
among the three frameworks. We report the results of the pairwise comparisons in
Fig. 4 and Fig. 5.

Furthermore, to determine if there is a significant difference between each pair, we
perform the Nemenyi post-hoc test. As shown in Table 15, there is a significant dif-
ference among three pairs: EM-kNN versus kNN, EM-subspace versus kNN, and kNN
versus EM-kNN. These results confirm that the system benefits from soft clustering and
active learning. There is no statistical difference between the versions that use a

Fig. 4. Friedman test mean ranks for the MovieLens dataset [1].

Fig. 5. Friedman test mean ranks for the Serendipity dataset [1].
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baseline learning (k-NN) when compared to an ensemble, which indicates that a single
classifier may be employed against these data sets. These results confirm our earlier
discussion in which EM-k-NN and EM-subspace, when used with the popularity split
method, have a significantly better performance when compared with the random split
method.

5.4 PUPPA-DA Statistical Validation

Friedman Test for All Architectures. In this section, we first validate all architectures
we used in the PUPP-DA framework. We perform a Friedman test with a significance
level of 0.05, which when considering all architectures resulted in significance level of
2:48E� 013 ffi 0:00. Therefore, we reject the null hypothesis and determine that there
is a significant difference between the 24 architectures we tested. The question, how-
ever, is which one is better than the others. To answer this question, we consider the
Friedman Two-Way Analysis of Variance by Rank. Figure 6 shows the mean rank for
all architectures. In Table 16, which contains the mean rank of all architectures, we set
our threshold at mean rank = 15, based on the mean rank results and the model
accuracies. Considering Table 16, we notice that architectures 7 to 11 achieved higher
ranks using both splits. This also validates our results in Table 11 and Table 12 where
the models achieved accuracy higher than 90% for these architectures. Next, we
explore these 10 architectures to determine whether there is a superior configuration.

Table 15. Nemenyi p-values for the PUPP framework [1].

Serendipity dataset

P-kNN P-EM-kNN P-EM-Subspace R-kNN R-EM-kNN
P-EM-kNN 0.005178
P-EM-Subspace 0.000708 0.995925
R-kNN 0.958997 0.074302 0.016639
R-EM-kNN 0.538193 0.427525 0.168134 0.958997
R-EM-Subspace 0.113891 0.91341 0.65049 0.538193 0.958997
MovieLens dataset

P-kNN P-EM-kNN P-EM-Subspace R-kNN R-EM-kNN
P-EM-kNN 0.009435
P-EM-Subspace 0.000343 0.958997
R-kNN 0.958997 0.113891 0.009435
R-EM-kNN 0.538193 0.538193 0.113891 0.958997
R-EM-Subspace 0.113891 0.958997 0.538193 0.538193 0.958997
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Wilcoxon Signed Ranks Test. Recall that we noticed that architectures 7 to 11 achieve
higher performance in terms of accuracy and mean rank. However, in this framework,
we use two splits to evaluate our model performance: popularity and random splits.
Therefore, we proceed to test each architecture for both popularity split (P) and random
split (R) to determine whether there a statistical significance in the results. From the
following table, we conclude that the results obtained by architectures 9, 10, and 11 are
below the significance level of 0.05. Hence, the null hypothesis (that all architectures
are equal) is rejected for these three architectures. This implies that, for these archi-
tectures, using different splits has an impact on building the learning model. On the
other hand, the type of split has no influence on the results for architectures 7 and 8
(Table 17).

Fig. 6. Test mean ranks for the MovieLensExpand dataset considering all architectures.

Table 16. Friedman’s mean rank for all architectures.

Arch. # Mean rank Arch. # Mean rank

R-Arch. 7 23.60 P-Arch. 1 13.00
P-Arch. 7 23.40 P-Arch. 4 13.00
R-Arch. 8 21.60 P-Arch. 2 11.40
P-Arch. 8 21.40 R-Arch. 4 10.40
R-Arch. 9 20.00 P-Arch. 6 9.80
P-Arch. 9 19.00 P-Arch. 5 8.80
P-Arch. 10 18.00 R-Arch. 1 7.20
R-Arch. 10 17.00 P-Arch. 3 6.80
P-Arch. 11 16.00 P-Arch. 12 6.40
R-Arch. 11 15.00 R-Arch. 2 6.00

R-Arch. 6 4.00
R-Arch. 3 3.00
R-Arch. 5 3.00
R-Arch. 12 1.60
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Friedman Test for Architectures 7 to 11. In this section, we evaluate all results for
architectures 7 to 11, considering both splits. The Friedman test resulted in a signifi-
cance of 0:000001, which is lower than the tested level of 0.05. Therefore, the
hypothesis that all architectures perform the same on the given data set is rejected. This
means that there is a significant difference between the five tested architectures (7 to 11)
for both splits. As mentioned earlier, architectures 7 to 11 resulted in better perfor-
mance in terms of accuracy and was validated by considering the Friedman’s mean
rank.

We report the results of the pairwise comparisons in Fig. 7, which illustrates the
frequency count for each architecture we tested in the PUPP-DA framework. Fur-
thermore, to determine if there is a significant difference between each pair, we perform
the Nemenyi post-hoc test. As shown in Table 18, there is a significant difference
among the eight pairs highlighted in bold.

Table 17. Wilcoxon test statistics.

R_Arch.
7 -
P_Arch. 7

R_Arch.
8 -
P_Arch. 8

R_Arch.
9 -
P_Arch. 9

R_Arch.
10 -
P_Arch. 10

R_Arch.
11 -
P_Arch. 11

Z –.135b –.405b –2.023b –2.023c –2.023c
Asymp. Sig.
(2-tailed)

0.893 0.686 0.043 0.043 0.043

Fig. 7. Friedman test mean ranks for the MovieLensExpand dataset.
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To further the summaries in Table 18, we consider the tests in bold that show that
there is a significant difference among the results. To this end, in Table 19 we compare
these results in terms of accuracy for the first iteration. Recall that our main purpose for
the experiment is to alleviate the cold-start problem in recommendation systems. Also,
we mentioned earlier that adding a pooling layer results in dimensionality reduction. As
indicated in Table 11 and Table 12, adding a pooling layer in architectures 10 to 12
actually reduced the model performance. Using a CNN architecture with 1 or 2 hidden
layers that contain 100 or 50 filters is a better solution for the data set on hand,
especially when considering the cold-start problem.

6 Conclusion and Future Work

In this paper, we presented the PUPP-DA framework designed to address the cold-start
problem in CF recommendation systems. Our results show the benefits of user seg-
mentation based on soft clustering and the use of active learning to improve predictions
for new users. The results also demonstrate the advantages of focusing on frequent or
popular users to improve classification accuracy. In addition, our experiments illustrate
the value of deep learning algorithms, and notably CNN architectures, when addressing
the cold-start problem. In general, our results show that deep learning outperformed the
traditional machine learning techniques we tested. Another important conclusion is that

Table 18. Nemenyi p-values for Arch. 7 to 11.

P-Arch.
7

P-Arch.
8

P-Arch.
9

P-Arch.
10

P-Arch.
11

R-Arch.
7

R-Arch.
8

R-Arch.
9

R-Arch.
10

P-Arch. 8 0.989497

P-Arch. 9 0.390244 0.96351

P-Arch. 10 0.129563 0.750853 0.999959

P-Arch. 11 0.004386 0.129563 0.864285 0.989497

R-Arch. 7 1 0.979527 0.324212 0.098774 0.002898

R-Arch. 8 0.995153 1 0.939756 0.682781 0.098774 0.989497

R-Arch. 9 0.750853 0.999319 0.999959 0.989497 0.535342 0.682781 0.998033

R-Arch.
10

0.028557 0.390244 0.989497 0.999959 0.999959 0.020181 0.324212 0.864285

R-Arch.
11

0.000487 0.028557 0.535342 0.864285 0.999959 0.000303 0.020181 0.212132 0.989497

Table 19. Final comparison in term of significance level and accuracy.

Arch. # P-Arch. 7 P-Arch. 8 P-Arch. 11 R-Arch. 7 R-Arch. 8

Accuracy 98.6855 98.4277 92.7691 98.6095 98.4412
P-Arch. 11 92.7691 P-Arch. 7
R-Arch. 7 98.6095 R-Arch. 7
R-Arch. 10 93.5398 P-Arch. 7 R-Arch. 7
R-Arch. 11 92.5114 P-Arch. 7 P-Arch. 7 R-Arch. 7 R-Arch. 8
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deep learning resulted in accurate predictions for each user we randomly tested com-
pared to the regular machine learning in the PUPP-DA framework.

For future work, we want to further evaluate the PUPP-DA framework by labelling
more records per iteration. We believe that deep active learning might need the larger
sample size of an informative sample to improve its performance. Moreover, in the
active learning process, we added informative records regardless of how high the rating
was for that movie. Therefore, in future work, we want to focus on adding only records
with very high ratings to determine whether this influences the model training process.
Additional work will also include the use of social media analysis to further address the
cold-start problem.

Appendix 1

See Table 20.

Table 20. Prediction Rates in details for the PUPP-DA framework–results in percentage.

Random split Popularity split

User ID Iteration 1 Iteration 2 User ID Iteration 1 Iteration 2

Architecture 1

1 44% 44% 68 36% 34%
225 45% 43% 182 34% 39%
282 31% 41% 274 47% 34%
304 50% 44% 288 49% 42%
34 31% 32% 414 44% 42%
374 49% 43% 448 46% 41%
412 44% 45% 474 34% 42%
450 44% 43% 477 18% 33%
510 32% 32% 599 36% 32%
602 53% 46% 603 51% 44%
Architecture 2
1 44% 44% 68 33% 32%
225 44% 43% 182 38% 37%
282 31% 30% 274 32% 32%
304 45% 44% 288 45% 43%
34 32% 30% 414 45% 43%
374 46% 43% 448 43% 41%
412 45% 44% 474 45% 43%
450 44% 44% 477 32% 32%
510 32% 31% 599 32% 32%
602 47% 45% 603 45% 43%

(continued)
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Table 20. (continued)

Random split Popularity split

User ID Iteration 1 Iteration 2 User ID Iteration 1 Iteration 2

Architecture 1

Architecture 3
1 45% 43% 68 30% 30%
225 44% 42% 182 34% 32%
282 29% 28% 274 30% 30%
304 44% 42% 288 44% 42%
34 29% 28% 414 44% 42%
374 41% 39% 448 42% 41%
412 45% 21% 474 44% 42%
450 44% 42% 477 30% 30%
510 29% 28% 599 30% 30%
602 41% 39% 603 43% 43%
Architecture 4
1 53% 48% 68 33% 32%
225 52% 47% 182 49% 47%
282 30% 31% 274 33% 31%
304 57% 57% 288 54% 58%
34 29% 29% 414 53% 57%
374 54% 54% 448 54% 57%
412 48% 46% 474 53% 54%
450 46% 48% 477 32% 32%
510 30% 30% 599 34% 34%
602 56% 67% 603 24% 56%
Architecture 5
1 40% 41% 68 27% 30%
225 38% 39% 182 42% 44%
282 27% 26% 274 27% 30%
304 39% 40% 288 46% 45%
34 27% 26% 414 46% 45%
374 40% 42% 448 42% 45%
412 38% 39% 474 44% 45%
450 38% 39% 477 27% 30%
510 27% 26% 599 27% 30%
602 41% 42% 603 43% 45%
Architecture 6
1 43% 42% 68 27% 30%
225 43% 41% 182 41% 23%
282 29% 27% 274 27% 30%
304 43% 45% 288 47% 44%
34 29% 27% 414 48% 46%
374 40% 46% 448 46% 45%

(continued)
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Table 20. (continued)

Random split Popularity split

User ID Iteration 1 Iteration 2 User ID Iteration 1 Iteration 2

Architecture 1

412 42% 42% 474 47% 46%
450 43% 42% 477 27% 30%
510 29% 27% 599 27% 30%
602 40% 48% 603 47% 44%
Architecture 7
1 100% 100% 68 100% 100%
225 100% 99.50% 182 100% 100%
282 100% 100% 274 100% 100%
304 100% 100% 288 100% 100%
34 100% 99.50% 414 100% 100%
374 100% 99.50% 448 100% 100%
412 100% 99.90% 474 100% 100%
450 100% 99.90% 477 100% 100%
510 100% 99.85% 599 100% 100%
602 100% 99.90% 603 100% 100%
Architecture 8
1 100% 100% 68 100% 100%
225 100% 99.25% 182 100% 100%
282 100% 100% 274 100% 100%
304 100% 100% 288 100% 100%
34 100% 99.75% 414 100% 100%
374 100% 99.60% 448 100% 100%
412 100% 100% 474 100% 100%
450 100% 99.95% 477 100% 100%
510 100% 99.95% 599 100% 100%
602 100% 100% 603 100% 100%
Architecture 9
1 100% 100% 68 100% 100%
225 100% 99.65% 182 100% 100%
282 100% 100% 274 100% 100%
304 100% 100% 288 100% 100%
34 99.90% 99.70% 414 100% 100%
374 100% 99.80% 448 100% 100%
412 100% 99.90% 474 100% 100%
450 99.95% 100% 477 100% 100%
510 100% 99.95% 599 100% 100%
602 100% 100% 603 100% 100%

(continued)
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Table 20. (continued)

Random split Popularity split

User ID Iteration 1 Iteration 2 User ID Iteration 1 Iteration 2

Architecture 1

Architecture 10
1 100% 100% 68 100% 100%
225 100% 100% 182 100% 100%
282 100% 100% 274 100% 100%
304 100% 100% 288 100% 100%
34 100% 100% 414 100% 100%
374 100% 100% 448 100% 100%
412 100% 100% 474 100% 100%
450 100% 100% 477 100% 100%
510 100% 100% 599 100% 100%
602 100% 100% 603 100% 100%
Architecture 11
1 100% 100% 68 100% 100%
225 100% 100% 182 100% 100%
282 100% 100% 274 100% 100%
304 100% 100% 288 100% 100%
34 100% 100% 414 100% 100%
374 100% 100% 448 100% 100%
412 100% 100% 474 100% 100%
450 100% 100% 477 100% 100%
510 100% 100% 599 100% 100%
602 100% 100% 603 100% 100%
Architecture 12
1 31.10% 30.90% 68 29.70% 29.30%
225 31.10% 30.90% 182 29.70% 29.30%
282 31.10% 30.90% 274 29.70% 29.30%
304 31.10% 30.90% 288 29.70% 29.30%
34 31.10% 30.90% 414 29.70% 29.30%
374 31.10% 30.90% 448 29.70% 29.30%
412 31.10% 30.90% 474 29.70% 29.30%
450 31.10% 30.90% 477 29.70% 29.30%
510 31.10% 30.90% 599 29.70% 29.30%
602 31.10% 30.90% 603 29.70% 29.30%
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Abstract. Research articles and patents contain information in the
form of text. Chemical named entity recognition (ChemNER) refers to
the process of extracting chemical named entities from research arti-
cles or patents. Chemical information extraction pipelines have Chem-
NER as its first step. Existing ChemNER methods rely on rule-based,
dictionary-based, or feature-engineered based approaches. More recently,
deep learning-based approaches have been used to approach ChemNER.
Deep-learning based methods utilize pre-trained word embeddings such
as word2vec and Glove. Previously, we have used embedded language
models (ELMo) with Bi-LSTM-CRF to learn the effect of contextual
information for ChemNER. In this paper, we further experiment to learn
the impact of using in-domain (large unlabelled corpora of chemical
patents) pre-trained ELMo for ChemNER and compare it with ELMo
pre-trained on biomedical corpora. We report the results on three bench-
mark corpora and conclude that in-domain embeddings statistically sig-
nificantly improve F1-score on patent corpus but do not lead to any
performance gains for chemical articles corpora.

Keywords: ChemNER · Bi-LSTM-CRF · Word embeddings

1 Introduction

Currently, PubMed indexes over 30 million citations and this number continues
to grow [20]. The volume of biomedical literature is increasing at an exponen-
tial rate [30]. Availability of such a large amounts of unstructured information
makes it difficult for researchers to extract knowledge from articles. Automated
biomedical information extraction methods aid researchers to identify biomedi-
cal relationships and events from articles. Biomedical named-entity recognition
is the process of identifying biomedical named entities from text, such as genes,
diseases, chemicals, proteins and cell lines. In this paper, we study chemical
named entity recognition only.
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Chemical named entity recognition (ChemNER) is a preliminary step in
chemical informatics pipelines. Errors generated in ChemNER may be propa-
gated to relation extraction or event extraction steps [38]. ChemNER is chal-
lenging due to reasons [29], including the facts that a chemical entity may be
referred to with its generic name or systematic name or chemical entities may
possibly be represented with acronyms.

Traditionally ChemNER is performed by dictionary-based methods [21,27,
36] and feature engineering-based methods. Traditional methods have draw-
backs such as dictionaries may not be updated and feature engineering is time-
consuming. Such methods potentially result in high performing and less gen-
eralizable systems. Word embeddings learn representations with minimal to no
feature engineering. In the recent past, end-to-end deep learning-based methods
have been proposed for ChemNER [8,14,16,22]. In most of the existing meth-
ods, the embeddings used are pre-trained on biomedical corpora from PubMed.
Dai et al. [31] reported that the NER task can benefit from large vocabulary
intersection between source corpora on which word embeddings are pre-trained
and target NER data.

In this paper we use three models based on bi-directional long short term
memory-conditional random fields (Bi-LSTM-CRF) with different word repre-
sentations. The first model combines word2vec vectors, LSTM based character
representations and a casing feature [1] as an input representation for Bi-LSTM-
CRF. The second and third approach employ contextual information in input
representation of the baseline model through embedded language models (ELMo)
pre-trained on Pubmed corpora and patents. These models are evaluated on
three benchmark corpora.

Transfer learning could improve the performance named entity recognition
[39]. Word embeddings are an application of transfer learning. In this paper, we
explore whether using in-domain embeddings (pre-trained on patents of chemi-
cals) lead to any performance gains as compared to using embeddings pre-trained
on Pubmed open access corpora for ChemNER.

The rest of the paper is organised as follows. Section 2 discusses related work,
research gaps and our contribution. Section 3 explains the methodology of this
paper. In Sect. 4 we descibe the corpora statistics. Section 5 outlines the exper-
imental setup. Section 6 presents results and discussion. In Sect. 7 we conclude
our findings.

2 Related Work

We consider six existing state-of-the-art methods for comparison with our app-
roach. All of the below methods are Bi-LSTM based except tmChem which is a
feature engineering based method.
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2.1 Bi-LSTM-CRF with Word Vectors (word2vec)

One of the earliest deep learning-based biomedical NER methods was proposed
by Habibi et al. [8], which was based on a generic NER tagger introduced by
Lample et al. [1]. The tagger did not rely on any feature engineering or language-
specific resources. Rather it used Google’s word2vec [9] for converting into text
to word vectors. The vectors are fed into a bi-directional- long short term mem-
ory (Bi-LSTM) - conditional random fields network - a forward LSTM and a
backward LSTM with conditional random fields (CRF) as a final layer for clas-
sification. The input word vectors also included LSTM based character repre-
sentations to represent out-of-vocabulary terms. Habibi et al. [8] presented an
extensive set of experiments of biomedical NER with Bi-LSTM-CRF for five
entity classes, namely genes/proteins, species, chemicals, cell lines and diseases
on 33 biomedical corpora. The pre-trained word vectors (trained on open access
corpora from PubMed) were made available by Moen et al. [15]. The reported
performance was comparable to the best performing feature engineered based
methods without relying on any language-specific lexicons, features or post-
processing.

2.2 Transfer Learning Effect on Bi-LSTM-CRF

Transfer learning is the way of transferring knowledge learned on one problem
to another but related problem [40]. In case of biomedical NER, a network could
be pre-trained on large source corpus and then be further trained on a target
corpora which is smaller than source corpus. To learn transfer learning effect,
Giorgi et al. [14] employ a generic Bi-LSTM-CRF tagger, NeuroNER [12] for
biomedical NER. They pre-train NeuroNER on a large silver standard corpora
[32] (i.e., a corpora tagged by automatic methods) and then initialize training on
the gold standard corpora on the pre-trained model. The proposed model was
evaluated on benchmark biomedical corpora, and it statistically significantly
outperformed the method by Habibi et al. [8].

2.3 tmChem

Generic features based ChemNER system tmChem [21] employs several linguistic
features and tags sequences with CRF classifier. The tmChem (Model 2) has been
adapted from tmVar [35], which is a sequence variants information extraction
tool. In tmChem characters, semantic, syntactic and contextual features have
been used with a CRF classifier. Some post-processing rules such as abbreviation
resolution have also been employed to tag the mentions that are missed during
classification.
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2.4 Bi-LSTM-CRF with Attention

Bi-LSTM-CRF model with an additional attention layer was proposed by Luo
et al. [13] for ChemNER. Words are represented by word vectors and character
embeddings. Also traditional features such as parts-of-speech (POS), chunking
and dictionary based features are used. The model has been reported to outper-
form tmChem [21] in ChemNER on two benchmark corpora.

2.5 LSTMVoter

LSTMVoter is a two-stage method that uses five existing NER taggers includ-
ing Stanford named entity recognizer [33], MarMot [34], CRF++, MITIE and
Glample [1] in an initial stage to label the sequences [22]. The outputs from the
initial stage are then transformed into one-hot vectors with an attention layer.
One-hot vectors are concatenated with word2vec and attention-based character
representation.

2.6 Chemlistem

Chemlistem is a combination of two approaches called traditional and a minimal-
ist approach. The traditional approach uses a token-based feature set with Glove
word vectors [37]. Glove word vectors are trained on in-house patents corpus.
The minimalist approach relies solely on character representations that are fed
into the LSTM layers. This approach does not use a tokenizer. The reason that
the minimalist approach does not use a tokenizer is that word segmentation in
chemical texts is challenging and character representations will allow a system
to avoid tokenization. The results from the two systems are combined to get a
final prediction based on a scoring mechanism given in Corbett et al. [23].

2.7 Summary of Research Gaps and Contributions

Existing ChemNER methods rely on static word vectors such as word2vec or
contextualized language models such as ELMo which are trained on biomedical
domain corpora, such as corpora from PubMed. Existing methods do not rely
on embeddings that are specifically trained on an in-domain corpus.

This work is an extension to our previously submitted paper [19]. The contri-
bution of this paper is that we quantify and compare the transfer learning effect
by using ELMo embeddings pre-trained on PubMed and chemical patents [11],
which was not reported in previous work. We also repeat experiments on chem-
ical entity mentions in patents (CEMP) corpus with different pre-processing
techniques and report improved performance. In addition, we employ LSTM
based character representation, wherein the previous study we used CNN based
character representation. To the best of our knowledge, we are the first to report
these results on BC5CDR, CEMP and BC4CHEMDNER corpora.
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3 Method

In this section we discuss Bi-LSTM-CRF network in detail. We then explain
word representation, word2vec, ELMo, LSTM-based character representation
and casing feature.

3.1 Bidirectional Long-Short-Term Memory - Conditional Random
Fields (Bi-LSTM-CRF)

Recurrent neural networks (RNNs) are a class of neural network that take a
sequence of vectors (x1,x2, . . . ,xt) as input and return a new sequence of vec-
tors (h1,h2, . . . ,ht). Theoretically, RNNs can capture long-range dependencies
in sequential data, but in practice, they fail to do so due to the vanishing gra-
dient problem [25,41]. LSTMs have been introduced to address the issue with a
memory-cell to retain long-range dependencies. Memory cells, in turn, use several
gates to control the proportion of input to keep in memory and the proportion
of input to forget [24]. The following equations govern the LSTMs working.

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (1)
ct = (1 − it) � ct−1

+ it � tanh(Wxcxt + Whcht−1 + bc) (2)
ot = σ(Wxoxt + Whoht−1 + Wcoct + bo) (3)
ht = ot � tanh(ct), (4)

For a given sentence (x1,x2, . . . ,xt) containing t words, each represented as a
d-dimensional vector, an LSTM computes a representation

−→
ht of the left context

of the sentence at every word t. A right context
←−
ht can also be added, which

computes the representation in the reverse direction. The left context network is
called a forward layer and the right context network is called a backward layer.
Both networks can be combined to form a bidirectional LSTM represented as
ht = [

−→
ht;

←−
ht] [26]. The final representation is computed by concatenating the

forward and backward context vectors. A Bi-LSTM runs over each sentence in
a forward and backward direction. The final outputs are concatenated together
and serve as the input to a CRF classifier.

A linear chain CRF (log-linear model) is used to predict the probability
distribution of tags of each word in a complete sentence. Linear chain CRF can
also be referred to as a CRF. We have used a CRF classifier instead of a softmax
classifier because we do not want to lose the sequential information [28]. Our
final architecture is shown in Fig. 1.
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Fig. 1. Bi-LSTM-CRF network in which the sequence “venlafaxine XR in” is an input
to the network which is being tagged as “B-C, I-C and O” where B-C is the beginning
of chemical entity, I-C is the inside of chemical entity and O is outside the entity. “X”
represents word embeddings which are a concatenation of ELMo, word2vec, LSTM-
based character embeddings and casing feature. “C” is the concatenation of left and
right context.

3.2 Word Representations

We used a combination of word2vec, ELMo, LSTM-based character representa-
tions and a casing feature.

Word2vec. Word2vec[9] is a neural network-based model that captures word
semantics based on its surrounding words. We evaluated word2vec model pre-
trained on four million Wikipedia articles of English language, nearly 23 million
PubMed abstracts and nearly 700, 000 full text PMC articles [15].

Embedded Language Models (ELMo). ELMo is a three-layered Bi-LSTM
network which is trained on a huge corpus in an unsupervised manner and is
completely agnostic to the downstream classification task [10]. ELMo also incor-
porates character convolutions to learn character representations. Each down-
stream task learns its linear combination from pre-trained ELMo weights. Unlike
word2vec embeddings, ELMo embeddings take into account the context of a word
it appears in. We evaluate two pre-trained ELMo embeddings: PubMed version1

and ChemPatent [11].
ChemPatent embeddings are trained on nearly 84,000 full patent documents

(1B tokens) taken from 7 patent offices AU, CA, EP, GB, IN, US and WO.

1 https://allennlp.org/elmo.

https://allennlp.org/elmo
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LSTM Based Character Representation. We used LSTM-based character
representations based on the work by Lample et al. [1]. Word embedding for a
word is learnt from its characters by initializing random embeddings for each
character. The randomly initialized embeddings are given to forward and back-
ward LSTM layers each with 25 recurrent units resulting in a 50-dimensional
character representation.

Casing Feature. A casing feature [6] is a 7-dimensional one-hot vector that
represents casing information about a word. It is mainly numeric if more than
half of the characters are numeric, numeric if all characters are numeric, all
upper if all characters are uppercase, all lower for all character if lower case,
initial upper if the first character is capital, contains digit if it has a digit,
and the other label is set to one when none of the rules could be applied.

4 Corpora

We use three publicly available datasets for benchmarking our results. Statistics
of corpora are in Table 1, where the columns Train, Test and Dev indicate the
number of sentences in each subset of the data.

Table 1. Gold standard corpora - number of sentences in Train, Test and Development
sets.

Data Train Test Dev

CEMP 29,632 14,881 4,869

BC4CHEMDNER 30,682 26,364 30,639

BC5CDR 9,578 4,686 1,774

4.1 Chemical Entity Mentions in Patents (CEMP) Biocreative V.5

CEMP V.5 is based on ChemNER from patents. Twenty-one thousand patents
from medicinal chemistry were curated by experts for annotation of chemical
entities [4]. Patents are different from regular research articles in that they use
a complex language instead and could contain up to 100 pages. For that reason,
this task focuses on the detection of chemical entities from patents only.

Training, development and test sets each contained seven thousand patents.
Gold labels of the test set that was used for evaluation are not made publicly
available. We therefore first combine all fourteen thousand patents and then split
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into the train, development and test sets in the ratio of 60:10:30. This setting
has been chosen to be consistent with [8]. We downloaded the CEMP dataset
from the official website2 and converted into the BIO tagging scheme by using
the pre-processing method explained in [17].

4.2 BC4CHEMDNER

This dataset has been provided by BioCreative community challenge IV for the
development and evaluation of tools for ChemNER [5]. BC4CHEMDNER was
is for the recognition of chemical compounds and drugs from PubMed abstracts.
The inter-annotator agreement between human annotators is 91%. Ten thousand
abstracts were annotated by expert literature curators. We have downloaded
training, development and test sets in the BIO tagging scheme from Github3.

4.3 BC5CDR

The Biocreative community challenge for chemical-disease relation extraction
task (BC5CDR) corpus was made available in a Biocreative workshop [3]. The
two subtasks of BC5CDR are identifying chemical and disease entities from
Medline abstracts. The corpus has 1500 abstracts from PubMed, and chemical
entities are annotated by a team of indexers from Medical Subject Headings
(MeSH).

Annotations were done by two groups, and the inter-annotator agreement
was 96.05% for chemical entities. The corpus has been split into training, test
and development sets, where each set has 500 abstracts. We have used this corpus
in BIO (Beginning, Inside, Outside) tagging scheme for ChemNER only.

5 Experimental Setup

In this paper, we used the Bi-LSTM-CRF architecture as explained by Reimers et
al. [1]. We run experiments five times for each dataset with a random seed. We use
an early stopping value of 10 to prevent overfitting. The network stops training if
the performance does not increase for ten epochs or else 50 epochs have reached. In
addition, we employ variational dropout of value (0.5, 0.5) for regularization [18].
The network has a bi-directional LSTM layer with 100 recurrent units in forward
and backward layers each. We use the Nadam optimizer with the default learning
rate. Hyperparameter values were chosen as recommended by Reimers et al. [6].

All the experiments have been repeated five times with random seed value,
and their F1-score for test and development sets is reported along with their
standard deviation. All four corpora have been used in beginning-inside-outside
(BIO) tagging scheme.

2 https://biocreative.bioinformatics.udel.edu/resources/publications/.
3 https://github.com/cambridgeltl/MTL-Bioinformatics-2016/tree/master/data/

BC4CHEMD.

https://biocreative.bioinformatics.udel.edu/resources/publications/
https://github.com/cambridgeltl/MTL-Bioinformatics-2016/tree/master/data/BC4CHEMD
https://github.com/cambridgeltl/MTL-Bioinformatics-2016/tree/master/data/BC4CHEMD
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6 Results and Discussion

We present and discuss our findings on three benchmark corpora with three
different settings. We performed three sets of experiments: a baseline Bi-LSTM-
CRF, ELMo (Pubmed) Bi-LSTM-CRF, and ELMo (ChemPatent) Bi-LSTM-
CRF. We perform each experiment for five runs with random seeds. We report
an average of F1-score ± standard deviation. We also compare our results with
the best performing ChemNER methods. Also, we perform a two-tailed t-test
with α values of 0.01 and 0.05. We consider a model significantly worse than
our best performing model when p ≤ 0.01 (represented by **) and if p ≤ 0.05
(represented by *).

Table 2. F1 score on BC5CDR, best F1-score in bold. First three rows show our results
which are averaged F1 ± SD over five runs (random seeds). The rest of the results are
reported directly from the respective papers.

Method Dev F1 score Test F1 score

Bi-LSTM-CRF(baseline) 91.792 ± 0.202 91.768 ± 0.22∗∗

Bi-LSTM-CRF (ELMo-PubMed) 93.28± 0.23 93.31± 0.12

Bi-LSTM-CRF (ELMo-ChemPatent) 92.69 ± 15 92.84 ± 0.17∗∗

Maryam Habibi [8] – 90.63∗∗

Transfer Learning [14] – 91.64∗∗

Att-Bi-LSTM-CRF [13] – 92.57∗∗

tmChem [21] – 87.39∗∗

For the BC5CDR corpus our method Bi-LSTM-CRF (ELMo-PubMed)
results in highest F1-score, 93.31, which is statistically significant than our base-
line Bi-LSTM-CRF, Bi-LSTM-CRF (ELMo-ChemPatent) and other four exist-
ing methods (shown in Table 2). Habibi et al. [8] use Bi-LSTM-CRF without
ELMo, and Giorgi et al. [14] also use Bi-LSTM-CRF with pre-training on large
silver standard corpora. Likewise, Luo et al. [13] use Bi-LSTM-CRF with atten-
tion mechanism and tmChem [21] is a feature-based method. None of these base-
lines uses contextual information in their representation, and hence our method
performs better.

For BC4CHEMDNER corpus our method Bi-LSTM-CRF (ELMo-PubMed)
performs with highest F1-score 90.24 which is statistically significant with our
baseline, Bi-LSTM-CRF (ELMo-ChemPatent) and three other state-of-the-art
methods (shown in Table 3). This high performance of our method can be
attributed to the use of ELMo embeddings in word representations. The rest
of the methods do not use this information which leads to lower performance.
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Fig. 2. F1 score on BC5CDR for baseline (B), ELMo-ChemPatent (E-C) and ELMo-
Pubmed (E-P).

For BCV.5 CEMP corpus our method is not the best performing method
in the list (shown in Table 4). Our initial hypotheses that in-domain ELMo
embeddings could lead to performance gains is turned out to be true as Bi-
LSTM-CRF (ELMo-ChemPatent) results in higher F1 score than Bi-LSTM-CRF
(ELMo-PubMed) and baseline Bi-LSTM-CRF. Chemlistem [23] outperforms six
methods. The reason for its higher performance is that it is a combination of two
approaches and it uses word embeddings that are pre-trained on their in-house
chemical patent corpus. The overlap between their embeddings and target data
could be higher than our Bi-LSTM-CRF (ELMo-ChemPatent).

The use of chemical patents embeddings did not improve NER performance
for research articles abstract. It only leads to better performance when chemi-
cal patent embeddings are used for ChemNER in patent corpora. This reason
could be that the patents used for pre-training have different types of chemical
compounds which were not present in articles and chemical entities appearing
in abstracts were covered well in biomedical domain corpora from PubMed.
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Table 3. F1 score on BC4CHEMDNER, best F1-score in bold. First three rows show
our results which are averaged F1 ± SD over five runs (random seeds). The rest of the
results are reported directly from the respective papers.

Method Dev F1 score Test F1 score

Bi-LSTM-CRF (baseline) 88.01 ± 0.03 88.73 ± 0.22∗∗

Bi-LSTM-CRF (ELMo-PubMed) 89.04± 0.07 90.24± 0.09

Bi-LSTM-CRF (ELMo-ChemPatent) 88.71 ± 0.13 89.7 ± 0.01∗∗

Maryam Habibi [8] – 86.62∗∗

Att-Bi-LSTM-CRF [13] – 90.10∗

LSTMVoter [22] – 90.02∗∗

Fig. 3. F1 score on BC4CHEMDNER for baseline (B), ELMo-ChemPatent (E-C) and
ELMo-Pubmed (E-P).

We also show the results of three methods over three corpora in Fig. 3, 2
and 4. We report averaged F1 score over five runs of the test set from the epoch
with the best development score.
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Table 4. F1 score on CEMP, best F1-score in bold. First three rows show our results
which are averaged F1 ± SD over five runs (random seeds). The rest of the results are
reported directly from the respective papers.

Method Dev F1 score Test F1 score

Bi-LSTM-CRF (baseline) 86.67 ± 0.04 86.864 ± 0.069∗∗

Bi-LSTM-CRF (ELMo-PubMed) 86.81 ± 0.05 86.74 ± 0.18∗∗

Bi-LSTM-CRF (ELMo-ChemPatent) 86.79 ± 0.06 87.41 ± 0.08

Maryam Habibi [8] – 85.38∗∗

Transfer Learning [14] – 86.05∗∗

LSTMVoter [22] – 89.01

Chemlistem [23] – 90.33

Fig. 4. F1 score on CEMP for baseline (B), ELMo-ChemPatent (E-C) and ELMo-
Pubmed (E-P).

7 Conclusion

In this study, we investigated the effect of incorporation of ELMo embeddings
(pre-trained on chemical patents) to Bi-LSTM-CRF for ChemNER of research
articles abstracts and patents. We present comparisons of ELMo embeddings
pre-trained on Pubmed and pre-trained on chemical patents. We conclude that
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pre-training on biomedical corpora from Pubmed results in highest F1 score
on BC5CDR and BC4CHEMDNER corpora when compared to the best per-
forming state-of-the-art methods. For patent corpus, CEMP, our experiments
verify that when ELMo pre-trained on patents leads to statisticalally significant
performance gains in terms of the F1-score.

For future work, named entity normalization of chemical entities could be
experimented with this network in a multi-task setting as ChemNER only assigns
a label to an entity, whether it is a chemical or not. Named entity normalization
assigns an identifier to a chemical entity from a database such as Pubchem.
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Abstract. Living in a knowledge-based society, one of the most important
tasks of decision makers is to know how to deal with information and knowl-
edge that add value to their activities. Decision makers need to retrieve high-
quality sets of information in order to gain competitive advantages in their
business world. Otherwise, companies may struggle with several difficulties
when it comes to market competition and business reputation. What-If analysis
tools can help decision-makers in this matter. This technique allows for simu-
lating hypothetical scenarios without harming the business and helping antici-
pate future events, by testing hypothesis. Therefore, in this paper, we propose a
hybridization approach and develop a hybrid methodology, which aims at dis-
covering the best recommendations for What-If analysis scenarios’ parameters
using OLAP usage preferences. We also develop a software platform to illus-
trate the hybrid methodology with a specific case study. This hybridization
process will help the user during the design and implementation of a What-If
analysis process, overcoming the pitfalls of the conventional What-If analysis
process.

Keywords: Business intelligence � Decision support systems � What-If
analysis hybridization � OLAP usage preferences � OLAP mining

1 Introduction

Nowadays, the exponential growth of electronic data as well as the increasing com-
petitiveness between companies are quite relevant for business enterprise managers.
Improving performance and optimizing decisions often require a better use of analytical
information systems, techniques and models for multidimensional data exploration and
analysis. Moreover, it is important to retrieve the right and high-quality set of infor-
mation and make the best of knowledge, in order to gain competitive advantages in
relation to other companies. More and more companies use analytical tools and
business data for acquiring high quality information, which consequently helps for
reducing redundant information, decreasing waste, saving time, and increasing profits.

On-line analytical processing (OLAP) is one of the most important tools used by
companies in decision-support systems. Navigating in a multidimensional data struc-
ture using OLAP operators is one of many ways of exploring business data. OLAP
tools provide a high flexible interactive exploration of multidimensional databases
performed in an ad-hoc manner, allowing users to see data from different perspectives
of analysis. Offering several features useful for business analytics, OLAP also permits
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multidimensional views of data, data analysis, reporting and complex analytical
operations. Turning out to be a very efficient logical way for analyzing businesses
activities. OLAP supports the decision process, but it lacks the capability of antici-
pating or predicting future trends.

What-If analysis [1] is a technology that allows to create hypothetical scenarios and
could help filling the lack of capability of OLAP. A data cube [2] is one of the most
suitable structures for supporting a simulation of a What-If analysis process due to its
characteristics [1]: supporting information analysis and being capable for representing
historical trends, supporting information at different abstraction levels.

The process of What-If analysis allows for exploring and analyzing the conse-
quences of changing the considered normal behavior of the business. An ordinary
manual analysis of historical data does not allow to discover these effects. What-If
analysis allows decision makers to manipulate parameters, create hypothetical scenarios
and simulate specific conditions of the business, analyze them and get better decisions
about some doubts that could arise during the business management. Therefore, decision
makers can use What-If analysis scenarios for testing and validating their business
hypothesis to support their decisions, without endangering the real business, and
ensuring, if possible, that the consequent decisions will have some success.

During the implementation of the What-If analysis process, the lack of user’s
expertise may be one of the drawbacks of the process. A user, who is not aware of the
What-If process or even the business data, possibly will not choose the most adequate
parameters in an application scenario, and consequently may lead to poor results and
outcomes. One solution to overcome this pitfall is to integrate OLAP usage preferences
[3, 4] in the conventional What-If analysis process. Usually, in OLAP platforms, when
complex queries are performed, the outcome could be a huge volume of data and quite
difficult to analyze. OLAP preferences allows to filter the volume of data: the returned
data is filtered to the users’ needs and to the business requirements, consequently
significantly reduced and without losing data quality. The integration of OLAP pref-
erences according to each analytic session could come as an advantage, since it pro-
vides a way to personalize the outcome of queries of analytical sessions.

The proposed and developed hybridization process [5] consists in the integration of
OLAP usage preferences in the conventional What-If scenarios. This hybridization
process can recommend OLAP preferences, providing the user the most suitable sce-
nario parameters according to the user needs and turning What-If scenarios more
valuable. Therefore, in this paper, we propose a recommendation methodology for
assisting the user during the decision-support analysis process. We present and discuss
the integration of both technologies and a case example that illustrates the proposed
hybridization methodology.

The remaining part of this paper presents an overview about the importance of
What-If analysis and its application. As our main goal is to enrich the What-If analysis
methodology by overcoming its pitfalls. In Sect. 2, we also do a review about some
specific papers that present methodologies that resort to the conventional What-If
analysis and others that follows methodologies that aim at improving the What-If
analysis process. Next, in Sect. 3, we describe the methodology we propose and expose
how What-If scenarios are created and enhanced using OLAP preferences. In Sect. 4, a
case example using the proposed methodology is presented and analyzed, and we show
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how the process works in a software platform we developed, showing all the steps
between the extraction of the rules until the definition of the What-If scenario. Finally,
in Sect. 5 we conclude the paper and discuss some possible future research directions.
This paper is an extended version of [6]. There are a few differences between the two
papers: Sect. 2 was enhanced, Sect. 3 and 4 were significantly increased with more and
detailed information about the hybridization process and the case study example.

2 Related Work

2.1 What-If Analysis Applications

Since [1] was published, What-If analysis has been proved to be a valuable resource to
use in several areas, as evinced by several papers that were published during the last
decade. Next, we reference some papers that shown how What-If analysis can be used
in, for example, data warehouse, relational databases, OLAP cubes and other areas of
application. In [1], the authors present a solution methodology for resolve problems
that need the use What-If analysis for its resolution. They analyzed and discussed some
of the lessons learned and the experience obtained, where they found immature tech-
nology, complexity of design and lack of design methodology. They also suggest
several tools that present What-If features that help to ease users’ problems. Following,
[7] focused on aided and unaided decision support systems with What-If analysis.
These authors presented a formal simulation approach, comparing unaided and aided
decision-making performance. The authors conclude that the differences of perfor-
mance between the both approaches are meaningful, and the effectiveness of the
decision-making strategies is dependent on the environmental factors and on the
supporting tools. Later, [8] addressed What-If analysis in Multidimensional OLAP
environments. The authors mainly focused on storage and organization of hypothetical
modified data, when dealing with What-If analysis. The solution proposed by these
authors consists in storing the new hypothetical modified data into a HU-Tree data
structure (variant of r*-tree). This allows for storing and managing hypothetical
modified cells using a hypothetical cube, instead of modifying the original cube
directly. When a What-If analysis is processed, the original cube and the What-If cube
are manipulated simultaneously. In the next year, [9] focuses on the resolution of a
particular problem of a real case study using the What-If methodology and following
their previous work, the authors focused on derive a formalism for expressing con-
ceptually the simulation model. They achieve a simulation model that satisfies several
issues; for instance, with their methodology, they can model static, functional and
dynamic aspects in an integrated fashion, combining use cases, class and activity
diagrams, build specific What-If constructs using the UML stereotyping mechanism,
and get multiple levels of abstraction using YAM2. Later, [10] aims at improving the
traditional What-If analysis. Using a “generate and test” paradigm and integrating a
combinatorial optimization and decision-making component. This approach helps
identifying the most interesting scenarios. The authors tested this solution approach in a
social policy making. Following, [11] focused on improving the performance of What-
Ig query processing strategies for Big Data in an OLAP system. They aimed to improve
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the classical delta-table merge algorithm in the process of What-If, taking advantage
from the MapReduce framework. Also, the authors explain a What-If algorithm of
BloomFilterDM (Bloom filter-based delta table merging algorithm) and What-If
algorithm of DistributedCacheDM (distributed cache-based delta table merging algo-
rithm). Later, [12] addressed how to use What-If analysis process when dealing with
conflicting goals. Conflicting goals consists of multiple goals that are contradictory
between each other. The authors use data ranges for the input scenario parameters in
the simulation, in order to limit the number of scenarios explored. Also, they present
ways for optimizing input parameters to get a What-If analysis outcome and balance
the defined conflicting goals. In [13], the authors presented the Caravan system. This
system was developed for performing What-If analysis and allowing for users to create
a personalized session, according to their needs. The main innovation is the use of
Provisioned Autonomous Representations (PARs) to store the What-If analysis sce-
narios information instead of maintaining the all data of the source database. [14]
presented an in-memory What-If analysis approach to introduce new dimension values.
They presented a system of operators that can introduce new dimension values and
store them as scenarios, maintaining the real data cube intact, without changing it.
Finally, and more recently, [15] mainly focused on extract temporal models from
current and past historical facts to create predictions. The main goal of this paper was
essentially to solve problems inherent of predictive analytics. Use novel data models to
support large-scale What-If analysis on time-evolving graphs.

2.2 Methodologies Using What-If Analysis

There are several methodologies that use What-If analysis. Most of them use What-If
analysis to improve a specific process or other methodologies. In this section, we
review some of them. But as far as we know, there are not many papers, only [10], that
describes a methodology that aims at improving the conventional What-If analysis. But
first, we start analyzing the paper that we consider the landmark of the What-If analysis
methodology [1]:

The authors presented a methodology that describes how to use What-If analysis in
OLAP environments. The methodology is suggested to be followed when dealing with
problems that need the creation of hypothetical scenarios for answering questions
during decision-making processes. This methodology considers six phases:

– Definition of the main goal analysis and which are the scenarios to perform in the
simulation;

– Business analysis and identification of business variables involved in the defined
scenario and the relation between them.

– Analysis of the data source and data content.
– Definition of the multidimensional data structure, considering the variables

involved in the simulation and the relation between them.
– Creation of the What-If analysis simulation using the pre-defined multidimensional

data structure as the basis for prediction.
– Implementation and validation of the simulation model.
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In [16], the authors propose a methodology that uses a What-If engine to predict the
performance values of a MapReduce system. The authors use What-If analysis for
estimating the performance of a MapReduce job according to several variables: pro-
gram, input data, cluster resources and job configuration settings. This methodology is
composed by four phases:

– Definition of the What-If questions, which need to be translated as changes in the
MapReduce jobs executions, like increasing the size of input data, add nodes to the
cluster resources.

– Definition of the MapReduce job and other configurations settings of the hypo-
thetical job to perform in the What-If simulation.

– What-If Engine, which consists in estimating the virtual job profile and simulating
the MapReduce job execution using the pre-defined parameters.

– Evaluation and Validation, which is the prediction of the MapReduce workflow
performance.

In [17], the authors presented a methodology to perform sustainability performance
analysis using Sustainable Process Analytics Formalism (SPAF), that aims at helping
companies guarantee their sustainable manufacturing goals in their processes. The
authors include the What-If analysis in the methodology to help asking What-If
questions, make optimization requests and analyze the outcome in order to suggest
recommendations to the users. The proposed methodology consists of 5 phases:

– Identification of sustainable manufacturing process scenarios and sustainability
performance measures that need to be assessed, analyzed and optimized.

– Collection of knowledge and data: collecting domain knowledge for the relevant
indicators and their metrics of the scenario and collecting and processing relevant
data that required for the modeling and study.

– Definition of the formal problem representation, when the data and the scenario are
modelled using SPAF.

– Execution of the What-If analysis process and make decision optimization.
– Generation of actions to improve the sustainability manufacturing processes.

[10] is, to our knowledge, the only paper that presents a methodology that aims at
improving the What-If analysis process. This paper exposed a methodology that
aims to integrate What-If analysis with an optimization-simulation hybridization
approach. Firstly, the authors create a Decision Optimization Support System
(DOSS and then integrate machine learning in the process. Machine learning helps
to synthetize constraints for the decision-making support system using the created
simulations results of the What-If analysis simulator. With this, it is possible to
avoid the “generate and test” approach of the conventional What-If analysis pro-
cess. This methodology is composed by several elements, each one has its own
function:

– Definition of the hypothetical scenarios for policy making and possible solutions.
– What-If simulator. The simulator takes the scenarios as input and performs What-If

analysis. As output the simulator generates a set of tuples, which are composed by
decisions and observables.
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– Machine learning. The set of tuples is stored as a training set for the learning
component.

– Decision Optimization Support System. This system receives as input the set of
possible decisions and the output of the machine learning and returns the optimal
scenarios.

These methodologies are different in several ways. First, only one of them describes the
What-If analysis methodology [1]. [16] and [17] uses What-If analysis in their process.
These two papers are examples of methodologies that use What-If analysis to ease the
usage of an already developed tool or improve companies’ processes. [16] suggests a
methodology that uses What-If analysis to predict performance values of MapReduce
jobs. [17] developed a methodology to be followed when users pretend to achieve the
desired sustainability manufacturing goals in their manufacturing processes. And
finally, [10] is the only one that presents a methodology that aims at enhancing the
conventional What-If analysis process. But there are some issues related to the
methodology presented in [10]. Machine learning requires a large number of simula-
tions before achieving a mature and effective level. Also, in this methodology is
necessary to develop an optimization model, specially personalized to the specific
problem, to embed in the process.

3 The Methodology

3.1 Conventional What-If Analysis Overview

What-If analysis [1] allows for helping decision makers, influencing the decision-
making process. A What-If analysis translates the intention of decision makers to get
some doubts or questions answered in order to take future steps in the business. So,
decision makers are responsible for creating hypothetical scenarios about the specific
business situation to explore and help them to take business decisions. Running the
simulation model enables the user to get a better understanding of the business and to
explore different outcomes that are likely to occur under different scenarios.

In the What-If analysis process, the data is altered in order to assess the effects of
the changes. The user is responsible to change the value of one or more business
variables, set the scenario parameters in a specific scenario, taking into consideration
the analysis goals. The What-If process calculates the effect of the impact of the change
of the business variables, presenting the user a new changed scenario, called the
prediction scenario (Fig. 1). It is also the responsibility of the user to accept the
prediction scenario or to perform the What-If analysis process again.
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The What-If analysis process offers several advantages. This technology allows to
analyze the system behavior through simulation without building the system or creating
the environment to make it functional, undoubtedly reducing time and costs. Also, it is
possible through What-If analysis to be aware of circumstances that may lead to an
unpredictable or irregular behavior in the system and preventing it.

Users resort to What-If analysis to clarify some doubts, so, typically this technology
starts with the definition of a what-if question, for example, “What if…?”. This
question represents the doubt of the user that symbolizes the intent on exploring the
effects of changing the variables and after analyzing the consequences, obtaining the
information to answer the previous doubt.

The main element of a What-If analysis application is the simulation model
(Fig. 2). This model represents the real business model and usually is composed by
several application scenarios. Each application scenario is composed by a set of sce-
nario settings. Each set of scenarios settings, in its turn, is composed by a set of
business variables (the source variables) and a set of setting parameters (scenario
parameters). As said, the user is responsible to choose the axis of analysis of the
simulation, the set of values for analyzing and the set of values to change according to
the goal defined previously and in the what-if question.

The What-If process receives as input a data cube with historical data, the simu-
lation model is performed with a proper tool and the outcome would be a prediction
scenario. This prediction scenario is a data cube with the new calculated data. The user
can explore and analyze the impact of the changes and accept the new data cube, or to
return to change the application scenario settings and do the changes required over to
the target data.

Fig. 1. Historical and prediction scenarios [5].

Fig. 2. A general overview of a what-if analysis process [5].
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The users’ lack of expertise can be an impediment during the implementation and
design of the What-If analysis process. If the user does not know how the process or
business work, he may not choose the most correct parameters in a specific application
scenario, and, consequently the outcome of the process may not be the most adequate.
Therefore, we proposed and developed a hybridization process, which will help to
overcome this pitfall of the What-If analysis process.

3.2 The Hybridization Methodology

Integrating OLAP preferences in What-If Analysis defined a general methodology that
can be implemented using various methods and different technologies and tools, such
as the tool to perform the simulation, or the way preferences are extracted. Clearly,
other choices of tools and techniques could be also used. After the overview of the
hybridization process we proposed, we define a methodology that scan be followed
when dealing with What-If-based problems.

Our methodology incorporates six distinct phases (Fig. 3), namely:

1. Problem Analysis and Definition of the What-If question. When doubt arises, it is
essential to define a What-If question to perform the What-If analysis. A What-If
question translates in a question about what can happen in a specific hypothetical
scenario and the consequences of changing the normal behavior of a complex
system. So, it is important to know the context of the problem to define the What-If
question and the simulation purpose or goal analysis.

2. Business and Data analysis. In this phase, and according to the previous defined
What-If question, the set of business variables to add in the simulation must be
defined. One should know the set of business variables to be included in the
simulation model, and their associations, as well as identifying the dependent and
independent ones. The user also needs to perform an analysis of the business and
the data and consider the data quality. If the data used in the simulation has some
kind of noise, the outcome of the simulation could not be the most adequate.

3. Multidimensional Modelling. To perform the multidimensional modelling, a data
structure is created and prepared for discovering user preferences. The multidi-
mensional structure is constructed based on the information collected in the pre-
vious phase and the goal analysis defined in the first phase.

Fig. 3. The schema of the methodology for the hybridization process [5].
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4. Extraction of Preferences. A mining technique is applied to the created multidi-
mensional structure. This process is called OLAP mining [18]. The outcome is
stored in a mining structure. Then, a filter process, which is explained in detail in
Carvalho and Belo (2016), is applied to the outcome of the association rules
technique. This filter process consists in filtering the data that is interesting to the
user and should be included in the simulation. To do this, it is necessary to filter the
set of association rules and return only the set of strong association rules that
contain the goal analysis business variable. At the end, this process suggests to the
user a set of variables, which frequently occur with the goal analysis in the data set,
to introduce in the simulation model.

5. What-If analysis simulation. To perform the simulation process, the user needs to
set some scenario settings, namely the source or business variables and the scenario
parameters. The set of business variables includes the goal analysis variables, which
is the focus of the analysis defined in the first phase, and a set of suggested
preferences. The set of scenario parameters, like algorithm to perform the What-If
analysis and additional parameters, are defined according to the chosen tool.

6. Validation and Implementation of the decisions. In this last phase, the user evalu-
ates how credible and practicable is the outcome of the simulation. The user needs
to compare the conclusions of the simulation model with the real business model
outcome and to evaluate if the behavior of the simulation model is adequate. If the
behavior is irregular or unacceptable, the user needs to go back and to redefine the
whole simulation model.

In the third phase, we used Microsoft Visual Studio 2017 [19] to create the multidi-
mensional structure within an Analysis Services Multidimensional and Data Mining
project. Next, and using the same tool, we used a data mining technique for extracting
preferences, opting for an Apriori-based algorithm [20] for extracting preferences from
the multidimensional structure in the fourth phase. We claim that this algorithm is the
most adequate mining technique for extracting preferences from a multidimensional
structure. The extracted preferences recommend to the user axis of analysis that are
strongly related to the previously defined goal in the What-If question. Preferences
consist on information (patterns or knowledge) from previous sessions of analysis
derived from the application of a data mining algorithm. They provide access to
relevant information as well as eliminate the irrelevant one.

Therefore, preferences help to introduce valuable information to the scenario
analysis, which otherwise may not happen. To perform the What-If simulation in the
hybridization methodology we chose Microsoft Office Excel functions.

4 Software Platform and Case Study

In this section we present a software platform, called “OPWIF” – OLAP Preferences
What-IF analysis integration, that was developed to implement the hybridization
methodology described before, and an example of the application methodology on a
specific case study. To test our methodology, we used the Wide World Importers
(WWI) database [21]. It contains information about a wholesale novelty goods importer
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and distributer called WWI. As a wholesale, WWI buys goods from suppliers, which
can be novelty or toys manufacturers and sells to WWI customers, which are the ones
that resell to individuals.

4.1 The Hybridization Methodology

Let us see now an example of the software platform “OPWIF” (meaning, OLAP
Preferences What-IF analysis integration) we developed for implementing the
methodology. It allows for the user to:

– create What-If scenarios, choosing the available attributes of his choice (conven-
tional What-If analysis);

– consult the mining models’ itemsets and association rules;
– use the hybridization process described in the previous chapter.

Each one of these functionalities is associated to a tab. Figure 4 represents the User
Interface (UI) of the “HybridizationModel” tab, which allows for the user to perform
the hybridization process.

To illustrate the several functionalities of the software platform we start by
describing a case study involving an analysis of the products’ mining structure.
A mining structure is a data structure that stores the extracted frequent itemsets and
association rules. For example, the products’ mining structure contains the itemsets and
extracted association rules with products’ information.

Fig. 4. The hybridization model tab [5].
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4.2 A Case Study

To illustrate the application of the hybridization methodology we developed, we
selected a simple case study, from the WWI data warehouse. The creation and analysis
of the small data cube can clearly be generalized to larger complex cases. The WWI
database contains information about a fictitious company, which is a wholesale novelty
goods importer and distributor.

To proceed in our methodology, in the second phase, we analyze the database
content and select the set of interesting data necessary to create the multidimensional
structure and by presenting the software platform. Then, we present an example of the
application of the proposed hybridization process. We will present and discuss this in
the next section.

Data and Goal Analysis. A data warehouse [22] is a subject-oriented, integrated,
time-variant and non-volatile collection of data in support of the management decision-
making-process. Data warehouses are specially centered on companies’ specific con-
cepts, in other words, they are business subject oriented. They intend to store detailed
information about the several entities: customers, products, stores, for example; and
detailed facts of sales, as, for instance, data, the products bought, the name of the
employee who made the sale and the name of the customer.

A data warehouse allows for gathering data from several data sources, integrating all
the information in only one place. This eases to access to specific information, turning
the process of decision making simpler and faster. Data warehouses are time-variant,
which means that all the data warehouse data is dated, allowing for to analyze data from
a specific period, like, for example, analyzing product sales of 2017. The use of data
warehouses also provides a structured and organized way of analyzing data. And finally,
data warehouses are non-volatile, which means that data is consistent and stable. New
data can be added to the data warehouse, but it can be never removed. All these data
warehouses’ properties help companies to get a more consistent view of the business.

A data warehouse data can be represented as a multidimensional view of data, which
can be materialized as multidimensional views (data cubes) and used in further inquiry.
A data cube structure, also called multidimensional database, is composed by a set of
data cells. Each data cell in the data cube stores information about the corresponding
entity values in a multidimensional space. A typical multidimensional schema of a data
warehouse (Fig. 5) is usually composed by a central table, called fact table, and a set of
tables linked to the main table, called dimensions.

Fig. 5. A typical multidimensional schema of a data warehouse.
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Following the formal specifications in [4], we can define a multidimensional schema
and its components. Essentially, a fact table can have two types of columns: keys and
measures. Fact Tables contain foreign keys from the dimension tables. Measures are
numeric values that can be operands in mathematical operations and are used to express
business metrics. Foreign keys are responsible for linking fact table’s rows to the
correspondent dimension table data. Dimensions have primary keys and attributes.

To illustrate the analysis example, we chose a multidimensional view with a fact
Table called “Sales” and related dimension tables: “Customer”, “Employee”, “Stock
Item”, “City” and “Date”, which contains information about customers, employees,
stock items, about cities of 49 states of EUA and date details between ‘January 1, 2013’
and ‘December 31, 2016’, respectively. These tables are the most adequate to support
our goal analysis because this fact table contains the information about sales’ details,
which is the most adequate taking into consideration the pre-defined What-If question.
The database schema of the case study “Sales” is presented in Fig. 6.

The analysis example selected was one want to use What-If analysis for exploring
the effects of increasing the sales profit values by 10% of the profitable products of a
specific store. Considering this scenario context, we formulate the following What-If
question:

– “What if we want to increase the sales profit by 10% focusing mainly on the most
profitable products’ color?”.

Next, we need to define the goal analysis and a set of business variables to add to the
analysis scenario. The goal analysis is “Color”, because the analyst wants to know how
the profit values may vary according to the products’ color. The set of variables to be
added to the scenario would be “Sales Profit”, because it is the attribute that we aim at

Fig. 6. Selected data warehouse’s view “Sales” schema.
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altering (increasing 10%), and also it would be useful and interesting to analyze the
scenario data by year or month.

Applying Conventional What-If Analysis. The developed software platform allows
for performing conventional What-If analysis. Let’s consider that we are the enterprise
managers of WWI and we want to know how the sales profit is going to vary in the next
years according to the products characteristics and define the following What-If ques-
tion: “What if we want to increase the sales profit by 10% focusing mainly on the most
profitable products’ color?”. Figure 7 shows the application UI of this tab, the WIF tab.

Using this tab, the user can create a typical What-If scenario using a conventional
What-If analysis. The user chooses the parameters that he wants to introduce in the
scenario (according to the pre-defined What-If question) and creates the graphic to
analyze the profit values. The set of parameters to be chosen are: “Calendar Year” and
“Calendar Month” from the dimension table “Invoice Date” and “Color” from the
dimension table “Stock Item”, as we want to know which is the most profitable
products’ color. We opt to choose “Calendar Year” and “Calendar Month to analyze
the scenario data by month. Then, after ‘See Graphic’, the application shows the
historical scenario. As we want to analyze the effects of changing the profit value by
10%, we set the new value in the “New profit value”. After performing the What-If
analysis, the application returns to the prediction scenario (Fig. 8).

The Hybridization Process. In this section, we illustrate the hybridization method-
ology with an analysis example. In the first phase of the methodology, we need to
define the What-If analysis and analyze the problem. Let’s consider the same problem
described in the conventional What-If analysis example: we want to know how the
sales profit is going to vary in the next years according to the products characteristics.

Fig. 7. The WIF tab [5].
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The following What-If question was considered and analyzed: “What if we want to
increase the sales profit by 10% focusing mainly on the most profitable products’
color?”. We can conclude, by analyzing the What-If question, that the attribute that we
intend to alter in the simulation scenario is the business variable “Sales Profit” and the
goal analysis attribute is “Color”, which is the business variable the user wants to focus
on, from the products’ mining structure.

To proceed in our methodology, in the second phase, we analyze the database
content and select the set of interesting data to create the multidimensional structure
and by presenting the software platform. The analysis of the database content was
already explained previously. Then, we proceed to the construction of the OLAP cube,
in the third phase. OLAP consists of a set of techniques developed for analyzing data in
data warehouses. The use of a multidimensional database (an OLAP cube) is more
advantageous comparatively to using traditional relational data bases in this analysis. It
is possible to analyze data in different levels of abstraction, to see queries’ output in
different formats, to perform operations like navigation of data, and operations like roll
up, drill down, slice, dice, etc. To construct the data cube, we used the Microsoft Visual
Studio tool, where it is possible to define all the dimensions and the related fact table of
the data warehouse and construct the data cube using the defined data. Next, we can use
the application UI to extract preferences. Figure 9 represents the application UI of the
HybridizationModel tab. The extraction of preferences phase is possible to be done
using this tab.

Step 1 is responsible to filter the frequent itemsets of a chosen mining structure. The
user can choose the mining structure using the combo box in the right in the application
UI: the user selects the mining structure most adequate to answer the What-If question.
In this case, the mining structure of “Products” was selected, as shown in Fig. 10.

Fig. 8. Conventional what-if analysis – the prediction scenario.
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Regarding the support and confidence values used to filter the frequent itemsets, the
user has the possibility of accepting the default minimum support and probability
values or altering them according to the needs. This step filters the set of itemsets of the
mining structure and returns the frequent itemsets, in other words, returns the set of
frequent itemset that are above the support and probability values. In step 2 the user
chooses the frequent itemset of its choice (according to the What-If question), in this
case, the “Color” goal analysis attribute. Finally, in step 3, and similarly to step 1, the
user specifies the mining values of support and probability to filter the important set of
association rules. These association rules are an association rules’ subset that contain
the chosen goal analysis attribute in step 2. All these steps are resumed in Fig. 10.

After filtering the association rules with default minimum support and probability
values in step 3, the application UI shows a new window (Fig. 11), containing the final
association rules’ list, ordered by probability of happening in the left. The three chosen
rules are the association rules in the right:

1. [“Brand” = ‘Northwind’, “Color” = ‘Black’ -> “Barcode” = ‘N/A’];
2. [“Brand” = ‘Northwind’, “Color” = ‘Black’ -> “Buying Package” = ‘Each’];
3. [“Brand” = ‘Northwind’, “Color” = ‘Black’ -> “Is Chiller Stock” = ‘Missing’].

These three top rules are chosen to form OLAP preferences

Fig. 9. The UI – Hybridizationmodel tab [5].
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Next, the itemsets contained in the filtered association rules will be suggested to the
user as preferences (Fig. 12). The user choses the scenario parameters to be part of the
What-If scenario. The preferences are represented by the itemsets of the chosen associ-
ation rules: “Brand”, “Barcode”, “Buying Package” and “Is Chiller Stock” in the left.
“Calendar Year” andMonthNumber of Year” are suggested too to be part of the scenario.

Fig. 10. The hybridizationmodel tab – steps 1, 2 and 3 [5].

Fig. 11. Selection of top association rules [5].

Fig. 12. Recommendations to the user [5].
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Then, the application UI creates a historical scenario with the chosen parameters and
shows it to the user (Fig. 13).

The application UI shows a new window (Fig. 14), in which the user can enter the
desired final value. This step is similar to the one in the conventional What-If analysis,
in which the user changes the value of the goal analysis variable to the wanted one. In
order words, if the user wants to increase the profit value by 10%, we want to alter the
profit final value by 10%.

Next, Microsoft Office Excel [23] performs What-If analysis. Excel takes the his-
torical scenario data, performs the What-If analysis and alters the new final profit value
and returns the new prediction scenario (Fig. 15).

Fig. 13. The hybridization process - historical scenario.

Fig. 14. Changing the variables’ values [5].
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With the analysis of both charts, Fig. 13 and Fig. 15 respectively, we can conclude
that products with unknown color or not available (‘N/A’) with ‘Each type’ value for
buying package are the most profitable products in ‘2015’, followed by ‘2014’, which
resulting in a high profit in both years (over ‘12,000,000’). Followed by the products’
color ‘Blue’ sold with the ‘Each type’ buying package in ‘2015’ with total profit value
over ‘6,000,000’ and finally the products’ color ‘Black’ sold with ‘Carton’ buying
package with total profit value over ‘3,000,000’ in ‘2014’ and in ‘2015’. ‘White’ or
‘Black’ products with buying package made from ‘Carton’ are also profitable. Apart
from these cases, products that are sold in ‘Carton’ and ‘Packet’ (regardless of “Color”)
generally have low profit values (less than ‘1,500,000’ for year).

The new parameter “Buying Package” was suggested by the application and
selected to be in the scenario by the user. This business variable could be ‘Carton’,
‘Packet’ and ‘Each’, meaning that the buying package is made from carton and packet.
The introduction of this variable is the main difference between the two approaches,
with or without the integration of preferences.

4.3 Comparative Analysis

In this section we compare the outcome of both approaches presented: the outcome of
the application of a conventional What-If analysis and the outcome of the application of
our approach, the hybridization process. To compare the outcome of both approaches,
we use the same What-If question: “What if we want to increase the sales profit by 10%
focusing mainly on the most profitable products’ color in 2016?”.

Conventional What-If Analysis. Here, we consider the outcome of the application of
a conventional What-If analysis. In the definition of the scenario, the user chose the
business variables “Color” of products, “Sales Profit” in 2016 and then perform the
What-If analysis.

Fig. 15. The hybridization process - prediction scenario.
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In the Fig. 16 is possible to analyze the attributes “Profit” represented in the Y axis,
with a range from ‘−200 000’ to ‘1 600 000’; and represented by the X axis: “Calendar
Year” ‘2016’, “Month Number of Year” with a range of ‘1’ to ‘5’, which represents the
months of a year, from ‘January’ to ‘May’; and “Color” which can be ‘Black’, ‘Red’,
‘Gray’, ‘Yellow’, ‘Blue’, ‘White’, ‘Light Brown’ and ‘N/A’ (not available).

The Fig. 17 shows the prediction scenario, revealing that in ‘2016’, products with
‘N/A’ color are the most profitable and it is the product color that earn more money,
especially in ‘May’, ‘March’ and ‘January’, respectively; showing profit vales over

Fig. 16. Conventional what-if analysis - historical scenario.

Fig. 17. Conventional what-if analysis – prediction scenario.
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than ‘1,200,000’. Followed by the products’ color ‘Blue’, which is the most profitable
in ‘March’, ‘April’ and ‘May’; and finally, the products’ color ‘Black’ are more
profitable in the same months that the products’ color ‘Blue’. ‘Light Brown’ is the
products’ color less profitable, also with negative values in ‘2016’.

Hybridization Process Results. Now, we consider the outcome of the example
application of our hybridization process. Here, the user follows the steps of the soft-
ware platform that illustrates the methodology we proposed: choosing “Products” in the
step 1, “Color” of products in the step 2 and opt to choose “Buying Package” of the
recommendations made to the user to be added in the simulation scenario.

When we analyze both scenarios, the historical scenario presented in Fig. 16 and the
prediction scenario presented in Fig. 17, it is possible to verify that products with the
color ‘Light Brown’ shows negative profit. But this fact is not new. We had already
concluded it before, when analyzing the outcome of the conventional What-If analysis
process.

As seen before, the novelty using our hybridization process is the suggestion of the
“Buying Package” parameter. With the addition of this new parameter it is possible to
conclude more facts beyond what we previously conclude with the conventional What-
If analysis.

Fig. 18. The hybridization process – historical scenario.
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With the analysis of Fig. 18 and Fig. 19, and similar to the conventional What-If
outcome analysis, we can conclude that products with unknown color or not available
information about color ‘N/A’ are the most profitable in ‘May’, ‘March’ and ‘January’.
The information that was hidden from the user in the conventional What-If analysis and
now it is possible to conclude that the most profitable products with ‘N/A’ color were
sold with “Each type” buying packages: Products with unknown color or ‘N/A’ with
‘Each type’ buying packages are the most profitable products (with profit values over
‘1,000,000’ in ‘January’, ‘March’ and ‘May’), comparing to ‘N/A’ color products with
‘Carton’ and ‘Packet’ (less than ‘120,000’), which are less profitable.

Following the ‘N/A’ color products, the products’ color ‘Blue’ are the second most
profitable, especially in ‘May’, ‘April’ and ‘March’ (over ‘500,000’). This fact is
already stated in the last analysis, in the conventional What-If analysis outcome. The
novelty here is the fact that the most profitable ‘Blue’ products were sold with “Each
type” buying packages. Another fact that we can analyze is that ‘Blue’ products sold in
‘Carton’ and ‘Packet’ buying packages do not show any profit values.

The products’ color ‘Black’, similar to the previous analysis, are the third most
profitable products in ‘May’, ‘April’ and ‘March’ (over ‘250,000’). The novelty here is
that the most profitable ‘Black’ products were sold with ‘Carton’ buying packages.
This information is hidden in the conventional What-If outcome analysis. Also, ‘White’
products with buying package made from ‘Carton’ are also profitable (over ‘200,000’
in ‘May’, ‘April’ and ‘March’). Apart from these cases, products that are sold in
‘Carton’ and ‘Packet’ (regardless of “Color”) generally have low profit values (less
than ‘150,000’).

Thus, we can conclude that regardless the color, the buying package (‘Carton’ or
‘Packet’) influence the negatively the profit. Finally, and already known fact is that
‘Light Brown’ products have negative profit values. The new information that we can
include in this last fact is that ‘Light Brown’ products have buying package made from
‘Carton’.

Fig. 19. The hybridization process – prediction scenario.
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One possible change to improve profit would then be to rethink the type of buying
package on ‘Light Brown’ products and see if this change could really improve
profitability. Other possibility is trying to discover why ‘Light Brown’ products have
negative profit values: if the problem is on sales or on purchase them to the suppliers.
Rethinking the cases of products with buying package made from ‘Carton’ or ‘Packet’
(independently of the product color) because of the lower profit values.

It will be helpful to discover which products are light brown and arrange a tactic to
improve profits. This information is credible, but is very generic and abstract, and better
decisions can be reached with more detailed information.

The presented case example analysis represents a small case study. However, it
demonstrates the potential of the methodology, which helps up to be helpful when
dealing with cases that are more complicated. With this methodology, we can add new
relevant information to the analysis.

5 Conclusions

This paper presented a hybrid methodology that can be used for discovering the best
recommendations for What-If analysis scenarios’ parameters using OLAP usage
preferences. This methodology introduces a recommendation engine for assisting users
during decision-support analysis processes. The main difference between the approach
we propose and a conventional What-If analysis method is to become possible to
simulate a system behavior based on past data extracted from OLAP sessions. In other
words, our approach integrates the process of extraction of usage preferences in the
conventional What-If analysis, forming a hybridization approach. The recommendation
engine mainly aims at improving the conventional What-If Analysis process.

The hybridization process suggests OLAP preferences to users, providing more
suitable parameters to be included in the scenario in a What-If analysis process. In more
detail, this methodology process helps the user by suggesting new axes of analysis,
which are obtained using the association rules algorithm and consequently are variables
that often appear with the goal analysis in the data set. Therefore, the process suggest
these axes of analysis to the user as parameters to be added to the What-If scenario.
These axes cannot otherwise be discovered using a manual analysis. At the end, this
integration helps analysts by adding new relevant information to What-If scenarios. This
contributes significantly to enrich a What-If scenario for a particular business domain.

The choice of the scenario parameters is one of the phases of the conventional
What-If analysis that may be quite difficult to a user. A user that is not familiar with the
data, may choose wrong or inadequate parameters to add to the scenario. Following the
hybridization methodology, the experience of this phase is facilitated. Instead of
making the wrong choices or choosing only the scenario parameters included in the
What-If question, the hybridization process finds and recommends a set of axes of
analysis to the user. Thus, it is possible to the user to add relevant and important
information to the scenario, which in a default or usual situation would not be done.

Using usage preferences as recommendations in the hybridization process, the user
does not need to know in detail the business domain. Preferences can be defined based
on historical data provided from a data mining system. Preferences have the ability to
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suggest to the user the axes of analysis that are related to the goal analysis, helping him
to introduce valuable information in the application scenario he is building. Another
advantage that comes with using preferences is that usage preferences can also help to
control the returned information, providing access to relevant information, eliminating
the irrelevant one. Knowing beforehand usage preferences can have a significant
impact on the outcome results of the analytical system. It is possible to provide exactly
the most relevant and useful information to each specific user in a specific analysis
scenario.

Due to this, query runtime can be enhanced against cases without preferences.
There is a significant reduction of the cube implementation costs, processing time and
memory usage. The cube will include in its structure only the data that match user
preferences and so it will return only the data that interest to user. Moreover, the entire
analysis process can be improved. As already noticed, a cube is a very complex data
structure and it can be difficult for an analyst to acquire the information he wants. With
a simple interface having the ability to recommend the right queries based on the
history of past analytical sessions, makes much simpler the process of extracting
information. Consequently, using this process, the user can get more focused and
refined results, which helps both a user who is not familiar with the business analysis
and an analyst who is familiar with the business modelling data.

Nevertheless, we also recognized some limitations that need to be overcome, in
order to make the system more efficient, especially at the level of the usage of
Microsoft Office Excel functions and within the What-If process itself. Additionally,
we need to free the system from some limitations imposed by user’s choices and
decisions, which are needed in the most parts of the What-If process. This must be
avoided, because a user that has limited knowledge about the business domain or even
about the simulation process to be implemented influences the entire process nega-
tively, leading consequently to poor results.

This methodology is still dependent on the user. It is the user’s responsibility to
choose the goal attribute for the analysis. So, if the goal analysis is not done correctly,
What-If questions and consequently scenarios will not be correctly defined, and the
preferences outcome will not be reliable. What-If Analysis results depend strongly
from the data we want to analyze. If it contains some errors, which is a very common
situation, the result will not be very useful; to set support and confidence measures and
the choice of the set of strong association rules that will form the preferences. These
situations influence the filtered set of association rules and consequently the set of
preferences. If these steps are done in a wrong manner, the outcome might be inade-
quate. To overcome these problems, preventive measures were taken. In the filter
process, the application suggests default measures for the support and confidence
measures. With this, we can guarantee that the outcome is not null and there is at least
one rule in the outcome. A solution relatively to the user’s choice of strong rules is to
automatically choose the set of top 5 strong association rules to form the set of pref-
erences. Finally, as a future work, we intend to overcome the described drawbacks and
mainly aim at restructuring automatically the What-If scenarios, in order to discard user
dependency.
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Abstract. The resources of time and memory space are limited in data
stream classification process. Hence, one should read the data only once
and it is not possible to store the history as a whole. Therefore, when
dealing with data streams, classification approaches in traditional data
mining fall short and several enhancements are needed. In the literature,
there are stream classifications methods such as stream based versions of
nearest neighbor, decision tree based or neural network based methods.
In our previous work, we proposed m-kNN (Mean Extended k-Nearest
Neighbors) and CSWB (Combined Sliding Window Based) classifiers and
presented the accuracy performances in comparison to other data stream
classification methods from the literature. In this work, we present two
new versions of CSWB, CSWB-e and CSWB-e2, such that our m-kNN
classifier is combined with K* (K-Star) and C4.5, and with K* (K-Star)
and Naive Bayes, respectively. In the experiments, accuracy of m-kNN,
CSWB-e and CSWB-e2 are analyzed with new data sets in order to
observe the relationship between window size and the accuracy. Addi-
tionally, the classification performance results for m-kNN are further
analyzed and reported in precision, recall and f-score metrics in addition
to accuracy.

Keywords: Data stream mining · Classification · Sliding window ·
Hybrid classifier · Ensemble · CSWB-e · CSWB-e2 · m-kNN · C4.5 ·
K*

1 Introduction

Due to improvements in hardware technology in recent years, it is possible to
collect continuous data from different resources. Daily life activities such as using
mobile phone or payment with credit card lead to production of large volumes
of continuous data. Such data can be mined to extract interesting and valu-
able information for various applications. However, processing large volume of
continuous data can cause several challenges as [1]:

– It is not possible to pass the data more than once. This is a constraint for
the implementation of data stream algorithms.
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– The data may evolve over time and the stream mining algorithms should be
designed to deal with this evolution of data.

In order to work with infinite and continuous data, sliding window mechanism
is a commonly used approach. We can define a window as a set of stream elements
within a certain time frame. Sliding windowing has two basic types: time-based
and count-based. In count-based sliding windows, the borders of windows are
specified with the counts of instances lying inside the windows. On the other
hand, in time-based sliding window mechanisms, the borders are determined by
using a time interval [3]. In our previous work [10], we proposed a sliding window
based method called m-kNN. In m-kNN, we used the conventional kNN within
a sliding window, and as an enhancement, one of the k-nearest neighbors is
obtained among the centroids of the classes. These centroids indicate the mean
values of the features for the classes. In m-kNN, the class having the nearest
centroid for the incoming instance is determined and its centroid is utilized as the
kth nearest neighbor. Another novelty proposed was a hybrid method, Combined
Sliding Window based Classifier (CSWB), combining m-kNN, conventional kNN,
and Naive Bayes.

In this work, we propose two new version of CSWB, namely CSWB-e and
CSWB-e2. We conducted experiments on these two hybrid methods for accuracy
performance analysis. Additionally, we extended the analysis of m-kNN method
on new data sets and under additional classification performance metrics. We
can list the contributions of this work as follows:

– The first new version of Combined Sliding Window based Classifier, CSWB-
e, combines m-kNN with two other methods from the literature, K* and
C4.5 algorithms, in a sliding window. The other new version, CSWB-e2, is
composed of m-kNN, K* and Naive Bayes.

– The performance of CSWB-e and CSWB-e2 are analyzed in comparison to
the individual stream classifiers and the previous version, CSWB.

– We analyzed the correctness of m-kNN further on three data sets: Avila,
Poker Hand and LandSat Satillite data sets.

– We extended the analysis for m-kNN with additional metrics of precision,
recall and f-score.

– Literature survey is extended with additional recent related work.

The rest of the chapter is organized as follows: In Sect. 2, related studies in
the literature are summarized. In Sect. 3, an overview of our previous methods,
m-kNN and CSWB, which form the basis for this work, is given. In Sect. 4, the
new hybrid stream classifiers, CSWB-e and CSWB-e2, are described. In Sect. 5,
the experiments and results are presented. The chapter is concluded with an
overview of the work and the results in Sect. 6.

2 Related Work

In literature, there is a variety of studies and algorithms developed to deal
with data streams in classification, ranging from distance based nearest neigh-
bor approaches, decision tree based solutions to assembler methods that aim to
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improve the classification performance by combining several methods. One of
such assembler method is gEBoost (graph Ensemble Boosting), which classifies
imbalanced graph streams with noise. This method partitions the graph stream
into chunks where each chunk contains noisy graphs having imbalanced class
distributions. A boosting algorithm for each chunk is proposed to combine the
selection of discriminative sub-graph pattern. Combination of the chunks forms
a unified framework as a learning model for graph classification [11].

As an example to nearest neighbor based methods, MC-NN utilizes statis-
tical summaries of the data stream. In this method, statistical summaries are
processed incrementally and it aims to handle concept drifts as well. Addition-
ally, MC-NN has a parallel version, in order to improve efficiency [16].

In [9], VHT method applies vertical parallelism on the features of streaming
data. In this method, vertical parallelism divides the instances into partitions
with respect to the attributes in order to process the stream more efficiently.

Fuzzy methods can be also utilized in data stream classification. In [14], Silva
et al. propose an extension for On-Demand classification algorithm developed
by Aggarwal et al. [2]. They include the concepts of fuzzy sets theory and they
aim to improve the adaptability of the classification process to changes in data
stream.

Yang et al. present an ensemble Extreme Learning Machine (ELPM) that
includes a concept drift detection method. The authors utilize online sequence
learning strategy in order to handle gradual concept drift. In thier work, it is
reported that their ELM algorithm improves the accuracy results for classifica-
tion and also can adapt to new concepts in a shorter time [18].

In [17], Wozniak et al. propose a data stream classifier based on sliding win-
dows. Their method contains a novel classifier training algorithm and it includes
a forgetting mechanism. The authors choose interesting objects to be labeled by
using active learning.

ADWIN (ADaptive WINdowing) also maintains a window for processing data
streams but the window has a variable size. ADWIN2 is the improved version for
memory usage and time efficiency. In [4], it is proposed to make a combination
of ADWIN2 and the Naive Bayes classifiers.

PAW (Probabilistic Adaptive Window) is another windowing based stream
learning approach [6]. It contains older samples from dataset as well as the most
recent ones. This leads a quick adaptation to new concept drifts and also it
enables to maintain information about past concept drifts.

In [7], Bifet et al. propose STREAM DM-C++, which is a framework where
decision trees for data streams area implemented in C++. This framework is
easy to extend and it includes powerful ensemble methods.

Data stream classification methods can be applied to several domains. Among
them, finance includes several interesting sub-problems. Credit card fraud detec-
tion or risk assessment for credit are well-known examples of financial application
areas for data stream classification. Sousa et al. propose a new dynamic mod-
eling framework which can be used in credit risk assessment. Their framework
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extend the credit scoring models and they apply it to a real-world data set of
credit cards from a financial institution in Brazil [15].

In [13], Shi et al. consider identification of human factors in aviation inci-
dents as another application area for the data stream classification methods.
They use four data stream algorithms, Naive Bayes, Very Fast Decision Tree
(VFDT), OzaBagADWIN (OBA) and Cost Sensitive Classifier (CSC), which
are implemented in MOA (Massive Online Analysis) framework [5].

Our methods for data stream classification, m-kNN and CSWB, are sliding
window based methods and they are similar to PAW or ADWIN in this aspect.
The main difference of our m-kNN method is that we select a nearest neigh-
bor from the historical data and thus, we can associate the past and current
behaviour of stream. On the other hand, CSWB an assembler for data stream
classification. It differs from other ensemble method in the way singleton classi-
fiers are combined. In CSWB, m-kNN is combined with other classifiers in the
literature in a sliding window.

3 Background Information

In our previous work [10], we presented two enhancements for data stream clas-
sification approaches. Our first method, m-kNN, is a distance based nearest
neighbor classifier. It is based on conventional kNN in a sliding window mecha-
nism. In kNN the prediction for the next incoming sample is made by searching
the training samples that are previously classified. After that the first k most
similar instances, which are the nearest neighbors for our incoming sample to
be classified, are obtained, the sample is classified according to majority voting
among these k nearest neighbors. The main difference between m-knn and the
conventional kNN is at the selection of the last nearest neighbor for the incoming
instance. In m-kNN, we select the k-1 nearest neighbors from the current win-
dow. We keep the centroids of the classes as instances and select the kth nearest
neighbor from these centroids.

This last nearest neighbor belongs to the class that has the nearest centroid
to the incoming sample. We use Euclidean distance for similarity calculation.
While sliding the window, it is assumed that the actual class label is available.
Hence we update the representative of the class according to this information. To
slide the current window, we remove the oldest instance and push this instance
into the head of the window. The sliding window mechanism in m-kNN helps us
to deal with the concept drift and evolution of data stream [10].

CSWB classifier is our second enhancement, which combines m-kNN, Naive
Bayes and conventional kNN classifiers in a sliding window. We use two versions
of voting mechanism to obtain the final result of the classification. One of them is
majority voting with equal weights. In this voting schema, if two of the classifiers
produce the same result, the sample is assigned to their decision. If there is a
tie between the decisions of these classifiers, then Naive Bayes makes the final
decision since it has higher accuracy results in our experiments. Our second
voting mechanism is voting with current accuracy. In this voting procedure, we
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keep the accuracy values for classifiers and sum up the accuracy of classifiers
having the same decision for the incoming sample. Then we assign the incoming
sample to the class having the highest accuracy value [10].

4 Extended Hybrid Stream Classifiers: CSWB-e
and CSWB-e2

In this paper, we propose two new versions of CSWB where we use new classifiers
together with m-kNN. In CSWB-e, m-kNN is combined with K* (K-Star) and
C4.5. In CSWB-e2, in addition to m-kNN, K* and Naive Bayes classifier are
used. The motivation for including Naive Bayes in CSWB-e2 is based on our
previous observation [10] that it contributed well to the performance of CSWB.

The first newly added classifier is K*, which is a nearest neighbor based
classifier [8]. In K*, entropy is used as the distance measure. The approach
to calculate the distance between two instances is inspired from information
theory, and the main idea is that this distance can be viewed as the complexity
of transforming one instance into another.

The second classifier that we included in our hybrid model is C4.5 [12], which
is a decision tree based classifier, and is the successor of the ID3 algorithm. The
algorithm uses the concept of information entropy for node selection. For each
node of the decision tree, C4.5 selects the attribute that most effectively splits
list of the training data samples. To this aim, C4.5 selects the attribute with the
highest information gain. This process is applied recursively on the partitioned
data.

As in CSWB, in CSWB-e and in CSWB-e2, we may consider two different
voting schemata in the assembler. In [10], it was already shown that the voting
under current accuracy model performed well. Hence in our experiments, we use
voting with current accuracy schema among the participating classifiers.

5 Experiments

In our previous work [10], we compared the classification accuracy performance of
m-kNN against MC-NN [16] and VHT [9]. We analyzed CSWB classifier on sev-
eral real-world and synthetic data sets. We compared the accuracy performance
of CSWB in comparison to kNN and Naive Bayes when applied as individual
classifiers.

In this work, we conducted two new sets of experiments. In the first one,
we analyzed the effect of window size parameter on three new data sets for m-
kNN. Additionally, we detailed the analysis on one of the data sets in terms
of precision, recall and f-Score metrics. In the second experiment, we analyzed
the accuracy performance of CSWB-e and CSWB-e2 under different parameter
settings against m-kNN, K*, C4.5, Naive Bayes classifier and CSWB.



A Hybrid Sliding Window Based Method for Stream Classification 99

5.1 Analysis on the Effect of Window Size for M-KNN

In our first experiment, we analyzed the accuracy of m-kNN on three new data
sets:

– Avila: This is data set includes 800 images of the “Avila Bible” which is
a giant Latin copy of the whole Bible and produced during the XII century
between Italy and Spain. The pages are written by 12 copyist and each pattern
has 10 features. The data have been normalized by using Z-normalization
method. There are 10430 samples in training data set and 10437 samples in
testing data set1.

– Poker Hand: In this data set, there are records representing a hand of five
playing cards drawn from a standard deck of 52. Each of the cards has two
attributes as suit and rank. Therefore there are 10 predictive attributes in the
data set. The last attribute for an instance is the class describing the Poker
Hand2.

– Landsat Satellite: This data set contains multi-spectral values of pixels by
3 × 3 neighborhood in a satellite image. There are 6435 instances in this data
set and each line contains the pixel values in the four spectral bands of each
of the 9 pixels in 3 × 3 neighborhood. The label of each instance shows the
classification of the central pixel3.

In order to analyze the effect of window size on the classification accuracy,
m-kNN is run under several window size values for k = 5 and k = 10 parameters.
The window size values we have used in this experiment are {10, 20, 30, 40, 50,
75, 100, 200, 300, 500}.

Fig. 1. Accuracy performance for m-kNN on Avila data set under varying window size
values with k = 5 and k = 10.

1 https://archive.ics.uci.edu/ml/datasets/Avila.
2 https://archive.ics.uci.edu/ml/datasets/Poker+Hand.
3 https://archive.ics.uci.edu/ml/datasets/Statlog+%28Landsat+Satellite%29.

https://archive.ics.uci.edu/ml/datasets/Avila
https://archive.ics.uci.edu/ml/datasets/Poker+Hand
https://archive.ics.uci.edu/ml/datasets/Statlog+%28Landsat+Satellite%29
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The accuracy values of m-kNN for Avila data set under increasing window
sizes can be seen in Fig. 1. In the figure it is seen that the accuracy values are
increasing smoothly with the increase in window size and reach the top value
for window size = 500. The behaviour of the results are similar for k = 5 and k
= 10 values but the slopes are slightly different.

Fig. 2. Accuracy performance for m-kNN on Poker Hand data set under varying win-
dow size values with k = 5 and k = 10.

In Fig. 2, the accuracy values of m-kNN for Poker Hand data set under vary-
ing window size values are presented. According to the results, the accuracy
values for Poker Hand data set is increasing with window size values for both k
= 10 and k = 10 values but in some steps the accuracy is not affected by the
change in window size and remain in the same levels.

Fig. 3. Accuracy performance for m-kNN on Landsat Satellite data set under varying
window size values with k = 5 and k = 10.

In Fig. 3, we can see the accuracy values for Landsat Satellite data set. The
results reveal that the accuracy values are increasing in proportional to the
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window size values up to 100 and this is the maximum value for Landsat Satellite
data set. After that the accuracy values remains the same and the trend is similar
for both of the k = 10 and k = 10 values. We can conclude that, for this data
set, the classification accuracy is less sensitive to the change in the window size.

The accuracy performance of m-kNN for these data sets is compared against
two other methods, MC-NN and VHT, which were used for comparison also
in [10]. The comparison of the results for m-kNN, MC-NN and VHT are given
Fig. 4. In this analysis, we consider the best window size settings, which were
determined in the above mentioned experiments. The results show that m-kNN
gives the highest accuracy results for Avila and Landsat Satellite data sets,
while the VHT has the highest accuracy value for Poker Hand data set, yet the
accuracy value for m-kNN is close to VHT for this data set.

We further analyzed the classification performance for Landset Satellite data
set in terms of precision, recall and f-Score metrics. We focused on Cotton Crop,
Grey Soil and Red Soil classes, which have higher occurance in the data set.

Fig. 4. Comparison of accuracy performance of the methods for Avila, Landsat Satellite
and Poker Hand data sets.

The precision, recall and f-Score values for Cotton Crop class in Landsat
Satellite data set under varying window size is given in Fig. 5 and Fig. 6. Accord-
ing to the results, with k = 5, the recall and f-Score values are increasing up to
window size = 100. On the other hand, precision has a different behavior such
that an increase is followed by a decrease and then stable value. F-score value
remains around the same level where recall continues to increase up to window
size = 300. For k = 10, we see a similar yet smoother increase and stability in
all three metrics.
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Fig. 5. Precison, recall and f-score values for m-kNN for Cotton Crop class in Landsat
Satellite under varying window size with k = 5.

Fig. 6. Precison, recall and f-score values for m-kNN for Cotton Crop class in Landsat
Satellite under varying window size with k = 10.

The precision, recall and f-score results for Grey Soil class under k = 5 and
k = 10 are presented in Fig. 7 and Fig. 8. According to the results, with k = 5,
the values are increasing up to window size = 75. Then for all the metrics, the
values remain stable followed by a decrease as the window size gets larger. The
amount of decrease is observed to be higher for precision. The results reveal that
the gap between the precision, recall and f-Score values is smaller under k = 10.

The precision, recall and F-Score values of m-kNN for “Red Soil” class in
Landsat Satellite data set changing with the window size can be seen in Fig. 9
and Fig. 10. For the first graph for “Red Soil” class in Landsat Satellite data set,
the values are increasing up to window size = 75 and then goes on a straight line
where recall continues to increase up to window size = 100 and then meets the
same line with precision and F-score. For the second graph recall and F-Score
increases up to window size = 100 and precision has a decrease after window
size = 100. Then these three values get closer up to window size = 500.
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Fig. 7. Precison, recall and f-score values for m-kNN for Grey Soil class in Landsat
Satellite under varying window size with k = 5.

As a summary, it is observed that the accuracy and other three metric of
precision, recall and f-score values increase in parallel to the increase in the
window size up to certain values. The stability points change for each data set.

5.2 Analysis on Accuracy Performance of CSWB-e and CSWB-e2

In our next set of experiments, we investigate the accuracy performance of the
proposed hybrid methods, CSWB-e and CSWB-e2, under parameters of k {5,
10} and varying window sizes in comparison to individual classifiers and CSWB.
We have used the data sets from [10], which are Air Quality4, Appliances Energy

Fig. 8. Precison, recall and f-score values for m-kNN for Grey Soil class in Landsat
Satellite under varying window size with k = 10.

4 https://archive.ics.uci.edu/ml/datasets/Air+quality.

https://archive.ics.uci.edu/ml/datasets/Air+quality
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Fig. 9. Precison, recall and f-score values for m-kNN for Red Soil class in Landsat
Satellite under varying window size with k = 5.

Fig. 10. Precison, recall and f-score values for m-kNN for Red Soil class in Landsat
Satellite under varying window size with k = 10.

Prediction5, Electricity Market 6, Human Activity Recognition7, Forest Cover
Type8, SEA9 and Hyperplane10. Additionally, we report the results for Avila,
Poker Hand and Landat Satellite data sets, which are described in Sect. 5.1.

The accuracy results under varying k and window size parameters are pre-
sented in Table 1. The window size values are selected for each data set differently
as those that provide the best results for the data set. When we compare the

5 https://archive.ics.uci.edu/ml/datasets/Appliances+energy+prediction.
6 https://www.openml.org/d/151.
7 https://archive.ics.uci.edu/ml/datasets/human+activity+recognition+using+smart

phones.
8 https://archive.ics.uci.edu/ml/datasets/Covertype.
9 http://www.liaad.up.pt/kdus/downloads/sea-concepts-dataset.

10 https://www.win.tue.nl/∼mpechen/data/DriftSets/hyperplane1.arff.

https://archive.ics.uci.edu/ml/datasets/Appliances+energy+prediction
https://www.openml.org/d/151
https://archive.ics.uci.edu/ml/datasets/human+activity+recognition+using+smartphones
https://archive.ics.uci.edu/ml/datasets/human+activity+recognition+using+smartphones
https://archive.ics.uci.edu/ml/datasets/Covertype
http://www.liaad.up.pt/kdus/downloads/sea-concepts-dataset
https://www.win.tue.nl/~mpechen/data/DriftSets/hyperplane1.arff


A Hybrid Sliding Window Based Method for Stream Classification 105

Table 1. Accuracy performance comparison for CSWB, CSWB-e and CSWB-e2.

Dataset k Win.size m-kNN K* C4.5 CSWB CSWB-e CSWB-e2

AirQual 5 250 0.77 0.79 0.75 0.74 0.79 0.79

AirQual. 10 250 0.77 0.79 0.75 0.76 0.79 0.79

AirQual. 5 500 0.77 0.79 0.76 0.77 0.79 0.79

AirQual. 10 500 0.77 0.79 0.76 0.78 0.79 0.79

App.En.Pre. 5 25 0.64 0.69 0.65 0.64 0.67 0.67

App.En.Pre. 10 25 0.62 0.69 0.65 0.63 0.68 0.67

App.En.Pre. 5 50 0.64 0.69 0.65 0.63 0.67 0.66

App.En.Pre. 10 50 0.62 0.69 0.65 0.63 0.68 0.66

Elec.Mar. 5 25 0.77 0.90 0.92 0.76 0.81 0.79

Elec.Mar. 10 25 0.70 0.90 0.92 0.77 0.81 0.79

Elec.Mar. 5 50 0.78 0.91 0.91 0.77 0.81 0.80

Elec.Mar. 10 50 0.73 0.91 0.91 0.78 0.81 0.79

Hum.Act.Rec. 5 250 0.91 0.38 0.93 0.76 0.94 0.91

Hum.Act.Rec. 10 250 0.88 0.38 0.93 0.75 0.94 0.89

Hum.Act.Rec. 5 500 0.92 0.37 0.93 0.89 0.94 0.92

Hum.Act.Rec. 10 500 0.91 0.37 0.93 0.91 0.94 0.91

For.Cov.Type 5 250 0.86 0.93 0.87 0.84 0.91 0.90

For.Cov.Type 10 250 0.81 0.93 0.87 0.83 0.91 0.87

For.Cov.Type 5 500 0.90 0.94 0.91 0.82 0.94 0.92

For.Cov.Type 10 500 0.87 0.94 0.91 0.87 0.93 0.91

SEA 5 250 0.81 0.82 0.82 0.79 0.84 0.84

SEA 10 250 0.83 0.82 0.82 0.85 0.84 0.85

SEA 5 500 0.82 0.84 0.84 0.84 0.85 0.86

SEA 10 500 0.85 0.84 0.84 0.82 0.86 0.86

Hyperplane 5 250 0.76 0.71 0.70 0.69 0.76 0.81

Hyperplane 10 250 0.80 0.71 0.70 0.78 0.81 0.83

Hyperplane 5 500 0.78 0.74 0.73 0.81 0.78 0.83

Hyperplane 10 500 0.82 0.74 0.73 0.83 0.78 0.85

Avila 5 300 0.52 0.56 0.57 0.52 0.60 0.56

Avila 10 300 0.51 0.56 0.57 0.51 0.60 0.56

Avila 5 500 0.54 0.61 0.62 0.55 0.64 0.60

Avila 10 500 0.54 0.61 0.62 0.54 0.64 0.60

PokerHand 5 300 0.49 0.46 0.45 0.49 0.48 0.49

PokerHand 10 300 0.50 0.46 0.45 0.49 0.49 0.49

PokerHand 5 500 0.50 0.46 0.45 0.49 0.49 0.49

PokerHand 10 500 0.50 0.46 0.45 0.49 0.49 050

Landsat Satellite 5 100 0.90 0.92 0.85 0.90 0.92 0.92

Landsat Satellite 10 100 0.88 0.92 0.85 0.88 0.91 0.91

Landsat Satellite 5 200 0.90 0.91 0.86 0.90 0.91 0.91

Landsat Satellite 10 200 0.88 0.91 0.86 0.88 0.91 0.91



106 E. Maden and P. Karagoz

results under the same the parameter values we can see that the proposed hybrid
methods, CSWB-e and CSWB-e2, perform better in 6 of the 10 data sets, and
in 26 of the 40 cases. In several of the data sets, individual classifiers perform
better, but the accuracy performance of the proposed hybrid classifiers are very
close. Hence, on the overall, we observe a preferable performance for the hybrid
methods, providing good accuracy for any kind of data. Depending on the nature
of the data set, the classification accuracy of CSWB-e and CSWB-e2 may vary.
In general, among CSWB-e and CSWB-e2 there is almost a tie situation.

6 Conclusions

In this work, we focus on sliding window based stream classification problem
and propose two hybrid methods. The hybrid methods, CSWB-e and CSWB-
e2, are improvements over m-kNN and CSWB-e presented in [10]. For the hybrid
methods, our motivation comes from our previous observation for improvement
potential via new classifiers. To this aim, we included K*, C4.5, as the new
individual classifiers into the assemblers. The results show that the proposed
hybrid methods, especially CSWB-e2, outperforms the other models.

As another contribution, we analyzed the performance of m-kNN algorithm
further on additional three data sets. These data sets have different nature from
those studied in [10]. Two of them are image data sets, whereas one of them is a
streaming set of tuples that represent hands in a poker game. The results show
that m-kNN provides good performance in comparison to two previous solutions
in the literature. Our experiments investigate further details such as the effect
of window size on classification performance, and precision, recall and f-score
results per class.

For the future work, developing parallel versions of classifiers may be stud-
ied to reach a higher performance. Additionally, the proposed methods can be
improved to deal with concept drift better. Mixed type data sets can be consid-
ered as an open research area for data streams, and working on enhancements for
classification in mixed data environments can be another direction for research.
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Abstract. As the world of sports expands to never seen levels, so does the
necessity for tools that provided material advantages for organizations and
stakeholders. The objective of this project is to develop a predictive model
capable of predicting the odds a baseball player has to achieve a base hit on a
given day. After that, using this information to both have a fair shot at winning
the game Beat the Streak and providing valuable insights to the coaching staff.
This project builds upon the work developed previously in Alceo and Henriques
(2019), adding a full season of data, emphasizing new strategies, and displaying
more data visualization content. The results achieved on the new season are
aligned with the previous work where the best model, a Multi-layer Perceptron,
developed in Python achieved an 81% correct pick ratio.

Keywords: Machine learning � Data mining � Predictive analysis �
Classification model � Baseball � MLB

1 Introduction

In the past few years, the professional sports market has been growing impressively.
Events such as the Super Bowl, the Summer Olympics and the UEFA Champions
League are excellent examples of the dimension and global interest that can be gen-
erated by this industry currently. As the stakes grow and further money and other
benefits are involved in the market, new technologies and methods surge to improve
stakeholder success (Mordor Intelligence 2018).

The advancement most relevant for this field was the explosion of data creation and
data storage systems, during the XXI century, which led to volumes of information that
have never been so readily at our disposal before (Cavanillas, Curry and Wahlster
2016). Consequently, sports as many other industries could now use data to their
advantage in their search for victory, and, thus the sports analytics began its ascension
to the mainstream (Gera et al. 2016).

With the growth of sports popularity and, consequently, the information at our
disposable for these events (Principe et al. 2017), so did the development of parallel
industries such as gambling or betting. As a consequence, this growth in information
was also useful for people outside the sports organizations that could make use of
information technologies to develop models to both run betting companies or to gain
money in sporting events by betting themselves (Mann 2018).
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According to Mordor Intelligence (2018), the sport which currently takes the most
advantage of sports analytics is baseball. This advantage is a consequence of historical
events such as Moneyball, where the use of analytics proved to have significant effects
on the outcome of the Oakland Athletics season, a baseball team that had the least
budget to spend on players in the League. For most, Moneyball was the turning point in
analytics and baseball, which opened the way for the use of analytics in both baseball
and other sports (Lewis 2004).

In baseball, a player who can reliably achieve base hits is a valuable asset to help a
team win games by both getting into scoring position and to help his other team-mates
to score. Base hits are often the best result a player can achieve on an at-bat and thus
the importance of knowing which can reliably achieve them.

Keeping this in mind, the objective of this project is to build a database and a data
mining model capable of predicting which MLB batters are most likely to get a base hit
on a given day. In the end, the output of the work can have two primary uses:

1. To give a methodical approach for coach’s decision making and on what players
should have an advantage on a given game and therefore make the starting line-up;

2. To improve one’s probability of winning the game MLB Beat the Streak.

The dataset was built initially using data from the seasons 2015–2018 of the MLP,
from open sources. For the project at hand, we added data from the 2019 season, used
mainly as a test run of the previously built models. As for the granularity of the dataset,
the samples are from the offensive perspective by game, i.e., a sample is a game from
the batter’s perspective. Finally, the main categories of the variables used in the models
are:

• Batter Performance;
• Batter’s Team Performance
• Opponent’s Starting Pitcher;
• Opponent’s Bullpen Performance;
• Weather Forecast;
• Ballpark Factors.

All in all, the output of the project will be a predictive model capable of fitting the
data using one or more types of data mining tools, with the primary objective of
maximizing precision on a day-by-day basis. Additionally, the results will be fine-tuned
by strategies developed posterior of the models. The results will be analyzed with a
variety of tools and compared with other similar work.

Some of the work done in this paper comes from our previous work done in Pedro
Alceo and Roberto Henriques (2019). This paper improves the previous work by
presenting further developments done in data visualization and a deeper understanding
of the features used. Also, we performed tests of the previous models in newly
extracted data from the 2019 season as well as proposed new betting strategies tests and
a future outlook using a Monte Carlo simulation on the results achieved.

For this, we begin by presenting relevant work and essential concepts in Sect. 2.
Section 3, 4 and 5 explain the Data Mining methodology implemented, from the
creation of the dataset to the final models achieved. In Sect. 6, it is possible to analyze
the most relevant results and insights from the best models. Finally, a brief conclusion
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is presented, summarizing the project and the most important discoveries found along
with this paper and limitations on what points could still be further improved.

2 Background and Related Work

2.1 Sports Analytics

Sports and analytics have always had a close relationship as in most sports, both
players and teams are measured by some form of statistics, which provides rankings for
both players and teams.

Nowadays, most baseball studies using data mining tools focus on the financial
aspects and profitability of the game. The understanding of baseball in-game events is
often associated to sabermetrics: “the science of learning about baseball through
objective evidence” (Wolf 2015). Most sabermetrics studies concentrate on under-
standing the value of an individual and, once again, are mainly used for commercial
and organizational purposes. The reason behind the emphasis on the commercial side
of the sport is that “it is a general agreement that predicting game outcome is one of the
most difficult problems on this field” (Valero, C 2016) and operating data mining
projects with excellent results often requires investments that demand financial return.

Apart from the financial aspects of the game, predictive modeling is used to try and
predict the outcome of matches (which team wins a game or the number of wins a team
achieves in a season) and predicting player’s performance. The popularity of this
practice grew due to the expansion of sports betting all around the world (Stekler,
Sendor and Verlander 2010). The results of these models are often compared with the
Las Vegas betting predictions, which are used as benchmarks for performance. Projects
like these are used to increase earnings in betting but could additionally bring insights
regarding various aspects of the game (Jia, Wong and Zeng 2013; Valero, C 2016).

2.2 Evolution of Sports Analytics

This chapter serves as a bridge that will connect the surge of sports statistics in the mid-
20th century to the present. The main driver of this portion will be the identification and
understanding of the central studies and events that led to the present concept of sports
analytics.

In 1968, Charles Reep was the first data analyst connected to football and devel-
oped the base for football notation, which helps categorize each play in a match.
Together with the statistician Bernard Benjamin, he looked for insights in 15 years’
worth of matches using his notation. The study helped the development of football
tactics, suggesting that a more direct style of football would be desirable (Reep and
Benjamin 1968).

In 1977, Bill James was one of the pioneers in the application of statistics to several
aspects of baseball. He defied traditional perceptions on how to evaluate players and
highlighted the importance of creating runs versus basic statistics like hitting average
and earned run average. His ideas captivated much interest, and he wrote numerous
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editions of The Baseball Abstract1, where he presents advanced statistics and methods
that are now considered the foundations for modern sabermetrics2 (James 2001).

During the 1980s, Dean Oliver, inspired by Bill James sabermetrics, began
developing analysis on basketball players’ performance and their contribution to the
team. His research and commitment originated what is now known as APBRmetrics3.
Due to his significant developments and achievements, in 2004, he was hired as the
first full-time statistical analyst in the NBA (Oliver 2004).

Even with the success of Reep, Benjamin, Oliver, and James sports analytics never
settled inside sports organizations until the recent event commonly known as
Moneyball. Billy Beane and Peter Brand used sabermetrics and other analytics tools to
create a roster of players, which were considerate not very good for most teams and
reached the playoffs in one of the most exciting seasons in MLB history (Lewis 2004).
This event was for most the turning point for the use of analytics in sports.

A recent example of sports analytics, taking a team to the next level, is the history
of the Houston Astros road to win over the Los Angeles Dodgers in the 2017 World
Series4. The Houston Astros had consecutive losing records from 2011 to 2014, where
they traded away their star players and veterans for future benefits, also known as
tanking5, which with the use of a data-driven mentally led them to the top of Major
League Baseball (Sheinin 2017).

2.3 Statcast

Statcast is a relatively new data source implemented in 2015 across all MLB parks.
According to MLB.com Glossary (MLB 2018), “Statcast is a state-of-the-art tracking
technology that allows for the collection and analysis of a massive amount of baseball
data, in ways that were never possible in the past. (…) Statcast is a combination of two
different tracking systems – a Trackman Doppler radar and high definition Chyron
Hego cameras. The radar, installed in each ballpark in an elevated position behind
home plate, is responsible for tracking everything related to the baseball at 20,000
frames per second. This radar captures pitch speed, spin rate, pitch movement, exit
velocity, launch angle, batted ball distance, arm strength, and more.”

Before Statcast, the public had access to data through PITCHf/x, which measured
several parameters, including pitch speed, trajectory speed and release point. PITCHf/x
was created by Sportvision and implemented since 2008 in every MLB stadium (Fast
2010). The video monitoring, provided by Statcast, provides the public access to a
broader range of variables, player and ball tracking, which is a significant breakthrough
for both baseball analysts and baseball in general.

1 http://baseballanalysts.com/archives/2004/07/abstracts_from_12.php.
2 http://sabr.org/sabermetrics.
3 http://www.apbr.org.
4 The World Series is the annual championship series of Major League Baseball (MLB) in North
America.

5 In sports, tanking is the mentality of selling/losing present assets to achieve greater benefits in the
future.
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Albert et al. (2018) developed an independent report using Statcast data to analyze
possible causes for the recent surge in Home Runs in the MLB. They used variables
such as the launch angle, exit velocity, and many others and concluded that this
increase was primarily related to a reduction in drag of the baseballs. This is an
excellent showing of the potential of Statcast and that it is rapidly surpassing the
previous methods, like PITCHf/x, and could consequently lead to more precise mea-
surements of player’s abilities (Sievert, Mills 2016).

2.4 Beat the Streak

The MLB Beat the Streak is a betting game based on the commonly used term hot
streak, which in baseball is applied for players that have been performing well in recent
games or that have achieved base hits on multiple consecutive games. The game’s
objective is to pick 57 times correctly in a row, a batter that achieves a base hit on the
day it was picked. The game is called Beat the Streak since the longest hit streak
achieved was 56 by the hall of fame Joe DiMaggio during the 1941 season. The winner
of the contest wins US$ 5.600.000, with other prizes being distributed every time a
better reaches a multiple of 5 in a streak, for example, picking ten or twenty-five times
in a row correctly (Beat the Streak 2018).

Some relevant rules essential for the strategy of reaching higher streaks are: the
better can select 1 or 2 batters per day but the streak does not end if no batter is picked
for a given day. If the player selected does not start the game for any reason the player
is not accounted for an actual pick. Nevertheless, if the player is switched mid-game
without achieving a base hit, the streak is reset. Finally, there is a Mulligan which
works as a second change for when the streak of a better lies between 10 and 15. If the
better incorrectly picks during this state of his streak, his streak will remain (Beat the
Streak 2018).

To better visualize the different rules, Table 1 illustrates some examples of how the
streak works in different scenarios:

2.5 Predicting Batting Performance

Baseball is played by two teams who take turns batting (offense) and fielding (defense).
The objective of the offense is to bat the ball in play and score runs by running the
bases, while the defense tries to prevent the offense from scoring runs. The game

Table 1. Beat the Streak scenario outcomes.

Pick 1 Pick 2
Hit Hit

Not Hit Not Hit
Hit Not Hit

Pass Not Hit
Hit Pass

Pass Pass

Result

Streak is preserved at the current level
Streak is increased by one (1)
Streak ends and resets to zero unless a Mulligan applies in which case the streak is preserved at the current level
Streak ends and resets to zero unless a Mulligan applies in which case the streak is preserved at the current level
Streak ends and resets to zero unless a Mulligan applies in which case the streak is preserved at the current level
Streak increases by two (2)
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proceeds with a player on the fielding team as the pitcher, throwing a ball which the
player on the batting team tries to hit with a bat. When a player completes his turn
batting, he gets credited with a plate appearance, which can have one of the following
outcomes, as seen below:

Denotated in green are the events that result in a base hit and in red the events
which are not. This paper tries to predict if a batter will achieve a Home Run (HR) or a
Ball hit in play (HIP) among all his plate appearances (PA) during a game. In contrast,
it seeks to avoid Base on Balls (BB), Hit by Pitch (HBP), Strikeouts (SO) and Outs in
Play (OIP). The most common approach which mostly resembles the model built in this
project is forecasting the batting average (AVG). The main difference from both
approaches is that the batting average does not account for Base on Balls (BB) and Hit
by Pitches (HBP) scenarios.

Batting Average AVGð Þ ¼ HRþHIP
AB

ð1Þ

Hitting PercentageðH%Þ ¼ HRþHIP
PA

ð2Þ

Many systems predict offensive player performance, including batting averages.
These models range from simple to complex. Henry Druschel from Beyond the
Boxscore identifies that the central systems in place are: Marcel, PECOTA, Steamer,
and ZiPS (Druschel 2016):

• Marcel, encompasses data from the last three seasons and gives extra weight to the
most recent seasons. Then it shrinks a player’s prediction to the league average
adjusted to the age using a regression towards the mean. The values used for this are
usually arbitrary;

Fig. 1. Breakdown of a plate appearance (Alceo and Henriques 2019).
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• PECOTA, uses data for each player using their past performances, with more
recent years weighted more heavily. PECOTA then uses this baseline along with the
player’s body type, position, and age to identify various comparison players. Using
an algorithm resembling k-nearest neighbors, it identifies the closest player to the
projected player and the closer this comparison is the more weight that comparison
player’s career carries.;

• Steamer, much like Marcel’s methodology, uses a weighted average based on past
performance. The main difference between the two is the weight given for each
year’s performance and how much it regresses to the mean is less arbitrary, i.e.,
these values vary between statistics and are defined by performing regression
analysis of past players;

• ZiPS, similarly to Marcel and Steamer, uses a weighted regression analysis but
precisely four years of data for experienced players and three years for newer
players or players reaching the end of their careers. Then, like PECOTA, it pools
players together based on similar characteristics to make the final predictions.

Goodman and Frey (2013), developed a machine learning model to predict the
batter most likely to get a hit each day. Their objective was to win the MLB Beat the
Streak game; to do this, they built a generalized linear model (GLM) based on every
game since 1981. The variables used in the dataset were mainly focused on the starting
pitcher and batter performance, but also including some ballpark related features. The
authors normalize the selected features, but no further preprocessing was carried. The
results on testing were 70% precision on correct picks and in a real-life test, achieved a
14-game streak with a peak precision of 67,78%.

Clavelli and Gottsegen (2013), created a data mining model to maximize the pre-
cision of hit predictions in baseball. The dataset built was scraped using python
achieving over 35.000 samples. The features used in their paper regard batter and
opposing pitcher’s recent performance and ballpark characteristics, much like the work
the previous work analyzed. The compiled game from previous seasons was then
inputted in a logistic regression, which achieved a 79,3% precision on its testing set. In
the paper, it is also mentioned the use of a support vector machine, which ended up
heavily overfitting resulting in a 63% precision in its testing set.

3 Dataset

For the project, there was a need to create a suitable dataset to achieve the goal of
predicting base hits in the MLB. With this objective in mind, Microsoft Excel and
Python were the tools selected to carry the many processes. Firstly, the collected data
was processed in Excel, where some data integration and variable transformation tasks
were carried out. Afterward the data was exported to Python in which the remaining
data preparation, modeling and evaluation procedures were performed. In Python, the
most basic packages used were Pandas (dataset structure and data preparation), Seaborn
(data visualization) and Sklearn (for modeling and model evaluation). Below is
depicted the dataflow of the project.
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The data considered for this project is the games played in Major League Baseball
for the seasons 2015, 2016, 2017, 2018 and 2019. All the variables for these games
were collected from open sources:

1. Baseball Reference is a subsection of the Sports Reference website; the latter
includes several other sport-related websites. They attempt to give a comprehensive
approach to sports data. In their baseball section, it is possible to find extensive
information about baseball teams, baseball players, baseball statistics, and other
baseball-related themes dating back to 1871. The data collected from this source is
game-by-game player statistics and weather conditions, which could be sub-divided
into batting statistics, pitching statistics and team statistics. Data were displayed in a
box-score like manner, has seen in Table 2 (Baseball Reference 2018).

2. ESPN is a famous North American sports broadcaster with numerous television and
radio channels. ESPN mainly focuses on covering North American professional and
college sports such as basketball, American football or baseball. Their website
contains live scores, news, statistics and other sports-related information up to date.
The resource retrieved from the ESPN website was the ballpark factor (ESPN,
2018).

3. Baseball Savant provides player matchups, Statcast metrics, and advanced statis-
tics in an easy-to-view and straightforward way. These include several data visu-
alization applications that help users explore Statcast data. The data retrieved from
this data source includes Statcast yearly player statistics, such as average launch
angle, average exit velocity, and others (Baseball Savant 2018).

3.1 Variable Category Description

Throughout the review of several projects and papers, we could hypothesize the best
categories of variables for this paper. Considering that we arrived at six categories of
variables:

Batter’s Performance. These variables look to describe characteristics, conditions or
the performance of the batter. These variables translate into data features like the
short/long term performance of the batter, tendencies that might prove beneficial to

Fig. 2. Data sources and data management diagram (Alceo and Henriques 2019).
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achieve base hits, or even if the hand matchup, between the batter and pitcher, is
favorable. The reason behind the creation of this category is that selecting good players
based on their raw skills is an essential advantage for the model.

Batter’s Team Performance. The only aspect that fits this category is the on-base
percentage (OBP) relative to the team’s batter. Since baseball offense is constituted by
a 9-player rotation if the batter’s teammates perform well, i.e., get on base, this leads to
more opportunities for the batter and a consequently higher number of at-bats to get a
base hit.

Opponent Starting Pitcher’s Performance. The variables in this category refer to the
recent performance of the starting pitcher. These variables relate to the pitcher’s per-
formance in the last 3 to 10 games and the number of games played by the starting
pitcher. The logic behind the category is that the starting pitcher has a significant
impact on preventing base hits and the best pitchers tend to allow fewer base hits than
weaker ones.

Opponent Bullpen’s Performance. This category is quite similar to the previous one.
Whereas the former category looks to understand the performance of the starting
pitchers, the latter focus on the performance of the bullpen, i.e., the remaining pitchers
that might enter the game when starting pitchers get injured, get tired or enter to create
tactical advantages. The reasoning for this category is the same as the previous one; a
weaker bullpen tends to provide a more significant change of base hits than a good one.

Weather Conditions. In terms of weather conditions, the features taken into account
are wind speed and temperature. Firstly, the temperature affects a baseball game in 3
main aspects: the baseball physical composition, the player’s reactions and movements,
and the baseball’s flight distance (Koch and Panorska 2013). If all other aspects remain
constant higher temperatures lead to a higher chance of offensive production and thus
base hits. Secondly, wind speed affects the trajectory of the baseball, which can lead to
lower predictability of the ball’s movement and even the amount of time a baseball
spends in the air (Chambers, Page and Zaidinis 2003).

Ballpark Factors. Finally, ballpark englobes the ESPN ballpark hit factor, the roof
type, and the altitude. The “Park factor compares the rate of stats at home vs. the rate of
stats on the road. A rate higher than 1.000 favors the hitters. Below favors the pitcher”
meaning that this factor will take into consideration several aspects from this or other
categories, indirectly (ESPN 2018). Altitude is another aspect that is crucial to the
ballpark. The higher the altitude the ballpark is situated the farther the baseball tends to
travel. The previous statement is essential to Denver’s Coors Field, widely known for
its unusually high offensive production (Kraft and Skeeter 1995). Finally, the roof type
of the ballpark affects some meteorological metrics since a closed roof leads to no wind
and a more stable temperature, humidity, etc. when compared to ballparks with an open
roof.
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3.2 Data Visualization

In the context of the paper, the best approach was to use both univariate and bivariate
visualization techniques. Several types of plots are presented not only to understand the
data but to provide a good perception of the facts hidden in the dataset without needing
much knowledge on the topic of baseball.

To give a good understanding of what were the variables experimented and their
relationship to the target variable (base hit on a given game) below is depicted both the
Pearson’s and Spearman’s correlation.

There is no variable with a robust correlation to the target variable but batting order,
number of at-bats in previous games and most other batter performance variables
present a substantial impact on the target variable at first sight.

In short, most of the relationships of the variables and the target are linear, i.e., if a
batter has been performing well, then he is likely to perform well in the future or if a
pitcher is performing well, then he is less likely to allow base hits in the future.
Nevertheless, we will be showing some examples of this relationship, show some cases
where the relation is non-linear and explain details of relations between variables than
can influence one another.

Batter’s Performance. As mentioned beforehand, most variables in this category are
linear. Figure 4 depicts the relation between the batting order and if the batter got a
base hit in the game. The graph shown matches the negative correlation value of this
pair of variables, where the batters in the first positions of the lineup are considerably
more likely to get base hit than the bottom of the lineup. This result is a consequence of
the fact that the top of lineup bats more often than the bottom of the lineup. Thus,
coaches use these spots for the most talented batters of the team, which usually have the
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Fig. 3. Pearson’s and Spearman’s correlation for target variable.

Beat the Streak: Prediction of MLB Base Hits 117



best results. Note that the gap seen in the 9th position is mostly the consequence of
removing pitchers batting from the dataset since very often they bat last in the lineup.

Another variable taken into consideration on batter’s performance was the number
of games a batter has played. This value represents a batter experience and, as seen in
the graph above, some insights are not entirely linear. Briefly, a batter with very few
games played does not have much success in terms of base hits, similarly like batters
with many games under their belt. In terms of this feature, there seems to exist a sweet
spot or what is commonly known as the prime years of an athlete.

Finally, the most complicated relationship in this category is the average launch
angle. There is no perfect average launch angle in baseball since a launch angle
between 15–20° is usually right to make the travel farther where from 5–15° is better to
induce ground balls that more often than not end in base hits. The short answer that in
the context of our problem (maximizing base hits and not baseball performance) we are
looking for players that often induce ground balls to get more base hits. This effect can
be seen in Fig. 6 where the launch angle produces more base hits than not.

Fig. 4. Batting order influence on base hits.

Fig. 5. The number of games played by the batter and base hits.
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Ballpark Factors and Weather Conditions
Finally, Fig. 8 depicts the relationship between the ESPN Hit Factor and the target
variableon in every MLB Ballpark. This analysis shows some critical outliers, i.e.
ballparks where base hits are more likely or likely to occur, which will be further
inspected,in order to gain some valuable insights.

The graph below represents every MLB ballpark from every year in the dataset.
The ESPN Hit Factor values that lie above the 1.2 refer to the Coors Field, which is a
very well-known ballpark for its altitude and, it is the only ballpark which is consis-
tently above the rest in terms of batting performance. This ballpark is the home for the
Colorado Rockies in Denver, where year after year above-average batting results and
Home Runs numbers are achieved. This phenomenon is explained by the low air
density, resulting from a high elevation – 5.200 ft of altitude. In Fig. 8, it is quite
visible the uniqueness of Coors Field in terms of altitude and ESPN hit factor.

Fig. 6. Average Launch Angle influence on base hits.

Fig. 7. ESPN Hit Factor influence on base hits.
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Additionally, the numbers from the count plot below really show that not only the
ballpark is suitable for achieving home runs, but it is also very beneficial for base hits.
When comparing the games where batters achieved at least a base hit in Coors Field
versus the remaining 29 ballparks, there are approximately seven percentage points of
advantage for the former, as seen in Fig. 9.

Finally, to conclude the analysis of the influence of ESPN Hit Factor on other
variables, Fig. 11 presents the wind speed associated with each ballpark. Using the
average of the wind speed, we can verify that open ballparks are the most influenced by
the wind and other weather conditions which promote a higher ESPN Hit Factor. This
in conjunction with the altitude and the field dimensions, is the central aspect that
influences the ESPN Hit Factor.

Fig. 8. Ballparks displayed by ESPN Hit Factor and Altitude.
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Fig. 9. Coors Field versus remaining ballparks, by base hit percentage.
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4 Pre-processing

The dataset built for this project consists of 155.521 samples, where around 65,3% are
batters that achieved at least a base hit, and the remaining 34,7% are at batters whose
game ended without achieving a base hit. Although not very accentuated, it possible to
determine that the dataset is imbalanced. These 155.521 records were used to train the
model and to run some initial tests on the performance of the models. In the second
phase, it further 40.496 samples related to the 2019 season were collected. This last
dataset was exclusively used for testing and simulate a real experiment. Note that both
the datasets were subject to the same preprocessing methods.

Firstly, to solve the imbalance problem of the initial dataset, both the under-sample
and oversample approaches were taken into consideration. However, oversampling was
not a feasible solution in the specific context of this problem since the objective of the
paper is to predict which are the best players for a given day and, therefore, the creation
of random games with random dates would somewhat disturb the analysis. The
problem in this approach was the situation of players having to play multiple fictitious
games on the same days which would not make sense in the context of the regular
season of baseball.

Thus, the method tested for balancing the dataset is under-sampling. It consists of
removing random observations from the majority class until the classes are balanced.

We implemented both holdout and cross-validation methods since there was suf-
ficient data. The initial dataset was divided into training set (80%) and test set (20%)
using a simple holdout method. For a better simulation, the division was done
chronologically, i.e., the first 80% of the games correspond to the training set and the
remainder to the test set.

Finally, for the training aspect of the project, the training set was recursively
divided into a smaller training set (60% of the total) and a validation set (20% of the
total). This division implies that for feature selection, hyperparameter tuning and data

Fig. 10. Average wind speed, ESPN Hit Factor and Altitude on ballparks, by type of roof.
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evaluation, a stratified cross-validation technique with 10-folds was used. As seen
below, Fig. 11 represents an overview of the partitions and their use for the project.

Regarding normalization, the most common method to obtain normalization of the
variables is through normalization, standardization and scaling. The min-max nor-
malization rescales variables in a range between 0 and 1, i.e., the highest value per
variable will assume the form of 1 and the lowest 0. It is an appropriate method for
normalizing datasets where its variables assume different ranges and, at the same time,
solves the mentioned problem of biased results for some specific algorithms that cannot
manage variables with different ranges (Larose 2005). This was the solution applied to
normalize the numeric variables in the dataset:

X� ¼ X �min Xð Þ
range Xð Þ ¼ X �min Xð Þ

max Xð Þ �min Xð Þ ð3Þ

In contrast, as some algorithms cannot cope with categorical variables, if it is
intended the use of these types of variables in all models, there is a need to transform
these into a numerical form. Binary encoding was the solution implemented to solve
this issue, whereby creating new columns with binary values, it is possible to translate
categorical information into 1’s and 0’s (Larose 2005).

Regarding missing values, only the Statcast variables (Average Launch Angle,
Average Exit Velocity, Brls/PA%, and Percentage Shift) had missing values, which
comprised around 1% of all the features. These originated from the difference from the
two data sources, i.e., some players were not in the Statcast database and therefore did
not have a match when building the final database. To solve this issue, the observations
with missing values relative to Statcast features were deleted due to their immaterial
size.

Additionally, some missing values were created after the variable transformation
process. These missing values are the calculated performance statistics for the first
game of every player in the dataset (pitcher or batter) and the same for every matchup

Fig. 11. Data partitioning diagram (Alceo and Henriques 2019).
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pitcher vs. batter. In short, every observation which comprises the first game of a player
its statistics from the previous “X games” will be NaN since it’s their first game in the
dataset. These occurrences represented around 4% of the dataset for every batter and
pitcher.

Finally, there were two main methods used to detect outliers in this project. In the
first phase, we calculated the z-score for the most extreme values for every feature. This
enabled us to detect which variables had extremes valuables farther from the mean in a
clear way, pointing us in the right direction for what were the most critical variables. In
this analysis values that were more than-3 standard deviations or greater than three
standard deviations from the mean were analyzed. In the context of our problem, we
cannot remove all observations with features that exceed these values but are a good
start on understanding which variables have more outliers and their overall dimension
in the context of the whole dataset (Larose, D and Larose, C 2014).

The other method used for outlier detection was boxplots, to visualize feature
values in the context of their interquartile ranges. In this method, any values under the
1st quartile by more than 1, 5 times the size of the interquartile range or over the 3rd
quartile by more than 1, 5 times the size of the interquartile range is considered an
extreme value in the context of the respective feature (Larose, D and Larose, C 2014).

In the end, the outlier detection of this project consisted of removing the most
extreme values from features using both the information from the z-score analysis and
the visualization power of the box-plots. Note that due to the unknown influence of the
outliers on the project, every model was tested with outliers and without the identified
extreme values. With this, it will be possible to have a good comparison of the per-
formance of the models for both scenarios.

5 Modeling

This chapter focus on presenting the methods used for modeling, feature selection and
their respective hyperparameter tuning. Figure 12 depicts an end-to-end view of the
paper, where it is possible to perceive the logic behind the processes performed to
transform the initial dataset into insight on the problem in question.

Several experiments were created to optimize the set of pre-processing and
dimensionality reduction methods. It resulted in the creation of 48 models, which are
evaluated and therefore provide an insight on what is the best final model for this
problem.

After that, the selected variables already pre-processed are used as inputs to the
algorithms, which output a probability estimate i.e. how likely it is a batter to get a base
hit in that game. After that, some evaluation metrics are applied to the models and the
conclusions are outlined.

Throughout this section, a more in-depth analysis will be presented for feature
selection (PCA, no PCA, RFE and RFE without inter-correlated variables), the algo-
rithms and the method used for hyper-parameter tuning and finally what evaluation
metrics were applied to compare the final models created.
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5.1 Algorithms

David Cox developed the logistic regression in 1958. This algorithm is an extension of
the linear regression, mainly used for the modeling of regression problems. The former
differs from the latter since it looks to solve classification problems by using a sigmoid
function or similar to transform the problem into a binary constraint (Cox 1958).
The SAGA algorithm was chosen during the hyperparameter tuning for the logistic
regression. SAGA follows the path of other algorithms like SAG, also present in the
SKlearn library, as an incremental gradient algorithm with a fast linear convergence
rate. The additional value that SAGA provides is that it supports non-strongly convex
problems directly, i.e., without many alterations, it better adapts to these types of
problems in comparison with other similar algorithms (Defazio, Bach and Lascoste-
Julien 2014).

A multi-layer perceptron is a type of neural network, inspired by the structure of the
human brain. These algorithms make use of nodes or neurons which connect in dif-
ferent levels with weights attributed to each connection. Additionally, some nodes
receive extra information through bias values that are also connected with a specific
weight (Zhang, Patuwo and Hu 1997).

The optimization algorithm used for training purposes was Adam, a stochastic
gradient-based optimization method that works very well with large quantities of data
and provides at the same time low computational drawbacks (Kingma and Ba 2015).
Regarding the activation functions, during the hyperparameter tuning the ones selected
were ‘identity’- a no-op activation, which returns f(x) = x and ‘relu’- the rectified linear
unit functions, which returns f(x) = max (0, x).

The concept of random forest is drawn from a collection of decision trees. Decision
trees are a simple algorithm with data mining applications, where a tree-shaped model
progressively grows, splitting into branches based on the information held by the
variables. Random forests are an ensemble of many of these decision trees, i.e.,

Fig. 12. Top-down project diagram (Alceo and Henriques 2019).
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bootstrapping many decision trees achieves a better overall result, because decision
trees are quite prone to overfitting the training data.

The stochastic gradient descent is a standard method for optimizing the training of
several machine learning algorithms. As mentioned, it is used in both the multi-layer
perceptron and logistic regression approach available in the SKlearn library. This way,
it is possible to use gradient descent as the method of learning, where the loss, i.e., the
way the error is calculator during training, is associated with another machine learning
algorithm. This enables more control over the optimization and less computational
drawbacks for the cost of a higher number of parameters (Mei, Montanari and Nguyen
2018).

During parameter tuning, the loss function that was deemed most efficient was ‘log’
associated with the logistic regression. Therefore, for this algorithm, the error used for
training will resemble a standard logistic regression, already described previously.

5.2 Feature Selection

In data mining projects with a high number of variables, it is a good practice to reduce
the dimensionality of the dataset. Some of the reasons that make this process worth-
while are a reduction in computational processing time and, for some algorithms,
overall better results. The later results from the elimination of the curse of dimen-
sionality – the problem caused by the exponential growth in volume related to adding
several dimensions to the Euclidean space (Bellman 1957). In conclusion, feature
selection looks to eliminate variables with reductant information and keeping the ones
who are most relevant to the model (Guyon and Elisseeff 2003).

The first method used for selecting the optimal set of variables was to use the
recursive feature elimination (RFE) functionality in SKlearn. In the first instance, all
variables are trained, and a coefficient is calculated for each variable, giving the
function a value on which features are the best contributors for the model. After that,
the worst variable is removed from the set, and the process is repeated iteratively until
there are no variables left.

Another method implemented for dimensionality reduction was the principal
component analysis (PCA). This technique looks to explain the correlation structure of
the features by using a smaller set of linear combinations of components. By combining
correlated variables, it is possible to use the predictive power of several variables in a
reduced number of components.

Finally, the correlation between the independent features and the dependent vari-
able was visualized to get the most relevant variables. This had the objective of doing a
correlation-based feature selection, meaning that it is desirable to pick variables highly
correlated with the dependent variable and the same time with low intercorrelation with
the other independent features (Witten, Frank and Hall 2011).
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5.3 Hyperparameter Tuning

The method chosen for hyperparameter tuning was Gridsearch with stratified 10-fold
cross-validation implemented using the SKlearn library. The process is similar to a brute
force approach, where Python runs every possible combination of hyperparameters
assigned and returns as the output the best combination for the predefined metrics. This
process was performed for every algorithm twice, once for the PCA and once for the no
PCA formatted dataset. For unbalanced and balanced datasets comparison, the chosen
metric was the area under the ROC curve.

5.4 Evaluation

The final step of the model process was to choose the evaluation metrics that better fit
the problem. The main constraints of the problem were to find metrics that enabled the
comparison between balanced and imbalanced datasets. The most appropriate metric to
fulfill these requirements was precision to define a tight threshold to secure a very high
rate of correct predictions on players that would get a base hit. Nevertheless, other
metrics that adapt to this type of problem were also applied to get a better overall view
of the final models, such as:

• Area Under ROC Curve;
• Cohen Kappa;
• Precision and Average Precision.

Finally, for each model, we calculated the precision for the Top 250 and Top 100
instances, i.e., the instances with the highest probability of being base hits as predicted
by the models. This analysis resembles the strategy that will be applied in the real
world, for which only the top predictions will be chosen for the game. Note that this
analysis will also give an excellent idea of what threshold should be used for this point
onward.

6 Results

A total number of 48 different models were created from data collected from the 2015–
2018 seasons. Additionally, data from the 2019 season was collected and was used to
test the potential of the final model.

6.1 Results on the Models Created with the 2015–2018 Data

All in all, the models showed some differences in performance when considering the
different methods used. Firstly, the use of PCA did not provide better results on
average, as seen in Fig. 13, these models performed equally or worse than models that
were not transformed with this method:
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Besides PCA, RFE and correction-based feature selection were also game-changers
on the final models. As seen already, PCA did not perform better than RFE or the RFE
with the removal of correlated variables methods. When comparing the latter two
methods, we achieved similar results. However, more often than not, the removal of
inter-correlated variables in the RFE selection provided slightly better or equal results
than its counterpart. Additionally, removing intercorrelated variables allows a smaller
subset of variables that it is faster to compute and might remove unwanted noise in
future runs of the model. Note that the most predominant variables cut using the
correlation method was related to the batter and pitching performance, which were the
variable categories most predominant in the dataset and the overall models.

Additionally on variable usage, and has said previously, the most used variables fall
under the batter performance statistics category, it is also important to mention that the
models often use at least one variable from each of the remaining categories, where the
most prevalent are hits per innings for the starting pitcher (last ten games), ESPN hit
factor, temperature and hits per innings for the bullpen (last 3 games). The category
with the least representation is the team batting statistics, as on-base-percentage
(OBP) does not seem to add much prediction value on the outcome.

With a good understanding of the variables used on the models, Table 2 presents
the various metrics of the Top 3 models based on the 10-Fold Cross-Validation, as well
as on the Test set. Remember that these results are all extracted from the dataset
composed of the 2015–2018 seasons.

All in all, balanced datasets worked well, and the three best models were achieved
when using this methodology and without the use of PCA. The Top 3 datasets were
selected based mostly on their precision 100 and 250, and in case of similar results, the
other metrics were used as tie-breakers. It is also essential to add that when analyzing
the Validation set for the imbalanced dataset, the models often tended to choose the
most effective outcome (base hit) and therefore these results, although not shown, were
ambiguous.

0,00 0,10 0,20 0,30 0,40 0,50 0,60 0,70 0,80

Precision Top 100
Precison Top 250

Precision
Avg Precision

AUC
Cohen Kappa

WO/ PCA W/ PCA

Fig. 13. Average model performance on the test set, by use of PCA (Alceo & Henriques,2019).
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Theoretically, the upper model in Table 2 would give us the highest probability of
Beating the Streak, due to its capacity of being correct on the model’s most confident
predictions, shown by both a high precision 250 and 100. Using the probabilities
estimates of each model can now define a threshold for future seasons and define an
approximation on what are the odds of betting correctly 57 in a row.

Table 3 shows that the models provided different ranges of probabilities, but all
thresholds fall under approximately 80%–90% of the overall distributions, according to
the z-score. In short, our strategy, when using the MLP for example, should be to bet
only when the model provides a probability of at least 0.608, giving us an approximate
probability of 85% of being correct. Additionally, some ensembles techniques were
implemented to improve the expected results, such as majority voting and boosting
techniques but none of these techniques provided any improvement in the results.

6.2 Results and Betting Strategies Using the 2019 Season

Data from the 2019 season was used to test the best models achieved in the last section.
To achieve the best streak possible, under the constraints of the game, there was a need
for developing strategies to optimize our picks. Below, we describe, the several pos-
sible strategies for betting:

Table 2. Results of the Top 3 best performing models (Alceo and Henriques 2019).

Validation Set (Stratified 10-Fold CV) Test Set

AUC Cohen 
Kappa

Avg 
Precision Precision AUC Cohen 

Kappa
Avg 

Precision Precision Precision 
Top 250

Precision 
Top 100

0,566 0,095 0,555 0,550 0,536 0,057 0,664 0,718 0,760 0,850
Random Under Sampling, Without Outliers, Without PCA, No Correlated Variables, Multi-Layered Perceptron

0,567 0,095 0,555 0,548 0,528 0,043 0,660 0,716 0,768 0,820
Random Under Sampling, Without Outliers, Without PCA, All Variables, Logistic Regression

0,562 0,078 0,551 0,539 0,545 0,080 0,668 0,690 0,760 0,800
Random Under Sampling, With Outliers, Without PCA, No Correlated Variables, Stochastic Gradient Descent

Table 3. Threshold analysis on top 3 models (Alceo and Henriques 2019).

Probability Estimates MLP LG1 SGD
Maximum probability 0,658 0,671 0,679
Minimun probabilty 0,242 0,218 0,238
Threshold top 100 0,608 0,616 0,643
Z-score threshold 0,880 0,878 0,918
Expected correct ratio 85% 82% 80%
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• Betting every day on the two most likely batters, according to the model;
• Betting only when there are batters that are over the pre-defined threshold;
• Betting only when a set of good batters are over the pre-defined threshold.

The three approaches appear naturally as a consequence of the output of the model
and common betting strategies. The later approach resembles casual betting and will be
an excellent way to understand if this is in fact, as biased as it seems. The other two are
much more tied to the core output of the model developed and comparing these to the
casual approach will be a good exercise.

Figure 14 shows that the model is working, and samples with higher probabilities
were correct more often than their counterpart. Note that the graph is normalized for the
respective outcomes and therefore, the results are not being biased by the number of
samples for each class of the target variable and that the samples with low probability
estimates are not shown since they are not interesting for the outcome of the strategy.

Fig. 14. Probability estimate of MLP vs. target variable, on the 2019 season dataset.

Table 4. Results for test run of the MLP on the 2019 season.

Be ng 
everyday most 

> 60% > 55% Top 15, > 60% Top 15, > 55% Top 10, > 60% Top 10, > 55%

Streaks Started 57 51 51 23 37 22 60
# of Bets 370 340 367 169 348 122 330
Correct Picks 294 274 292 119 251 80 240
% Correct Picks 79,46% 80,59% 79,56% 70,41% 72,13% 65,57% 72,73%
Average % Es mate 63,8% 64,3% 63,9% 61,8% 60,0% 61,7% 59,3%
Quality Streaks 8 7 8 2 5 1 4
Max Streak 14 15 15 13 18 13 15
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Table 4 depicts the results for some of the strategies put in place. To understand the
table above, let us use the rightmost column as an example. The column depicts the
results for picking only the Top 15 best batters last season regarding base hit prowess
and when they have higher than 55% on the probability estimate given by the model.
The players considered were from best to worst: Mookie Betts, J.D. Martinez, Christian
Yelich, Scooter Gennett, Corey Dickerson, Jose Altuve, Jean Segura, Miguel Andujar,
Michael Brantley, Jose Martinez, Anthony Rendon, Javier Bayez, Nicholas Castel-
lanos, Yuli Gurriel and Eddie Rosario.

The strategy that led us the farthest in the 2019 season was “Top 15, >55%”,
achieving a considerable 18 hit streak. Nevertheless, the first, second, and third
strategies proved to be the most consistent on delivering good streaks, i.e., streaks
greater than 10. Below is a visual representation of the best strategies along the season,
with a mark identifying the longest streaks achieved for each strategy.

Finally, to get a better perspective of the probabilities of each of the strategies, we
developed a simple Monte Carlo simulation using the % Correct Pick and the number
of Bets per season, simulating playing the game over a 10-season period. The results of
the simulation are as follows:

Table 5. Monte Carlo simulation on MLP and strategy results.

Betting everyday 
most likely

> 60% > 55% Top 15, > 60% Top 15, > 55% Top 10, > 60% Top 10, > 55%

Average Streak 3,83 4,32 4,06 2,12 2,55 1,97 2,49
Days in Streak > 10 280 322 336 19 90 18 82
Best streak 34 41 36 15 23 15 19
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Fig. 15. Streak across the 2019 MLB season, using different strategies.
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As mentioned previously, the strategies that both target high probabilities bets,
according to the model, and that bet a high number of times will prove to be the best in
the long run. Over this 10-year simulation, the best model is the simple betting on
players, where the model gives a probability estimate higher than 0, 60.

The main improvements over previous works, mentioned in Fig. 4 and previously
discussed at the end of Sect. 2 of this paper, cannot be attributed to a single factor.
However, the main differences that, in the end, resulted in a better outcome of this
paper, comparatively to the other two, are as follow.

1) A broader scope of variable types. Other authors focused primarily on the use of
variables regarding the batter’s and pitcher’s performance, as well as ballpark char-
acteristics. In this paper, a more comprehensive range of variable types was used,
which proved to be essential for a broader understanding of the event being analyzed.

2) The experimentation of several pre-processing methods, and modeling methods. In
this paper, no method is deemed to be definitive and by testing a higher number of
pre-processing methods and modeling methods, a better fit for the problem was
possible. In contrast, other authors tended to experiment with fewer approaches.

3) The overall strategy of evaluation of this paper suits the task presented. In some
papers mentioned, the authors focused on standard metrics to evaluate the results of
the models, such as precision. However, due to the nature of the game Beat the
Streak there was a need to create evaluation criteria that focused on the precision of
the top picks, i.e., the picks with the highest probability estimates. This was solved
by creating the Top 250 and 100 precision which only highlights the highest
probability instances, providing a more effective evaluation of the models. Addi-
tionally, this time around it was also analyzed different betting strategies where we
tested a variety of approaches using as core the probabilities estimates outputted by
the model and therefore arriving at better results in the long run.

7 Conclusion

The main objective of this paper was to build a model able to predict which players
were most likely to get a base hit on a given day and, by this, provide a probability
estimate for this event. To achieve this objective, the following steps were followed:

1. A dataset was built, using open-source data using a wide variety of variables;
2. Descriptive and visualization techniques were used to explore the features;
3. Built a predictive model capable of providing a good probability estimate for base

hits, using a multitude of data mining and machine learning methods;
4. Application of that model on a test set which enabled the extraction of realistic

results and consequently identified both the optimal model and strategy.

From the worked carried, 48 models were tested using different constraints such as
balancing the dataset, outlier usage, usage of PCA different feature selection tech-
niques. From the final 48 models created, it was possible to retain some insights:
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• The use of PCA did not help to generate better results;
• Generally, balancing the datasets using random under-sampling helped to achieve

better results than no balancing;
• It was possible to obtain simpler models by removing inter-correlated variables

from the RFE selected features and obtain similar or better models.

In an initial stage, after analyzing the performance of the models against the first
test set, the top 3 models were chosen as possible candidates for usage in a real-world
situation. The best model achieved a correct pick rate of 85% on the top 100 precision
metric (precision on top 100 most probable instances). After further testing using the
2019 season, which is a much reasonable size of data than previous tests, we arrived at
an 81% correct pick ratio.

The model that arrived at this conclusion was the multi-layered perceptron, not
using PCA and with the removal of inter-correlated variables from the original feature
selection. When stacked against other projects, our MLP was the best performer,
gaining around two percentage points against the best similar work and 15 percentage
points for general picking strategies.

The type of event being predicted is very prone to be random since there are many
elements that are hard to quantify into features and, thus, cannot be fully translated into
a machine learning model. The influence of luck can be diminished but it is hard to
obtain a 100% model in predicting these events. The project at hand had some excellent
results but it is unlikely that with an 81% expected correct pick ratio, it will predict
correctly 57 times in a row.

Using the results of the best model and best strategy to build a simple Monte Carlo
simulation, we can expect that in the next ten years to achieve a 40-hit streak or higher,
which is very nice considering that for every multiple of 5-hit streak achieved a small
prize is delivered. Finally, the main points for improvement for this project would be:

• Collect data from more seasons;
• Experiment with a wider variety of sampling techniques;
• Identify new variables, especially from factors not used in this project, for example,

defensive performance from the opposing team;
• Experiment with other algorithms and further tune the hyperparameters used in

them;
• Effective use of some form of ensemble techniques.

References

Alamar, B.: Sports Analytics: A Guide for Coaches, Managers, and Other Decision Makers.
Columbia University Press, New York (2013)

Alceo, P., Henriques, H.: Sports analytics: maximizing precision in predicting MLB base hits. In:
11th International Joint Conference on Knowledge Discovery, Knowledge Engineering and
Knowledge Management (2019)

Baseball Reference (2018). https://www.baseball-reference.com
Baseball Savant (2018). https://baseballsavant.mlb.com
Beat the Streak, Beat the Streak: Official Rules (2018). http://mlb.mlb.com/mlb/fantasy/bts/

y2018/?content=rules

132 P. Alceo and R. Henriques

https://www.baseball-reference.com
https://baseballsavant.mlb.com
http://mlb.mlb.com/mlb/fantasy/bts/y2018/?content=rules
http://mlb.mlb.com/mlb/fantasy/bts/y2018/?content=rules


Bellman, R.: Dynamic programming. Princeton University Press, Princeton, NJ (1957)
Chambers, F., Page, B., Zaidinjs, C.: Atmosphere, weather and baseball: how much farther do

baseballs really fly at Denver’s Coors Field. Prof. Geogr. 55, 491–504 (2003)
Clavelli, J., Gottsegen, J.: Maximizing Precision of Hit Predictions in Baseball (2013)
Collignon, H., Sultan, N.: Winning in the Business of Sports. AT Kearney (2014)
Cox, D.: The regression analysis of binary sequences. J. Royal Stat. Soc. Ser. B 20(2), 215–242

(1958)
Defazio, A., Bach, F., Lacoste-Julien, S.: SAGA: a fast-incremental gradient method with

support for non-strongly convex composite objectives. Adv. Neural Inf. Process. Syst. 27, 1–9
(2014)

Druschel, H.: Guide to the Projection Systems. Retrieved from Beyond the Box Score. (2016).
https://www.beyondtheboxscore.com/2016/2/22/11079186/projections-marcel-pecota-zips-
steamerexplained-guide-math-is-fun

ESPN.: ESPN Hit Factor (2018). http://www.espn.com/mlb/stats/parkfactor
Goodman, I., Frey, E.: Beating the Streak: Predicting the MLB Players Most Likely to Get a Hit

each Day (2013)
Guyon, I., Elisseeff, A.: An introduction to variable and feature selection. J. Mach. Learn. Res. 3,

1157–1182 (2003)
Jia, R., Wong, C., Zeng, D.: Predicting the Major League Baseball Season (2013)
Kingma, D., Ba, J.: Adam: a method for stochastic optimization. In: 3rd International Conference

for Learning Representations, pp. 1–15 (2015)
Koch, B., Panorska, A.: The impact of temperature on major league baseball. Weather, Clim.

Soc. J. 5(4), 359–366 (2013)
Kraft, M., Skeeter, B.: The effect of meteorological conditions on fly ball distances in north

American Major League Baseball games. Geogr. Bull. 37, 40–48 (1995)
Larose, D., Larose, C.: Discovering Knowledge in Data: An Introduction to Data Mining, 2nd

edn. John Wiley & Sons Inc., Hoboken (2014)
Larose, D.: Discovering Knowledge in Data: An Introduction to Data Mining. John Wiley &

Sons Inc., Hoboken (2005)
Mann, R.: The Marriage of Sports Betting, Analytics and Novice Bettors (2018)
Mei, S., Montanari, A., Nguyen, P.: A Mean View of the Landscape of Two-Layers Neural

Networks, pp. 1–103 (2018)
MLB.: Glossary/Statcast. Retrieved from MLB (2018). http://m.mlb.com/glossary/statcast
Mordor Intelligence, 2018 Sports Analytics Market-Segmented by End User (Team, Individual),

Solution (Social Media Analysis, Business Analysis, Player Fitness Analysis), and Region-
Growth, Trends and Forecast (2018–2023) (2018)

Principe, V., Gavião, L.O., Henriques, R., Lobo, V., Lima, G.B.A., Sant’anna, A.P.: Multicriteria
analysis of football match performances: composition of probabilistic preferences applied to
the English premier league 2015/2016. Pesquisa Operacional (2017). https://doi.org/10.1590/
0101–7438.2017.037.02.0333

Stekler, H., Sendor, D., Verlander, R.: Issues in sports forecasting. Int. J. Forecast. 26(3), 606–
621 (2010)

Valero, C.: Predicting Win-Loss outcomes in MLB regular season games – A comparative study
using data mining methods. Int. J. Comput. Sci. Sport 15(2), 91–112 (2016)

Witten, I., Frank, E., Hall, M.: Data Mining: Practical Machine Learning Tools and Techniques,
2nd edn. Morgan Kaufmanne Inc., Burlington (2011)

Wolf, G.: The sabermetric revolution: assessing the growth of analytics in baseball by Benjamin
Baumer and Andrew Zimbalist (review). J. Sport Hist. 42(2), 239–241 (2015)

Zhang, G., Patuwo, B., Hu, M.: Forecasting with artificial neural networks: the state of state of
the art. Int. J. Forecast. 14, 35–62 (1997)

Beat the Streak: Prediction of MLB Base Hits 133

https://www.beyondtheboxscore.com/2016/2/22/11079186/projections-marcel-pecota-zips-steamerexplained-guide-math-is-fun
https://www.beyondtheboxscore.com/2016/2/22/11079186/projections-marcel-pecota-zips-steamerexplained-guide-math-is-fun
http://www.espn.com/mlb/stats/parkfactor
http://m.mlb.com/glossary/statcast
https://doi.org/10.1590/0101&hx2013;7438.2017.037.02.0333
https://doi.org/10.1590/0101&hx2013;7438.2017.037.02.0333


A Two-Step Feature Space Transforming
Method to Improve Credit Scoring

Performance

Salvatore Carta, Gianni Fenu, Anselmo Ferreira, Diego Reforgiato Recupero,
and Roberto Saia(B)

Department of Mathematics and Computer Science,
University of Cagliari, Cagliari, Italy

{salvatore,fenu,anselmo.ferreira,diego.reforgiato,
roberto.saia}@unica.it

Abstract. The increasing amount of credit offered by financial institu-
tions has required intelligent and efficient methodologies of credit scoring.
Therefore, the use of different machine learning solutions to that task has
been growing during the past recent years. Such procedures have been used
in order to identify customers who are reliable or unreliable, with the inten-
tion to counterbalance financial losses due to loans offered to wrong cus-
tomer profiles. Notwithstanding, such an application of machine learning
suffers with several limitations when put into practice, such as unbalanced
datasets and, specially, the absence of sufficient information from the fea-
tures that can be useful to discriminate reliable and unreliable loans. To
overcome such drawbacks, we propose in this work a Two-Step Feature
Space Transforming approach, which operates by evolving feature infor-
mation in a twofold operation: (i) data enhancement; and (ii) data dis-
cretization. In the first step, additional meta-features are used in order to
improve data discrimination. In the second step, the goal is to reduce the
diversity of features. Experiments results performed in real-world datasets
with different levels of unbalancing show that such a step can improve, in a
consistent way, the performance of the best machine learning algorithm for
such a task. With such results we aim to open new perspectives for novel
efficient credit scoring systems.

Keywords: Business intelligence · Credit scoring · Machine learning
algorithms · Transforming

1 Introduction

A report from Trading Economics [21,22], which is based on the information
provided by the European Central Bank1 data, has shown that credit for con-
sumers has been regularly increasing over the last years. Such behavior in the
Euro zone, which can be seen in Fig. 1, is also noticed in other markets such as
Russia and USA. This increasing phenomenon has forced Credit Rating Agen-
cies (CRAs), also known as ratings services, to define and establish intelligent

1 https://www.ecb.europa.eu.
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Fig. 1. Euro zone consumer credit in billions of Euros.

strategies to offer credit for the right customers, minimizing financial losses due
to bad debts.

Nowadays, CRAs have been using credit scoring systems coupled with
machine learning solutions in order to perform credit scoring. Such approaches
take into account the big data nature of credit datasets, which can enable
machine learning models that can understand credit information from clients
and, consequently, discriminate them into reliable or non-reliable users. Credit
scoring systems have been vital in many financial areas [69], as they avoid human
interference and eliminate biased analyzes of people information who request
financial services, such as a loan. Basically, most of these approaches can be
considered probabilistic approaches [52], performing credit scoring by calculat-
ing in real time the probability of the loan being repaid, partially repaid and
even not repaid based on the given information (e.g., age, job, salary, previous
loans status, marital status, among others) in credit scoring datasets, helping
the financial operator in the decision of grating or not a financial service [32].

Notwithstanding, credit scoring systems are still limited as a solution for
defining loans for three main reasons. The fist one lies in the dataset nature of the
problem itself. Similar to other problems, namely fraud or intrusion detection [18,
58,67], the source of data typically contains different distributions of classes [57,
65], which, in the specific case of credit scoring, is more favorable to the reliable
instances rather than to the unreliable ones [40]. Such a behavior can seriously
affect the performance of classification algorithms, once they can be often biased
to classify the most frequent class [30,40]. The second problem comes from the
fact that some datasets face the cold start issue, on which the unreliable cases
do not even exist. Such an issue has motivated several proactive methods in
the literature to deal with such a problem [60–62]. The last problem, which
motivates our solution presented in this work, arises from the heterogeneity of
the data. Such limitation highlights the fact that the data, the way they are
disposed in datasets, are not enough to describe the different instances. Such
information is characterized by features that are very different from each other,
even thought they belong to the same class of information. Therefore, further
feature transformations are still needed to provide insightful credit scoring.

Based on our previous experience [59–64] to deal with credit scoring, we
present in this work a solution for data heterogeneity in credit scoring datasets.
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We do that by assessing the performance of a Two-Step Feature Space Trans-
forming (TSFST) method we previously proposed in [66] to improve credit scor-
ing systems. Our approach to improve features information has a twofold process,
composed of (i) enrichment; and (ii) discretization phases. The enrichment step
adds several meta-features in the data, in order to better spread the different
instances into separated clusters in the D dimensional space, whereas the dis-
cretization process is done to reduce the number of feature patterns. For the
sake of avoiding the risk of overfitting [33] associated to our method and also
highlight its real advantages, we adopted an experimental setup that aims at
assessing the real performance of financial systems [35]. Such a methodology
considers our TSFST method evaluated on data never seen before, which we
name out-of-sample, and trained on known and different data, which we name
in-sample data. Experiments considering different classifiers dealing with such
feature improvement method spot the effectiveness of such approach, which can
mitigate even the data unbalance nature of such datasets.

In summary, the main contributions provided through this work are:

1. The establishment of the Two-Step Feature Space Transforming approach,
which enriches and discretizes the original features from credit scoring
datasets in order to boost machine learning classifiers performance when using
these features.

2. The assessment of the best classifier to be used with the proposed method,
done after a series of experiments considering the in-sample part of the
datasets.

3. The analysis of the method performance considering the out-of-sample part
of each dataset, adding a comparison with the same canonical approach but
without considering our proposed method.

The work presented in this paper is based on our previously published
one [66]. Notwithstanding, it has been extended in such a way to add the fol-
lowing new discussions and contributions:

1. Extension of the Background and Related Work section by discussing more
relevant and recent state-of-the-art approaches, extending the information
related to this research field with the aim to provide the readers a quite
exhaustive overview on the credit scoring scenario.

2. We changed the order of operations reported in our previous work [66], as we
realized that it achieves better results.

3. Inclusion of a new real-world dataset, which allows us to evaluate the per-
formance using a dataset characterized by a low number of instances (690,
which is lower than 1000 and 30000 from the other datasets) and features (14,
which is also a low number if compared to 21 and 23 from the other datasets).

4. We better discuss the composition of the in-sample and out-of-sample
datasets in terms of number of involved instances and classes. Our choice
is based on better providing details about the data imbalance that is present
during both the definition of the model (done with the in-sample dataset)
and the evaluation of its performance (done with the out-of-sample dataset).
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5. We perform an analysis of the asymptotic time complexity related to the
proposed algorithm, which adds valuable information in the context of con-
sidering real-time credit scoring systems.

The rest of this paper has been structured as follows: Sect. 2 provides infor-
mation about the background and the related work of the credit scoring domain.
Section 3 introduces the formal notation used and provides the formalization of
our proposed method. Section 4 describes the experimental environment con-
sidered. Section 5 reports and discusses the experimental results in the credit
scoring environment and, finally, Sect. 6 makes some concluding remarks and
points out some directions for future works.

2 Related Work

In the past few years, it has been witnessed an increasing investment and research
over the credit scoring applications with the aim of performing efficient credit
scoring. The literature [17] describes several kinds of credit risk models in respect
to the unreliable cases, which are commonly known as default cases. Such models
are divided into: (i) Probability of Default (PD) models, which investigate the
probability of a default in a period; (ii) Exposure at Default (EAD) models, which
analyse the value the financial operator is exposed to if a default happens; and
(iii) Loss Given Default (LGD) models, which evaluate the amount of money
the operator loses after a default happens. In this section, we discuss the related
work of the first kind of models (PD) only, as they are related to our proposed
method. Further details of EAD and LGD models can be found in several surveys
in the literature [13,42,75].

The related work in PD models can be strictly divided into six main branches.
The first branch of research is based on statistical methods. For instance, the
work in [23] applies Kolmogorov-Smirnov statistics in credit scoring features to
discriminate default and non-default users. Other methods, such as the Logistic
Regression (LR) [70] and Linear Discriminant Analysis [39] are also explored in
the literature to predict the probability of a default. In [41], the authors propose
to use Self Organized Maps and fuzzy k-Nearest Neighbors for credit scoring.

The second branch of research aims to explore data features transformed into
other feature domains. The work in [64] processes data in the wavelet domain
with three metrics used to rate customers. Similarly, the approach in [63] uses
differences of magnitudes in the frequency domain. Finally, the approach in [61]
performs comparison of non-square matrix determinants to allow or deny loans.

The third branch of approaches, which is among the most popular ones in
credit scoring management, is based on machine learning models. In this topic,
the work in [85] considers a Random Forest on preprocessed data. A three-
way decision methodology with probability sets is considered in [50]. In [87], a
deep learning Convolutional Neural Network approach is applied to pre-selected
features that are converted to images. A specific Support Vector Machines with
kernel-free fuzzy quadratic surface is proposed in [76]. The work in [10] reports



138 S. Carta et al.

the beneficial use of bagging, boosting and Random Forest techniques to plan and
evaluate a housing finance program. An extensive work with machine learning
is done in [42], where forty-one methods are compared when applied to eight
Credit Scoring datasets.

In the fourth branch of research, approaches based on general artificial intel-
ligence such as neural networks have been explored. For example, authors in [44]
present the application of artificial intelligence in the credit scoring area. In [6],
the authors use a novel kind of artificial neural network called extreme learning
machines. The work in [54] reports credit score prediction using the Takagi-
Sugeno neuro-fuzzy network. Finally, the work in [53] performs a benchmark of
different neural networks for credit scoring.

The fifth branch of research considers hybrid approaches, where more than
one model is used to perform a final decision of credit scoring. The work
in [3] used Gabriel Neighbourhood Graph and Multivariate Adaptive Regression
Splines together with a new consensus approach. Authors in [77] used seven base
different classifiers in dimensionality reduced data with Neighborhood Rough
Set. The authors propose a novel ranking technique used to decide the top-5
best classifiers to be part of a layered ensemble. The work in [47] uses several
classifiers to validate a feature selection approach called group penalty function.
In [29], a similar procedure is done, but including normalization and dimension-
ality reduction preprocessing steps and an ensemble of five classifiers optimized
by a Bayesian algorithm. The same number of classifiers is used in [84], but with
genetic algorithm and fuzzy assignment. In [24], ensembles are done according to
classifier soft probabilities and, in [78], an ensemble with feature clustering-based
feature is done in a weighted voting approach.

The last set of models consider specific features of the problem, such as user
profiling in social networks [7,68,72,79], news from media [86], data entropy [59]
, linear-dependence [60,61], among others. One interesting research in this topic
is considering proactive methods [60–62], which previously assume that the credit
scoring datasets are biased and alleviate such a problem before they happen.

Although several approaches have been proposed in literature, there are still
many challenges in credit scoring research. All these issues reduce in a significant
way the performance of Credit Scoring systems, specially when applied to real-
world credit risk management. Such challenges can be enumerated as follows:

1. Lack of Datasets, caused mainly by privacy, competition, or legal issues [46].
2. Non-adaptability, commonly known as overfitting, where Credit Scoring mod-

els are unable to correctly classify new instances.
3. Cold-start, when the datasets used to train a model do not contain enough

information about default and non default cases [4,25,43,71,74].
4. Data Unbalance, where an imbalanced class distribution of data [34,37] is

found, being typically beneficial to the non-default class.
5. Data Heterogeneity, where the same information is represented differently in

different data samples [12].

Our approach differs from the previous ones in the literature as it deals
with the Data Heterogeneity problem in a two step process. To do that, we
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perform a series of transforming steps in order to make the original heterogeneous
data better discernible and separable, which can boost the performance of any
classifier. More details of our approach are discussed in the next section.

3 The Two-Step Feature Space Transforming Approach

Before discussing our approach in details, let us define the formal notation used
from this section to the rest of this work. Given a set S = {s1, s2, . . . , sX} of sam-
ples (or instances) already classified in another set C = {reliable, unreliable},
we then split S into subsets S+ ⊆ S of reliable or non default cases, and
another subset S− ⊆ S of unreliable cases, where S+ ∩ S− = ∅. Lets also
consider another set P = {p1, p2, . . . , pX} as the labels (or predictions) given by
a credit scoring system for each sample that will split S as discussed before, and
Y = {y1, y2, . . . , yX} their true labels where P ∈ C, Y ∈ C and |S| = |P | = |Y |.
By considering that each sample has a set of features F = {f1, f2, . . . , fN} and
that each sample belongs to only one class in the set C, we can formalize our
objective as shown in Eq. 1 as follows:

max
0≤α≤|S|

α =
|S|∑

z=1

β(pz==yz), (1)

where βb is a logical function that converts any proposition b into 1 if the propo-
sition is true, and 0 otherwise. In other words, our goal is to maximize the
total number of correct predictions, or β(pz==yz) = 1. To increase α of this
objective function, several approaches can be chosen, as discussed previously in
the related work in Sect. 2. These can be: (i) select and/or transform features
[61,63,64]; (ii) select the best classifier [76,85,87]; or (iii) select the best ensemble
of classifiers [3,29,77].

In this work, we choose a solution that includes the first and second
approaches simultaneously, proposing a twofold transforming technique that
boosts features f ∈ F and applying them to the best classifier. This boosting
is done in such a way to better distribute the features to the classes of interest
in the N dimensional space. With such a procedure, we expect to maximize α
when applying such boosted features to the best classifier for this task.

Fig. 2. Full pipeline of credit scoring systems including our proposed Two-Step Feature
Space Transforming approach.
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As can be seen in proposed model pipeline in Fig. 2, our approach is composed
of four main steps, described as follows:

1. Data Enrichment: a series of additional features F̂ are added to the original
ones in F , in order to include useful information for better credit scoring.

2. Data Discretization: once enriched, the features are now discretized to lie
in a given range, which is defined in the context of experiments done in the
in-sample part of the dataset.

3. Model Selection: chooses the model to use in the context of the credit score
machine learning applications.

4. Classification: implements the classification algorithm to classify new
instances Ŝ into reliable or unreliable.

We discuss each of the above-mentioned steps of our proposed method in the
following subsections.

3.1 Data Enrichment

As discussed previously, several works in the literature have pointed out that
transforming features can improve the data domain, thus benefiting any machine
learning technique able to discriminate them into disjoint classes. One specific
kind of features transformation is adding meta-features [28]. Such transforma-
tion is commonly used in a machine learning research branch called meta-learning
[80]. Such additional features are composed of summarizing or reusing the exist-
ing ones, by calculating values such as the minimum, maximum, mean value,
among others. Such values can be calculated at each vector domain, or consid-
ering all vectors in a matrix of features.

In our proposed method, we use these meta-features in order to balance
the loss of information caused by the data heterogeneity issue present in credit
scoring datasets, adding further data created to boost the characterization of
features F into the reliable or unreliable classes of interest. Formally, given the set
of features F = {f1, f2, . . . , fN}, we add MF = {mfN+1,mfN+2, . . . ,mfN+Z}
new meta-features, obtaining the new set of features shown in Eq. 2.

F̂ = {f1, f2, . . . , fN ,mfN+1,mfN+2, . . . ,mfN+Z}. (2)

Therefore, we chose for our proposed method Z = |MF | = 4 or, in other
words, we add to the original features four additional meta-features. These meta-
features have been calculated feature vector-wise and are the following: Minimum
value (min), Maximum value (max), Mean (mean), and Standard Deviation
(std), then we have MF = {min,max,mean, std}. By adding more insightful
data to the original feature set, this new process minimizes the pattern reduction
effects that are normally present in the heterogeneous nature of credit scoring
data. Such additional features are better formalized in a parameter u in Eq. 3
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μ =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

min = min(f1, f2, . . . , fN )

max = max(f1, f2, . . . , fN )

mean =
1
N

∑N
n=1(fn)

std =
√

1
N−1

∑N
n=1(fn − f̄)2

(3)

3.2 Data Discretization

The data discretization process is commonly used in machine learning algorithms
as a way of data transform [45]. It focuses on transforming the features by
dividing each of them into a discrete number that falls in independent intervals.
It means that numerical features, being discrete or continuous, will be mapped
to lie in one of these intervals, standardizing the whole set of original features.
Such a procedure was proven to boost the performance of many machine learning
models [26,82].

Although the fact that, in one hand, the process of discretization comes with
the drawback of filtering some sort of additional information gathered from the
meta-features in the previous step of our method, it comes with the advantage of
understandability, which comes from the conversion of the continuous space to a
more limited (discrete) space [45], which guides a faster and precise learning [26].
Figure 3 shows one example of discretizing six feature values in the continuous
range {0, . . . , 150} into discrete values in the discrete range {0, 1, . . . , 15}.
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Fig. 3. Discretization process example of continuous features.

In our approach, each of the features f ∈ F in the enriched Ŝ from the
previous step are transformed through discretization. This is done to move the
original continuous range to a defined discrete range [0, 1, . . . , r] ∈ Z, where r
is found experimentally as will be described later in this work. By defining the
discretization procedure f

r−→ d, we operate in order transform each f ∈ F into
one of the values in the discrete range of integers d = [1, 2, . . . , r]. Such a process
reduces significantly the number of possible different patterns in each f ∈ F , as
shown in Eq. 4.

{f1, f2, . . . , fN} r−→ {d1, d2, . . . , dN}, ∀ ŝ ∈ Ŝ (4)
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3.3 Model Selection

The following step of the credit scoring pipeline chooses the model to be applied
in preprocessed features by our TSFST approach. According to the u and r
parameters from the enrichment and and discretization phases of our approach
respectively, a new set of features TSFST (S) is formalized as shown in Eq. 5.

TSFST (S) =

⎛

⎜⎜⎜⎜⎜⎝

d1,1 d1,2 . . . d1,N mfu(1,1) mfu(1,2) mfu(1,3) mfu(1,4)

d2,1 d2,2 . . . d2,N mfu(2,1) mfu(2,2) mfu(2,3) mfu(2,4)

...
...

. . .
...

...
...

. . .
...

dX,1 dX,2 . . . dX,N mfu(X,1) mfu(X,2) mfu(X,3) mfu(X,4)

⎞

⎟⎟⎟⎟⎟⎠

(5)
Such features are used both in the training and evaluation steps of the model.

The model chosen in our TSFST model is the Gradient Boosting (GB) algorithm
[9]. We chose this algorithm mainly because it follows the idea of boosting. In
other words, the classifier is composed initially of weak learning models that
keep only observations these models successfully classified. Then, a new learner is
created and trained on the set of data that was poorly classified before. Decision
trees are usually used in GB. Performance experiments done in the in-sample
part of each dataset assess the choice of such a model, as will be discussed with
further details later in this work.

3.4 Data Classification

The last step of our approach applies the new TSFST -based classifier in the
evaluation (unknown) data, in order to maximize the α metric discussed in
Eq. 1. For that, we consider again S as the classified samples, which will be the
training (or known) samples, but now we also define S̄, which is a new set of
unclassified (or unknown) samples to be evaluated in the TSFST classifier. Such
a procedure is done as shown in Algorithm 1.

Algorithm 1. TSFST classification pipeline.
Input: cla=classifier, S=classified (training) instances, S̄=unclassified instances, u=meta-features to calculate, r=upper

bound of the discretization process.
Output: out=Classification of instances in S̄
1: procedure INSTANCECLASSIFICATION(cla, S, S̄, u, r)
2: MF ← getMetaFeatures(S, u) � Step #1 (enrichment) of TSFST model in the training data
3: S ← concat(S, MF ) � Concat original data with meta features found
4: Ŝ = getDiscretizedFeatures(S, r) � Step #2 (discretization) of TSFP model in the training data
5: model ← ClassifierTraining(alg, Ŝ) � Classifier training using the TSFST transformed training data
6: MF ′ ← getMetaFeatures(S̄, u) � Repeat TSFST procedure in the testing samples
7: S̄ ← concat(S̄, MF ′)
8: ˆ̄S = getDiscretizedFeatures(S̄, r)
9: for each ˆ̄s ∈ ˆ̄S do � Classifier evaluation in each TSFST transformed testing sample
10: c ← classify(model, ˆ̄s)
11: out.add(c)
12: end for
13: return out
14: end procedure



A Two-Step Feature Space Transforming Method 143

In the step 1 of this algorithm, the following parameters are used as input:
(i) the classification algorithm cla to be trained and tested using the TSFST
feature set; (ii) the training classified data S in its original format; (iii) the
new instances to be classified S̄ also in their original format; and (iv) TSFST
parameters, such as the meta-features u to be used in the enhancement step and
the upper bound r to be used in the discretization step. The data transformation
related to our TSFST approach is performed for sets of training data S and
testing data S̄ at steps 2–4 and 6–8 respectively, and the transformed data Ŝ
of the training set trains the model cla at step 5. The classification process is
performed at steps 9–12 for each instance ˆ̄s in the transformed testing samples
set ˆ̄S, with final classifications stored in the out vector. At the end of the process,
classification labels generated by our proposed boosted classifier are returned by
the algorithm at step 13.

In order to evaluate the impact in terms of response-time of the proposed
approach in a real-time scoring system, we evaluated the asymptotic time com-
plexity of the proposed Algorithm 1 in terms of big-O notation. According to
the formal notation provided in Sect. 3, we can do the following observations:

(i) the complexity of the steps 2–4 and 6–8 is O(N), since our TSFST data
transformation performs a discretization of the original feature values F at
N · |F | times, after several meta-features are added to them;

(ii) the complexity of the step 5 depends on the adopted algorithms, which in
our case is the Gradient Boosting, an algorithm characterized by a training
complexity of O(N · |F | · π), where π denotes the number of used trees;

(iii) the complexity of the cycle in the steps 9–12 is O(N2), since it involves the
prediction complexity of Gradient Boosting (i.e., O(N ·π)) for each instance
in the set ¯̂

S.

On the basis of the aforementioned observations, we can express the asymp-
totic time complexity of the algorithm as O(N2), an asymptotic time complex-
ity that can be reduced by distributing the process over different machines, by
employing large scale distributed computing models (e.g. MapReduce [20,31]).

4 Experimental Setup

In this section, we discuss all the experimental environment we considered to per-
form credit scoring experiments. In the following subsections we discuss: (i) the
datasets considered; (ii) the metrics used to assess performances; (iii) method-
ology used to evaluate the methods; and (iv) models considered and implemen-
tation aspects of the proposed TSFST method.
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4.1 Datasets

We consider three datasets to evaluate our approach: (i) the Australian Credit
Approval (AC); (ii) the German Credit (GC); and (iii) the Default of Credit
Card Clients (DC). These datasets represent three real-world data, characterized
by a different number of instances and features, and also a different level of
data unbalance. Such datasets are publicly available2, and previous works the
literature have used them to benchmark their approaches. Such data distribution
is described in Table 1.

Table 1. Datasets information.

Dataset Total Reliable Unreliable Number of Number of Reliable/unreliable

name instances instances instances features classes instances

|S| |S+| |S−| |F | |C| (%)

AC 690 307 383 14 2 44.50/55.50

GC 1,000 700 300 21 2 70.00/30.00

DC 30,000 23,364 6,636 23 2 77.88/22.12

The AC dataset is composed of 690 instances, of which 307 classified as
reliable (44.50%) and 387 classified as unreliable (55.50%), and each instance is
composed of 14 features, as detailed in Table 2. For data confidentiality reasons,
feature names and values have been changed to meaningless symbols.

Table 2. Features of AC Dataset.

Field Type Field Type

01 Categorical field 08 Categorical field

02 Continuous field 09 Categorical field

03 Continuous field 10 Continuous field

04 Categorical field 11 Categorical field

05 Categorical field 12 Categorical field

06 Categorical field 13 Continuous field

07 Continuous field 14 Continuous field

The GC dataset is composed of 1,000 instances, of which 700 classified as
reliable (70.00%) and 300 classified as unreliable (30.00%), and each instance is
composed of 20 features, as detailed in Table 3 below.

2 ftp://ftp.ics.uci.edu/pub/machine-learning-databases/statlog/.

ftp://ftp.ics.uci.edu/pub/machine-learning-databases/statlog/
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Table 3. Features of GC Dataset [66].

Field Feature Field Feature

01 Status of checking account 11 Present residence since

02 Duration 12 Property

03 Credit history 13 Age

04 Purpose 14 Other installment plans

05 Credit amount 15 Housing

06 Savings account/bonds 16 Existing credits

07 Present employment since 17 Job

08 Installment rate 18 Maintained people

09 Personal status and sex 19 Telephone

10 Other debtors/guarantors 20 Foreign worker

Finally, the DC dataset is composed of 30,000 instances, of which 23,364
classified as reliable (77.88%) and 6,636 classified as unreliable (22.12%), and
each instance is composed of 23 features, as detailed in Table 4.

Table 4. Features of DC Dataset [66].

Field Feature Field Feature

01 Credit amount 13 Bill statement in August 2005

02 Gender 14 Bill statement in July 2005

03 Education 15 Bill statement in June 2005

04 Marital status 16 Bill statement in May 2005

05 Age 17 Bill statement in April 2005

06 Repayments in September 2005 18 Amount paid in September 2005

07 Repayments in August 2005 19 Amount paid in August 2005

08 Repayments in July 2005 20 Amount paid in July 2005

09 Repayments in June 2005 21 Amount paid in June 2005

10 Repayments in May 2005 22 Amount paid in May 2005

11 Repayments in April 2005 23 Amount paid in April 2005

12 Bill statement in September 2005

4.2 Metrics

The literature in machine learning has been investigating several different met-
rics through the last decades, in order to find criteria suitable for a correct
performance evaluation of credit scoring models [14]. In [55], several metrics
based on confusion matrix were considered, such as Accuracy, True Positive Rate
(TPR), Specificity, or the Matthews Correlation Coefficient (MCC). Authors
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in [11] choose metrics based on the error analysis, such as the Mean Square
Error (MSE), the Root Mean Square Error (RMSE) or the Mean Absolute Error
(MAE). Finally there are also some works like in [36] that evaluate metrics based
on the Receiver Operating Characteristic (ROC) curve, such as the Area Under
the ROC Curve (AUC). Considering that some of these metrics do not work
well with unbalanced datasets, like, for example, the metrics based on on the
confusion matrix, many works in literature have been addressing the problem
of unbalanced datasets by adopting more than one metric to correctly evaluate
their results [38].

In our work, we choose to follow that direction, adopting a hybrid strategy
to measure the performance of the tested approaches. Our chosen metrics are
based on confusion matrix results and ROC curve calculation and are described
in the following:

True Positive Rate. Given TP the number of instances correctly classified
as unreliable, and FN the number of unreliable instances wrongly classified as
reliable, the True Positive Rate (TPR) measures the rate of correct classification
of unreliable users in a credit scoring model m in any test set S, as can be shown
in Eq. 6:

TPRm(S) =
TP

(TP + FN)
. (6)

Such a metric, also known as Sensitivity, indicates the proportion of instances
from the positive class that are correctly classified by an evaluation model,
according to the different classes of a given problem [6].

Matthews Correlation Coefficient. The Matthews Correlation Coefficient
(MCC) is suitable for unbalanced problems [8,49] as it does a balanced evalu-
ation of performance. Its formalization, shown in Eq. 7, results in a value in the
range [−1,+1], with +1 when all the classifications are correct and −1 otherwise,
whereas 0 indicates the performance related to a random predictor. The MCC
of a model m that classifies any new set S is calculated as:

MCCm(S) =
(TP · TN) − (FP · FN)√

(TP + FP ) · (TP + FN) · (TN + FP ) · (TN + FN)
. (7)

It should be observed that MCC can be seen as a discretization of the Pearson
correlation [5] for binary variables.



A Two-Step Feature Space Transforming Method 147

AUC. The Area Under the Receiver Operating Characteristic curve (AUC) rep-
resents a reliable metric for the evaluation of the performance related to a credit
scoring model [1,55]. To calculate such a metric, the Receiver Operating Char-
acteristic (ROC) curve is firstly built by plotting the Sensitivity and the False
Positive Rate at different classification thresholds and, finally, the area under
that curve is calculated.

The AUC metric returns a value in the range [0, 1], where 1 denotes the
best performance. AUC is a metric able to assess the predictive capability of an
evaluation model, even in the presence of unbalanced data [1].

Performance. This metric is used in the context of our work in order to com-
pare the several classifiers performance. It is calculated by summarizing all met-
rics presented before in all datasets in just one final metric. Considering ζ the
number of datasets in the experiments, the final performance P of a method m
in any set S is calculated as:

Pm(S) =

∑ζ
z=1

TPR(S)z + AUC(S)z + MCC(S)z

3
ζ

(8)

We also calculate the performance for a model m in a single dataset z as
follows:

Pm,z(S) =
TPR(S)z + AUC(S)z + MCC(S)z

3
. (9)

Such a metric also returns a value in the range [0, 1], as it comes from three
metrics in the same values range.

4.3 Experimental Methodology

We choose an evaluation criterion that divides each dataset into two pieces: (i)
the (in-sample), used to identify the best model to use to compare with and
without our TSFST method and the best parameters of our method; and (ii)
the (out-of-sample), which we use for final evaluation. Such a strategy allows
the correct evaluation of the results by preventing the algorithm from yielding
results biased by over-fitting [33]. Such an evaluation procedure has also been
followed by other works in the literature [56].

For this reason, each of the adopted datasets has been divided into an in-
sample part, containing 80% of the dataset, and an out-of-sample part, contain-
ing the remaining 20%. We opt for such a data split to follow some works in
literature [2,16,73]. In addition, with the aim to further reduce the impact of
the data dependency, we have adopted a k-fold cross-validation criterion (k =
5 ) inside each in-sample subset. Information about these subsets are reported
in Table 5.



148 S. Carta et al.

Table 5. In-sample and out-of-sample datasets information.

Dataset In-sample Out-of-sample

name Reliable % Unreliable % Reliable % Unreliable %

AC 124 45.0 152 55.0 125 45.5 150 54.5

GC 292 73.0 108 27.0 268 67.2 131 32.8

DC 9307 77.5 2693 22.5 9404 78.4 2595 21.6

4.4 Considered Models and Implementation Details

In order to evaluate the qualities of the proposed transforming approach, we
consider several models, represented by machine learning classifiers, in order
to select the best one to be used in our approach and to compare its perfor-
mance before and after our TSFST approach is considered in that model. For
this task, we have taken into account the following machine learning algorithms
widely used in the credit scoring literature: (i) Gradient Boosting (GB) [15]; (ii)
Adaptive Boosting (AD) [83]; (iii) Random Forests (RF) [51]; (iv) Multilayer
Perceptron (MLP) [48]; and (v) Decision Tree (DT) [19].

The code related to the experiments was created with Python using the
scikit-learn3 library. For the discretization process, we used the np.digitize()
function, which converts the features to a discrete space according to where
each feature value is located in an interval of bins. Such bins are defined as
bins = {0, 1, . . . , r−2, r−1}, where r is calculated experimentally (we show how
we find r later in this section). In order to keep the experiments reproducible,
we have fixed the seed of the pseudo-random number generator to 1. In our
proposed method, we fixed |u| = 4, calculating the four meta-features described
in Sect. 3.

5 Experimental Results

To validate our proposed approach, we performed an extensive series of experi-
ments. We classified the experiments as follows:

1. Experiments performed in the in-sample part of each dataset: used to assess
the benefits of our approach according to several configurations of parameters
in credit scoring. For that, we average results of a five-fold cross validation.

2. Experiments performed in the out-of-sample part of each dataset: used to
compare our approach with some baselines in real credit scoring. For this
experiment, we used the in-sample part to train and unknown out-of-sample
data to test.

3 http://scikit-learn.org.

http://scikit-learn.org
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5.1 In-Sample Experiments

In this set of experiments which uses cross validation in the in-sample part of
each dataset, we choose the following evaluation scenarios:

1. We evaluate the advantages, in terms of performance, of the adoption of
some canonical data preprocessing techniques as input to our data transform
approach;

2. We report results in order to find the best parameter r of the discretization
step of our proposed approach.

We discuss the results of these experiments as follows.

Preprocessing Benchmarking. The literature has been strongly suggesting
the use of several preprocessing techniques [27,81] to organize better the data
distribution as to training better and boosting machine learning algorithms per-
formance. One straightforward way of doing this is to put feature values in the
same range of values, therefore, we decided to verify the performance improve-
ment related to the adoption of two largely used preprocessing methods: normal-
ization and standardization. In the normalization process, each feature f ∈ F is
scaled into the range [0, 1], whereas the standardization (also known as Z-score
normalization) re-scales the feature values in such a way that they assume the
properties of a Gaussian distribution, with mean equals to zero and standard
deviation equals to one.

Performance results are shown in Table 6, which reports the mean perfor-
mance of the five fold cross validation (i.e., related to the Accuracy, MCC, and
AUC metrics) measured in all datasets and all algorithms after the application
of the aforementioned methods of data preprocessing, along to that measured
without any data preprocessing. Premising that the best performances are high-
lighted in bold, and all the experiments involve only the in-sample part of each
dataset, on the basis of the obtained results, we can do the following observa-
tions:

– the data normalization and standardization processes do not lead toward
significant improvements, since 7 times out of 15 (against 4 out of 15 and 4
out of 15 ) we obtain a better performance without using any canonical data
preprocessing.

– in the context of the experiments performed without a data preprocessing,
Gradient Boosting (GB) shows to be the best algorithm between those taken
into account, since it gets the best mean performance on all datasets (i.e.,
0.6574 against 0.6431 of ADA, 0.6388 of RFA, 0.5317 of MLP, and 0.6147
of DTC );

– for the aforementioned reasons we decided to not apply any method of data
preprocessing, using Gradient Boosting as reference algorithm to evaluate our
approach performance.
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Table 6. Average performance with preprocessing.

Algorithm Dataset Non-preprocessed Normalized Standardized

GBC AC 0.8018 0.8005 0.8000

ADA AC 0.7495 0.6735 0.7179

RFA AC 0.8011 0.7505 0.8120

MLP AC 0.5225 0.8079 0.8073

DTC AC 0.7662 0.7093 0.7690

GBC GC 0.5614 0.5942 0.6007

ADA GC 0.5766 0.6246 0.5861

RFA GC 0.5540 0.5614 0.5579

MLP GC 0.6114 0.5649 0.5589

DTC GC 0.5796 0.5456 0.5521

GBC DC 0.6087 0.5442 0.6076

ADA DC 0.6031 0.5361 0.5980

RFA DC 0.5613 0.4909 0.5586

MLP DC 0.4613 0.6177 0.5985

DTC DC 0.4982 0.4572 0.5185

Best cases 7 4 4

Discretization Range Experiments. The goal related to this set of exper-
iments is the definition of the optimal range of discretization r to use in the
context of the selected classification algorithm. Figure 4 reports the obtained
results in terms of the performance metric for each dataset. Such results indi-
cate 106, 25, and 187 as optimal r values for the AC, GC, and DC datasets
respectively.

5.2 Out-of-Sample Experiments

Now that we found the discretization parameter of our proposed approach, we
focus our attention on discussing the more realistic scenario of credit scoring.
For that we perform testing on unseen out-of-sample part of the dataset, com-
paring the effectiveness of such approach with other competitors. We apply the
algorithm and the r value detected through the previous experiments in order to
evaluate the capability of the proposed TSFST model with regard to a canon-
ical data model (GB), based on the original feature space. The analysis of the
experimental results shown in Fig. 5 leads us toward the following considerations:

1. as shown in Fig. 5, the proposed TSFST model outperforms its competitor
in terms of TPR, MCC, and AUC, in all the datasets, except for a single case
(i.e., TPR in the DC dataset);

2. although it does not outperform its competitor in terms of TPR in the DC
dataset, its better performance in terms of MCC, and AUC indicates that
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Fig. 4. In-sample r value definition.

the best competitor value has produced a greater number of false positives
and/or negatives;

3. for the same reason above, the better performance of our approach in terms
of TPR can not be considered a side effect related to the increase in terms
of false positive rate and/or false negative rate, since we also outperform the
competitor in terms of MCC and AUC ;

4. considering that the AC, GC, and DC datasets are different in terms of data
size, level of balancing, and number of features, the obtained results prove
the effectiveness of the proposed approach in heterogeneous credit scoring
contexts;

5. the adopted validation method, based on the in-sample/out-of-sample strat-
egy, combined with a k-fold cross-validation criterion, proves the real effec-
tiveness of the proposed approach, since the performance has been evaluated
on data never used before, avoiding over-fitting;

In summary, the experimental results have proved that the proposed
approach improves the performance of a machine learning algorithm in the
credit scoring context, allowing us its exploitation in several state-of-the-art
approaches.
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Fig. 5. Out-of-sample classification results, comparing GB with and without our pro-
posed TSFST

6 Conclusion

The growth of credit in economy nowadays has required scoring tools in order
to allow reliable loans in complex scenarios. Such an opportunity has led an
increasing number of research focusing on proposing new methods and strate-
gies. Notwithstanding, similarly to other applications such as fraud detection or
intrusion detection, a natural imbalanced distribution of data among classes of
interest is commonly found in credit scoring datasets. Such a limitation raises
issues in models that could be biased in always classifying samples as the class
they have more access in their training. In a such scenario, a slight performance
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improvement of a classification model produces enormous advantages, which in
our case are related to the reduction of financial losses.

In this work, we report a new research inspired by our previous findings [66].
We propose a method composed of a twofold transforming process in credit scor-
ing data, which acts by transforming the features through adding meta-features
and also discretizing the resulting new feature space. From our experiments, we
could raise the following conclusions; (i) our approach boosts classifiers that use
original features; (ii) it is able to improve the performance of the machine learn-
ing algorithms; (iii) our approach fits better in boosted-based classifiers such
as gradient boosting. Such findings open new perspectives for the definition of
more effective credit scoring solutions, considering that many state-of-the-art
approaches are based on machine learning algorithms.

As future work, we envision to validate the performance of the proposed
data model in the context of credit scoring solutions that implement more than
a single machine learning algorithm, such as, for example, homogeneous and
heterogeneous ensemble approaches. By achieving good results in this new mod-
elling scenario, we believe we can achieve a more real world solution for credit
scoring.
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Abstract. In the present research we provide an algorithm for a good
quality approximate nearest neighbor distance (nnd) profile for a time
series, faster than a brute force approach. There are three natural forms
of topology embedded in a time series due to different processes: the
Euclidean, Symbolic Aggregate Approximation (SAX) and time topol-
ogy. The first one stems from calculating the Euclidean distance among
the sequences; SAX is a quick form of clustering by approximating the
values of a sequence; time topology simply refers to the fact that con-
secutive sequences are naturally similar. By interweaving these three
topologies one can prune the calls to the distance function in respect to
the brute force algorithm and thus speed up the calculation of the nnd
profile. We evaluated the algorithm in terms of the speedup in respect
to other algorithms and we compared its precision by counting the per-
centage of exact nnds returned.

Keywords: Time series · Motif · Discord · Nearest neighbor
distance · Matrix profile · Topology

1 Introduction and Related Works

Time series analysis is an active research topic [1] since many sensors produce
data in this format. As the technology improves, the length of the time series
is increasing, thus calling for new faster approaches which allow to process the
data more efficiently. A problem which has been gaining attention lately refers
to data streams [2] where the attention is shifted at processing the data as soon
as it arrives instead of analyzing a time series as a whole.

One of the first tools used at the time of approaching a time series involves
dimensionality reduction. This process reduces the complexity of the calculation
and can remove redundancies. The Symbolic Aggregate Approximation [3] is a
very successful algorithm which allows to turn a sequence into a much shorter
symbolic sequence (s-sequence or cluster) and it has been used as the basis of
many research works. Among its properties we can enumerate the fact that it
scales linearly with the length of the time series, while maintaining high cluster-
ization standards [4] (i.e. sequences within a cluster are similar to each other).
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At the time of comparing sequences within a time series the most natural
method is using the Euclidean distance since it provides a very intuitive indica-
tion of the relation among two sequences. A lot of attention has been gained by
the usage of z-normalized Euclidean distance. In this case, before calculating the
Euclidean distance among sequences, one has to z-normalize its points. These
two processes can be combined efficiently by noticing that the Euclidean distance
of z-normalized sequences can be obtained in terms of their average, standard
deviation and by calculating their scalar product. A completely different app-
roach for comparing distances involves the Dynamic Time Warping (DTW) [5],
which is a similarity measure applicable to sequences of different length. The
drawback of this technique is its computational complexity.

Two main ideas guide time series analysis: anomalies and recurrent patterns
[6–8]. One of the most successful anomaly definitions is the discord concept
introduced by [9]. The very same article proposed an efficient algorithm to find
discords, called HOT SAX which proved to be very quick and exact. The research
has been proceeding towards approximate discord algorithms in order to speed
up the process. For example Rare Rule Anomaly [10,11] is based on the Kol-
mogorov complexity of the SAX words and can reduce the amount of distance
calls. At variance in respect to SAX the length of the sequences to be analyzed is
not an input parameter but it is automatically suggested by the grammar rules.

Instead of searching for anomalies one might be interested in finding recurrent
or most similar sequences. For example the concept of motifs [6] goes into this
direction. Also in this case there are many algorithms devoted to motif search,
including approximate, exact searches, serial and parallel algorithms.

Recently, the articles regarding Matrix Profile have proposed a series of tech-
niques [8,12–14] which can return the calculation of the distances among all the
sequences of a time series in approximate or exact, serial and parallelized form,
allowing for complete characterization of time series.

The present article is devoted at providing a simple approach where one
needs to introduce minor modifications to a HOT SAX code in order to obtain
the nearest neighbor distance (nnd) profile quickly. This is an extended version of
[15] where we clarify some of the concepts, introduce new validation examples, we
suggest optimal SAX parameters and we use the approximate nearest neighbor
distance profile for finding motifs.

2 Terminology

In this section we detail some of the terms used in the rest of the paper.

– A time series is denoted with the capital letter P , while we use the same
letter, lowercase, with subscript, for its points: pj , j = 1, .., N . The points are
supposed to equispaced in time and consecutive, the subscript denotes their
time position.

– A sequence within the time series is denoted with a capital letter and a
superscript: Sk, where the superscript indicates the time of the first point
of the sequence. We use the lowercase letter s for the length of the sequence
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(the number of points therein contained). Since the length of the sequences
is fixed, in the case where no ambiguity arises, it is enough to use the time
of their first point to describe them (Sk ↔ k). The points of sequence Sk are(
sk1 , s

k
2 , ..., s

k
s

)
, according to the notation used for the whole time series, these

points can also be denoted as (pk, pk+1, ..., pk+s−1).
– The Euclidean distance among two sequences is obtained with

d(Sk, Sj) =

√√
√
√

s∑

n=1

(
skn − sjn

)2

(1)

If one is interested in calculating the z-normalized Euclidean distance, an
efficient solution is to resort at first at calculating the average values and
standard deviations for all of the sequences and then using the scalar product
as described in [12]. Applying a growing strictly monotonic function to Eq. 1,
does not change the order of the nnds and simplifies the calculations. For
example we will also use the squared Euclidean function since it does not
change the order of the nnds, thus allowing one to find the positions of the
discords or the motifs:

d2(Sk, Sj) =
s∑

n=1

(
skn − sjn

)2
, (2)

– for each sequence one can calculate the nearest neighbor distance:

nnd(Si) = min
j:|i−j|≥s

d(Si, Sj), (3)

the index j runs on all of the sequences of the time series, with the exception
of those which overlap with the one under investigation (sequence i). This
non-self match condition [9] is necessary to avoid “spurious” small distances
between a sequence and the following ones, since these two sequences partially
overlap.

– The nnd profile is the vector containing the nearest distances of all the
sequences of the time series. In the first article of the Matrix Profile series,
the term matrix profile is used with a more general meaning (see definition 6
and 7 of [12]), while in the rest of papers of the series, nnd profile and matrix
profile coincide.

– The nnd density returns information regarding the number of sequences with
a nearest neighbor within a certain distance. Once the nnd profile has been
calculated, one needs to consider the max and min nnd values, divide this
interval in a given amount of bins (for example 1000) and count the total
number of sequences with a nnd belonging to each bin. For example the
discord, which is the sequence with the highest nnd value would belong to
the righter-most bin.

– the time distance between two sequences is simply:

dt(Sk, Sj) = |k − j| (4)

it addresses the amount of points which separate the two sequences.
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3 Finding Discords

Since this work is devoted at providing a simple modification allowing to turn
HOT SAX into an algorithm for obtaining an approximation of the nnd profile,
we detail here HOT SAX, beginning with SAX [3].

3.1 SAX

The Symbolic Aggregate Approximation clusterizes efficiently the sequences of
a time series. A summary of this procedure includes:

– All the sequences are divided into r sub-sequences of equal length l. For
example a s = 56 points sequence can be turned into r = 7 consecutive
sub-sequences of length l = 8 ( s = r · l)

– Each sub-sequence is summarized by taking its algebraic average value. This
procedure is called Piecewise Aggregate Approximation [16]. As a result the
PAA shortens a sequence (of s points) into a reduced sequence, or r-sequence
(of r points, r << s). In the example under consideration we pass from a 56
points sequence to a r-sequence composed of only 7 r-points.

– In order to better handle the single r-points it is possible to group them
further, by dividing the range of possible r-points in bins and assigning to each
bin a letter. As a result one obtains a short symbolic sequence (containing
r symbols) starting from a much longer sequence (made of s points). The
set of possible letters which characterize the interval of the r-points is called
alphabet. The size of the alphabet is denoted with the letter a. Usually one
chooses the intervals determining the association r-point → letter, based on
the principle according to which each letter should represent approximately
the same quantity of r-points.

With a careful choice of the SAX parameters, the amount of sequences of a time
series is much larger than the amount of symbolic sequences (aka s-sequences
or clusters), for this reason many sequences correspond to a single symbolic
sequence. We refer to own cluster of sequence S as the cluster which contains
it. The choices of the parameters of the PAA and the amount of possible letters
of the alphabet, determine the size of the clusters and the quality of the approx-
imation. An example can help to better understand SAX, we consider here a
fictitious sequence where the values of its 20 points read: 34433013225661872103.
SAX is now used in order to turn it into a symbolic sequence of 5 letters. Let’s

Table 1. An example of turning a sequence into a symbolic sequence with SAX, [15].

Sequence 3, 4, 4, 3, 3, 0, 1, 3, 2, 2, 5, 6, 6, 1, 8, 7, 2, 1, 0, 3

r-sequence 14/4, 7/4, 15/4, 22/4, 6/4

r-sequence 3.5, 1.75, 3.75, 5.5, 1.5

s-sequence b a b c a
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suppose that the alphabet contains 3 letters, determining the following vocabu-
lary: [0, 3) → a, [3, 5) → b, [5, 8] → c (this choice implies that the whole range
of r-points spans the interval [3, 8], as detailed in Table 1).

In this case a 20 points sequence has been turned into a 5 letters s-sequence:
babca, in a whole time series, however, one expects that many sequences might be
turned in the same symbolic sequence, since it contains much less information.
The original SAX article provided also an efficient technique to quickly pass from
the clusters back to the sequences with the help of a trie and an array. The final
result of SAX is thus a quick clusterization of all the sequences of a time series
into symbolic sequences.

3.2 HOT SAX

As a reminder, we recall that the first discord of a time series is the sequence with
the highest nnd value, the second discord is the sequence with the highest nnd
value which does not overlap with the first one, the third discord has the highest
nnd and it does not overlap with the previous two, etc. Since one needs to know
the nnd of a sequence, this implies to make a lot of calls to the Euclidean distance
function. In the limit, a brute force algorithm would require to calculate all of
the distances from all of the sequences. Such an approach has an asymptotic
complexity O(N2). The reason is that the brute force algorithm requires two
nested loops:

– The external one running on all of the (≈N) sequences, in order to understand
which of them has the highest nnd (this is a maximization procedure).

– The inner loop, instead, is a minimization procedure for determining the
nnd of the sequence selected by the outer loop. It requires to calculate the
distances between the selected sequence and all the (≈N) others.

Such a brute force approach leads to calculating the exact nnd profile. On the
other hand the aim of HOT SAX is to skip most of the calculation in order to
quickly find the first discord(s) of a time series. As a result one expects that
HOT SAX should not be able to provide good quality nnd profiles.

The idea behind HOT SAX is that the SAX clusterization puts together
sequences which are also close Euclidean neighbors. In practice there is a link
between the notion of closeness (topology) derived by the Euclidean distance and
the notion of closeness (topology) derived by being part of the same SAX cluster.
Once this link has been established one can re-arrange the two loops of the brute
force approach. At the beginning one will consider those sequences belonging to
small clusters, in the limit containing only one sequence. If there is only one
sequence in a cluster, it means that, for that sequence, there should be no close
(Euclidean) neighbor. This implies that it is a good discord candidate. The min-
imization procedure associated with this sequence is likely to return a high nnd
value. With this prescription, the outer loop will likely stumble on good discord
candidates quite soon. In the remainder of the external loop, other sequences
are being processed. For each of them, the inner loop calculates distances with



An Approximate High Quality Nearest Neighbor Distance Profile 163

the other sequences and updates the current nnd value of the sequence. If the
current nnd drops below the nnd of the current best discord candidate, one is
sure that the sequence under observation cannot be the discord: the remainder
of the inner loop, which is a minimization process, can only diminish the current
nnd of the sequence. As a result the remaining part of the inner loop can be
skipped. Also the inner loop can be rearranged. Instead of calculating the dis-
tance between the sequence under observation and all the others just following
their time order (S1, S2,...), HOT SAX suggests to first calculate the distance
with those sequences belonging to the own cluster. The rationale is clear: let’s
check those sequences which are close according to the SAX topology. By start-
ing the minimization process with good neighbor candidates one is pretty sure
that the nnd of the sequence under observation should drop quickly, possibly
becoming smaller than the best so far value, and thus allowing to skip the rest
of the loop. If the sequence is still a possible discord candidate after checking all
of the other sequences of the own SAX cluster, the remainder of the inner loop
runs on all of the other sequences in random order. A sequence still having the
highest nnd at the end of its inner loop is the new good discord candidate which
has set a new best so far nnd value.

In summary, by rearranging the outer and inner loop according to the sug-
gestions of the SAX clusters one is expected to be in a position of skipping most
of the inner loop distance function calls and thus obtaining a very quick discord
search.

The execution speed of HOT SAX is a function of the time series under
observation, however this algorithm is still now one of the fastest exact discord
algorithms. We see that the key factor determining the new loop rearrangements
is the strong link between the topology induced by the Euclidean distance and
the topology induced by SAX. Notice that during the discord search one can
keep track of the approximate nnd value associated with all of the sequences.
This approximate nnd profile (see for example Fig. 5 left), is likely different
from the exact one (Fig. 4 left), exactly because the aim of the algorithm is to
skip calculations. For this reason it cannot be used for other purposes (like for
example finding motifs).

4 Curse of Dimensionality

The topology (closeness) induced by SAX and the one induced by the Euclidean
distance are linked but they are not exactly the same. One of the obvious reasons
is that the SAX procedure clusters r-points into letters, however the breakpoints
defining the letters are sharp: two very close r-points might be at the opposite
sides in respect to a breakpoint. This would give rise to two different letters. Such
a result would artificially put two r-sequences in different symbolic sequences
although they might be close from the Euclidean point of view (see Fig. 1, right).
The passage from the r-sequences to the s-sequences can be visualized as slicing
an r-dimensional space where a reduced sequence corresponds to a point, while
a SAX cluster to an r-dimensional parallelepiped (aka parallelotope) as in Fig. 1
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Fig. 1. (Left) We consider an r-point and a 3-dimensional parallelepiped which repre-
sents the cluster bbc. (Right) Two nearest neighbor r-points that belong to different
symbolic sequences (bbc and bcc). Although these two r-points have likely been obtained
by Euclidean close sequences they do not belong to the same SAX cluster [15].

(left). We will limit the rest of the discussion to the case in which the breakpoints
defining the letters are equally spaced, thus giving rise to hypercubes. The logic
does not change, but the notation and the calculation of the volumes becomes
much easier with hypercubes rather than parallelotopes. One might think that
the amount of points which are suffering from being close to the border of a
hypercube, and thus have a higher chance that their close neighbor belongs to a
different cluster, should be a minority. However, with a counter-intuitive logic,
as the dimension of the hypercube grows most of its volume becomes close to
its surface, thus increasing the probability that an r-point lays close to one of
its faces. If one adopts a view where the points are placed at random positions,
the fraction of volume over the total available, represents the probability that a
point is comprised within the surface surrounding the volume. Let’s now divide
a hypercube (with edges of length e) in two parts: a inner concentric smaller
hypercube with edges of length e − ε, and the shell between the full hypercube
and the inner one. The inner hypercube represents the volume where the points
are far from the surface and thus it is reasonable to expect that the Euclidean
neighbor should lay in the same symbolic sequence. At variance the shell is the
region of the space where there is a high chance that the closest neighbor of an r-
point is outside of the hypercube itself. Let’s now consider the ratio between the
inner part and the total volume of the hypercube as a function of the dimension
of the space r:

inner volume
total volume

=
(

e − ε

e

)r

=
(
1 − ε

e

)r r→∞−−−→ 0. (5)

This shows that, as the dimension r increases (ε/e being fixed), most of the
volume of the hypercube is located close to its borders. According to this view
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the link between the Euclidean and the SAX topology becomes less and less
valid as the length of the symbolic sequences increases.

This reasoning helps to understand why the SAX procedure is known for
providing good results for HOT SAX when the number of elements of the PAA is
around 3−4. If these elements were 10−20 one would obtain symbolic sequences
much closer to their sequence of origin, however, the curse of dimensionality
would hinder the connection between SAX and Euclidean topology at the basis
of the re-ordering of the loop in HOT SAX.

5 Extending the Topological Approach

Up to now we have seen how the link between the Euclidean and SAX topology
allowed for a quick calculation of the discords of a time series. In the case in which
there is another simple topology one might be tempted to use it for improving
the approximate nnd profile associated with a HOT SAX calculation.

The idea that time close sequences should share a lot of properties is essen-
tially embedded in the non self-match concept. Two overlapping sequences are
similar also from the point of view of the nearest neighbor: we expect that the
Euclidean nearest neighbors of two time close sequences should also be time
close.

5.1 An Approximate nnd Profile

We propose here some simple modifications to HOT SAX which will provide a
good quality approximate nearest neighbor profile (we will detail in Sect. 6 the
meaning of “good quality approximation”). The approximate nnds returned at
the end of a discord search by HOT SAX are obtained by truncating the inner
loop. This, in practice, is equivalent to reducing the minimization space of the
nnds, by skipping those calculations which are not instrumental for obtaining
discords. This reduced search space returns nnd values which are equal or higher
than the exact ones since the minimization space has been reduced a lot. At this
point we want to find indications on two conflicting ideas:

– How to expand the search space for improving the approximate nnd of HOT
SAX.

– How to limit at most the number of calculations in order to speed up the
process of finding the good quality approximate nnd.

At the beginning we will list all the procedures to be applied to HOT SAX and
later we will explain them in detail.

Before starting the loops one should perform two different SAX clusteriza-
tions, one with an alphabet of size a and the second identical but for the size of
the alphabet, which should be a + 1. At this point each sequence belongs to a
cluster obtained with the first SAX procedure and another one with the second
SAX procedure. Notice that increasing the number of letters does not augment
the dimensionality of the hypercubes, thus it does not go in the direction of
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disrupting the connection between SAX and Euclidean topologies, although it
increases the number of available clusters.

The algorithm proposed in this research has two nested loops which follow
the structure of HOT SAX. In particular the outer loop is identical to that of
HOT SAX (running on all of the sequences, starting on small clusters). The
inner loop, however, is going to be different. For each sequence S of the outer
loop one should:

1. Perform a full calculation between S and all of the sequences belonging to
its own SAX cluster with alphabet a (but for self matches). The code should
keep track of which distance calls have been performed.

2. If the sequence under observation can still be the discord after point 1, per-
form the same action as point 1, but using the cluster obtained with increased
size alphabet (a + 1). Since we expect an overlap between the two clusters,
skip those distance calculations which have already been performed at step 1.

3. If the sequence under consideration can still be the discord at this point (i.e.
its approximate nnd is higher than the best so far value), call the distance
function between S and all the other sequences of the time series in random
order. At any point during this procedure, if the approximate nnd(S) becomes
smaller than the highest so far nnd, skip the rest of these distance calls.

4. At the end of the outer loop use the properties of the time topology to improve
the approximate nnd profile so far obtained

In order to further improve the approximate nnd profile one should search for
more than one discord ( in our case search for the first 10 discords). During the
calculation of a discord following the first one, if a sequence has an approximate
nnd value already smaller than the current best one, any further distance call
can be skipped. As a general rule, whenever a distance function is called we
check if any of the nnds of the two sequences involved can be updated with the
results of the distance calculation. We also update the (approximate) nearest
neighbor of each sequence.

We will assess the results of this procedure in Sect. 6.

5.2 Double SAX

As detailed in Sect. 4, the neighbor of a sequence close to the surface of a cluster is
likely not present in the cluster itself. It is also difficult to pinpoint exactly which
is the neighboring cluster which most likely contains that neighbor. In order to
overcome these problems with a simple solution we can resort at performing
two times the SAX procedure, where the second time we change the amount of
letters of the alphabet. There are two main reasons for this:

– By increasing the number of letters of the SAX alphabet we add one break-
point, among the set of r-points. For this reason those r-points which are close
to a breakpoint (when the alphabet contains a letters) should be moved far
from it when the alphabet contains a + 1 letters. We remind that, in order
to create a letters, one needs a − 1 inner breakpoints, since the two external
ones are fixed.
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– A SAX procedure with a bigger alphabet is likely going to produce a more
refined clusterization. Many of the clusters of the original SAX procedure
should be “covered” by collections of clusters of the SAX procedure with a+1.
As a result the second own SAX cluster should be smaller and overlapping
with the first one, thus not producing an important computational load.

As an example let’s consider a 3 letter alphabet (a, b, c) where the r-points range
within the interval [0, 8]. Let’s also suppose that the following breakpoints pro-
vide roughly equal amounts of r-values for each letter: [0, 3) → a, [3, 5) → b, and
[5, 8] → c. If there are two r-points of the following kind:

⎛

⎝
3.95
2.99
7.21

⎞

⎠ →
⎛

⎝
b
a
c

⎞

⎠ ;

⎛

⎝
3.82
3.01
7.38

⎞

⎠ →
⎛

⎝
b
b
c

⎞

⎠

they become part of two different s-sequences: bac and bbc. The reason is that the
second coordinates (2.99 and 3.01), although very close, lay at the two opposite
sides of the breakpoint in 3. By adding one letter to the alphabet: (a, b, c) →
(a, b, c, d), one introduces an additional breakpoint, providing for example the
following vocabulary: [0, 2) → a, [2, 4) → b, [4, 6) → c, [6, 8] → d. As a result the
two r-points are prompted in the s-sequence denoted with the letters (b, b, d):

⎛

⎝
3.95
2.99
7.21

⎞

⎠ →
⎛

⎝
b
b
d

⎞

⎠ ;

⎛

⎝
3.82
3.01
7.38

⎞

⎠ →
⎛

⎝
b
b
d

⎞

⎠ .

When there are two SAX procedures each sequence is associated to two clusters
likely having an important overlap. At this point one can look for neighbors in
both of the clusters. Since the number of breakpoints is higher in the second
case, the intervals associated will be smaller, leading to finer clusterizations.
It should be noted however that, by looking at the neighbors of a sequence in
two different clusters increases the search space. This ensures to diminish the
nearest neighbor distance at the cost of increasing the computational time. For
this reason it is not advisable to do the same procedure many times, otherwise
the amount of calculations would increase too much. One could argue that also
diminishing the amount of letters might lead to very similar results since the
breakpoint would also diminish by one unity thus shifting their positions. The
drawback of a smaller alphabet is that the clusters thus obtained would be likely
bigger than those obtained with the first SAX procedure, increasing too much
the search space.

5.3 Full Search of the Own SAX Clusters

This modification to a HOT SAX code is very easy since it consists in performing
the distance calls among the selected sequence and all the other sequences belong-
ing to the own cluster. In practice, in all of the HOT SAX codes there is a if/then
condition which stops the minimization procedure as soon as the approximate nnd
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of the sequence under investigation drops below the value of the current discord
candidate. By removing this condition for the own cluster, one is sure that there is
going to be a full search within the original cluster of the sequence. In the case in
which the SAX and Euclidean topologies were “identical”, this prescription would
be enough for finding the nearest neighbor, however as we have seen in Sect. 4, this
is not the case and we need to enlarge the search space. As a pre requisite we have
already performed SAX with a + 1, we can thus extend the full search also to this
second own cluster. In order to skip useless calculations we use an integer array of
size N initialized to 0. Each time that a distance call between sequence S and one
of its SAX neighbors is performed we set the corresponding value of the array to 1.
When a new sequence is being investigated it is enough to reset the array. It is also
important to remind that the SAX clusters are based on the r-points of the PAA
and not on the exact sequences. For this reason, even if the SAX topology had been
very close to the Euclidean topology, two close sequences might not belong to the
same SAX cluster.

5.4 All the Other Sequences

At the end of the full search of the own SAX clusters, provided that the approx-
imate nnd is still higher than the best candidate, one has to keep on calculating
distances with all the remaining sequences. In this case the procedure is aborted
as soon as the nnd drops below the current best value.

5.5 Time Topology

The procedures of Sect. 5.3 and Sect. 5.4 exhaust the inner loop of the HOT
SAX. Since the search space is bigger than the one of HOT SAX we are sure
that the approximated nnds so far obtained are equal or smaller than those of
HOT SAX. If one compares this approximated nnd profile and the one obtained
from HOT SAX, there is a visible improvement. It is also clear that there are
many spikes which appear spurious. One might think of performing another SAX
procedure with even further increased alphabets, however this does not produce
particularly good results. The amount of calculations increases but there is no
obvious improvement of the approximate nnd profile.

In [13] it was described for the first time a form of stability of the nearest
neighbor distance profile, called Consecutive Neighborhood Preserving (CNP)
Property. This property was also noticed independently in [15] and it is strongly
linked with the time topology: sequences close in time have very close nearest
neighbors. In particular one can notice that the exact nnd profile shows a degree
of regularity, and it can be considered as pseudo-smooth. The discords are the
spots of the nnd profile which often show the sharpest peaks, while generally,
although there is a considerable noise level, the variations of the nnd profile
are not arbitrary. The term pseudo-smooth is to be intended in the following
way: once the nnd(i) is known, one can quickly find an upper bound limiting
the nnd(i + 1) (its time neighbor). Let’s consider a sequence Si and its closest
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Fig. 2. (Top figure) The two sequences S8 and S9 are closest time-neighbors, however
they do not fit into the same SAX cluster. S8 belongs to the red cluster and S9 to the
green one. The red cluster comprises also of sequence S8+22 = S30, which is the closest
Euclidean neighbor of S8. Unfortunately sequences S9 and S9+22 are not part of the same
symbolic sequence, for this reason the distance among them has not been calculated. (bot-

tom figure) According to the following reasoning: S9 time−−−→ S9−1 SAX−−−→ S9−1+22 time−−−→
S9−1+22+1 we can guess that S9 and S9+22 are likely Euclidean neighbors [15]. (color
figure online)

neighbor Si+k (where k > s in order to avoid self matches). At this point we can
provide an inequality limiting the value of nnd(Si+1):

nnd2(Si+1) ≤ d2(Si+1, Si+k+1) = nnd2(Si)+(pi+s−pi+s+k)2−(pi−pi+k)2, (6)

we used the squared Euclidean distance in order to avoid using the square root
and we considered the squared nnds. The first inequality is valid since the
definition of nnd implies that it is the minimum among all the distance calls
between Si+1 and all the other sequences, like for example Si+k+1. The formula
d2(Si+1, Si+k+1) can be expressed as a function of nnd(Si) because there is a
strong overlap between these two quantities, and this explains the last part of
Eq. 6. This similarity can be seen comparing the two distances:



170 P. Avogadro and M. A. Dominoni

d2(S
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, S
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(
pi − pi+ k

)2
+

(
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)2
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)2
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)2
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The term (pi+s −pi+s+k)2 − (pi −pi+k)2 of Eq. 6 determines how strict is the
limit to the change of nnd at the position i. If one knows only an approximate
nnd(Si) value, Eq. 6 is still valid, in this case Si+k denotes the “approximate”
nearest neighbor of sequence Si:

nnd2(Si+1) ≤ nnd2
a(S

i+1) ≤ d2(Si+1, Si+k+1)

These equations provide interesting suggestions on where to find good close
neighbors of a sequence once an approximate nnd profile is known. Let’s consider
for example the following case, where the sequences under consideration have
length 8, and the approximate nnd has been obtained following the procedure
detailed in Sect. 5.3 and 5.4:

– the actual Euclidean nearest neighbor of S8 is S8+22. It has been found by
looking at the sequences of the SAX cluster containing S8.

– S9 has an approximate nnd which is much higher than the nnd of its time
neighbor S8. In particular we notice that Eq. 6 is not fulfilled.

– the (two) SAX clusters containing S9 do not contain S9+22 (curse of dimen-
sionality), and for this reason the distance among these two sequences has
not been calculated. SAX topology is not a good hint regarding where to find
the Euclidean nearest neighbor of S9.

– Following the indications of the time topology it becomes clear that calcu-
lating the distance between S9 and S9−1+22+1 is going to improve the actual
nnd(S9), as shown in Fig. 2. Notice that we wrote S9−1+22+1 instead of S31

in order to decompose the passages: time topology, SAX and time topology
again (in the opposite direction).

This procedure can be done from two points of view, e.g. we can check if both
of the time neighbors S8, and S10 can suggest good Euclidean neighbors for S9.

It is also possible to perform longer range sampling, not limited at controlling
the closest time-neighbors. In the present work, we check the time-neighbors
up to a time distance of 10 steps. In order to avoid useless calculations we
invoke the distance function only in the case where there is a violation of Eq. 6.

6 Experimental Results

We provide here examples of nnd profiles obtained with the method exposed in
the previous sections. The first data-set under consideration is the ECG 300 which
belongs to the MIT-BIH ST change database, part of Physionet [17,18] (Fig. 3).

– Each sequence contains 56 points.
– The PAA is obtained taking sub-sequences of length l = 8 points, so each

s-sequence comprises 7 letters.
– The basic alphabet size is a = 3, and in the case of the extended SAX, a = 4.
– We do not z-normalize the sequences.
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Fig. 3. (Left) The approximate nnd profiles returned by a HOT SAX calculation.
(Right) With a small modification of HOT SAX, forcing a full calculation of the own
cluster, there is a clear improvement the nnds [15].

Fig. 4. (Left) By extending the search space also to the SAX cluster with more letters
(passing from 3 to 4 letters alphabets) one obtains a further improvement of the nnd
profile. (Right) With the help of the time topology the quality of the nnd profile
improves a lot getting very close to the exact one. [15]. (color figure online)

Fig. 5. (Left) Exact nnd profile calculated with a brute force approach. (Right) The
exact (green curve) and time-topology (blue curve) profiles are superimposed to better
understand the differences. The two curves are very similar and require close inspec-
tion to detect the differences (provided in Fig. 6), this is a hint of the quality of the
approximation [15]. (Color figure online)
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At the beginning we provide the incremental evolution of the approximate nnd
profile, by taking into account one after another the points of Sect. 5.3, Sect. 5.4
and Sect. 5.5. The best results are then compared with the exact calculations to
better understand which are the main differences.

– the approximate nnds of a HOT SAX calculation are shown in Fig. 5 (left),
the quality of approximation is still rather low, and the color of the curve is
red.

– Fig. 5 (right) shows the improvement obtained by simply removing the lines
responsible for skipping the rest of the scan of the own cluster. We use red
color also in this case since the approximation is still too far from being
acceptable.

– A further extension of the search space which includes controlling the whole
SAX cluster with an extended alphabet is shown in Fig. 4 (left). The quality
of this approximation is better than the previous ones, but there is still a lot
of room for improvement.

– Exploiting the time topology leads to an important improvement (Fig. 4,
right) where many spurious peaks are removed and the nnd profile gets closer
to the exact one. We use a blue line in this case since this approximation is
comparable with the exact one.

– The exact nnd profile is shown with a green curve in Fig. 5. We use a green
color to indicate the correctness of the profile.

For a better understanding of the effect of applying the time topology for
improving the nnd profile we report in Fig. 6 (left) a detail two calculations,
the red curve refers to the approximate nnd profile obtained with the two SAX
clusters and the blue one after applying the time topology. The two curves are
very similar but for the red spikes of the lower quality approximation. When
the time topology is taken into account the curve becomes “smoother”. In Fig. 6
(right) we compare the exact nnd profile (green curve) and the approximate one
(blue curve). The differences are minimal and, even in the case in which they
are present, their relative magnitudes in respect to the exact values is limited.

It should be noted that all of the first 10 discords are automatically taken
into account since the procedure under consideration involves only extending the
HOT SAX search space for the first 10 discords.

If one is interested in the statistical properties of the nnds, it is clear that
the results returned by HOT SAX are not enough. The statistical properties of
the approximated nnd profile become closer to the ones of the exact calculation
with a full run on the SAX cluster, but this comes at the cost of an important
increase in the amount of calculations. In Fig. 7 left, there is an example of
the approximate nnd density and its exact counter part. These two curves are
very similar and it is safe to study the statistical properties resulting from the
approximate nnds. There is an indication that our approximate method becomes
more and more convenient in terms of speed in the case of longer time series. For
example in Fig. 7 (right) we show the ratio of the times required by a brute force
approach and the approximate method. This quantity ranges from 20 to about
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Fig. 6. (Left) An extract of the nnd profile obtained by exploiting the time topology
(blue) and the one calculated just using two full SAX clusters (red). (Right) The exact
calculation (green) and the best approximation with the time topology [15]. (Color
figure online)

80. Although the method that we propose is heuristic this graph is a rather
strong indication that its speedup grows on on larger data-sets.

6.1 Quantitative Estimate

The main reason for using an approximation, instead of an exact calculation is
to shorten the calculation times. In Table 2 we measure this improvement by
dividing the number of distance calls of the brute force approach and those of
the approximate method, calling this quantity speedup.

In order to provide a quantitative estimate of the quality of the approximated
nnd profile we consider the fractional error (called Err) of the approximate nnd
profile, calculated as:

Err =
1

Na

∑

i

nnda(Si) − nnd(Si)
nnd(Si)

, (7)

where the quantity Na indicates the amount sequences for which the procedure
returned only an approximate nearest neighbor distance, denoted with nnda(Si).
Notice that the exact nearest neighbor distance, nnd, is always smaller or equal
than nnda, since it is obtained from a minimization procedure in a bigger space.
In the case of ECG 300: Err = 3.1 · 10−2. This implies that the average relative
error of the approximated values is in any case small, around 3%. A second
indicator of the quality of the approximation is its accuracy, Acc, which identifies
the percentage of sequences for which the nnds are exact:

Acc =
(

1 − Na

N

)
× 100, (8)

for ECG 300, Acc = 98.5. In all of the cases of Table 2 the accuracy is above 98%,
while Err is usually confined below 10%. The longer time series have a tendency
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Fig. 7. (Left) The nnd densities obtained with our approximate solution and the exact
one are very similar, in the limit almost not distinguishable. The nnd density have been
obtained by dividing the interval of nnd values (ranging from about 0 to 1400) in 1000
bins. For a better readability we restrict the picture to values up to 231.5 since the
density function includes 99.5% of the nnds. Notice that the differences between the
exact and approximate densities diminish as we approach the highest nnds, because
by construction we are sure that the first discords are exact [15]. (Right) Speedup in
respect to a brute force calculation as a function of the length of the time series under
investigation. The present calculation (from the data-set ECG 300) is obtained with
alphabet size a = 3, number of sub sequences for the PAA equal to l = 7, and the
number of points in each sub-sequence is r = 8 [15].

of showing higher speedups in respect to the shorter ones. The relative error,
Err, seems more connected with the time series structure than its length since
the highest value is obtained for a bidmc152.

6.2 Tuning the SAX Parameters

The SAX parameters have an important role in determining the speed and accu-
racy of the calculations. The reason is rather intuitive, if the SAX topology
resembles closely the Euclidean one it is possible to expect that the calculation
should be faster and more accurate. When selecting the SAX parameters one
has to keep in mind the trade-off between having a lot of small clusters (higher
speed) or having a few bigger clusters able to really set together close sequences
(higher accuracy). It should be noted that most of the time of a calculation is
spent within the subroutines performing the full scans of the own cluster of the
sequence. The complexity of a full scan of a cluster is quadratic with the size of
the cluster itself. The consequences of diminishing the size of the SAX clusters
are the following:

– The full scan on the same SAX cluster(s) becomes faster.
– The probability of finding the closest neighbor within the same cluster dimin-

ishes.

If one is interested in having more clusters in order to speed up the calculation
(a finer resolution in respect to SAX) there are two main parameters which can
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Table 2. The quality of the topologically approximated nnd profiles as a function of
the two indicators Acc and Err. The data sets of the sel series contain 225000 points,
while those named bidmc15 60000. The subscripts (2, 3, 4 and 5) are the columns:
second, third, etc. The speedup is calculated by dividing the number of calls to the
distance function of the brute force algorithm and those our approximate algorithm.

File name Acc Err speedup N

sel06062 99.6 0.05 83 225 000

sel06063 99.5 0.05 116 225 000

sel1022 98.8 0.05 40 225 000

sel1023 99.7 0.06 26 225 000

sel1232 98.8 0.05 32 225 000

sel1233 99.2 0.04 14 225 000

bidmc152 99.6 0.15 5 60 000

bidmc153 99.8 0.09 30 60 000

bidmc154 98.4 0.05 40 60 000

bidmc155 98.9 0.06 58 60 000

Fig. 8. Representation of the hypercubes associated with symbolic sequences obtained
with r = 2 and alphabet=2; r = 2 and alphabet=3; r = 3 and alphabet=2.
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be modified: the length of the symbolic sequences, r, and the size of the alpha-
bet, a. There are conceptual differences related with changing these parameters,
linked to the geometry of the symbolic sequences and the SAX procedure. The
correspondence between the SAX and Euclidean neighborhood depends on two
factors:

– The information loss during the PAA approximation (i.e. passing from a 56
points sequence to 8 r-points).

– The spilling of neighbors due to the fact that close r-sequeces might lay on
different sides of a face of a hypercube, ending up in two different clusters.

This last problem can be further divided into two parts:

– The curse of dimensionality: when the length of the s-sequences increases the
probability that an r-sequence is close to the borders increases, independent
on the number of clusters which cover the search space.

– The total bordering surface: many smaller hypercubes (at a fixed dimension-
ality) lead to a much larger region of space close to the borders.

In Fig. 8 we provide an example of the hypercubes associated with different SAX
parameters. On the left there is a fictitious space where the black dots are the
r-sequences. The length of the symbolic sequences is 2 and also the size of the
alphabet is 2 (the symbols are a, b). There are 4 possible symbolic sequences:
aa, ab, ba, and bb. The pink area represents regions of the space close to the
borders of the hypercubes and thus where the correspondence between SAX and
Euclidean topology is more likely to fail. At this point one might wonder whether
increasing the size of the alphabet, passing from 2 to 3 (but keeping the same
number of letters per symbolic sequence) is better than increasing the length
of the symbolic sequences (but keeping the size of the alphabet constant). The
upper right part of Fig. 8 shows the case where the alphabet contains 3 letters:
a, b and c. As a result there are 9 possible clusters: aa, ab, ac, ba, bb, bc, ca, cb
and cc. Also in this case the pink area represents regions of space at the border
between neighboring clusters. Since the number of clusters has increased, the size
of the neighboring space has increased too. In Fig. 8 bottom right, the hypercubes
have dimension 3. In this case we highlight only the regions of the space close
to the surface for the (hyper)cube corresponding to the symbolic sequence bab
for improved readability of the figure. In general the number of clusters grows
polynomially with the size of the alphabet (if r = 2, quadratically) while it grows
exponentially with the length of the symbolic sequences. The considerations of
the curse of dimensionality lead to think that using bigger alphabets might
improve the calculation speed at a moderate accuracy cost while increasing the
length of the sequences might be more expensive.
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Table 3. Characteristics of the approximate nnd profiles of the time series sel1022,
obtained with different SAX parameters. A sequence is divided into r sub-sequences,
each containing l points. The r-points are turned into one of the a symbols of the
alphabet. In all of the cases the length of the sequences is kept constant s = r · l = 64.
For example, in the first row the 64 points are grouped into r = 16 sub-sequences, each
containing l = 4 points. These average values are later turned into symbols taken from
an alphabet containing a = 4 symbols.

Pts per subsequence Length of the s-sequences Alphabet Speedup

l r a Acc Err vs Brute

4 16 4 84.5 0.08 91

4 16 8 81.8 0.08 4

4 16 16 97.1 0.06 1

8 8 4 96.5 0.07 133

8 8 8 88.1 0.08 128

8 8 16 86.5 0.07 5

16 4 4 99.4 0.04 42

16 4 8 97.0 0.06 158

16 4 16 87.6 0.09 297

In Table 3 we see the results of the calculations done on the time series sel1022
with different SAX parameters. We are interested in finding a relation between
the length of the time series, Acc, Err and the Speedup in respect with the brute
force calculation. In the present example the length of the sequences under obser-
vation is 64, and can be obtained as the product of l (the amount of points per
subsequence) and r (the length of the r-sequences). The last important param-
eter is the size of the alphabet, which can vary between the following values:
4, 8, 16. A first consideration is that the accuracy can drop to a minimum of
≈82% in the worst case scenario but the average error, Err, is always contained
within 10%. The more common occurrence is that the accuracy drops as the
alphabet size increases. There is an exception: the case of symbolic sequences of
length 16, where the alphabet is also equal to 16. The theoretical maximum num-
ber of possible clusters is 1616 and it greatly exceeds the number of sequences in
the time series. For this reason all the clusters contain one single sequence, and
the SAX procedure does essentially nothing. When there is a cluster contain-
ing only one sequence, the subroutine for the full scan of the own cluster exits
immediately: there is no other sequence for which calculating a distance. All of
the calculation is left to the subroutine which scans randomly the other clusters
in order to find a close neighbor. Notice, however, that this procedure exits as
soon as the current value of the nnd drops below the current best candidate. For
these reasons a calculation where each cluster contains only one sequence takes
essentially the same time of a brute force approach but it is less accurate! As a
general indication one should take into account that the total possible amount
of clusters is: ra. When this quantity greatly exceeds the number of sequences of
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a time series, SAX is likely doomed to fail to clusterize the sequences since the
correspondence between the Euclidean and SAX topologies is completely lost.

The best results in terms of speedup (297) are obtained in the case of l = 16,
r = 4, and a = 16, however the accuracy, Acc ≈ 88, is rather low. If one is
interested in the density function associated with the nnds this might be a valid
choice. At variance with l = 16, r = 4, and a = 8 there is a very high accuracy
(97) and a high speedup 158. These data confirm the reported heuristic for the
SAX parameters which suggest to use symbolic sequences of length ∼ 3−4 with
small alphabets.

6.3 Motifs

The SAX parameters can also affect the precision related to finding motifs. The
exact calculations on sel1022 show that there is a tie in regards the first motifs,
since there are two couples of sequences which have the same minimum nnd, as
shown in Table 4.

Table 4. Index associated to the motifs, their nnd and the position of the nearest
neighbor.

Sequence nnd Neighbor

204978 4.74 · 10−2 157413

157413 4.74 · 10−2 204978

204982 4.74 · 10−2 157417

157417 4.74 · 10−2 204982

In all of the combinations of SAX parameters presented in Table 3, the
approximate nnd profiles return the correct motifs. This is a hint of the fact
that two very close sequences have a very high chance of being present in the
same SAX cluster; since the time approximated nnd profiles include full scans
of those clusters one has a high chance of obtaining the right motifs.

6.4 Comparison with Matrix Profile

The algorithm SCAMP [14], of the Matrix Profile series, is the fastest available
code able to return the exact distances among all of the sequences. We tested
its serial implementation with the time series sel1022. The calculation of the
matrix profile required about 138s. In Table 5 we show the different speedups
as a function of the SAX parameters. Our approximate algorithm can be faster
than SCAMP in specific occasions, while the worst result happens when the
SAX clusterization does not follow the Euclidean topology. In particular we can
notice that for l = 16, r = 4 and a = 8 our algorithm retains 97% of exact nnds,
including the highest values (the discords) and the lowest values (the motifs)



An Approximate High Quality Nearest Neighbor Distance Profile 179

and it is about 6 times faster than SCAMP. At variance the slowest scenario
is the one with very long s-sequences (r = 16 and a = 16) which has a speed
comparable with the brute force case, being about 20 times slower than SCAMP.

Table 5. As in Table 3, but in this case the speedup is calculated as the ratio of the
execution times between SCAMP and our approximation.

Pts per subsequence Length of the s-sequences Alphabet Speedup

l r a Acc Err vs SCAMP

4 16 4 84.5 0.08 3.60

4 16 8 81.8 0.08 0.19

4 16 16 97.1 0.06 0.05

8 8 4 96.5 0.07 4.83

8 8 8 88.1 0.08 4.24

8 8 16 86.5 0.07 0.25

16 4 4 99.4 0.04 1.89

16 4 8 97.0 0.06 6.48

16 4 16 87.6 0.09 10.3

7 Conclusions and Future Work

The nearest neighbor profile of a time series can be particularly useful at the time
of finding anomalies, recurrent patterns, ecc. The brute force calculation of this
quantity has a complexity which is O(N2), and for this reason it becomes difficult
even for mid range time series. Although the codes of the Matrix Profile series
can produce a nnd profile very effectively one might be interested in modifying
an existing algorithm in order to produce a good quality quick approximate
nearest neighbor profile.

In this paper we show that the modifications required by a HOT SAX code
for this purpose are easy. The guidelines for these modifications stem from three
different kinds of topologies naturally present in time series. The first one is the
notion of neighborhood induced by the Euclidean distance, which is at the basis
of the nearest neighbor profile. The second notion of closeness is the one induced
by the SAX approximation: two sequences belonging to the same cluster are
close. This second form of topology partly overlaps with the notion of closeness
induced by the Euclidean distance. For this reason, the two were used at the
basis of the HOT SAX algorithm in order to quickly have an idea regarding
where to find anomalies. The third form of closeness used in this paper regards
the time distance between two sequences, i.e. whether they were received one
after the other or far in time. This form of topology can be used to significantly
improve the quality of an approximated nearest neighbor profile.
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During an anomaly search with HOT SAX, it is possible to obtain a low qual-
ity nearest neighbor profile since one is interested only in finding the anomalies
and to reduce at most the search space. In practice HOT SAX re-arranges the
two nested loops of a brute force approach and provides prescriptions regard-
ing when to skip most of the inner loop. If one drops these exit condition and
performs a full search on the cluster which includes the sequence under obser-
vation, it is possible to notice a clear improvement in respect to the quality of
the nnds. By applying the same reasoning on a second SAX cluster obtained
with an increased alphabet, the quality of the approximation gets even closer
to the exact one but for some spurious spikes related with the curse of dimen-
sionality. Resourcing at the time topology helps in removing most of these peaks
thus providing a very good approximation of the exact nnd profile. All of these
prescriptions increase the search space used by HOT SAX, for this reason one
is sure to obtain nnd values which are more accurate. In return this means that
those sequences with the highest nnd values are the exact discords of the time
series.

In order to quantitatively assess the approximated nnd profiles we resort at
calculating the fraction of exact nnds obtained. We find that in many cases more
than 98% of the sequences have an exact nnd.

For those sequences with just an approximate nnd value we calculate the
average error, called Err, which in most of the cases remains below 10%. This
implies that, even when one obtains approximated values they are not very far
from the correct ones.

The algorithm proposed in this research is not exact and depends on the
parameters of the SAX clusterization. It is thus rather difficult to constrain its
complexity, however for the tests that we performed its speed can be almost 2
orders of magnitude faster than a brute force approach.

When compared with the fastest algorithm allowing to calculate the exact
nnd profile, SCAMP, our approximate method has shown encouraging results
by being up to 6 times faster and with an accuracy of about 97%.

Future works include the possibility to apply the MASS algorithm introduced
by [19] in order to further speed up the calculation. It is also important to under-
stand if it is possible to constrain the value of the accuracy as a function of the
SAX parameters, or if it is possible to estimate the optimal SAX parameters
before a full calculation. A rather simple modification should lead to the possi-
bility to find also the k-th nnd profiles, the accuracy and complexity of this task
need to be assessed. A parallel version of this algorithm is expected to be very
fast and it is one of our next research directions.
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Abstract. The listing and automatic detection of ontology pitfalls are
crucial in ontology engineering. Existing work mainly focused on detect-
ing pitfalls in stand-alone ontologies. Here, we introduce a new cate-
gorization of ontology pitfalls: stand-alone ontology pitfalls, pitfalls in
versioned ontologies and, pitfalls in ontology networks. We investigate
pitfalls in a situation of ontology co-evolution and we provide a sys-
tematic categorization of the different cases that could occur during the
co-evolution process over two ontology portals: the Linked Open Vocab-
ulary and BioPortal. We also identify 9 candidate pitfalls that may affect
versioned ontologies or ontology networks. We evaluate the importance
and potential impact of the candidate pitfalls by means of a web-based
survey we conducted in the semantic web community. Participants agreed
that listing and investigating ontology pitfalls can effectively enhance the
quality of ontologies and affect positively the use of ontologies. Moreover,
the participants substantially agreed with the new categorization we pro-
posed. We conclude by providing a set of recommendations to avoid or
solve the different pitfalls we identified.

Keywords: Ontology networks · Ontology versions · Ontology pitfalls

1 Introduction

Ontologies provide a common infrastructure for a specific domain, which leads to
a better understanding, sharing and analyzing of the knowledge [10]. However,
domain description is subject to changes, thus arises the need to evolve ontologies
(i.e. versioning) in order to have an up-to-date representation of the targeted
domain [33]. Ontology evolution is the process of maintaining an ontology up to
date with respect to the changes that might arise in the described domain, and/or
in the requirements [41].

Following good practices during the development of ontologies help to
increase their quality, which reflects in their usage [3,6]. Reusability is considered
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as a good practice while designing an ontology [30]. On the one hand, reusability
saves time for knowledge engineers while developing ontologies, but on the other
hand it raises the problem of adapting one’s ontology to the evolution of an
imported ontology and thus complicates the maintenance process.

Moreover, reusability leads to the creation of connections between different
ontologies. Authors in [28] categorized ontologies based on their connections
into: 1. stand-alone ontologies that have no connection with other ontologies,
or 2. ontology networks: sets of ontologies that are connected to each other via
relationships, such as imports or uses links.

During the development or the usage of ontologies (stand-alone ontologies or
ontology networks), there exist some pitfalls which the knowledge engineers can
fall in while developing, evolving or maintaining an ontology. These pitfalls may
cause abnormal behavior for the related artifacts (e.g. systems that are using
the ontology, or other connected ontologies to it). Several researchers worked on
observing (e.g. [8,38]) or listing (e.g. [25]) the set of pitfalls that might affect
stand-alone ontologies.

In a previous contribution [27], we investigated the set of pitfalls that are tar-
geted to a specific case of ontology networks, that we name ontology co-evolution
(i.e. the evolution of an ontology O that uses terms having the namespace of
another ontology O′). We provided an exhaustive categorization of the different
cases that could occur for this situation. We observed 74 cases of co-evolution
involving 28 different ontologies in the Linked Open Vocabulary (LOV), and 14
cases of co-evolution involving 10 different ontologies in BioPortal. We concluded
the paper by listing a set of good practices, bad practices and uncertain practices
that could happen within ontologies that use some terms from other ontologies.

In this paper we extend our previous contribution [27] and the current pitfall
analysis [8,25,38] by observing and listing the set of pitfalls that can affect
versioned ontologies or ontology networks. We propose to distinguish between
three types of pitfalls:

1. Stand-alone ontology pitfalls. These pitfalls are addressed by [8,25,38].
2. Versioned ontologies pitfalls (i.e. when an ontology O evolves from v1 to v2).
3. Ontology networks pitfalls (i.e. when an ontology O imports a different

ontology O′).

Moreover, we assess the importance and potential impact of these pitfalls
over ontology networks and versioned ontologies.

The rest of the paper is organized as follows: Sect. 2 presents our motivating
scenario. Section 3 presents an overview of our research methodology and the
related definitions we propose. Section 4 lists our previous contributions at [27],
where we presented a theoretical analysis of the need for changes that could stem
from the evolution of an imported ontology, in addition to an exhaustive theo-
retical analysis of how an ontology may be adapted to such evolution. In Sect. 5
we introduce a catalogue of pitfalls that could hamper versioned ontologies and
ontology networks. Section 6 presents the survey we distributed to the semantic
web community in order to measure the importance and potential impact for
the candidate pitfalls. Section 7 discusses and concludes the paper.
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2 Motivating Scenario

Let Amal be a knowledge engineer who develops a child care domain ontology
called Childcare. In the version v1.1 of Childcare, created in May 2017, Amal
used a specific term programmOfStudy from another ontology called Education
created in January 2017 (Fig. 1). Childcare contains at least a link to a term
of Education. This creates a two ontologies network. In September 2017 the
creators of the Education ontology released version v1.2. Amal does not notice
the evolution. Thus, she thinks that her ontology is still using v1.1 version of the
Education ontology. Inside this simple ontology network, several issues might
arise:

– The term programmOfStudy was removed from Education, however it is still
used in Childcare. This has an impact over Childcare. As a consequence of
this impact, Amal should adapt her ontology.

– New terms were introduced in Education,v1.2 (e.g. boarding school). Amal
should be made aware of these new terms in order to possibly make use of
them in her ontology.

After noticing the evolution of the Education ontology, Amal created v1.2
Childcare ontology in November 2017. During this versioning, several issues
might arise, such as:

– The v1.1 of Childcare ontology is not accessible any more by its IRI. This pit-
fall is caused by Amal, and she is the responsible of maintaining the Childcare
ontology.

– Let us assume that the v1.2 of the Education ontology is inconsistent, import-
ing this ontology by the Childcare v1.2 will make it become inconsistent too.
This versioned ontology pitfall is caused by the owners of the Education ontol-
ogy, and it is their responsibility to maintain their ontology.

evolves to

childCare:activites
evolves to

ChildCare 
with version URI <v2>

ChildCare 
with version URI <v1>

ChildCare Ontology,
with ontology series URI <http://ChildCare ....>,

preferred prefix childCare:
preferred namespace http....

evolves to

edu:programOfStudy
evolves to

Education 
with version URI <v2`>

Education 
with version URI <v1`>

Education Ontology,
with ontology series URI <http://Education ....>,

preferred prefix edu:
preferred namespace http....

t

edu:programOfStudy

childCare:activites

Uses

edu:boardingSchool

edu:programOfStudy

Fig. 1. An illustrative figure for the motivating example.
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If Amal publishes a bigger network of ontologies, the connections between
these ontologies are expanding, which makes it vulnerable to falling into some
pitfalls. For example:

– If Amal presents an inconsistent ontology and she published it. Any other
ontology or system (e.g. question answering) that use this ontology might
become inconsistent too.

In the next section, we present an overview about ontology evolution, and
such approaches that took care of same problem we are targeting in this paper.

3 Research Overview

This section presents the following: Sect. 3.1 presents an overview of ontology
evolution. Section 3.2 presents our definition of an ontology network. Section 3.3
presents an overview of ontology pitfalls, and our new categorization for the set
of pitfalls.

3.1 An Overview of Ontology Evolution

Ontology evolution is the process of maintaining an ontology up to date with
respect to the changes that might arise in the described domain, and/or in
the requirements [41]. Zalbith et al. [41] studied the different methodologies
and approaches to evolve ontologies, and defined a comprehensive life-cycle of
ontology evolution: 1. Detect the need for evolution, 2. Suggest changes to evolve
the ontology, 3. Validate the suggested changes, 4. Assess and study the impact of
the evolution on external artifacts that rely on the ontology (e.g. other ontologies,
systems), 5. Keep track of the implementation of the changes.

We investigated [27] in the first and fourth phases and we introduced two def-
initions to detect the need of evolution, and to assess the impact of the evolution
of two connected ontologies.

Different approaches target Phase 1. Detecting the need for evolution. In
[32], the author proposed two techniques to detect the need for the evolution:
1. Detect the need of the evolution by studying the ontology instances using
data mining techniques. 2. Detect the need of the evolution by observing the
structural changes inside an ontology.

For instance, the following approaches are following the first technique: In
[40], author propose a technique to detect the need for evolution, by compar-
ing the concepts of the targeted ontology with external data sources (e.g. text
documents, databases), and they suggest new concepts based on the external
data sources. Castano et al. [5] detect from external data sources the need for
ontology evolution. Their approach detects whether the ontology needs to be
enriched in case of missing concepts to describe a new multimedia resource.

The following approaches are following the second technique: Authors in
[35] and [21] agree that ontology evolution is caused mainly by three reasons:
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1. Changes in the described domain. 2. Changes in the conceptualization (e.g.
deletion and addition). 3. Changes in the explicit specification. In [23] a change
detection algorithm is proposed which relies on a specific language they also
proposed. One feature of their algorithm is to detect the need of evolution out
of the changes that happen, such as renaming a class (i.e. delete and add).

As for Phase 4. Assessing the impact of ontology evolution of [41], different
approaches were proposed to study the impact of ontology evolution in different
techniques. For instance, Dragoni and Ghidini [7] studied how ontology evolu-
tion affects research systems. They observed three operations that could happen
during the evolution process of an ontology: 1. rename a concept, 2. delete a
concept, and 3. move a concept. They applied 75 queries over a search system
for every version of the evolved ontology, they compared the effectiveness of the
search system with a baseline.

Abgaz et al. [2] analyzed both structural and semantic impact over ontologies.
They predefined a bag of rules to study the impact by detecting undesirable
statements and wrong instances. They defined 10 change operations that cover
the different change scenarios.

Groß et al. [9] studied how some statistical artifacts are affected by the evo-
lution of the Gene ontology1. They used CODEX tool [13] to detect the changes
(e.g. addition, merging, moving). They created a stability measure by choosing
a fixed set of genes to compute the experimental result set at different point of
time with freely chosen ontology and annotation versions.

Mihindukulasooriya et al. [20] investigated how DBpedia [19], Schema.org
[11], PROV-O [18] and FOAF [4] ontologies evolved within time. They observed
the changes between the different versions such as, addition and deletion of
classes, properties, sub-classes and sub-properties. They show that the process
of ontology evolution relies on the size of the ontology, and it becomes more
challenging when the ontology size is large. They conclude by showing the need
of creating tools that can help during the evolution process.

Abdel-Qader et al. [1] analyzed the impact of the evolution of terms in 18
different ontologies referenced in LOV. Their method consisted of two phases: 1.
retrieve all the ontologies that have more than one version, and 2. investigate how
terms are changed and adopted in the evolving ontologies. They applied their
analysis on three large-scale knowledge graphs: DyLDO2, BTC3 and Wikidata.4

They found that some of the term changes in the 18 ontologies are not mapped
into the three knowledge graphs. Also they concluded that there is a need for a
service to monitor the ontology changes, which will help to maintain the external
artifacts (other ontologies, systems or data sets).

1 http://geneontology.org/.
2 http://km.aifb.kit.edu/projects/dyldo/data.
3 https://km.aifb.kit.edu/projects/btc-2012.
4 https://www.wikidata.org.

http://geneontology.org/
http://km.aifb.kit.edu/projects/dyldo/data
https://km.aifb.kit.edu/projects/btc-2012
https://www.wikidata.org
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3.2 Ontology Networks

This topic has not been widely studied yet. The term “ontology network” (a.k.a.
networked ontologies) is informally defined by [12,29,34] as the set of ontologies
that are connected to each other via a variety of relationships (e.g. owl:imports,
modularization, version). Authors in [26] studied 18,589 terms appearing in 196
ontologies, and they concluded that Uses and Imports are the main relationships
between ontologies. Hence, in this paper we propose a formal definition of an
ontology network as:

Definition 1. An Ontology Network. An ontology network is a directed
graph G = (N , E), consisting of a set N of ontologies and a set E of relation-
ships, which are ordered pairs of elements of N . Furthermore, every ontology
O ∈ N has an owner author(O), an IRI iri(O) ∈ IRI, an ontology series
IRI series iri(O) ∈ IRI, a namespace ns(O) ∈ IRI, and a publication date
date(O) ∈ N; Every ontology relationship e ∈ E is labeled by a non-empty set of
types type(e) ∈ T .

We consider only two types of relationships between the different ontologies
(regardless of the owner). T = {uses, imports}:

uses. uses ∈ types〈O,O′〉 happens when an ontology O uses a term t (that is,
an IRI denoting an individual, a class or a property) that has the namespace
of a different ontology O′.

imports. imports ∈ types〈O,O′〉 happens when an ontology O imports another
ontology O′, using the OWL importing mechanism.5

3.3 Ontology Pitfalls

In the field of semantic web, several researchers used the term “pitfall” to refer
to the set of mistakes/errors that can be made during the development or usage
of ontologies. In this research, we propose to distinguish between three types of
pitfalls:

1. Stand-alone ontology pitfalls: can happen within a single ontology O that is
created by author(O) (e.g. Childcare V1.1 from Fig. 1).

2. Versioned ontologies pitfalls: can happen when an author(O) creates/pub-
lishes a new version of the ontology O (e.g. the evolution of Education ontol-
ogy from Fig. 1).

3. Ontology network pitfalls can happen within the set of ontologies that are
connected to each other, such as when an ontology O is connected to a
different ontology O′ (e.g. both of the ontologies Childcare and Education
from Fig. 1). The responsible of resolving these pitfalls is either author(O)
or author(O′), depending on if the pitfall occur in O or O′.

5 https://www.w3.org/TR/owl2-syntax/, Sect. 3.4.

https://www.w3.org/TR/owl2-syntax/
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Existing work observed and listed the set of pitfalls in different scenar-
ios. Sabou and Fernandez [28] provide methodological guidelines for evaluating
both stand-alone ontologies and ontology networks. Their methodology relies on
selecting a targeted ontology component to evaluate based on a predefined goal.

Poveda et al. [25] gathered 41 stand-alone ontology pitfalls from different
sources in a catalogue6 and categorized them based on the structural (i.e. syn-
tax and formal semantics), functional (i.e. the usage of a given ontology) and
usability (i.e. the communication context of an ontology) dimensions. In addi-
tion, they tag each pitfall with it’s importance level (i.e. critical, important, or
minor).

Gaudt and Dessimoz [8] analyzed annotation pitfalls that exist in the GO-
basic ontology.7 The authors summarized the set of pitfalls (e.g. Annotator Bias
and Authorship Bias) and provided good practices to help solving them. They
showed how these pitfalls might introduce problems when the data is used in
other tasks.

As a conclusion, we see that current research take care of listing or observing
pitfalls for stand-alone ontologies, and there is a lack of research papers that
observe and list the set of pitfalls that might affect versioned ontologies and
ontology networks. In our research we observe and list the set of pitfalls that are
related to versioned ontologies and ontology networks.

4 Observing the Impact and Adaptation to the Evolution
of an Imported Ontology

In this section we update our findings from [27], where we introduced two situ-
ations related to observe the impact and the adaptation to the evolution of an
imported ontology. In Sect. 4.1 we target the evolution of an imported ontology
(if ontology O uses some terms t from another ontology O′, and then O′ evolves).
In Sect. 4.2 we target the adaptation to the evolution of the imported ontology.

4.1 Observing the Impact of the Evolution of an Imported Ontology

As mentioned in Sect. 3.1, there is a need to detect when to perform changes on
ontologies (i.e. Phase 1 from the ontology evolution life-cycle). Two behaviors
can be distinguished:

1. There was already a problem: an ontology O uses a term t that has the
namespace of another ontology O′, however it is not defined in O′.

2. A problem has occurred because of the evolution process: Let’s assume that
there is an ontology O that uses a term t that has the namespace of another
ontology O′. O′ evolved which causes the deletion of t. This evolution might
cause problems for O. This raises the need to evolve O in order to reflect
the changes.

6 Last check January 2020, can be found here: http://oops.linkeddata.es/catalogue.
jsp.

7 http://geneontology.org/docs/download-ontology/.

http://oops.linkeddata.es/catalogue.jsp
http://oops.linkeddata.es/catalogue.jsp
http://geneontology.org/docs/download-ontology/
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Fig. 2. A time line showing the creation times of the Music ontology and the BIO
ontology, where the Music ontology uses terms that are defined by BIO [27].

To represent formally these two situations, in [27] we have defined a situation
that can be used to detect the need of the evolution, mainly named “imported
ontology evolution”:

Definition 2. Imported Ontology Evolution
Imported ontology evolution is a situation where: O is an ontology which has at
least one version v1. O′ is a different ontology which has at least two versions
v′
1 and v′

2. O uses terms8 that have the namespace of O′. time(v) is the creation
time for a version.

A case of imported ontology evolution is noted 〈v1, v′
1, v

′
2〉 and holds when the

following conditions are satisfied:
time(v′

1) < time(v′
2) ∧ time(v′

1) < time(v1)

To illustrate this definition, Fig. 2 presents a real life example of one case
of imported ontology evolution, where Music ontology has one version (v1:
mo 2010-11-28) that uses some terms that have the namespace of the BIO ontol-
ogy (v′

1: bio 2010-04-20, v′
2: bio 2011-06-14). Table 1 lists the different cases that

may occur with respect to Definition 2. t is a term that has the namespace of
O′. Each circle represents the set of terms terms (t) that exist in the different
versions of the two ontologies (i.e. v′

1, v′
2, and v1). Four possible cases might

happen:

Row 1. No changes over t

Case 1.a There is no change of t to detect, therefore there is no interest in
studying this case. This case holds for all the terms t with the namespace of
O′, that are neither defined in O′ nor used in O.

Case 1.b This case holds when O uses a term t with the namespace of O′, but
that is not defined in O′. Some terms that have the namespace of O′ are being
used in v1 without being defined before. This is a mistake, hence there is a
need to evolve v1 to reflect the latest changes.

Row 2. t is deleted in v′
2

The owners of O′ decided to stop using a term (e.g. programmOfStudy) in v′
2:

8 A RDF term is generally defined as: IRI ∪ Blanknodes ∪ Literals. In this research
we take into consideration only the IRIs.
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Table 1. The set of cases that might happen during the evolution of O′ considering a
term t that has the namespace of O′ [27].

Case 2.a The term is not used in v1. No problems to be reported, and v1 was
not affected by the evolution of O′.

Case 2.b During the evolution, the term t was deleted. However, it is still being
used in v1. This might introduce a problem of using terms that does not exist
anymore. So v1 should evolve to better reflect the changes of O′.

Row 3. t exist in both v′
1 and v′

2

There is no changes on t:

Case 3.a The term is not used in v1. However, it can be recommended for use
in the upcoming versions of v1.

Case 3.b No changes over the terms during the evolution. This case is not prob-
lematic.

Row 4. t is added to v′
2

The owners of O′ introduced a new term (e.g. boardingSchool) in v′
2:

Case 4.a The term t is not used in v1. It can be interesting to use, thus this
addition can be notified.

Case 4.b The term t is used in v1, however it was defined later in v′
2.

So far, we have seen the definition and impacts of imported ontology evolu-
tion. As a consequence of this evolution, the impacted ontology should be evolved
accordingly to better reflect the changes. This creates a situation which we call
ontology co-evolution. It will be discussed in the next subsection.
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4.2 Observing the Adaptation to the Evolution of an Imported
Ontology

The term “ontology co-evolution” has been already used in three research
papers. Authors in [15,16] define the co-evolution as the integration between
the database schemes and ontologies to design and evolve the targeted ontolo-
gies. Also [22] defines the co-evolution as the creation of ontologies by taking
advantage of natural language techniques to process some raw text. These def-
initions are irrelevant to the problem we investigate. In [27] we have defined
ontology co-evolution as:

Definition 3. Ontology Co-evolution
Ontology co-evolution is a situation where: O is an ontology which has at least
two versions v1 and v2. O′ is a different ontology which has at least two versions
v′
1 and v′

2. O uses terms that have the namespace of O′. time(v) is the creation
time for a version.

In order to have a co-evolution case between O and O′ with the ontologies
〈v1, v′

1, v2, v
′
2〉, the following condition must be satisfied:

time(v1) < time(v2) ∧ time(v′
1) < time(v′

2) ∧ time(v′
1) < time(v1) ∧ time(v′

2) <
time(v2)

To illustrate this definition, Fig. 3 extends the previous example to show the
case of ontology co-evolution: the Music ontology has two versions (v1: mo 2010-
11-28, v2: mo 2013-07-22) that are respectively using the two versions of the Bio
ontology (v′

1: bio 2010-04-20, v′
2: bio 2011-06-14).

Fig. 3. A time line showing the creation times of the music ontology (mo) and the bio
ontology (bio), where mo uses terms that are defined by bio [27].

During the evolution of O′, terms may be introduced or deleted. We exhaus-
tively identify the occurrences of adaptation to ontology evolution of O and O′

(i.e. co-evolution). We observe the set of terms that have the namespace of O′.
Table 2 shows the different cases that may occur. t is a term that has the names-
pace of O′. Each circle represents the set of terms (t) that exist in the different
versions of the two ontologies (i.e. v′

1, v′
2, v1, ad v2).
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Table 2. The set of cases that might happen during the ontology co-evolution consid-
ering t that has the namespace of O′ [27].

In our first example of Sect. 2, let us assume that Amal finally noticed the
evolution of Education ontology and decided to evolve her ontology Childcare
to V1.2 on November 2017. Based on our definition, the ontology Childcare is
considered as O which has two versions v1: Childcare V1.1, created in May 2017
and v2: Childcare V1.2, created in November 2017. The ontology Education is
considered as O′ and has two versions v′

1: Education V1.1, created in January
2017 and v′

2: Education V1.2, created in September 2017. Amal is using the term
programmOfStudy from O′. Following each line of Table 2, the following set of
cases might occur during the life journey of Amal’s ontology:

Row 1. No changes over the terms of v′
1 or v′

2

Case 1.a There is no change of t to detect, therefore there is no interest in
studying this case.

Case 1.b Amal made a typo by using the term programOfStudy (i.e. program
is written with one “m” instead of two) in v1, but then she realizes that this
term does not exist in O′. She fixes this mistake by not using it in v2 anymore.

Case 1.c Amal uses t in both v1 and v2. This case might be explained by the
fact that t is defined in a previous version (e.g. v0) of the ontology O′ (i.e.
t(v′

0) < t(v′
1)).

Case 1.d Amal introduces a mistake by using t in v2.

Row 2. t is deleted in v′
2

The owners of O′ decided to stop using the term programmOfStudy in v′
2:

Case 2.a Amal does not use t that was recently deleted. Hence v1 and v2 were
not affected.

Case 2.b Amal realizes that t was deleted, so she stops using it in v2.
Case 2.c Amal does not realize the deletion of t, and she keeps using it in v2.
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Case 2.d Amal starts to use t in her second version (v2), which introduces a
mistake.

Row 3. t exist in both v′
1 and v′

2

None of the cases (3.a, 3.b, 3.c, and 3.d) is problematic.

Row 4. t is added to v′
2

The owners of O′ introduced a new term boardingSchool in v′
2:

Case 4.a Amal has not noticed the addition of t, even if it might be interesting
for her to introduce it.

Case 4.b Amal was already using t in (v1), but she decided to remove it from
v2.

Case 4.c Amal was already using t in v1, and she continues using it in v2.
Case 4.d Amal realizes the addition of t, and she starts using it in v2.

Cases 4.b and 4.c are corner cases that are discussed further Sect. 4.3.

4.3 Identification of the Occurrences of Adaptation to Ontology
Evolution

In this section, we update the results of an experiment9, initially presented in
[27], to detect ontology co-evolution using the cases that are defined in Sect. 4.2.

We retrieved and analyzed a set of ontologies from two ontology portals:

– The Linked Open Vocabulary (LOV) [37] which currently references 697 dif-
ferent ontologies.10 Each ontology is described with different features, such
as number of incoming links (i.e. how many ontologies are using ontology O),
number of outgoing links (i.e. how many ontologies are used by ontology O),
number of different versions, and datasets that are using ontology O.

– BioPortal [39] which currently references 827 different ontologies (see footnote
10) that are related to the biomedical domain. Each ontology is described with
different features, such as the number of different versions, along with general
metrics (e.g. number of classes, properties and instances).

After examining the different ontologies, we could retrieve from LOV a set of
28 ontologies with 74 co-evolution instances, as for BioPortal we could retrieve
a set of 10 ontologies with 14 co-evolution instances.11 Then, we extracted the
set of terms for each version, and the namespaces for the used ontologies (O′’s
versions), and we used them to compute the number of occurrences of the dif-
ferent co-evolution cases. For interested readers, full details about our retrieval
and processing methods are described in [27].

Table 3 shows the number of occurrences for each co-evolution case for LOV
(first value in each cell) and BioPortal (second value). We group the results into
three categories: 1. good practices, 2. pitfalls, and 3. uncertain cases.
9 The experiments with full results can be found at: https://github.com/

OmarAlqawasmeh/coEvolutionTermsExtraction.
10 Last counted on January 2020.
11 The co-evolution cases of LOV and BioPortal are inside the resources folder at

https://github.com/OmarAlqawasmeh/coEvolutionTermsExtraction.

https://github.com/OmarAlqawasmeh/coEvolutionTermsExtraction
https://github.com/OmarAlqawasmeh/coEvolutionTermsExtraction
https://github.com/OmarAlqawasmeh/coEvolutionTermsExtraction
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Table 3. The number of occurrences for each co-evolution case for LOV (first value)
and BioPortal (second value) with respect to namespace of (O′) [27].

Category 1. Good practices

Case 1.b (i.e. a term t is used in v1, however it does not exist in v′
1 and v′

2):
shows a good practice from the owners of O. They noticed that the term t is not
defined in both v′

1 and v′
2, so they decided to delete it from v2. This co-evolution

case occurred 130 times in BioPortal but never in LOV. An example is the
co-evolution process of the Schema.org core and all extension vocabularies (v1:
created in 2014-10-30 and v2: created in 2017-05-19), with Schema.org ontology
(v′

1: created in 2012-04-27 and v′
2: created in 2017-03-23). The terms Bacteria,

FDAcategoryC and Diagnostic are used in v1, however they do not exist in v′
1

and v′
2.

Case 2.a (i.e. a term t is deleted in v′
2, and it is not used in any of O’s versions):

shows a good practice from the owners of O′. They noticed that the term t is not
used in both v1 and v2 so they decided to delete it from v′

2. This case occurred 23
times in LOV and 27 times in BioPortal. This is a normal case, and no problem
occurred during the co-evolution.
Case 2.b (i.e. a term t is deleted in v′

2, and then deleted in v2): indicates that
the set of ontologies stops using the terms after they have been deleted in O′

which is a good practice. This case has no occurrence in LOV nor in BioPortal.
We are not discussing it further.
Case 2.d (i.e. a term t is deleted in v′

2, however it is added in v2): indicates that
there were no mistake of using the set of deleted terms in the newest version of
O. This case has no occurrences in LOV nor in BioPortal. We are not discussing
it further.

Category 2. Pitfalls

Cases (1.c and 1.d) demonstrate the problem of using terms that do not exist
in v′

1 and v′
2.
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Case 1.c (i.e. a term t is used in both v1 and v2, however it does not exist in
v′
1 and v′

2): This case occurred 3 times in LOV and 929 times in BioPortal. An
example is the co-evolution process of the Statistical Core Vocabulary (v1: created
in 2011-08-05 and v2: created in 2012-08-09), with DCMI Metadata Terms (v′

1:
created in 2010-10-11 and v′

2: created in 2012-06-14). The terms dc:status and
dc:partOf are used in v1 and v2, however they do not exist in v′

1 and v′
2.

Case 1.d (i.e. a term t is used in v2, however it does not exist in v′
1 and v′

2): This
case occurred 3 times in LOV and 115 times in BioPortal. An example is the co-
evolution process of the Europeana Data Model vocabulary (v1: created in 2012-
01-23 and v2: created in 2013-05-20), with Dublin Core Metadata Element Set
(v′

1: created in 2010-10-11 and v′
2: created in 2012-06-14). The terms dc:issued

and dc:modified are used in v2 however they do not exist in v′
1 and v′

2.
A possible explanation is that these terms were used from a previous version

of O′. Let’s assume that this previous version is v′
0, then these cases can happen

only if the publishing time of t(v′
0) is before the publishing time of t(v′

1). In these
cases, the owners of O, should be notified of the changes, and they should be
suggested to delete the terms that do not exist anymore.
Case 2.c (i.e. a term t is deleted in v′

2, however it is used in v1 and still in v2):
shows that some terms are still used in both of O’s versions after being deleted
from O′. This case occurred 3 times in BioPortal. It shows a problem of using
terms that do not exist anymore in O′. For example in the co-evolution process
of the Schema.org core and all extension vocabularies (v1: created in 2014-10-30
and v2: created in 2017-05-19), with Schema.org ontology (v′

1: created in 2012-
04-27 and v′

2: created in 2017-03-23). The terms MedicalClinic, Optician and
VeterinaryCare are used in both v1 and v2, however they do not exist in the
latest version of O′ (these different terms were deleted from v2 of Schema.org).
In order to prevent such kind of problems the owners should be notified about
these cases.
Case 4.b (i.e. a term t is added in v′

2, and it was already used in v1): This
case occurred 115 times in BioPortal, and it has no occurrence in LOV. An
example is the co-evolution process of the Schema.org core and all extension
vocabularies (v1: published in 2014-10-30 and v2: published in 2017-05-19), with
Schema.org ontology (v′

1: created in 2012-04-27 and v′
2: created in 2017-03-23).

The terms SoundtrackAlbum, Hardcover and SingleRelease are used in v1,
however they were introduced later in v′

2. The v1 of Schema.org core and all
extension vocabularies uses terms that were later defined by v′

2 of Schema.org
ontology. The Schema.org core and all extension vocabularies is an extension
of Schema.org, however it has its own namespace. Each reviewed extension for
schema.org has its own chunk of schema.org namespace (e.g. if extension name
is x, the namespace of this extension is x1.schema.org).12 We retrieved all terms
that have the namespace of Schema.org.13 Other terms with different namespaces

12 More details about the extensions managing of schema.org can be found at: https://
schema.org/docs/extension.html.

13 Namespace of Schema.org is http://schema.org/.

https://schema.org/docs/extension.html
https://schema.org/docs/extension.html
http://schema.org/
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were discarded.14 This reflects a bad practice in a way of using terms that have
not been defined in the second version. These terms could be harbinger to add
in the next versions.
Case 4.c (i.e. a term t is added in v′

2, and it was already used in both of O’s
versions): This case occurred 951 times in BioPortal, and it has no occurrence in
LOV. An example is the co-evolution process of the Semanticscience Integrated
Ontology (SIO) (v1: created in 2015-06-24 and v2: created in 2015-09-02), with
The Citation Typing Ontology (CITO) (v′

1: created in 2010-03-26 and v′
2: created

in 2015-07-03). The term citesAsAuthority is used in both v1 and v2, however
it was introduced in v′

2. One explanation for this kind of pitfalls is that the
knowledge engineers might have introduced a typos during the development
process of the ontology. In these cases, the owners of O, should be notified that
the term they use is not a term.

Category 3. Uncertain Cases

In cases (3.a, 3.b, 3.c and 3.d) from LOV and Bioportal, there was no change of
terms in the two versions of O′. This indicates that the co-evolution process has
no problem to report. Some terms are shared between v′

1 and v′
2 so there was no

addition or deletion over them.
Cases 4.a and 4.d in both LOV and BioPortal show the number of terms that

were added during the evolution of O′. These terms were not used in any of O’s
versions. These cases can be explained in two ways:

1. The owners of O did not notice the addition of these terms, however they
might be interested in using some of these new terms. This might reflects
a problem, thus further content analysis should be introduced to possibly
recommend changes to the owners.

2. The owners of O noticed the addition of these terms and they decided not
to add them.

In the next section, we present a catalogue of pitfalls that are related to
versioned and networked ontologies.

5 The Set of Pitfalls over Ontology Networks
or Versioned Ontologies

Hitherto, we have introduced the different cases (good, pitfalls and uncertain)
that could occur inside one particular setting of ontologies combining networked
and versioned ontologies (i.e. ontology co-evolution). In this section, we enrich
previous work to investigate ontology pitfalls in distinguishing between the two
situations: 1. versioned ontologies and, 2. ontology networks. Hence, in Sect. 5.1
we describe 9 candidate pitfalls that are related to versioned ontologies and
ontology networks.

14 Some examples of discarded namespaces: https://health-lifesci.schema.org/, https://
pending.schema.org/, https://meta.schema.org/.

https://health-lifesci.schema.org/
https://pending.schema.org/
https://pending.schema.org/
https://meta.schema.org/
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5.1 Candidate Pitfalls

Pitfall 1. Ontology is not Accessible at Its IRI
This pitfall is related to the ontology relationship type(e) = {“uses”,
“imports”}. It can occur in the following cases:

1. If an ontology was never published on-line, for instance, if an ontology is
used internally by a company, and/or if an ontology file becomes private
and it is not accessible anymore.

2. If the ontology is not available at its IRI. For example: the IRI of the pizza
ontology is http://www.co-ode.org/ontologies/pizza/pizza.owl#, but it is
not accessible at this IRI.

3. If the IRI of the ontology has been changed. For example: the IRI of
the DOLCE Ultralite upper ontology was originally http://www.loa-cnr.it/
ontologies/DUL.owl#. The website loa-cnr.it closed, and the ontology is now
available at http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#.

This pitfall affects ontology networks. Any import of an ontology that has this
pitfall will fail. To solve or avoid this pitfall, we suggest to verify the imported
IRIs for any changes that could occur or to locally maintain a copy of the ontol-
ogy and use it offline.

Pitfall 2. Importing an Ontology using a Non Persistent IRI or the
IRI of a Representation (the file URL)
This pitfall is related to the ontology relationship type(e) = {“imports”}. Persis-
tent IRIs are important, as they ensure that the ontology will be always accessible
at the same IRI. This pitfall occurs in two cases:

1. If a knowledge engineer imports a non persistent IRI, for example: the SEAS
ontology has persistent IRI https://w3id.org/seas/, which no longer redi-
rects to the location https://ci.emse.fr/seas/. Assume an ontology imported
the IRI https://ci.emse.fr/seas/. Due to the renaming of the EMSE insti-
tution, the IRI now redirects to the location https://ci.mines-stetienne.fr/
seas/, thus the import would break.

2. If a knowledge engineer imports the file URL instead of the ontology IRI,
for example: the W3C organization ontology has persistent IRI https://
www.w3.org/ns/org, with two representations at https://www.w3.org/ns/
org.rdf and https://www.w3.org/ns/org.ttl. Assume an ontology imports
the ontology representation https://www.w3.org/ns/org.rdf instead of the
ontology series https://www.w3.org/ns/org. In case of the deletion of the
RDF/XML representation any import would break.

This pitfall affects ontology networks. Any import of an ontology that has
this pitfall will fail. To solve or avoid this pitfall, we suggest: 1. to use only
persistent IRIs when importing ontologies, and 2. to always use the IRI of the
ontology, and not the URL of the file representation.

http://www.co-ode.org/ontologies/pizza/pizza.owl#
http://www.loa-cnr.it/ontologies/DUL.owl#
http://www.loa-cnr.it/ontologies/DUL.owl#
http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#
https://w3id.org/seas/
https://ci.emse.fr/seas/
https://ci.emse.fr/seas/
https://ci.mines-stetienne.fr/seas/
https://ci.mines-stetienne.fr/seas/
https://www.w3.org/ns/org
https://www.w3.org/ns/org
https://www.w3.org/ns/org.rdf
https://www.w3.org/ns/org.rdf
https://www.w3.org/ns/org.ttl
https://www.w3.org/ns/org.rdf
https://www.w3.org/ns/org
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Pitfall 3. Importing an Inconsistent Ontology
This pitfall is related to the ontology relationship type(e) = {“imports”}. It
occurs if a knowledge engineer imports an inconsistent ontology, for example:
the SAREF4ENER ontology (EEbus/Energy@home) https://w3id.org/saref4ee
is inconsistent. The importing ontology would become inconsistent too. This pit-
fall affects both ontology networks and versioned ontologies. To solve or avoid
this pitfall, we suggest: 1. to check the consistency of an ontology before import-
ing it, 2. to use only the specific terms that are needed from the ontology (i.e. by
their IRIs) instead of importing the whole ontology, and/or 3. to try contacting
the ontology owners so that they solve the inconsistency.

Pitfall 4. Only the Latest Version of the Ontology is Available Online
This pitfall is related to the ontology relationship type(e) = {“uses”,
“imports”}. It occurs when the only available version of the ontology is the
latest version. For example, the S4WATR ontology is published at https://w3id.
org/def/S4WATR, but only the latest version is available online. Let’s assume an
ontology imports the S4WATR ontology at a certain point in time. Later, some
terms are deleted or added in S4WATR ontology. Then the importing ontology
could break or become inconsistent.

This pitfall affects both ontology networks and versioned ontologies. To solve
or avoid this pitfall, the following practices could be followed: 1. to import an
ontology with its version URI, and/or 2. to monitor the evolution of the imported
ontology to react appropriately.

Pitfall 5. Importing an Ontology Series IRI Instead of an Ontology
Version IRI
This pitfall is related to the ontology relationship type(e) = {“uses”,
“imports”}. It occurs if a knowledge engineer imports an ontology series IRI
instead of an ontology version IRI. For example, the SAREF ontology series
has IRI https://saref.etsi.org/saref#, and version 2.1.1 has IRI https://saref.
etsi.org/saref/v2.1.1/saref#. A new version 3.1.1 is under development and will
delete terms from version 2.1.1. Let O′ be an ontology that imports SAREF
ontology 2.1.1 using https://saref.etsi.org/saref#. When the new version 3.1.1
is released, the importing ontology O′ could break or become inconsistent.

This pitfall affects both ontology networks and versioned ontologies. To solve
or avoid this pitfall we recommend to import the ontology version IRI instead
of the ontology series IRI.

Pitfall 6. Ontology Series IRI is the Same as the Ontology Version IRI
This pitfall is related to the ontology relationship type(e) = {“imports”}. It
occurs whenever a IRI refers to a specific version of the ontology. For example, the
Units of Measure (OM) ontology version 1.8 has IRI http://www.wurvoc.org/
vocabularies/om-1.8/, and version 2.0 has IRI http://www.ontology-of-units-of-
measure.org/resource/om-2/. Each time a new version is published, the ontology
IRI should be updated, this does not conform to the OWL2 specification.15 This
pitfall affects both ontology networks and versioned ontologies. To solve or avoid
15 https://www.w3.org/TR/owl2-syntax/, Sects. 3.1 and 3.3.

https://w3id.org/saref4ee
https://w3id.org/def/S4WATR
https://w3id.org/def/S4WATR
https://saref.etsi.org/saref#
https://saref.etsi.org/saref/v2.1.1/saref#
https://saref.etsi.org/saref/v2.1.1/saref#
https://saref.etsi.org/saref#
http://www.wurvoc.org/vocabularies/om-1.8/
http://www.wurvoc.org/vocabularies/om-1.8/
http://www.ontology-of-units-of-measure.org/resource/om-2/
http://www.ontology-of-units-of-measure.org/resource/om-2/
https://www.w3.org/TR/owl2-syntax/
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this pitfall we recommend to delete the version number from the IRI of the
ontology, or to send a notification message with the new IRI when a new version
of the ontology is released.

Pitfall 7. A Term is Moved from One Ontology Module to Another
This pitfall is related to the ontology relationship type(e) = {“uses”}.
It occurs when a term is moved from one ontology module to another,
which causes the change in its IRI. For example, the SAREF ontolo-
gies [31] consist of 1. SAREF core, 2. SAREF4SYST, and 3. several
ontologies for the verticals, such as SAREF4ENER, SAREF4BLDG, and
SAREF4ENVI. In SAREF-core 1.1.1, created in 2015, the authors defined
the term saref:BuildingObject. Later in 2016, SAREF-core 2.1.1 was pub-
lished without the term saref:BuildingObject. However, another ontology
SAREF4BLDG was created with the term s4bldg:BuildingObject, with the
same definition as saref:BuildingObject.

In this case, the IRI of the term BuildingObject has been changed. This
might have a functional impact over the artifacts that are reusing the term (e.g.
some queries might be affected by the change of the IRI).

This pitfall affects ontology networks. To solve or avoid this pitfall we rec-
ommend to take extra care while moving terms between the different modules,
and to notify the users of the ontology in case of changes.

Pitfall 8. Namespace Hijacking [from [24]]
This pitfall is related to the ontology relationship type(e) = {“uses”}. It
refers to reusing or referring to terms from another namespace that are
not defined in such namespace [24]. For example, the description of classes
qudt-1.1:QuantityValue and qudt-1.1:Quantity are not available at their
own IRIs. Instead, they are defined in the ontology http://qudt.org/1.1/schema/
quantity#.

This pitfall affects ontology networks as it prevents the retrieval of valid
information when looking for the hijacked terms, which violates the Linked Data
publishing guidelines [14]. To solve or avoid this pitfall we recommend to define
new terms in the namespace that is owned and controlled by the knowledge
engineer.

Pitfall 9. The IRI of a Term Contains a File Extension
This pitfall is related to the ontology relationship type(e) = {“uses”}. It occurs
if a term’s IRI contains a file extension. For example, the terms in the Dolce
ultra lite ontology have the namespace http://www.ontologydesignpatterns.org/
ont/dul/DUL.owl#. Let’s assume that some day the publisher of dolce-very-lite
wants to set up content negotiation to expose an html documentation of their
ontology. As the IRI of the terms contains the file extension ”.owl”, no content
negotiation can take place. If a human looks up the term IRI, he/she will access
the OWL file, and not the html documentation. To solve or avoid this pitfall we
recommend to stop using file extensions inside IRIs, and follow the rules of cool
URIs for the Semantic Web.16

16 Cool URIs can be found at: https://www.w3.org/TR/cooluris/.

http://qudt.org/1.1/schema/quantity#
http://qudt.org/1.1/schema/quantity#
http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#
http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#
https://www.w3.org/TR/cooluris/
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As a summary, Table 4 presents the set of pitfalls based on the following
criteria: 1. Affect: whether the pitfall affects ontology networks and/or versioned
ontologies, 2. problems that might occur as a consequence of having the pitfall,
and 3. recommendations to avoid or solve the pitfall.

6 Evaluating the Importance and Impact
of the Candidate Pitfalls

We evaluated the importance and potential impact of the candidate pitfalls using
a survey we conducted in the semantic web community. Section 6.1 describes
the survey, then Sect. 6.2 quantitatively evaluates the answers. Finally Sect. 6.3
reports on the different opinions and suggestions we gathered from the partici-
pants.

6.1 Description of the Survey

The survey17 first requests some information about the level of expertise of the
participant in (1) ontology engineering in general, (2) versioned ontologies, and
(3) networked ontologies. We used a Likert scale with values from 1 (beginner)
to 10 (expert). Then, each pitfall is described with an illustrative example, and
the participant is asked to answer to the following questions:

1. How often have you encountered this pitfall before?
2. How problematic is this pitfall?
3. How would you rate the impact on subsequent versions of the ontology?
4. How problematic is it to import ontologies that have this pitfall?

For the answers, we also use a Likert scale from 1 (Strongly Disagree) to 5
(Strongly Agree). For each pitfall, participants may additionally share known
occurrences of the pitfall, and ideas or recommendations to solve or avoid it.
Finally, we ask the participant to what extent he/she agrees or not with our
pitfalls categorization, and to rate about his/her overall confidence while filling
the survey.

6.2 Quantitative Evaluation of Pitfalls

A total of 27 participants answered the survey between November 2019 to Jan-
uary 2020.18 As shown in Fig. 4, the most of the participants declared expertise
in ontology engineering, ontology networks and ontology versioning.

17 The survey can be found at: http://bit.ly/36JQfgO.
18 Raw results can be found at: http://bit.ly/2RztHKq.

http://bit.ly/36JQfgO
http://bit.ly/2RztHKq
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Fig. 4. Level of experience for the participants (weighted average).

We consider that the value of the participants’ opinion is increasing with
his/her level of experience. Thus, we calculated the weighted average (WA) for
the different answers for each pitfall:

WA =
∑N

i=1 wi · xi
∑N

i=1 wi

where wi is the value of expertise of participant i and xi his response. Then,
we assess the agreement level between the different participants using the con-
sensus measure (Cns) proposed by [36]:

Cns(X) = 1 +
n∑

j=1

pj · log2

(

1 − |Xj − μX |
dX

)

where X is the values vector (i.e. values from 1–5), pj is the relative frequency
of answer j, μX is the mean of X, and dX = Xmax − Xmin is the width of X.

The value of the consensus measure ranges between 0 (total disagreement)
and 1 (total agreement). Authors of [17] proposed the following interpretation
for intermediate values: a) Less than 0: poor agreement, b) 0.01–0.20: slight
agreement, c) 0.21–0.40: fair agreement, d) 0.41–0.60: moderate agreement, e)
0.61–0.80: substantial agreement, and f) 0.81–1.00: almost perfect agreement.

We adapted the definition of pj in the consensus (Cns) formula to account
for the level of expertise of each participant:

pj =
∑N

i=1 wi · δvote(i),j
∑N

i=1 wi
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Table 5. Weighted average and consensus ratio for the survey’s answers.

Pitfall Weighted average (/5) VS Consensus value (/100)

How problematic is it? Impact on versioned ontologies Impact on ontology networks

Weighted

Avg.

Consensus Weighted

Avg.

Consensus Weighted

Avg.

Consensus

P1 4.06 68.61 4.20 77.10 4.18 69.80

P2 3.46 64.81 3.53 58.59 3.59 59.64

P3 3.93 62.52 3.63 55.25 4.10 61.59

P4 3.66 63.96 3.88 61.55 3.60 55.16

P5 3.64 66.61 3.57 54.03 3.57 60.38

P6 2.60 60.63 2.65 68.80 2.59 62.08

P7 3.51 57.89 3.48 60.94 3.60 57.16

P8 3.54 52.86 3.31 62.45 3.32 59.02

P9 3.02 66.40 2.98 61.55 2.49 67.17

Agreement on the classification (/100) 75.59

Level of confidence (/100) 67.85

where δvote(i),j = 1 if participant i voted j, and 0 otherwise. Table 5 presents
the weighted average and the consensus value for the different questions of the
survey, computed using R.19

The overall level of confidence while filling the survey is around 68%, and
the participants substantially agreed (Cns = 76%) with the new categorization
we proposed for ontology pitfalls (i.e. stand-alone ontology pitfalls, versioned
ontologies pitfalls, and pitfalls inside ontology networks). Table 6 categorizes the
pitfalls based on their estimated impact into: 1. Major impact (WA > 3.5), 2.
Middle impact (3 < WA < 3.5), and 3. Less impact (WA < 3). We rank the
pitfalls’ impact in descending order (i.e. high to less). As shown in Table 6, there
is a substantial agreement that P1 20 and P4 have a major impact on versioned
ontologies, and P1 and P3 have a major impact on ontology networks. Pitfalls
P1, P2, P3, P4, and P5 have a major impact on both versioned ontologies and
ontology networks. P7 has a middle impact on versioned ontology but a major
impact on ontology networks. P8 has a middle impact on both versioned ontolo-
gies and ontology networks. As for P6 and P9 the participants substantially
agree that they have less impact.

19 The source code found in resources/SurveyExperiments at https://github.com/
OmarAlqawasmeh/coEvolutionTermsExtraction.

20 P1. Ontology is not accessible at its IRI
P2. Importing an ontology using a non persistent IRI or the IRI of a representation
P3. Importing an inconsistent ontology
P4. Only the latest version of the ontology is available online
P5. Importing an ontology series IRI instead of an ontology version IRI
P6. Ontology series IRI is the same as the ontology version IRI
P7. Term is moved from one ontology module to another with different IRI
P8. Namespace hijacking
P9. The IRI of a term contains a file extension.

https://github.com/OmarAlqawasmeh/coEvolutionTermsExtraction
https://github.com/OmarAlqawasmeh/coEvolutionTermsExtraction
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Table 6. Pitfalls ranked by their impact over versioned and networked ontologies.

Impact on Major Middle Less

Versioned ontologies P1+, P4+,
P3*, P5*, and
P2*

P7*, and P8+ P6+, and P9+

Ontology networks P1+, P3+,
P7*, P4*, P2*,
and P5*

P8* P6+ and P9+

+: substantial agreement

*: moderate agreement

Moreover, Fig. 5 presents how often the participants encountered the different
pitfalls. We can see that except for P6, P7, and P8, all participants encountered
the different pitfalls before.

Pi
tfa

ll

P1

P2

P3

P4

P5

P6

P7

P8

P9

0% 25% 50% 75% 100%

Never Rarely Sometimes Often Always

How often the participants encountered the set of pitfalls?

Fig. 5. How often the participants encountered the candidate pitfalls.

6.3 Analyzing the Participants Opinions

For each pitfall, participants could share known occurrences of the pitfall, and
ideas or recommendations to solve or avoid it. We summarize the gathered opin-
ions (OPN) below.

OPN 1. Persistent IRIs are important: participants agreed about the importance
of persistent IRIs when creating or reusing ontologies. Some suggest to use
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services or catalogues to ensure the usage of persistent IRIs. Using persistent
IRIs can effectively help to avoid pitfalls P1 and P2.

OPN 2. Consistency tests should be made on the imported ontologies: ontology
editors should applying consistency tests on the imported ontologies to avoid
pitfall P3.

OPN 3. When reusing terms, refer only to those that are needed: Some of the
participants suggest to avoid importing the whole ontology and only declare
the required terms. Ontology editors should check that these terms are cor-
rectly declared (e.g., a term that is originally declared a datatype property
should not be declared as an annotation property), and services should be
developed to monitor the evolution of the ontologies to prevent pitfall P7.

OPN 4. Import the ontology using its version IRI. This point has both advan-
tages and disadvantages, on the one hand, importing an ontology version IRI
prevents any issue that may arise if the imported ontology evolves. On the
other hand, it may be interesting to update an ontology when a new version of
an imported ontology is issued. Again, services could be developed to notify
ontology editors about any new version release of the imported ontologies.

OPN 5. A notification message should be send in case of moving terms from
one module to another. A subscription mechanism could be used to notify
the different external artifacts (e.g. systems, ontologies) when an ontology
evolves.

OPN 6. Focusing only on the ontology level is not sufficient enough. A partici-
pant argued that focusing on the quality of ontologies is less important than
focusing on the quality of their usage. The following questions have been
raised:

– How to improve the integration of heterogeneous data that was designed
independently of the ontologies?)

– What can go wrong when the data and the ontology become misaligned?
– How to deal with noisy knowledge situations where the logic embedded

in the ontology becomes unusable?
These different points can be topics for future work.

7 Discussion and Conclusion

In a previous contribution, we presented a definition of a situation of ontology
evolution which considers the evolution of an ontology O that uses terms that
have the namespace of O′ (i.e. ontology co-evolution). We systematically listed
and described the different cases of the adaptation to ontology co-evolution. We
observed occurrences of these cases over two ontology portals: the Linked Open
Vocabulary (LOV), and BioPortal. As the outcome of this study, we identified
good practices and pitfalls.

Where the state of the art studies addressed stand-alone ontology pitfalls, in
this paper we identified 9 candidate pitfalls that may affect versioned ontologies,
i.e. when an ontology O1 evolves to O2, and/or ontology networks, i.e. when an
ontology O uses or imports another ontology O′. In order to measure the impor-
tance and potential impact of the candidate pitfalls, we distributed a survey to
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the semantic web community. Participants agreed that listing and investigating
in ontology pitfalls can effectively enhance the quality of ontologies which reflects
in a positive way in using these ontologies for the different tasks (e.g. question
answering). Moreover, we suggested a set of best practices to be followed in order
to prevent or solve the candidate pitfalls.

As for future work, we are interested in targeting the following issues we
identified:

1. Some existing tools leads to the creation of pitfalls. There exist some tools
that could lead to the creation of some pitfalls. For example OnToology
tool21 publishes only the latest version of an ontology, and the documenta-
tion of this latest version (even if the ontology includes provenance informa-
tion and information about the previous versions). It is important to update
this tool so that all the versions are published. In case the owners of O′ uses
OnToology to publish it. Any other ontology that uses O′ will be forced to
import O′ using its ontology series IRI or the latest ontology version IRI.
Then using another ontology version IRI will have the risk to break this
import in the future.

2. The inheritance of a pitfall : Some pitfalls can be inherited either when
they evolve or when they are used in other ontologies. For example, if an
ontology O′ has the pitfall “creating the relationship (is) instead of using
rdfs:subClassOf, rdf:type or owl:sameAs”22, it means that O′ has a property
called is. If another ontology O uses O′, then this pitfall will propagate to
O automatically.

Moreover, we plan to develop a service that can automatically observe and
notify the ontologies’ owners during the evolution process. Having such tool can
help to keep track of the ontologies in the different setting we proposed (i.e.
ontology co-evolution, ontology versioning, and ontology networking). This will
reflect positively on the quality of the different ontologies.

Finally, we plan to investigate further on the set of pitfalls that might occur
on the data level (suggested by some of the survey’s participants), mainly to focus
on the set of pitfalls that might occur between the data and the ontologies, such
as when the data and the ontology become misaligned due to the evolution of
the ontology.

Acknowledgment. The authors would like to thank Maŕıa Poveda (Universidad
Politécnica de Madrid) for her suggestions and comments during the creation of the
candidate pitfalls. Additionally, the authors would also like to thank the 27 anony-
mous participants for their valuable contribution to the experimental evaluation of the
candidate pitfalls.

21 http://ontoology.linkeddata.es/.
22 Pifall number 3 from http://oops.linkeddata.es/catalogue.jsp.

http://ontoology.linkeddata.es/
http://oops.linkeddata.es/catalogue.jsp
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Abstract. This paper presents four different mechanisms for ontology
learning from Twitter data. The learning process involves the identifi-
cation of entities and relations from a specified Twitter data set, which
is then used to produce an ontology. The initial two methods consid-
ered, the Stanford and GATE based ontology learning frameworks, are
both semi-automated methods for identifying the relations in the desired
ontology. Although the two frameworks effectively create an ontology
supported knowledge resource, the frameworks feature a particular dis-
advantage; the time-consuming and cumbersome task of manually anno-
tating a relation extraction training data sets. As a result two other
ontology learning frameworks are proposed, one using regular expres-
sions which reduces the required resource, and one that combines Short-
est Path Dependency parsing and Word Mover’s Distance to fully auto-
mate the process of creating relation extraction training data. All four
are analysed and discussed in this paper.

Keywords: Ontology learning · Resource description framework ·
RDF Relation extraction · Name entity recognition · Twitter ·
Dependency graphs · Stanford relation extraction · Regular expression

1 Introduction

It is widely acknowledged that social media features a wealth of user-contributed
content of all kinds [28,30,32]. The dramatic increase, over recent times, in the
usage of social media platforms, such as Facebook and Twitter, has resulted in a
rapid increase in the availability of this data. Exploiting this data, by extracting
useful information from it, has thus become a research focus in the field of
data mining and knowledge discovery. Twitter data has been analysed from
many different perspectives to extract information that is both meaningful and
useful. For example tweets on Ebola disease have been analysed to examine how
users communicate, on social media platforms, regarding disease outbreaks [1].
Another example can be found in [3], where Twitter data was used to investigate
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whether public sentiment factors can improve the forecasting of social, economic
or commercial indicators.

The key challenge in extracting meaningful content from Twitter data arises
from its unstructured format, rendering it difficult to query. One possible mech-
anism whereby some form of structure can be imposed on un-structured data
is by preprocessing the data and labelling potential items, for example by iden-
tifying entities and relationships between entities. However, it is not enough
to simply identify entities and relations to allow the querying of unstructured
data. A shared understanding of the entities, and the corresponding relationships
between them, is required. In other words what is required is an ontology.

In the context of computer science, an ontology is defined as an “explicit for-
mal specification [concerning a given domain of discourse] of terms and the rela-
tionships that exist among them” [31]. A general all-encompassing ontology that
covers all possible domains of discourse is beyond the means of computer science
at present. The research focus has been on specific domains of discourse. Many
specific domain ontologies have been proposed, especially to support the notion
of the semantic web [15]. Examples include ontologies directed at e-commerce,
artificial intelligence and bio-informatics [13]. The challenge of ontology gener-
ation is that it is a labour intensive and time consuming activity; the phrase
“ontology generation bottleneck” is sometime encountered. The solution is to
semi-automate or automate the ontology generation process, so called ontology
learning [34]. Ontology learning, also known as ontology extraction, ontology
generation, or ontology acquisition, is defined as the process of automatically or
semi-automatically creating an ontology. The fundamental process is to extract
the concepts included in a given domain, and the relationships between these con-
cepts, and encode them using an ontology language so as to facilitate information
retrieval [19]. Ontology learning is argued to be the most appropriate solution
for providing meaningful structure to unstructured data. Although studies have
been conducted to analyse Twitter data from different viewpoints, there are not
many studies that have focused on ontology learning from Twitter data.

Against this background this paper presents several frameworks for ontology
learning from Twitter data, founded on a range of tools and techniques: (a) using
the Stanford NLP (Natural Language Processing) tool kit, (b) uisng the GATE
(General Architecture for Text Engineering) tool kit, (c) using regular expres-
sions and (d) combining Dependency Parse (DP) with text similarity measures
such as Word Mover’s Distance (WMD). The first three of these frameworks
also present various challenges [2]. For example, the Stanford NLP and GATE
frameworks require labelled training data to build a Relation Extraction model.
Ontology learning using regular expressions mitigates against the problem of
the manual creation of Relation Extraction model training data by defining reg-
ular expression patterns to provide a semi-automatic method of creating such
data; however, the regular expressions still need to be defined and this remains a
difficult, cumbersome and time-consuming task. Given these problems, the last
proposed framework, the DPWMD framework, which entirely automates the
process of generating Relation Extraction model training data.
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The four proposed ontology learning frameworks were evaluated using exam-
ple Twitter data collections. The entity and relation recognition and extraction
models were evaluated using ten-fold cross-validation. The generated ontologies
were further evaluated by directing pre-defined SPARQL queries at the popu-
lated ontologies. If the retrieved answers matched the expected answers, for a
given set of queries, the generated ontology was deemed to be correct.

The rest of this paper is structured as follows. Section 2 gives an overview
of previous work on ontology learning and relation extraction systems. Section 3
describes the proposed frameworks for ontology learning from Twitter data.
Section 4 then considers the evaluation of the proposed frameworks. Finally,
some conclusions are presented in Sect. 5.

2 Previous Work

Ontology learning from structured data such as tabular data, it is argued, is rel-
atively straight forward as such data, by definition, is already structured in that
it typically has a data schema associated with it, or at least table column head-
ings; an example of ontology learning from relational databases can be found in
[18]. Ontology learning from unstructured data, by definition, presents a greater
challenge. There has been significant reported work on ontology learning from
document collections. This is typically founded on the idea of relation extraction
from text. An early example can be found in [14] where an automated relation
labelling for ontology learning was presented. In comparison, there has been
very little reported work on ontology learning from Twitter data which presents
additional challenges over other forms of ontology learning from unstructured
text in that Tweets are short and typically feature many grammatical errors
and abbreviations. One example can be found in [2].

A review of relevant previous works on ontology learning from unstructured
data is presented in this section. The section is divided into two parts. Work
on ontology learning from free text is presented in Subsect. 2.1. Because of
its relevance to ontology learning, a review of relation extraction for ontology
learning is presented in Subsect. 2.2.

2.1 Ontology Learning

A recent exemplar approach to ontology learning from large collections of text
data is presented in [20]. The proposed process starts by building a Word2Vec
model [23] and defining some seed entities. The initial seed entities and Word2Vec
model are then used to extract all terms representing entities (essentially a list
of words) that represent domain concepts founded on those expressed in the seed
entities. The list of words, and their Part Of Speech (PoS) tags, is then processed
further to identify nouns (entities) and verbs (relations between entities). Finally,
a hierarchical ontology is constructed using the Balanced Iterative Reducing
and Clustering using Hierarchies (BIRCH) algorithm [33], which is an extended
hierarchical clustering algorithm. The problem with this method is the need to
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manually define the initial seed set, if this is not done appropriately the correct
entities and relations will not be identified and hence the ontology will be wrong.
From the authors’ own experience, a second issue is that using PoS tags is not
an effective way to identify the relationship between entities. Further examples
of ontology learning from free text can be found in [9,21].

2.2 Entity and Relation Extraction

The identification of the entities and relationships within a domain of discourse
is an essential precursor for generating any ontology. There has been much work
directed at the automated extraction of entities and relations from free text. This
work is typically founded on the use of machine learning, particularly supervised
learning, and NLP. A number of tools and techniques are available as a result of
this work. Of particular relevance concerning the work presented in this paper
is the Stanford CoreNLP which has been extensively used for entity identifica-
tion and relation extraction, examples can be found in [2,6]. In [6] evaluation
was conducted using a corpus of 110 articles relating to the US National Foot-
ball League. In [2] the evaluation domain used was a Twitter corpus of 300
tweets relating to car pollution; the same evaluation domain as considered in
this paper. In [6] a relation extraction system, founded on Stanford CoreNLP,
was introduced that could be customised. The Stanford CoreNLP tool kit is also
used with respect to the first framework considered in this paper. An alternative
NLP tool kit, the GATE (General Architecture for Text Engineering) tool kit
[7] is used with respect to the second framework considered in this paper.

A particular challenge of using supervised learning to extract entities and
relations is preparing the training data. In many reported cases this is done
manually [5,26,29]. In [2] a new method was suggested, founded on Stanford
CoreNLP, that reduced the effort required to manually label a training set by
using regular expression rules derived from a small number of tweets, a “seed
set”. This approach is also considered in this paper (the third framework consid-
ered). However, regular expressions only offer a partial solution as the expressions
themselves have to be defined manually.

The desired solution is to automate the process of identifying entities, and the
relations between them, and to then use theses entities and relations to prepare
an appropriate training set, which will then help to predict the relations. One
potential solutions is to use shortest path dependency parsing to find the most
important information (relations) between two entities. There has been some
reported work on using dependency parsing to extract relations from free text
[4,8,25]. In [4] the authors presented a dependency parsing based approach to
extracting relations from the ACE (Automated Content Extraction) newspaper
corpus. The corpus consists of 422 documents, with a separate set of 97 docu-
ments for testing. The hypothesis was that the information required to captured
the relation between two entities in a sentence is contained in the shortest path
between the two entities as represented in a dependency graph. In [4] the authors
used the Combinatory Categorial Grammar (CCG) and the Context Free Gram-
mar (CFG) parsers to obtain dependencies. In [8] the focus was on biomedical
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texts. The idea was to identify whether there was any interaction between two
protein names featured in a sentence by analysis the paths between the pro-
teins within a given dependency parse tree and a set of pre-labelled parse trees.
Two mechanisms for similarity measurement were considered: cosine similarity
and modified distance similarity. Support Vector Machines (SVM) and k Near-
est Neighbour (kNN) machine learning was used to classify every two proteins
within a given dependency parse tree by looking at the label of the most similar
pre-labelled parse trees. In [25] relations linking proteins were extracted using
constituency syntactic parsing and the shortest dependency path between two
proteins using Stanford dependency parsing. Constituent dependency tree nodes
associated with the nodes on the shortest dependency path were preserved. The
fourth framework presented in this paper considers dependency parsing.

3 Semi-automated and Automated Ontology Learning
Frameworks for Twitter Data

The ontology learning frameworks, specifically directed at ontology learning from
Twitter data, are presented in this section. As noted earlier, four frameworks
are presented: (a) a Stanford NLP tool kit based framework, (b) a GATE based
framework, (c) regular expression based framework and (d) a Dependency Pars-
ing and Word Mover’s Distance (DPWMD) based framework. The architec-
ture of the Stanford and GATE based ontology learning frameworks are similar
to each other, starting with the collecting of tweets and relation extraction.
For this purpose, the Stanford NER (Named Entity Recognition) and Stanford
Relation Extraction tools were used in the proposed Stanford ontology learn-
ing framework. The Gazetteer and GATE relation extraction tools were used
with respect to the GATE framework. The regular expression-based ontology
learning framework focused on preparing the relation extraction training set in
a semi-automated manner by defining regular expression patterns, followed by
subsequently using the training set to build a Relation Extraction model. The
DPWMD framework is the most sophisticated framework. Further details are
presented in the following sub-sections with the greatest emphasis on the fourth
framework, the DPWMD framework.

3.1 Stanford NLP Tool Based Ontology Learning Framework

The pipeline architecture for the Stanford NLP tool-based ontology learning
framework is given in Fig. 1. From the figure it can be seen that the process
starts with a collection of tweets. The Twitter data is cleaned (not shown in the
Figure) using various pre-processing steps. For example by deleting the hyper-
links present in a tweet. The next step is the knowledge extraction stage, which
comprises two tasks, namely: (a) Named Entity Recognition (NER) and (b)
Relation Extraction. This is followed by mapping of the identified entities to dif-
ferent classes. For example, entity mentions such as “UK”, “USA” and “China”
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(country names) would be mapped to the class “countries”. The mapping enti-
ties step is followed by ontology generation. The result is a RDF represented
ontology which, once populated, can be queried for information retrieval pur-
poses. More details regarding the NER and Relation Extraction models, and the
ontology generation step, are provided below.

Fig. 1. Stanford ontology learning framework [2].

Named Entity Recognition (NER). The Stanford NER tool was used to
create a model to identify entities that featured within a tweet (after which they
would be associated with classes). For example, the word “UK” belongs to the
class Location. Currently, the Stanford NER tool supports the following seven
classes: Location, Person, Organization, Money, Percent, Date and Time. Given
this limitation, the Stanford NER tools is not able to identify entities belonging
to other domains. For instance, in the context of the car pollution data used
for the evaluation reported on later in this paper, the Stanford NER tool will
not identify entity mentions belonging to classes such as “Fuel vehicles” and
“Green vehicles”. In order to identify such entities the Stanford NER tool has
to be re-trained using an appropriate training set (corpus). The Stanford NER
tool provides the facility to do this. Figure 2 shows an example of the training
record format that is required to specify a NER training set to create a model
to identify the entities belonging to the classes “Location”, “Date” and “Fuel
vehicles”. The tweet shown in the Figure states: “Norway to completely ban
petrol powered cars by 2025”. The label “Location” indicates that the word
“Norway” belongs to the class “Location”, “O” indicates a wild card, “FuelV”
is associated with the class “Fuel vehicles” and “Date” is associated with the
class “Date”. The re-trained NER model is then used to associate entities with
classes, the relation extraction tool (described below) is then used to identify
relations between the identified entities.

Relation Extraction. Once a NER model has been created, the Stanford
relation extraction tool was used to extract relations from tweets in a specific
domain. The Stanford relation extraction tool also provides the ability to train
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Fig. 2. Example Stanford NER training record [2].

a relation exaction model using an appropriate training set [27]. The Stanford
relation extraction tool has been successfully used for extract relations across
different domains. For example, in [6], the tool was used to identify relations
in the domain of American football. In [2] it was used to predict relations from
Twitter data related to car pollution (the same domain as used with respect to
this paper). Figure 3 shows an example of a Stanford relation extraction training
record. The example again uses the tweet “Norway to completely ban petrol
powered cars by 2025”. The entity class is given in column 2, the Part Of Speech
(PoS) tag is given in column 5 and the relevant content of the tweet in column 6.
The last two lines of the example express the entities and the relations between
them: (a) the relation “ban” that exists between word 0 and word 4 (entities
“Norway” and “petrol powered”), and (b) the relation “Ban fuelV Date” that
exists between words 0 and 6 (entities “Norway” and “2025”).

Fig. 3. Example of Stanford relation extraction training data record [2].

The Relation Extraction model, once trained, was used to extract rela-
tions from tweets (in the specified domain). Results were filtered to include
only those relations that were pertinent to the ontology [2]. In other
words, only the relations identified in the training set were used to gen-
erate the ontology (described further below). All results were saved in
the form of triples of the form: 〈entity1, relation, entity2〉. For instance,
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for the example tweet “Norway to completely ban petrol powered cars
by 2025”, the following triples were saved: 〈Norway, ban, petrol〉 and
〈Norway, ban fuelv Date, 2025〉. The final step was to re-use the Stanford NER
tool to map entities to their respective classes in order to generate the ontology.
For example, the entity Norway would be mapped to the class Location.

Ontology Generation. The final step in the Stanford ontology learning frame-
work presented in Fig. 1 is ontology generation. To this end, the LODRefine
tool, recommended by the the World Wide Web Consortium (W3C), was used
to convert entity-relation-entity triples to an RDF represented ontology. The
LODRefine tool is a combination of the OpenRefine tool and a RDF extension
[12]. The ontology contained four classes “Location”, “FuelV”, “GreenV” and
“Date”; and four relations: “ban”, “use”, “ban FuelV Date” and “Use GreenV
Date”.

3.2 GATE-Based Ontology Learning Framework

The GATE-based framework for ontology learning is presented in this section.
The architecture for the framework is given in Fig. 4. Comparison of Figs. 4
and Fig. 1 indicate that the distinction between the two is in the Knowledge
Extraction step. Note that for the purpose of Knowledge Extraction two GATE
components were used, the Gazetteer and the GATE relation extraction tool.
The gazetteer uses a prescribed lists of words, describing entity classes, and uses
this list to identify entities within given texts. The relation extraction component
is then used to extract relations that exists between the identified entities. This
is followed by the ontology generation step, which is similar to the final step in
the Stanford tool based framework described above.

Fig. 4. GATE ontology learning framework [2].

In further detail, the Knowledge Extraction process involves the following
steps: (a) data pre-processing, (b) entity extraction using the gazetteer, (c) class
pairing, (d) training set generation, (e) Relation Extraction model generation
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and (f) Relation Extraction model application. The data pre-processing involves
word tokenisation and POS tagging. The A Nearly New Information Extraction
(ANNIE) tool, available within GATE, was used for the pre-processing step.
ANNIE assigns a sequential character ID number, ci, to each character in a
given Tweet T , T = [c1, c2, . . . cn]. Each word is defined by a start (cs) and end
(ce) id, based on the start and end character location within a tweet; a word
id is thus expressed as 〈cs, ce〉; an example annotated tweet is given in Fig. 5.
In the next step, the gazetteer was used to annotate words in a tweet so as to
identify entities and then assign class labels to those entities. The Gazetteer has
predefined lists such as lists of locations, people and organisations. However,
in the context of the vehicle pollution scenario used for evaluation purposes an
appropriate lists was not available. As a result such a list had to be generated.
JAPE [11] was used over the annotated tweets to pair classes. The Gazetteer
assigns a unique Entity ID, e, to each entity.

Fig. 5. Example annotated Tweet [2].

Similar to Stanford relation extraction, GATE follows a supervised learning
approach. This means that GATE needs a training corpus. The training set was
identified by assign relations manually to class pairs identified in the previews
step. Once the training set had been identified, the GATE Relation Extraction
model was generated. This model was then used to predicate classes and the
relations between these classes.

An example of a GATE relation extraction training record is given in Fig. 5.
The Figure again shows the example tweet “Norway to completely ban petrol
powered cars by 2025” used previously. The relation is “ban”, which links entities
belonging to the class “Location” and the class “Fuelv”. In the example, the
character content of the tweet is indexed using a sequential numbering. The
specific entities that were identified within the tweet have the IDs 0 to 6 for
Norway belonging to the class “Location”, and IDs 26 to 45 for petrol powered
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Fig. 6. Example of a GATE relation extraction result [2].

cars belonging to the class “Fuelv”. The GATE Relation Extraction model, once
trained, can be used to extract classes and associated relations from Twitter
data. The results were of the form 〈class1, class2, relation〉. The result of the
model prediction is shown in the Fig. 6.

3.3 Regular Expression-Based Ontology Learning Framework

While the above described frameworks (using the Stanford coreNLP and GATE)
provide useful mechanisms for supporting ontology learning, both involve signif-
icant end-user resource, particularly in the preparation of relation extraction
training data. The entire process is therefore time consuming and does not gen-
eralise over all potential domains. The third mechanism considered in this paper
was designed to address the training data preparation overhead by using regular
expressions in order to limit the resource required with respect to the previous
two frameworks. An overview of the ontology learning using regular expressions
framework is given in Fig. 7. Note that the framework interfaces with elements
of Stanford CoreNLP, it could equally well be interfaced with GATE, however
preliminary evaluation (reported on in Sect. 4 below) indicated that Stanford
was a better option.

From Fig. 7 it can be seen that the process starts with a collection of tweets.
The first step is to generate a NER model using a “Seed Set”; in the context
of the evaluation data set presented later in this paper 100 tweets were selected
instead of the 300 used by the Stanford and Gate frameworks. The NER model
is generated in a similar manner as described previously in Subsect. 3.1. The
seed set was also used to generate a set of regular expression patterns. Three
regular expression pattern categories were considered: (a) two entity expressions,
(b) three entity expressions and (c) four entity expressions. The form of these
patterns was: {e1, ?, r, ?, e2}, {e1, ?, e2, ?, r, ?, e3} and {e1, ?, e2, ?, e3, ?, r, ?, e4}
respectively, where ? was an arbitrary set of intervening words. In each case
there were a number of variations, 6, 24 and 120 respectively. The advantage of
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Fig. 7. Regular expressions ontology learning framework [2].

the framework is that it can deal with more than two entities in a tweet, unlike
comparable frameworks.

The input set of Tweets were annotated using the NER model. Then, the
regular expression were applied to the annotated tweets to extract a set of triples
of the form 〈e1, e2, r〉. Note that while, in certain cases, several such triples may
be extracted from a single tweet, in some instances no triples were identified.
The triples were then used to automatically generate a training set for the gen-
eration of the Relation Extraction model as described in Subsect. 3.1 above.
The remaining two steps are identical to those included in the previous two
frameworks.

3.4 Dependency Parsing and Word Mover’s Distance (DPWMD)
Based Ontology Learning Framework

The DPWMD ontology learning framework is presented in this section. The
framework was designed to avoid the manual labelling of training data so as to
reduce the resource required to prepare a training set. The framework is founded
on the twin ideas of Dependency Parsing (DP) and Word Mover’s Distance
(WMD). The architecture of the proposed DPWMD framework is given in Fig. 8.
The figure shows a two-stage process: (a) creation of the desired NER model (top
of the figure) and (b) creation of the Relation Extraction model (bottom of the
figure).

The process starts with the creation of a NER model. With respect to the
evaluation presented later in this paper Stanford CoreNLP was again used for
this purpose. The input set of tweets were then pre-processed (not shown in the
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Figure) by deleting usernames of the tweet writers, filtering the non-ASCII char-
acters and deleting the hyperlinks, after which shortest path dependency parsing
[16] was used to extract the relations between pairs of entities. Word Mover’s
Distance (WMD) [17] was used to measure the similarity between relations that
were extracted from the dependency parsing to create relation clusters. The next
step was to produce a Relation Extraction model to facilitates relation predic-
tion (Stanford was used for evaluation purposes). Following this, the identified
entities were mapped into their respective classes (not shown in the Figure).
Finally, the desired ontology was generated (using Apache Jena and WordNet
to acquire all classes and property hypernyms). More detail concerning DP and
WMD is provided in the following two sub-sections.

Fig. 8. Dependency Parsing and Word Mover’s Distance (DPWMD) ontology learning
framework.

Dependency Parsing. Dependency parsing is “the task of automatically
analysing the dependency structure of a given input sentence” [16]. In Fig. 8,
the goal of the dependency parsing is to find the relationships that link the enti-
ties in a given tweet by identifying pairs of entities. The two tools utilized for
this purpose were: (i) the Stanford NER tool and (ii) the Stanford Dependency
Parsing tool. The Stanford NER tool was used to build a model to identify enti-
ties in a tweet by selecting two desired classes; the NER model was then used
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to capture all entities in the input data to, in turn, help the dependency pars-
ing tool extract relations between the identified entities. The NER model was
trained as described previously in Subsect. 3.1.

Once the NER model had been created, DP was used to extract relations
between specific classes. For the evaluation presented later in this paper the pre-
trained Stanford Dependency Parsing model was used. The hypothesis was that
the shortest path between two entities described the relation between them [4].
The idea behind using Stanford NER and Stanford Dependency Parsing together
is to specify the classes that the user wants to find relations between. The system
therefore retrieved all the entities that belonged to the classes of interest and the
relations between them. For example, Fig. 9 shows the dependency parse for the
tweet: “Norway to completely ban petrol cars by 2025”. If the classes “Location”
and “FuelV” were specified, the entities Norway (e1) and petrol (e2) would be
found, and consequently the relation (r) ban cars (according to the short path of
the dependency graph shown in Fig. 9). Alternatively, if “Location” and “Date”
were selected as the target classes, e1 would be Norway and e2 would be 2040,
and the corresponding relation r would be ban. Figure 10 shows the dependency
parse for another tweet: “The UK to ban the sale of diesel and petrol cars by
2040 to tackle”. In this case e1 is UK, belonging to the class “Location”, e2 is
diesel belonging to the class “FuelV”, and r is ban sale cars. Table 9 shows the
targeted entities and the relations in these two example tweets. Note that the
proposed approach has the advantage, unlike comparable frameworks, of being
able to operate with more than two entities.

Fig. 9. Example dependency parse 1.

Fig. 10. Example dependency parse 2.

Word Mover’s Distance. Most of the relations between entities are sets of
words. WMD is used to measure the similarity between relations obtained for
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Fig. 11. Entities and relations based on short path dependency parsing.

different entity pairs belonging to similar classes. WMD is based on a word
embedding method, which learns semantically meaningful representations for
words. WMD “measures the dissimilarity between two text documents as the
minimum distance that the embedded words of one document need to “travel”
to reach the embedded words of another document” [17]. An example is given in
Fig. 12. WMD measures the distance between two text documents by calculating
the minimum cumulative distance that all words in the first relation need to
travel to match the second relation exactly.

Fig. 12. Example of Word Mover’s Distance captured from [17].

Figure 13 shows an example where a list of relations has been extracted,
using Stanford Dependency Parser, between two specific entity classes A and B.
A Nearest Neighbour clustering (NNC) mechanism is used where by a cluster is
created for the first relation. Then, the similarities between the first and second
relations are measured using WMD. If the similarities between the two relations
are equal to or higher than some threshold the second relation is added to the
first cluster. Otherwise, a second cluster is created, and the second relation is
added to the second cluster. Next, the third relation is considered and measured
against the first cluster, and so on. Several clusters are therefore created, each
containing a number of relations. One relation from the biggest cluster is selected
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to represent all the relations in the clusters. The next step was to automatically
generate a training set for Relation Extraction model generation as described
earlier in Subsect. 3.1.

Fig. 13. Relation list and clusters.

DPWMD Ontology Generation. The ontology learning generation step is
the final step in the proposed DPWMD ontology learning framework. There are
many tools recommended by The World Wide Web Consortium (W3C) to use
entity-relation-entity triples to generate an RDF represented ontology. In this
paper, Apache Jena was used, which is an open-source Semantic Web framework
based on Java. It provides an API to extract data and store a generated ontology
in the form of a RDF graph. The resulting RDF data can be queried using
SPARQL queries. WordNet was used with respect to the proposed DPWMD
framework to enhance the ontology by adding super-classes and super-properties
to the classes and relations that were identified. WordNet is an electronic lexical
database for English nouns, verbs, adjectives and adverbs [10]. Uisng WordNet
“Word forms are grouped into more than 117,000 sets of (roughly) synonymous
word forms, so called synsets” and “These are interconnected by bidirectional
arcs that stand for lexical (word-word) and semantic (synset-synset) relations,
including hyper/hyponymy” [22]. Apache Jena was used with respect to the
DPWMD framework instead of OpenRefine as used with respect to the three
alternative frameworks described above. During implementation it was found
that Apache Jena was easy to use and compatible with lexical databases such as
WordNet (use to enrich the ontology in the context of the DPWMD Framework).
An example of an RDF schema, generated using the DPWMD Framework, is
given in Fig. 14.
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4 Evaluation

This section presents the evaluation of the four considered frameworks for ontol-
ogy learning from Twitter data. For evaluation purposes, a specific Twitter data
set was collected related to the car pollution domain. More detail concerning this

Fig. 14. Example of RDF File.
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data set is presented in Subsect. 4.1 below. The key objectives of the evaluation
were as follows:

1. To evaluate the effectiveness, in terms of accuracy, of the Entity and Relation
Extraction model generation process.

2. To investigate the effectiveness of the ontology generation process using the
identified entities and relations.

3. To evaluate the utility of the generated ontology by querying it using sample
queries.

Each objective is discussed in more details in Subsect. 4.2 to 4.3 below.

4.1 Evaluation Data

This section briefly describes the car pollution domain evaluation data set. This
dataset was also used in [2]. To create the data set tweets were collected using the
Twitter API. The “car pollution” topic was chosen since it is easy to understand
and hence any proposed mechanism using this data could be manually analysed,
especially the generated ontology. The criteria for the collected tweets were that
the tweets should contain content related to the banning of fuel vehicles or
promoting the idea of using green vehicles in a certain location. Accordingly,
three hundred tweets were collected and labelled manually, which then formed
the evaluation data set. The tweets contained four entity classes: (a) Location,
(a) FuelV , (c) GreenV and (d) Date; and four relation classes: (a) ban, (b) Use,
(c) ban fuelV Date and (d) use greenV Date. The distribution of the classes
and relations across the data set is shown in Figs. 15 and 16; 768, 384, 198 and
1162 for the entity classes; and 241, 125, 166 and 87 for the relations class.
Figures 15 and 16 indicate that, as expected, there were many more occurrences
of entities than relations which meant that the data set was imbalanced. A typical
tweet features eight entities and two relations; not all entities were paired. The
DPWMD ontology learning framework featured four different relations to those
described above, because an automated method of relation extraction was used:
(a) ban cars, (b) transition vehicles, (c) ban and (d) wants electric.

4.2 Effectiveness of Ontology Learning Frameworks

Stanford, GATE, Regular Expression and DPWMD relation extraction, and
Stanford NER are evaluated in the next two sub-section by providing some
statistics that show the accuracy of the models. Further details of this evalua-
tion is presented below.
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Fig. 15. Distribution of the entities per class across the training data set [2].

Fig. 16. Distribution of the relations per class across the training data set [2].

Stanford Name Entity Recognition (NER) Evaluation. For the Stan-
ford Name Entity Recognition (NER) evaluation the evaluation data set of 300
tweets was divided into a 270 tweet training set and a 30 tweet test set which
were used to generate and evaluate the Stanford NER model generation tool
used by the proposed Stanford and DPWMD frameworks. The NER model was
trained to identify the four entity classes: Location, Date, FuelV and GreenV .
Table 1 presents the Ten-fold Cross-Validation results of the evaluation of the
generated models. Inspection of the table indicates a small Standard Deviation
(Stand. Dev.) of 0.71. It can thus be concluded that the generated Stanford
NER model was consistent and accurate. Using the regular expression ontology
learning framework the Stanford NER model was trained using a seed training
set of 100 records, a third of the available evaluation data set. Because of the
size of the training set, three-fold Cross-Validation was applied to evaluate the
model. The results are presented Table 2. From this table it can be seen that
the average F-score was less than that obtained when using 270 records for the
training (see Table 1), but within acceptable limits.

Stanford, GATE, Regular Expression, DPWMD Relation Extrac-
tion Evaluation. Ten-fold Cross-Validation (TCV) was also used to evalu-
ate all the Relation Extraction models (Stanford, GATE, Regular Expression
and DPWMD). Table 3 presents the results obtained. Inspection of the table
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Table 1. TCV results for the Stanford NER model evaluation [2].

Fold F-Score

1 77.3

2 77.7

3 77.2

4 79.3

5 77.2

6 78.0

7 78.0

8 78.9

9 78.4

10 78.3

Average 78.0

Standard Deviation (SD) 0.71

Table 2. Three-fold Cross Validation results for the Regular Expression Stanford NER
model evaluation [2].

Fold F-score

1 49.0

2 53.0

3 55.0

Average 52.3

Standard Deviation (SD) 3.0

indicates a wide spread of results (high standard deviations). The conjectured
reason for this was that the training data was imbalanced in nature. Fold 5 is
the worst performing fold. Inspection of this fold revealed that nine examples of
the use greenV Date relationship class were included, but that only two were
correctly classified. From Fig. 16 it can be seen that there were only 87 enti-
ties within the use greenV Date class, which means only nine examples per
fold. However, the ban relation class appears 241 times. Comparing between the
GATE and Stanford Relation Extraction models, the Stanford model produced
a better average F-score than the GATE system. This is the reason why it was
decided to utilise the Stanford NLP Regular Expression model, as opposed to
the GATE model, with respect to the remaining two frameworks. The F-score
values ranged from 56.9 to 88.5, again the conjectured reason behind this was the
imbalanced nature of the training data. However, what is interesting to note is
that the average relation extraction F-score obtained using the Regular Expres-
sion approach was better than the GATE approach although not as good at the
Stanford approach; whilst using a smaller relation extraction training set.
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Table 3. F-Scores using GATE (RE), Stanford (RE) and Regular expression (Stanford
CoreNLP) and DPWMD (Stanford CoreNLP) relation extraction.

Fold Num. GATE (RE) Stanford (RE) Regular expression DPWMD

(Stanford CoreNLP) (Stanford CoreNLP)

Fold 1 70.6 76.7.2 78.1 74.5

Fold 2 79.4 85.0 88.5 72.4

Fold 3 71.1 78.4 69.3 89.3

Fold 4 57.6 96.1 75.6 71.8

Fold 5 50.8 56.1 73.7 75.4

Fold 6 82.1 79.3 70.3 65.5

Fold 7 61.4 75.3 73.5 67.6

Fold 8 70.0 72.7 78.5 74.1

Fold 9 72.0 87.9 56.9 76.9

Fold 10 66.8 88.1 81.0 52.9

Average 68.2 79.5 74.5 72.0

Standard Deviation (SD) 9.5 10.9 8.3 9.2

Inspection of the result for the last model, DPWMD, in Table 3 shows
that Fold 10 produced the worst performance. Inspection of this fold indicated
that there were only 16 examples of wants electric, and only four of them
were predicted correctly since the number of wants electric was so small. The
wants electric entity featured in the training set only 93 time, unlike other
relations such as ban cars which was mentioned 493 time. Overall, the aver-
age F-scorer seems reasonable, reaching 72.04%. The F-score was less than that
obtained using the regular expression framework, however, the relation extrac-
tion process using the DPWMD framework was fully automated, unlike in the
case of the regular expression framework where the extraction was only semi-
automated.

4.3 Evaluation of the Utility of the Generated Ontologies

From a visual inspection of the semantics of the ontologies generated using
the Stanford, GATE and Regular expression ontology learning frameworks the
ontologies seem correct. Other than visual confirmation, the generated ontologies
were automatically evaluated by checking their syntactic integrity using the RDF
W3C Validation Tool. It was found that, in this simple Scenario, the generated
ontologies were correct semantically and syntactically.

The ontology generated using the DPWMD ontology learning framework, pre-
sented in Fig. 14, shows that the class Location was linked with three other classes
(Date, FuelV and GreenV ) and that the connection relations were bancars,
transition vehicles, ban and wantselectric, since Apache Jena was used to gen-
erate the ontology. The Location class super-classes were obtained from Word-
Net as discussed in Subsect. 3.4. Also, the class Date had super-classes. Moreover,
some properties (relations) had supper properties such as transitionvehicles has
convert and change. It is noticeable that some classes did not have a super-classes,
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such as FuelV and GreenV ; this was because these were not defined in WordNet.
Whatever the case, it was concluded that this obtained ontology was also seman-
tically correct.

To evaluate the utility of the generated ontologies, the ontologies were pop-
ulated using an evaluation data set of 311 tweets, and then SPARQL was used
to query the data. In [24] it was noted that “SPARQL could be used to express
queries across diverse data sources, whether the data is stored natively as RDF
or viewed as RDF via middleware”. For the evaluation, Apache Jena was used
to support the SPARQL querying of the RDF represented data. Figure 17 shows
an example of a SPARQL query. The query asks for all locations that will ban
any type of car. From the result of the query it can be concluded that the gen-
erated ontology was appropriate. To sum up, the ontology generated using the
DPWMD ontology learning framework was considered to be better than that
generated using the Stanford, GATE and Regular expression ontology learn-
ing frameworks, because it had more classes and properties generated by using
WordNet hyponymys.

Fig. 17. Example of SPARQL query [2].

5 Conclusion

This paper has presented four frameworks for learning ontologies from Twit-
ter data: (a) Stanford, (b) GATE, (c) Regular expression and (d) Dependency
Parsing and Word Mover’s Distance. The output from these frameworks was
an RDF represented ontology generated utilising either LODRefine or Apache
Jena. A disadvantage of the Stanford and GATE relation extraction frameworks
was that they needed pre-labelling relation extraction training data in a spec-
ified format. This was a significant disadvantage since the preparation of this
training data required considerable end-user resource. The regular expression
ontology learning framework was proposed to solve this problem. However, the
regular expression ontology learning framework only provided a partial solution
as it was still necessary to manually create the required regular expression pat-
terns. The DPWMD ontology learning framework was therefore proposed which
addressed the relation extraction training data problem using dependency pars-
ing and Word Mover’s Distance. All four proposed frameworks were evaluated
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using a car pollution evaluation data set comprised of 300 tweets. The generated
ontology was evaluated by populating the generated ontologies with a further
set of 311 tweets, and querying the data using SPARQL querying. The results
were very encouraging. For future work the authors intend to consider a much
larger evaluation data collection. It is anticipated that this will required further
modification of the best performing proposed DPWMD ontology learning from
Twitter data framework.
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Abstract. Studies have shown the benefits of following Clinical Practice
Guidelines (CPGs) in the daily practice of medicine. Nevertheless, the lack of
digitalization of these guidelines makes their update and reliability to be a
challenge. With the aim of overcoming these issues, Computer Interpretable
Guidelines (CIGs) have been promoted to use in Clinical Decision Support
Systems (CDSS). Moreover, the implementation of Semantic Web Technologies
(SWTs) to formalize the guideline concepts is a powerful method to promote the
standardization and interoperability of these systems. In this paper, the archi-
tecture of a CIG-based and semantically validated mobile CDSS is introduced.
For that, the development of a patient-oriented mobile application for the
management of gestational diabetes is described, and the design and results of its
usability assessment are presented. This validation was carried out following the
System Usability Scale (SUS) with some additional measurements, and results
showed excellent usability scores.

Keywords: Computer interpretable guideline � Semantic web technologies �
Ontology � Gestational diabetes � Decision support system � Patient-oriented
mobile app � Usability assessment

1 Introduction

Applying Clinical Practice Guidelines (CPGs) in the daily practice of medicine is
showing to be beneficial for the medical care quality [1]. They are supposed to promote
the latest evidence in medicine and the most reliable and updated clinical practice.
However, their implementation in daily practice is still a challenge, as the lack of
digitalization of the guidelines makes it difficult to maintain them up-to-date and be
interpretable by computers.
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During the last years, the number of Computer Interpretable Guidelines (CIGs) has
increased with the aim of overcoming these issues [2]. Moreover, promoting Clinical
Decision Support Systems (CDSS) that use these CIGs have shown to be a powerful
method to promote a higher guideline adherence and consequently a better medical
practice [2].

In addition, in order to promote interoperability and standardization of the clinical
knowledge used in these systems, Semantic Web Technologies (SWTs) can be applied,
as they give the opportunity to formalize the guidelines’ concepts by means of
ontologies.

This work is an extension of the conference paper [3] presented in the 11th
International Conference on Knowledge Engineering and Ontology Development,
where an architecture that allows the formalization of CPGs into CIGs using SWTs was
presented. In our previous work, a use case about the implementation of a gestational
diabetes CIG in a patient-oriented mobile application was introduced. In this extension,
more details about the development of the final mobile CDSS are given. Moreover, the
information about the process of the app’s usability assessment and its results are also
included.

2 State of the Art

With the aim to support our development, this section presents the current state of the
art on the developed technologies.

2.1 Semantic Web Technologies (SWTs)

The healthcare systems’ interoperability is being limited by the big number of data
produced by the technological breakthrough in biomedical engineering and health
informatics [4]. This information is needed to be processed and interpreted by com-
puters in a more effective way. In addition, the creation of frameworks for interoper-
ability between systems and the integration of data from various sources is also
necessary. In this context, SWTs provide the tools to manage these needs.

The Semantic Web is defined as an extension of the current Web, in which
information is given well-defined meaning (using semantic descriptions of data), better
enabling computers and people to work in cooperation [5]. In this context, appropriate
technologies must be used to make these data descriptions easy to interpret by com-
puters. To achieve this, data should describe information with terms that have clear
meaning to machines [6]. The collections of those terms and their relations form
domain vocabularies, and SWTs allow specifying them through formal, shared domain
models i.e., ontologies [7].

Many researchers have made use of these technologies to cope with problems
related to semantic interoperability of clinical datasets. As an example, the work pre-
sented by El-Sappagh et al. [8] introduced the Diabetes Mellitus Treatment Ontology
(DMTO) as a basis for shared-semantics, domain-specific, standard, machine-readable,
and interoperable knowledge relevant to type 2 diabetes mellitus (T2DM) treatment.
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A variety of ontology languages can be found for representing information on the
semantic web, such as RDF Schema or Web Ontology Language (OWL). In addition,
different programs can be found for editing these ontologies, and one of the widely
used ones is Protégé [9], which is fully compatible with the latest OWL and RDF
specifications. In Protégé, concepts are represented using classes, slots, and facets [10],
and it also allows the use of annotation properties for adding labels to the ontology
classes and to link each concept with its definition in validated and available standard
terminologies (e.g. SNOMED CT1, LOINC2, NCI Thesaurus3, CIE-10-ES4). These
permit the representation of the biomedical concepts with stable and unique codes,
guaranteeing the interoperability of the implemented knowledge.

2.2 Clinical Practice Guidelines (CPGs)

CPGs are a set of criteria developed in a systematic way to help professionals and
patients in the decision-making process, providing the latest evidence-based diagnostic
or therapeutic options when dealing with a health problem or a specific clinical con-
dition [11]. Over the past years, these CPGs have been widely used as part of CDSS by
formalizing them as CIGs. Such CIG-based CDSS have demonstrated to be able to
increase the chance of impacting clinician behavior compared to using only narrative
guidelines, as they provide updated patient-specific clinical data and advice at the point
of care [2].

Besides the fact that SWTs are demonstrated to be a powerful tool to cope with
semantic interoperability problems in ontologies, some other researchers also studied
their usage to represent computerized CPGs [12, 13].

It is true that following multiple CPGs in parallel could result in statements that
may interact with each other, such as giving conflicting recommendations. Further-
more, it is difficult to find a guideline that offers all the necessary information for
attempting a complete care, as each one includes different clinical aspects. Thus, the
impetus to deliver customized care based on patient-specific information results in the
need to be able to offer guidelines in an integrated manner.

2.3 Computer Interpretable Guidelines (CIGs)

Computer Interpretable Guidelines (CIGs) are formal representations of CPGs that can
be executed to provide guideline-based decision support. One of the several well-
known approaches for formally representing CIGs are the “Task-Network Models”
(TNMs). These models use hierarchical networks to structure the dependencies among
actions. When these actions are fulfilled in a satisfactory way, the networks provide a
recommendation.

1 http://www.snomed.org/snomed-ct/five-step-briefing
2 https://loinc.org/
3 https://ncithesaurus-stage.nci.nih.gov/ncitbrowser/
4 https://eciemaps.mscbs.gob.es/
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There exist several proposals to cope with different clinical modeling challenges
[14] such as GLIF [15], PROforma [16], Asbru [17] or EON [18]. All approaches
support the main guideline components, but they differ in terminology, as is resumed in
Table 1. These types of CIG formalisms have been used in many projects over the past
years [19–21].

2.4 Clinical Decision Support Systems (CDSs)

Realizing the potential of using CIGs and ontologies, most of the approaches in this
field over the last years focus on guideline development and implementation for
decision support. For instance, the work described in [22] proposes an ontological
reasoning method to give more flexibility to CDSS and offer the ability to deal with
patients suffering from multiple pathologies by including several modeled CPGs. As
expected, the system provided more recommendations than the classical approach, as
rules of higher level of abstraction were triggered. Another approach was done in [23],
where two personalization processes were implemented. First, contents of an ontology
were adapted to a concrete patient, providing a personalized care system. Second, the
personalized ontology was used as the knowledge base of a CDSS.

It is shown that CDSS aims aiding clinicians in their decision-making process by
providing the needed tools to analyze clinical data with the latest evidence in the
shortest time [24]. However, they can also support patients in the management of
different diseases. For instance, in the approach done by Peleg et al. [25], they

Table 1. Guideline modelling formalisms.

PROforma GLIF Asbru EON

Conditions Decision tasks Decision
steps

Conditions Decisions

Actions Action and
Enquiry tasks

Action steps Actions (atomic
Plans)

Actions

Entry
criteria

Triggers and
conditions

Patient state
steps

Preferences,
intensions and
effects

Scenarios

Guideline
Modelling

Actions refer to
Subplans

Actions refer
to
Subguidelines

Each plan body
contains several
Subplans until a
nondecomposable
plan is
encountered

Actions refer
to
Subguidelines

Functioning Actions are
executed
following
schedule/temporal
constraints and
abort/termination
conditions

Actions are
executed
following
patient state
steps

Actions are
executed based on
plan’s
preconditions,
intentions or
effects

Actions are
executed
following
sequences of
structured
temporal
steps

240 G. Artola et al.



presented a personalized and patient-centric CDSS for the monitoring and evaluation of
atrial fibrillation and gestational diabetes. In [26] the positive effect of a smartphone-
based daily feedback system among women with Gestational Diabetes Mellitus
(GDM) for improving patient compliance to treatment and better control of glycemic
levels was demonstrated.

2.5 mHealth App Usability Validation

As we have seen, advances in mobile communication for health care (mHealth) allow
the design and development of patient-centric models to improve patient’s self-
management capabilities. These apps are becoming more and more powerful in the last
years, and their impact on the patient self-management of health problems is stronger
every time [27]. That is why strategies for evaluating these applications are necessary.
In this context, researches to identify apps that are effective and provide accurate
information, being easy-to-use for the user, have been done recently [28, 29]. The
results of these research studies have indicated that well-designed applications can
empower patients, improve medication adherence, and reduce the cost of health care
[30–33].

In order to assess the usability of mobile applications, a variety of questionnaires
have been used for different validations [34, 35]. Although self-written questionnaires
are commonly used for this kind of evaluation, the most used standardized question-
naire is the System Usability Scale (SUS) [36]. It is a 10-item questionnaire designed to
measure users’ perceived usability of a product or system. In addition, the Post-Study
System Usability Questionnaire (PSSUQ) [37] is also widely used as an alternative to
the previous questionnaire to measure users’ perceived satisfaction. This one consists
of 16 questions (in its 3rd version) with 7 options to choose from (with an NA addi-
tional option).

3 Development of the App for GDM Management

Gestational Diabetes Mellitus (GDM) is the most common metabolic disorder of
pregnancy, defined as a glucose intolerance developed in the second or third trimester
of pregnancy [38]. It confers an increased risk and complications during pregnancy for
both mother and child, and women that develop it have an increased risk to develop
type 2 diabetes and cardiovascular diseases after pregnancy [39]. Therefore, strategies
to optimize the management of these diseases in its prevention, diagnosis, and treat-
ment are mandatory [40].

In order to develop a semantically validated mobile CDSS for guiding women in
the management of GDM, different steps were followed, which are described in the
following sections.

3.1 GDM Ontology

The first step of the development of this work was to formalize all concepts and
knowledge coming from the different CPGs related to GDM prevention, management
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and treatment. For that, an ontology was created using the Protégé editor by defining
the different gestational diabetes-related clinical concepts and the relationships among
them. This ontology was built using NCI Thesaurus terminology to assure a semantic
interoperability of the knowledge. The big number of biomedical concepts that NCI
Thesaurus contains and the fact that it is open access makes it an appropriate termi-
nology to be used for the GDM ontology. Besides, the Unified Medical Language
System (UMLS)5 code for each of the terminologies was also specified in the ontology.
UMLS integrates the most notable vocabularies (e.g. SNOMED CT, ICD-10, etc.) in its
repository. The result was validated with a reasoner for ensuring a consistent ontology.

Ontology Formalization. All the conditions and rules expressed in the CIG contain
variables and properties that are organized in an ontology. This ontology is composed
of a total number of 166 classes, which are separated into two main groups. The first
group is under the class named DMG360Concept that comprises all the necessary
variables’ names for creating the CIG. The second group, named DMG360Value,
compiles the classes that define the possible values of the classes from the first group.

Fig. 1. General view of the classes in the ontology.

5 https://www.nlm.nih.gov/research/umls/
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As can be seen in Fig. 1, the group of concepts has four subclasses, and each of them
comprises other subclasses. The first concept in the list (i.e. DiseaseOrSymptom) is
composed of two subclasses: Disease class, which contains two diseases definition
(DiabetesMellitus andPolycysticOvarianSyndrome); and Symptom class, with a list of 15
different symptoms as subclasses. The second concept (i.e. Medication) includes three
subclasses corresponding to three different medications: Antipsychotics,Corticosteroids,
and Insulin. The third one (i.e.PatientInformation) is the concept with the biggest number
of subclasses, containing different information about the patient (e.g. information about
maternal age, diabetes family history, ethnicity, physical activity, body mass index
(BMI), etc.). The last concept (i.e. Recommendations) is related to the recommendations
that are given to the user, which can vary depending on the stage of pregnancy, as
explained in Sect. 3.2. In total, seven different types of recommendations are specified.

Furthermore, two different properties are defined within the ontology to relate the
different classes and their values: a data property and an object property. Both are used
to specify the range of values that can be taken by these classes; thus, they are both
defined using the noun hasRange. These ranges can handle either common data types
(i.e. integer, Boolean…) when linked by a data property, or other possible values
expressed as classes in the DMG360Value group when linked by an object property.
For example, the CurrentPhysicalActivityLevel class is restricted to have a value cor-
responding to any subclass of the ScalingValue class (i.e. High, Low, or Moderate).

In addition, the clinical concepts’ names, definitions, and codes were extracted from
the NCI Thesaurus repository and defined within the model using annotation properties
for its semantic standardization. Five different annotation properties were defined:
(i) NCI_label, for giving the label of the class as stated in the NCI Thesaurus,
(ii) NCI_definition, which contains the definition of the concept by the NCI,
(iii) NCI_code, with the unique code of the term, (iv) UMLS_CUI, containing the
corresponding UMLS code, and (v) NCI_version, specifying the version of the NCI
Thesaurus repository used.

For the ontology design in Protégé, OWL language was used, although the model
was exported in RDF language for the integration with the CDSS using the Jena API.

Ontology Validation. To validate the defined relationships between the variables and
their possible values in the ontology, a tool called Reasoner was used. The reasoners
offered by Protégé (i.e. FaCT++, HermiT or Pellet) are programs that evaluate the
consistency of an ontology by identifying relationships between classes. In this project,
the FaCT++ reasoner was used.

After the triggering of this reasoner without obtaining any unsatisfactory rela-
tionship between the classes, the hierarchy of the designed GDM ontology was
validated.

Moreover, the SPARQL Query tool in Protégé was used for the validation of the
requests that could be done to the ontology in the process of its integration with the
CDSS. For that, the SPARQL query language was applied, a language that can be used
to express queries across diverse data sources, whether the data is stored natively as
RDF or viewed as RDF via middleware. Simple queries, such as requesting data/object
properties of a class, finding subclasses of a class, or showing the list of all classes in
the ontology, were tested.
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3.2 GDM CIG

In this approach, several CPGs for the GDM management were studied. The most
known and used guidelines are the ones developed by the National Institute for Health
and Care Excellence (NICE) and the World Health Organization (WHO). After ana-
lyzing them, the Queensland Clinical Guideline [41] was selected to be used as the
backbone guideline, due to its way of representing rules, being the most compatible for
the type of formalization used in our system, and also because it is based on data
provided by the WHO.

This CPG was then formalized in a computerized way (i.e. as a CIG) containing the
concepts defined in the ontology. For this formalization and regarding the needs of this
work, a simplified version of Task-Network Models (TNM) was implemented based on
inference rules (i.e. IF-THEN type rules). To create the rules, conditions (i.e. clinical
statements to be accomplished) and their respective consequences (i.e. the recom-
mendations to be given to the patient) were identified and extracted from the selected
CPGs in the GDM domain. Once this knowledge was formalized in our extended CPG,
a translation into computer interpretable language was done. For that, statements were
translated into IF-THEN kind rules, where the conditional part is preceded by the IF
expression and the consequent part by the THEN expression. An example of this kind
of formalization is shown in Table 2, where the blood glucose level is used as a
variable for detecting hypoglycemia (i.e. low blood sugar).

Each of the statements describing the criteria to be followed for guiding patients in
this setup were defined as Rule objects (rules with defined structure), which encom-
passes (i) a conditional part composed by one or more conditions linked by (ii) a binary
operator (i.e. AND, or OR) and (iii) a consequent part containing the recommendation
for the patient, as can be seen in Fig. 2. Each of the conditions is based on a Condition
object, which stores (i) the name of the clinical variable to be evaluated (i.e. concept
defined in the ontology), (ii) the mathematical operator (i.e. > , � , = , < , � ) and
(iii) the value or the threshold of the clinical variable to be evaluated. When the
conditions of the statements are matching a patient’s clinical information, a recom-
mendation is provided to the patient.

Table 2. Example of the conversion of glucose level rules from CPG to CIG format.

CPG rule IF-THEN rule

The glucose level that defines hypoglycemia
is variable. In people with diabetes, levels
below 3.9 mmol/L (70 mg/dL) is diagnostic.
In adults without diabetes, a level below
2.8 mmol/L (50 mg/dL) after not eating or
following exercise may be used.

• IF (Adult = TRUE) AND
(Diabetic = TRUE) AND
(BloodGlucoseLevel < 70) THEN
Hypoglycaemia = TRUE

• IF (Adult = TRUE) AND
(Diabetic = FALSE) AND
(BloodGlucoseLevel < 50) THEN
Hypoglycaemia = TRUE
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Depending on the patient’s clinical-stage, different types of interventions for the
management of GDM were identified in the rule formalization process. For the stage
before pregnancy, information about nutrition, physical activity and GDM risk factors
were formalized. For the pregnancy period, guides related to nutrition, weight, physical
activity, risk factors, and glucose control were covered. And finally, in the case of the
post-pregnancy stage, nutrition, weight control, physical activity, breastfeeding, glu-
cose control, and postpartum depression recommendations were included. The schema
describing all this information is represented in Fig. 3.

3.3 Integration of the Ontology Within the CDSS

Once the CIG was formalized with all computer interpretable rules and the GDM
ontology was validated, the next step was to integrate both into the CDSS. For this
objective, an authoring tool previously designed [42] was used. This tool enables an
intuitive Graphical User Interface (GUI) for including clinical knowledge, such as
formalized guidelines, in a computerized way into the CDSS rule base. A general
representation of the whole process is shown in Fig. 4.

Fig. 2. Components of the Rule object used in our development [3].

Fig. 3. The pregnancy stages and the different recommendations giving in each of them [3].
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In the rule introduction process, four main blocks are fulfilled. First, the name of the
rule is defined. Then, the conditions of the rule are introduced. Next, the recommen-
dation for the introduced rule is specified. And finally, the rule is sent to the backend
(see Fig. 5). In this process, different web services were used by the authoring tool
(i) to get the list of variables (classes) from the ontology for defining the evaluated
variable name within a Condition object, (ii) to get the possible values of the specific
variable selected in the Condition object, (iii) to get the list of recommendations for
completing the consequent part of the Rule object, and (iv) to post each generated rule
to the backend of the system. After a research on different APIs for carrying out the
integration of the ontology with the Java-based CDSS (i.e. Protégé-OWL API6, OWL

Fig. 4. Diagram of stakeholders and functions interacting in the whole process.

6 https://protegewiki.stanford.edu/wiki/ProtegeOWL_API
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API7, Apache Jena8, or RDF4J9), Jena API was selected because of its ease of use and
compatibility advantages with our system.

In the second step, the Condition objects are constructed to introduce rule condi-
tions using the information obtained from querying the integrated ontology (see an
example in Fig. 6). The ontology classes used for defining the conditional part of the
CIG are subclasses of the DMG360Concepts class. These variables are requested and
given as options for the first parameter of a Condition object in the authoring tool GUI.

Once the variable name of the Condition object is specified, the respective con-
dition operator is selected. Then, in the third box for specifying the value or threshold
of the selected variable, the authoring tool uses the web service for requesting its
possible values, and here is where the second type of ontology classes interact. In the
case of variables with data properties, the backend of the authoring tool defines the type
of data that needs to be used by changing the format of the box in the GUI. For the case
of the variables with object properties, a list containing subclasses of the group
DMG360Value is given (see the first condition example in Fig. 6).

Once the first condition is introduced, the binary operator can be selected from the
given options (i.e. AND, or OR) and as many as required conditions can be added to
the condition of the rule following the same procedure.

Fig. 5. The four-step process for introducing rules in the authoring tool GUI.

7 https://github.com/owlcs/owlapi/wiki
8 https://jena.apache.org/documentation/ontology/
9 http://rdf4j.org/

Development and Usability Assessment 247

https://github.com/owlcs/owlapi/wiki
https://jena.apache.org/documentation/ontology/
http://rdf4j.org/


Fig. 6. Examples of the definition of rule conditional statements in the AT.

Fig. 7. The different recommendation types and an example of their content in annotation
properties.
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In the third step of the introduction of the rule, the recommendations are defined by
permitting the user to select the recommendation from a drop-down list. This list is the
result of the request made by the authoring tool for the subclasses of the class Rec-
ommendationValue from the DMG360Value group in the ontology. When a recom-
mendation is selected by the user using its name or abbreviation, the text corresponding
to that recommendation is displayed above the selection box. Each of the texts for the
respective recommendation class is specified in the ontology using annotation prop-
erties (see example in Fig. 7). The authoring tool uses a web service for obtaining
information from those annotations.

The last step of the introduction of rules sends the rules to the backend of the
system. This backend is composed of different modules based on Drools10, (i) a rule
engine and (ii) a rule file generator in Drools Rule Language (.drl) extension. For
sending the rules, another web service is used, which takes all the values introduced by
the clinician in the authoring tool and sends them to the backend, where they are
processed and uploaded to the clinical database, and a .drl file is generated. As the
structure of the objects generated in the authoring tool is the same as in the Rule object,
direct mapping can be done.

3.4 Final Patient-Centered Mobile CDSS

Once the integration of the semantically validated CIG was implemented as a .drl file
within the CDSS, a patient-oriented mobile application was developed to interact with
it. The user profiles defined for this application are (i) women that want to be pregnant
and are monitoring their health status for it, (ii) women already pregnant, or
(iii) women that have just given birth, and they all want to receive recommendations for
managing gestational diabetes. In the next lines, some examples of the different screens
of the designed app and their functionalities are described.

First, a logging page and system was developed for the user to register or sign in
(see screen image in Fig. 8). This system will save the basic personal data (i.e. sex,
ethnicity…) of the user, which is supposed to be static during the use of the application,
to avoid introducing it each time the user logs in.

10 https://www.drools.org/
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After logging in, a main menu is displayed providing the possible user profiles to
start the GDM management depending on their needs. Each of the pregnancy stages
will provide specific recommendations, differing ones from the others as each period
has a different focus on what to evaluate and how to treat the patient to reach her
objective: in pre-pregnancy period, recommendations for nutrition, physical activity
and GDM risk factors are given. During pregnancy, nutrition, weight, physical activity,
risk factors, and glucose control related guidance is given. For post-pregnancy period,
nutrition, weight control, physical activity, breastfeeding, glucose control, and post-
partum depression recommendations are given. This information is managed by the app
through three different menus, as can be seen in Fig. 9.

Fig. 8. Left: login page of the application. Right: main menu of the application.
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Each time the user selects an option in the different menus, the Boolean variable
corresponding to that specific topic is changed. For example, in the case of the menu
for the post-pregnancy stage, when the user touches the image for obtaining recom-
mendation concerning the glucose control, the variable GlucoseControlRecommenda-
tions is set to true.

If required, the application will retrieve more clinical information by questionnaires
(see example in Fig. 10). These questions will have possible answers related to some
clinical variables defined in the GDM ontology (mostly Boolean or Object property
type variables) to be selected, but sometimes it can require to the user introducing
numerical variables’ values (e.g. the blood glucose level). Every time the user answers
a question, this clinical information will be stored as part of her profile to be evaluated
by the CDSS later.

Once all the questions for completing the needed patient profile are answered, they
are sent to the CDSS in the backend, getting back the corresponding recommendation
(s) to be displayed in the recommendation screen of the mobile application (see
Fig. 10).

Fig. 9. The three menus for the three different stages of pregnancy in the app.
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4 Usability Assessment of the App

To evaluate our patient-oriented mobile application, a usability test was performed in
our research center using the before mentioned System Usability Scale (SUS) ques-
tionnaire. In the next sections, the information about the design of the study, the
participants, the data analysis, and the results of the test are described.

4.1 Study Design and Participants

The study was conducted following some steps with each of the participants. First, the
objectives and aims of the project were explained to the woman. Then, a mobile phone
from our research center that had the designed application installed was given to the
participant and she was asked to complete three different tasks:

1. To try to obtain recommendations about physical activity by acting as a woman that
want to get pregnant after login in the app.

2. To try to obtain advise about glucose control by acting as a woman that is pregnant.
3. To ask the app for information about breastfeeding, weight control, and postpartum

depression by acting as a woman that has given birth.

Finally, participants were asked to answer the SUS questionnaire.

Participants. Our study sample consisted of 14 women from all over Spain, aging
between 21–33 years. The age range of the participants was selected considering the

Fig. 10. Questions of the glucose control questionnaire (left and center) and the recommen-
dation screen (right) in the mobile app [3].
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application of this study, an approximation of the average pregnancy period. Among
the 14 participants, one has recently become a mother, while the rest have never been
pregnant yet.

4.2 Data Analysis

In order to obtain the most relevant information from the usability study, different data
was analyzed during the test. On the one hand, participants were asked twice (first,
before starting to do the tasks; and second, just after finishing them) for a score
regarding the perception of difficulty for completing the tasks or using the application.
For this score, a ten-point scale was used, from Extremely Easy to Extremely Difficult.
On the other hand, during the execution of the three tasks, the time spent to complete
each one of them was recorded.

For the final SUS questionnaire [36], each question had five response options from
Strongly agree to Strongly disagree (Likert scale). Below are the ten items asked (from
the original SUS):

• I think that I would like to use this app frequently.
• I found the app unnecessarily complex.
• I thought the app was easy to use.
• I think that I would need the support of a technical person to be able to use this app.
• I found the various functions in this app were well integrated.
• I thought there was too much inconsistency in this app.
• I would imagine that most people would learn to use this app very quickly.
• I found the app very cumbersome to use.
• I felt very confident using the app.
• I needed to learn a lot of things before I could get going with this app.

In addition, two extra variables were also measured using the “Plus” version of the
SUS questionnaire. On the one hand, the Adjective Rating Scale was measured, which
was added in order to help answer the question: “What is the absolute usability
associated with any individual SUS score?”. On the other one, the Promoter Rating
Scale was considered, which is based on Net Promoter Score (NPS), a management
tool that can be used to gauge the loyalty of a firm’s customer relationships. For
calculating the scores of these variables, participants were asked to answer two addi-
tional questions:

• “Overall, I would rate the user friendliness of this product as…” For this question,
instead of following the SUS format, a seven-point adjective-anchored Likert scale
was used to determine if a word or phrase could be associated with a small range of
SUS scores.

• “How likely is it that you would recommend this app to a friend or colleague?” This
one has ten possible responses, from Not at all Likely to Extremely likely. Once all
the responses from all participants were obtained, data was analyzed using different
values:
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• SUS Score. One of the raw SUS scores, a single number representing a composite
measure of the overall usability of the system being studied. It is calculating as
follows: first, the score contributions from each item are summed. Each item’s score
contribution will range from 0 to 4. For items 1, 3, 5, 7, and 9 the score contribution
is the scale position minus 1. For items 2, 4, 6, 8 and 10, the contribution is 5 minus
the scale position. Then, the sum of the scores is multiplied by 2.5 to obtain the
overall SUS score value [36].

• Learnability and Usability. Although SUS was originally designed to assess
perceived usability as a single attribute, Lewis and Sauro [43] found that there are
actually two factors in SUS. Eight of the questions reflect a usability factor and two
reflect a learnability factor [44]. So, in order to compute the learnability score, just
the fourth and tenth questions’ answers need to be considered; while, the usability
score is measured considering only the other eight questions.

• Standard Deviation. It shows how much variation or dispersion from the average
exists. A low standard deviation indicates that the data points tend to be very close
to the mean (also called expected value); a high standard deviation indicates that the
data points are spread out over a large range of values.

• Cronbach’s Alpha. It is a measure of internal consistency, that is, how closely
related a set of items are as a group. A reliability coefficient of .70 or higher is
considered “acceptable” in most social science research situations.

• Adjective Average. The absolute usability associated with any individual SUS
score, calculated from the answers to the eleventh question of the questionnaire.

• Net Promoter Score (NPS). It measures the willingness of customers to recom-
mend a company’s products or services to others. It is calculated as the difference
between the percentage of Promoters (respondents giving a 9 or 10 score) and
Detractors (respondents giving a 0 to 6 score). It is normally presented as an
absolute number lying between −100 and +100.

4.3 Results and Discussion

All the participants were able to complete the three of the defined tasks and all of them
answered to all the asked questions.

Difficulty Scores. The first-time participants answered this question (before starting to
execute the tasks), the results were not consistent for all participants. The scores scaled
from 1 (Extremely easy) to 10 (Extremely Difficult) varied, as half of the participants
answered with scores between 2–4, both included; and the other half with values
between 5–7, both included. However, once the tasks finished, all the participants
answered this question with values between 1 and 2.

Task Execution Times. The overall results regarding the times for executing the
defined three tasks show that all participants were able to execute them in less than
1:30 min. Moreover, 72% of the tasks were completed in less than a minute.

SUS Questionnaire Results. From the measurements of the final SUS questionnaire,
the results of the values described before were obtained, which are represented in the
Fig. 11.
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As can be seen in Fig. 11, all the participants completed the entire questionnaire
and a final general grade of A- was obtained, which indicates an excellent mark for the
app’s usability.

In the case of the raw SUS scores, the relationships between them have been studied
in the graph below (Fig. 12). As can be seen, the SUS and usability values follow a
similar pattern, while the learnability scores track higher in almost all the results. This is
a clear indicator of the relationship previously explained between the SUS and the other
two values. Regarding the numbers, every SUS and usability scores are showing values
above 80/100, with average values of 93.2 and 93.1 respectively. These results indicate
an excellent usability perception among all the participants. In addition, the learnability

Fig. 11. Results of the SUS questionnaire.
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Fig. 12. Results of the raw SUS scores (SUS, Usability, and Learnability) for all the 14
participants.
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has had a higher average score with a 93.8, which is also showing that participants were
able to use the application without any previous explanation.

With respect to the additional last two questions of the questionnaire, the adjective
average obtained values from 5 to 7 (Good, Excellent, or Best Imaginable), which
resulted in an average of 6.1 (Excellent). Thus, the participants have concluded that the
overall user friendliness of our application is excellent.

The promoter rating scores were also high, with values between 7 and 10, obtaining
a final NPS of 64% or +64. According to Reichheld [45], the highest performing
organizations are situated between +50 and +80, thus our application would be in a
very good position. These results are shown in Fig. 13.

5 Conclusions and Future Work

CPGs are promoted in order to standardize and improve medical care quality and
personalize healthcare. Nevertheless, applying them to obtain evidence-based and
updated clinical practice is a known challenge, as there is a lack of digitalization of
clinical guidelines. In this context, promoting interoperability among systems using
SWTs and applying them in CDSS can overcome these issues.

In this extension of our previous paper [3], more details about the development of an
architecture that allows the formalization ofCPGs intoCIGs supported by an ontology are
presented. In the conference paper, gestational diabeteswas used as the use case to present
that architecture. For that, a patient-oriented mobile application was designed in order to
provide recommendations to the users for the management of these disease based on their
clinical information. In this extended work, the validation of the usability of these app is
also performed using the System Usability Scale (SUS). The results of the test were
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Fig. 13. Results of the additional two questions in the questionnaire.
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excellent, showing a SUS score of 93.2. In addition, all participants agreed that our app is
very easy to use, and they would highly recommend it.

As future work, the designed mobile CDSS could be optimized by applying tools
for obtaining information from patients’ electronic health records. In the same manner,
further implementations using wearables are being developed in order to gather users’
clinical data in a more flexible way, without needing to introduce them manually.
Further work is also needed to facilitate the ontology generation for clinicians. Finally,
and considering the usefulness of the presented usability test, a clinical validation of the
system will be considered.
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Abstract. Memory Nets (Eggert et al.: Memory Nets: Knowledge Representa-
tion for Intelligent Agent Operations in Real World, 2019) are a knowledge rep-
resentation schema targeted at autonomous Intelligent Agents (IAs) operating in
real world. Memory Nets are targeted at leveraging the large body of openly avail-
able semantic information, and incrementally accumulating additional knowledge
from situated interaction. Here we extend the Memory Net concepts by action
representation. In the first part of this paper, we recap the basic domain inde-
pendent features of Memory Nets and the relation to measurements and actuator
capabilities as available by autonomous entities. In the second part we show how
the action representation can be created using the concepts of Memory Nets and
relate actions that are executable by an IA with tools, objects and the actor itself.
Further, we show how action specific information can be extracted and inferred
from the created graph. The combination of the two main parts provide an impor-
tant step towards a knowledge base framework for researching how to create IAs
that continuously expand their knowledge about the world.

Keywords: Memory nets · Semantic net · Common sense · Knowledge graph ·
Knowledge base · Property graph · Grounding · Situated interaction

1 Introduction

The term Intelligent Agent (IA) is commonly used in the artificial intelligence domain
for autonomous entities equipped with sensors and actuators which act within an envi-
ronment in a purposeful way [11,13,35]. Three aspects of this definition point to the
very essence of the underlying scientific and technological problems. First, the agent
pursues its own goals, limited by some degrees of freedom to decide about its own
behavior. Second, since it interacts with the environment, the environment is an integral
part in which the IA is embedded. And third, the agent tries to reach its goals by uti-
lizing its own resources and the limiting environment resources (including time) in an
efficient way [16].

While an IA interacts with the environment, it uses sensors to collect new infor-
mation about selected parts of its environment, incorporates it with previously known
information about the environment, and derives conclusions on how to achieve goals
and deploy actuators. In any case, an internal Knowledge Base (KB) system is required
that provides two main functions: continuously store and retrieve complex structured
c© Springer Nature Switzerland AG 2020
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and unstructured information about the environment and provide a reasoning engine
that allows to infer additional knowledge. That means, the IA expands its knowledge
base through exploration, learning and accessing of external knowledge sources that
contain related information.

In this paper we introduce the KB system Memory Nets which enables IAs to lever-
age knowledge during their interaction with the real world. We explain how concepts are
represented, starting from simple structures up to more complex structures like actions.
Our belief is that future IAs need an understanding of who, what and where they are,
what the important things are that they have to care about, and how they use all this
understanding to pursue their goals in the best way. The important properties of such
IAs supported by the KB system are:

1. Situatedness. They know about their current context and task.
2. Operability. They use this knowledge to operate in the world via actions.
3. Incrementality. They expand their knowledge via interaction.

Furthermore, point 1) can be split into three subitems. The most important one is
Grounding where IAs establish - depending on their task - links to relevant real-world
items (objects, subjects). The second subitem is Common sense which provides back-
ground knowledge about how humans usually process things and general information
about world items. Self-reference is the third required subitem to give IAs the ability
to understand their role(s), capabilities/limitations and own observations.

In the remainder of the paper, we will discuss representational structures that sup-
port a KB system with the indicated properties 1)–3). Additionally we consider an infer-
ence engine that supports the situatedness, operability and incrementality. With this in
mind, we first review the landscape of work in Sect. 2 related to IA knowledge bases.
In the following Sect. 3 we explain the main principles of the Memory Nets KB app-
roach. Then we describe an action representation using Memory Nets in Sect. 4 and
show reasoning capabilities about actions on an excerpt of an example graph.

2 Related Work

2.1 Knowledge Representation in General Domains

We commonly understand KB systems as a combination of knowledge representation
and reasoning capabilities on the knowledge. With the advent of the internet and its
huge amount of interlinked documents, it was proposed that it could be beneficial to
provide a unified access to the cross-website information stores. Therefore the Seman-
tic Web provides an augmentation of the internet by an additional semantic layer which
describes the “meaning” of sites in a standardized, human-interpretable way, and which
can be used for search and inference in a more effective way than by inspecting the doc-
ument data [4]. For this purpose, special markup languages based on the XML format
have been specified. The Resource Description Framework (RDF) is a specification for
a metadata model, as a way to describe formally and conceptually the information that
is contained in web resources, with basic capabilities to define classes, subclasses and
properties of objects. The Web Ontology Language (OWL) builds on top of the RDF
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and provides additional levels of semantics to describe ontologies of concepts [1,14].
The underlying triple structure of RDF relates two objects x, y via a predicate P , which
can be interpreted as a logical formula P (x, y). On the other hand, it could be seen as a
directed graph with x being the subject and y being the object of a statement, which is
a Semantic Net [7,28] like e.g. the WordNet [20].

Later on, the Linked Data [36] development focused on interfacing as many RDF
databases as possible and using them as a huge accessible knowledge source. This orga-
nization of knowledge changed the thinking from carefully built databases to Knowl-
edge Graphs that collect any kind of machine-readable structured data. In principle, a
Knowledge Graph can be seen as any graph-based representation of knowledge [23]. In
2012, Google introduced its “Google Knowledge Graph” that is an accumulated infor-
mation about the searches, query sessions, and clicks that searchers perform on the Web
each day [29]. Other examples of Knowledge Graphs are Freebase [5] or WikiData [33]
that are edited by the crowd. DBPedia [17] or Yago [31] extract their knowledge from
large-scale, semi-structured web bases such as Wikipedia. The target of all previously
mentioned databases is to describe general facts as well as relations of everyday facts,
also called Commonsense Knowledge, and make them globally accessible.

On the one hand, the Semantic Web facilitates the creation of domain specific
databases and shareable ontologies (formal descriptions of knowledge). On the other
hand, there are attempts to describe domain independent databases that support a seman-
tic interoperability among the domain specific ones, so-called Upper Ontologies [8].
An Upper Ontology usually differentiates between universals and individuals - which
are instances of universals located in space and time. Individuals, in turn, cannot have
instances. Upper Ontologies are philosophically motivated and try to describe basic cat-
egories and relations that are valid among ontologies. Some of the most well-known
Upper Ontologies are SUMO [24], Cyc, DOLCE, PROTON and Sowa’s ontology [30].

The mentioned standardization and interfacing efforts, together with the growing
amount of available knowledge, suggest that a KB system for IAs is increasingly getting
into reach. In the ideal case, a large amount of the knowledge that an IA needs would
already be available, providing it a jump start when exploiting it to tackle ambitious
problems. However, even if the available knowledge is machine readable, its seman-
tics are not yet fully understandable by IAs operating in real world. Nearly all of the
available ontologies have been created with a human designer in the loop, requiring
human interpretation. This applies especially to the predicates/relationships (such as
e.g. “movingTo”, “performedBy”, but also as complex as “hasLastRegisteredMove-
mentAt”) which contain implicit semantics that are not directly accessible to an IA,
and difficult to connect to daily operation in real world. In addition, even if inference
frameworks are able to operate upon the ontologies, again this is used rather as analyz-
ing tool for humans, and not for an autonomous incremental ontology extension.

2.2 Knowledge Representation for Autonomous Intelligent Agents

On the other side, for real-world operation, the robotics community is trying to make use
of the previously mentioned knowledge databases and frameworks to link conceptual
information to the physical world. The main focus here is to fill in missing information
required by a robot for executing tasks and reaching goals. Unfortunately, most of the
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knowledge bases in the semantic web were created for understanding and processing text.
Hence, even Upper Ontologies like Cyc or SUMO are not very useful from a robotics
point of view which has to connect symbols with sensations and actions [10,32].

A promising direction in bringing both worlds together is by describing objects by
their affordances [12] or linking capabilities of robots and actions to symbols [15,21].
This resulted in open robot ontologies built for executing special tasks [3,18]. Other
branches of research tackle the decomposition of real-world objects into their concep-
tual components to share situational knowledge on a more fundamental and prototypical
level [25,26,37].

Recent developments try to move together actions of IAs and language [6] at an
early stage to link observations and experience in the physical world with words. The
works show that there is a lack of coupling insights from linguistics like the semantic
meaning of words [2,27] with the actual observation from an agents points of view.
Other developments concentrate of action representation and learning. For real-world
operation, the link of a KB to the world necessarily occurs through sensing and action.
The representation and exploitation of action-related knowledge therefore seems to be
pivotal in knowledge bases for IA’s.

Nevertheless, the gained knowledge representation frameworks are rather domain-
specific and constrained in their generalization towards continuous real-world opera-
tion. The dynamic extension of an IA’s knowledge representation based on situation
analysis and a rich existing foundation of available knowledge is still an unsolved prob-
lem. The same holds for the ability of an IA to transfer knowledge to different and new
situations based on their conceptual description. To tackle these problems, we argue
that we likely need KB systems with specific properties. Some of these properties are
explained in the following sections, leading to an implementation of an action represen-
tation system which can be used to retrieve semantic information about action-related
concepts and details like capabilities, affordances, actors and tools.

3 Memory Nets

This section outlines the main guiding principles of Memory Nets representations and
the processes operating on it. There are two key principles which strongly differ from
standard KB approaches. First, Memory Nets are targeted to be open for intrinsic exten-
sion by design. This leads to an open-ended creation of new concepts and problem
solving capabilities, and as such to a larger flexibility to react dynamically and adapt
to changing situations. Second, as a consequence of the intrinsic extension, the KB can
be operated without the knowledge of an external interpreter or designer that needs to
make sense of the data.

3.1 General Design Principles

– The elementary representational substrate for Memory Nets are labeled property
graphs, i.e., graphs with defined link types and with nodes and links which can
have key-value attributes. The reason is the expressive power of graphs (e.g., an
RDF structure can be easily embedded into a graph), its natural handling in terms of
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visually discernible structures, and the point that much of the interesting information
in KBs lies in the structure of the connectivity.

– Concepts are described in the graph by prototypical patterns. A pattern is a reoc-
curring structure (in terms of graph similarity measures, i.e. arrangement of nodes
and links) with an identifiable inner part (nodes and links) and further links which
connect to other patterns and which embed the concept within a web of related con-
cepts.

– Compositionality and inheritance are used for redundancy reduction and min-
imum description length principles. The idea is to identify common structures
which can be reused as common components in different concepts, and to repre-
sent repeated occurrences of structures in a compact way.

– The graph representation should serve as a basis for different inference paradigms
on the same data or on subsets of the data, e.g. first order logic calculus, graph
similarity finding, pattern matching, activity spread algorithms, and probabilistic
reasoning.

– Graph elements (especially links) have no hidden identifier semantics. Identifier
do not provide any item-specific semantic meaning, so that concepts of the KB have
meaning without the need of a human-interpretable identifier, and can be used with-
out the knowledge of the data designer. The purpose of different types of links is
only to provide operational semantics, i.e., setting constraints on graph structures
and specifying how we can operate on them.

– Instead of using natural language identifier to connect from outside (real world)
to concepts within the graph, we use measurement patterns, which by inference
(e.g. pattern matching) have to be matched to the most likely concepts.

– Natural language labels (“utterances”) are stored in the same way as all other mea-
surable properties, contributing if desired to pattern matching and pattern finding
processes.

3.2 Requirements for Real-World Operation

– The KB is based on open world assumptions, i.e., everything we do not know is
undefined [19], which is necessary for an open-ended expandability during oper-
ation. In addition, the KB should be able to incorporate information from external
sources, like semantic web databases and services, which also rely on the open world
assumption.

– Within the KB, new concepts can be created by the system itself during opera-
tion, either by inference or by incorporation of new measurement patterns. The KB
should be capable of building new concepts based on existing ones (straightforward
examples are hierarchical or chaining compositionality); as well as building spe-
cialized or modified concepts from more general ones. This is consistent with the
assumption of no item-specific semantic information of graph element identifiers.

– The properties of concepts stored in the KB establish a link to the real world. They
should be measurable, or derived from measurable properties, and information
should be contained in the KB on how the properties are measured (e.g. about sen-
sory devices). As a consequence, there would be no completely isolated parts of the
graph with no relation to the real world.
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– The KB should be capable of operating in synchronization with a highly dynamic
real-world. This implies the support of grounding processes that allow the creation
of short-lived instances of real-world item representations, their life-time manage-
ment, keeping them in focus and updating them over time, as well as the generation
of short-lived prediction, hypothesis generation and testing. It also implies that time
plays a special role both in representational as well as in processing aspects.

– The KB should be able to empower the system to align its knowledge with knowl-
edge from humans during an interaction via the usage of natural language. Therefore
not only physical grounding but also language grounding (semantic and communica-
tive grounding) is needed.

3.3 Main Principles of Memory Nets

This section contains a description of the main operational principles of Memory Nets.
They are based on the principles of no hidden identifier semantics, measurable prop-
erties, compositionality and compact representation. We propose a minimal set of link
types which provide operational and inference semantics and on which more complex
structures are build upon. Then we explain the notion of concept patterns, specialization
and inheritance, transformation chains, and sets.

LinkTypes. In knowledge graphs, nodes and relationships in form of (source)
linktype−−−−→(target)

are often read as semantic subject – predicate – object triples where the link types play

a special role, as e. g. in (“robot”)
“knows”−−−−→(“person x”) with the link type “knows” con-

necting “robot” with “person x”. This is also the basis for triplestore databases and the
atomic data entity for the RDF data model. The link to the external world is given by the
definition of the predicates and the interpretation of their meaning by a human designer.
This turns into complex design decisions, as we can see in expressions like “The robot
can grasp the plate”, where “can – grasp” now works as a predicate between “robot” and
“plate”.

In Memory Nets, link types do not contain hidden semantics. Therefore, we use a
small set of link types which provide operational semantics and which apply to all KB
structures regardless of their content. Differently to e.g. RDF triple predicates, Memory
Net link types do not encode directly a possible relationship between a subject (the
source node) and an object (the target node), but they encode what can be done with the
source and target nodes within the graph.

Table 1 shows the basic directed link types of Memory Net and their opera-
tional meaning. They provide the framework for the elementary structures that can
be built in the Memory Net KB. More complex content semantics are created by
exploiting the basic link types. E.g., instead of introducing an “isMadeOf” link

(“Robot”)
isMadeOf−−−−−→(“Material”), we would consider a separate concept “Material” which

specializes to the concrete material “CMaterial” the object is composed of, and a cor-

responding relationship (“Robot”)
hasProp−−−−→(“CMaterial”). In parallel, one could think of

separately representing the process of making the robot out of a certain material by using
links that indicate transformation. This composition of semantic content that is often hid-
den in complex, human interpretable predicates forces a representation that is closer to
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Table 1. [9] A Memory Net KB is based on a labeled property graph structure with purely opera-
tional semantics. Therefore the meaning of concepts is given by the connectivity pattern, and the
link types have consequences for the interpretation of the connectivity pattern and for inference
processes. The labels of the link types do not convey any semantics related to the concepts stored
in the database. E.g. there are no link types with hidden semantics like “knows” or “hasColor”,
which would require an external interpretation.

Operational link semantics Forward link type Abbr. type Link properties Source/target roles

Specialization specializesTo specTo Transitive Parent/child

Transformation transformsTo transTo Transitive Starting point/result

Properties hasProperty hasProp Property holder/property

Composationality hasPart hasPart Transitive Whole/part

Set elements hasElement hasEl Set/element

Binary operator hasOperator hasOp First/second argument

Order/sequentiality hasNext hasNext Transitive Preceeding/successor

the actual processes and causal chains as they occur in the real world, and this is exactly
the target of Memory Nets.

Four link types are transitive (Table 1), i.e. meaning that if (a)
link type−−−−→(b) and

(b)
link type−−−−→(c) then it follows (a)

link type−−−−→(c). Transitivity leads to a natural ordering of the
involved nodes. In Memory Net, we have at least four dimensions for ordered ontolo-
gies: The specialization dimension (which can be used to build class taxonomies), the
transformation dimension (for transformation and causality chaining), the composition-
ality dimension (for building partonomies) and the sequential ordering dimension. All
of these provide different semantic views on concepts and coexist within the same KB
by crossing at common nodes.

Concepts as Patterns. Concept patterns are knowledge subgraphs with a number of
features, represented by characteristic nodes and links, that together describe an aspect
of the world, i.e., a concept, relevant for the IA. Single nodes contain describable, deriv-
able resp. measurable components and properties of the concept. Patterns are repre-
sented by subgraphs which start from a central node to which all other nodes are directly
or indirectly attached. This is the so-called hub node which is often taken as a proxy
for the whole concept. The semantic meaning of a concept is given by its own nodes
and links and by its contextual embedding within the graph (how is it related with other
concepts) and not by a text identifier of its hub node (however in explanatory images of
this paper text identifier are included for illustrative purposes).

A property pattern consists of a hub node with “property nodes” attached via
“hasProperty” links. Figure 1 displays an example of such a pattern for the concept
of a “Robot”. A property node has a special value attribute which contributes to a mea-
surable quantity and provides the link to the real world. Property nodes are final, in the
sense that they themselves cannot have further properties (e.g., it is not meaningful to
speak of a subproperty of “black”, however later we will explain the idea of property
specialization).
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Fig. 1. Property patterns: The simplest Memory Net concept pattern are represented by a hub node
(e.g. “Robot”) and attached properties (“Name”, “Color”, “Hight”) with values. The node iden-
tifier names (e.g. “Robot”) are indicated here for illustrative purposes only, since the semantics
of the Memory Net are purely given by the structure of the KB graph that contains the concept.
Representing properties as separate nodes rather than attributes of a single node enables a better
embedding in the graph, e.g. by specializing properties or putting them in relation with each other
via links.

From an IA point of view, every pattern that is inserted into the graph has to have
properties that make it identifiable or distinguishable from other patterns. As a result,
every inserted pattern is stateful, defined by its attached properties. This is an important
feature of Memory Nets and will be taken up again in Sect. 4.

Fig. 2. An example of a non-physical composition of a pattern by subpatterns with “hasPart”
links. Subpatterns help in the repeated usage of common modules by different patterns and enable
a compact encoding.

Concept patterns are compositional, i.e. they can be composed to form larger pat-
terns. Inversely, a concept pattern can have subpatterns, and subpatterns of subpatterns.
The subpatterns’ hub nodes are attached to the higher level concept hub node by reverse
“hasPart” links, leading to a part-of hierarchy (partonomy). The exact link designation
as “hasPart” is somewhat arbitrary and in natural language it suggests mainly physical
composition, here however it is used for arbitrary reusable subpatterns that contribute to
the identity description of the original pattern. An example of a non-physical partonomy
can be seen in Fig. 2.

In detail, a pattern is a tree-formed subgraph that starts from a hub node and which
has links of type “hasProperty”, “hasPart” and “hasElement”. The “hasPart” links form
branches. Further, links between pattern nodes can be used to express additional inter-
nal (intra-pattern) relations, and inter-pattern relations embed the concept in the KB.
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Figure 3 shows two concept patterns for a “Robot” and a “Navigation path” with parts
and properties as intra-pattern relations and with other intra- and inter-pattern relations
( ). In this case, the dotted lines represent spatial relations and ordering, expressing
that in the path one waypoint is followed by the other and that the spatial position of the
robot is close to one of the waypoints.

Fig. 3. Patterns with parts and exemplary inter- and intra-pattern relationships. In larger networks,
patterns form a dense web of interconnected concepts. The meaning of each concept is given by
its internal structure (all nodes of the tree given by outgoing “hasProperty”, “hasPart” and “hasE-
lement” links from the hub node with all additional intra-pattern relationships) and its semantic
context, which results from the connection with other patterns (indicated by yet unspecified, dot-
ted line relationships). From [9].

A concept pattern has definitory character, such that it should contain the important
features that make up a concept or that allows it to be separated from other concepts.
All other possible features that are not represented, are assumed to be unknown. One
important task is to find the best match between new/unknown and existing concept
patterns, e.g. when analyzing sensory measurements.

Specialization and Inheritance. Memory Nets can represent similar concepts in a
compact way by specialization. This denotes the operation that starts from a general
pattern and then it derives a more specialized pattern from it by addition of further fea-
tures. Concretely, it is allowed to specialize a concept by incorporation of additional
nodes attached by links of “hasProperty”, “hasPart” and “hasElement” type compat-
ible with the pattern tree structure described in the previous subsection. This results
in a more precise definitory scope of the derived concept. Further, the concept will be
applicable in more specific cases only, or, the other way round, if a specialized concept
applies to a new pattern, then also does the original concept where it was derived from.

Pattern specialization is indicated by a “specializesTo” link from the general pat-
tern hub node to the specialized pattern hub node. For a compact representation, when
specializing a concept we do not repeat all the features of the original concept. Instead,
we assume all the parent features (given by further pattern links) to be automatically
inherited. The “specializesTo” link therefore indicates that the target node should be
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read as a proxy, as if it was the equivalent to the source node. This applies to all links
from the source node with the exception of the outgoing specialization link to the target
node and incoming pattern tree links of the known types “hasProperty”, “hasPart” and
“hasElement”.

In this way, representations with short description lengths can be gained and syner-
gies can be exploited when matching unknown patterns to available concepts. Figure 4
shows a general concept pattern and its specialization. Red nodes and links indicate the
inherited features of the specialized pattern.

Fig. 4. [9] Pattern extension by specialization and inheritance. Patterns that are extensions of other
existing patterns (in the sense that they have additional properties, parts or elements resp. addi-
tional intrapattern relations) are represented via “specializesTo” links. Here, we have a general
pattern “Robot” that describes a specific robot model, and a concrete robot “Robot #1”. By “spe-
cializesTo” links, the Memory Net infers that the “Robot #1” concept is a specialization of the
concept of “Robot”, inheriting all of its pattern features, indicated by the red nodes (these are
virtual replicas that do not exist in the network, however during operation the KB treats them
as if they would exist). In addition, more specific details can be added to the specialized pattern
(e.g. the name property “Johnny”). (Color figure online)

The same principles apply to partial subpattern and property inheritance. Partial
subpattern inheritance occurs when the inheritance of features of the specialized pat-
tern applies to only some branches of the original concept pattern. Property inheritance
occurs when the property value specializes, i.e., when the property value of the special-
ized pattern is a subset of the admissible value(s) of the original pattern. A special case
is given when the value of the original pattern is undetermined, which we denote by
“{}”. In this case any value of the specialized property is a valid specialization. Prop-
erty inheritance lets you create concepts describing features that in principle can/should
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be measured and which might have a certain value range, and the specialized property
then having a concrete property value. If so we speak of specialized pattern nodes, as
opposed to inherited ones. Figure 5 shows such a pattern specialization with the dif-
ferent specialization cases. Red nodes and links indicate direct inheritance from the
general pattern which are not explicitly represented in the KB but are indicated here
for explanation. In addition, there are specialized parts and properties where concrete
values of the specialized pattern have been filled, e.g. by sensory measurements.

Fig. 5. [9] Pattern inheritance with property specialization. In this case, pattern “Robot #1” is spe-
cialized from “Robot” in 3 different variants: First, it directly inherits some of “Robot” features
which remain valid without modification (red nodes and links). Second, it specializes its concept
further by adding new features, in the case the name property with value “Johnny”. And third,
it provides concrete values to the measurable properties “Battery status” and “Position”, which
from the graph are known to be part of the parent concept “Robot”. The “specializesTo” links
between the parent and child properties indicate here that the values of the properties have been
specialized. (Color figure online)

Specialization in Memory Net can be used to construct an ontology in terms of
the classical notion of parent and child classes and instances. However, we do not
distinguish classes vs. instances, since for purely measurement-based concepts it is
impossible to establish a class vs. instance boundary1. Just imagine the concepts of
“Robot”, “My robot” and “My robot yesterday when I talked to him”. Whether “My
robot” is an instance (of the class “Robot”) or “My robot yesterday ...” is an instance
(of a class “My robot”) depends on the interpretation of the meaning of the concept
“My robot”. In standard definitions classes refer to abstract, long-lived stable constructs

1 The deeper underlying reason is the contradiction that arises in classical class/instance ontolo-
gies when class concepts are interpreted as categorical prototypes and when they are interpreted
as the set of instances that together describe a class.
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vs. instances, which are supposed to be concrete exemplars and rather short-lived. Since
Memory Net concepts ultimately all potentially originate in real-world measurements,
this problem is circumvented and the specialization ontologies do not require a class
vs. instance decision.

A specialized concept can be derived (inherited) from more than one concept. This
allows for parallel ontologies addressing different specialization aspects. For example,
consider the two disjunct concepts “robot” and “service agent”. A service robot might
combine properties of these both concepts. The corresponding multiple inheritance is
illustrated in Fig. 6 where it is shown that the pattern which represents the more special-
ized concept of a service robot inherits from both concepts “robot” and “service agent”,
directly inheriting or specializing their respective properties.

Fig. 6. Multiple inheritance for pattern specialization. Specialized concepts can inherit from sev-
eral other concepts, which allows for the combination of properties from different specialization
ontologies. In this example, a “service robot” concept inherits properties from both the “robot”
and the “service agent” concepts, which is represented explicitly using the “specializesTo” links
and the introduced inheritance capabilities of Memory Nets. Since the specialization links can
always be used to trace properties back to their parents, it can e.g. be inferred that a given service
robot has a camera due to its robot function and provides a service because it is also acting as a
service agent.

Sets of Patterns. A special structure in Memory Nets is a Set structure. A Set is a group
of objects with similar characteristics or that belong together. Linguistically, when we
speak of certain categories or classes of objects, we implicitly and ambiguously do not
refer to the category only, but also to the set of objects that form the category.

Additionally, there are concepts which explicitly mention the set characteristics of
a concept. This is the case e.g. for “fleet”, which is a group of ships that sail together,
engage in the same activity, or are under the same ownership - i.e., they are grouped to
one thing, and it does not really matter why.

To be able to represent sets, we use the “hasElement” links. Any node with patterns
attached to it with outgoing “hasElement” links, has the characteristics of a set. Hence,
one can query set-related information from it, like its number of elements. Figure 7
shows the example of a concept pattern for a concrete “Commercial fleet”, with its
owner and its single ships as elements that add to the group of ships.
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Fig. 7. [9] A set is a group of objects that belong together. Nodes with outgoing “hasElement”
links acquire the role of a set. This example represents the concept of a fleet as a set of ships, with
additional properties like its owner.

The interesting point is that whereas for the case of a concrete fleet with concrete
ships this works, it is not yet sufficient for the definition of a concept of an abstract
fleet, where we do not know the concrete ships yet. In this case there are no elements
that define the set-based concept. However, it is important that a fleet contains ships or
vehicles, but not other things like e.g. animals, so the types of elements are a character-
istic for the set-based concept representation. Conveniently, we can use the introduced
specialization and inheritance properties from Memory Nets together with element pro-
totypes for that purpose: If we represent the ships in a compact way by specializing them

Fig. 8. [9] The fleet concept, this time with a compact representation using ship prototypes. The
single ships in the set do not define what a fleet is, but the prototypes do (it is relevant that the
elements of the fleet are ships and not, say, animals). In this example we have one prototype but
there can be several in a set-based concept, and they can even build specialization hierarchies.
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from some common prototypes (there can be several of them, without limitation), then
the prototypes are definitory parts of the fleet concept representation. This is shown
in Fig. 8, and we can easily see how the “Commercial fleet” concept representation
remains valid even if there are no ship elements in the fleet at all.

Transformation Chains. Assume a Memory Net containing items and events regis-
tered from the current environment. Over time there are constantly new measurements
collected by the system which have to be interpreted in relation to the existing KB struc-
ture. Many measurements have a particular property: They are updates of the “same”
concept (e.g. describing a real-world object) already registered previously in memory.
Processes and structures supporting concept persistence are therefore important.

For the purpose of representing concept changes, the link type “transformsTo” is
used, which connects two properties or two concept patterns. It expresses that a stored
concept undergoes a change to another concept, and it can be used to express concept
persistence but also concept transformation. Figure 9 shows an example of the concept
for the “Robot #1” measurement before and after charging its battery. The “transform-
sTo” links indicate that the pattern with some features (in this case the battery status
property) are being transformed.

Fig. 9. [9] Transformation from one concept pattern to another using the “transformsTo” type
links. In this example, concepts of the robot before and after charging are connected by “trans-
formsTo” links which indicate that the pattern transformation involves the change in its battery
status from any ({}) to >90%.

Since the transformation usually only applies to a few features of a pattern, the
“transformsTo” link can be used in combination with the previously introduced “spe-
cializesTo” link to inherit most of the source pattern features to avoid representation
redundancy. In addition, if certain transformations occur repeatedly or should be explic-
itly represented, a transformation pattern can be created. Figure 10 shows such a
transformation pattern for the robot example. This can be repeated to gain transforma-
tion chains and concatenated transformation patterns, and is an important step towards
representing actions and action sequences in an Intelligent Agents’ Knowledge Base.

Action Patterns. Since intelligent agents based on an expandable Memory Net knowl-
edge representation are envisaged to always use and update their knowledge by oper-
ating in and interacting with the world, the capability to properly represent actions is
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Fig. 10. [9] The two patterns from Fig. 9 linked by “transformsTo” relations combined into a
prototypical transformation pattern that represents the overall transformation in a way that is
accessible and reusable within the KB.

of crucial importance. Knowledge about actions allow an IA to understand processes,
situational contexts and intentions of actors, as well as to infer about what can be done,
by whom, on which objects, with which tools and performing which steps. Action rep-
resentation is also the basis for all the own purposeful behavior planning and execution
of an IA, as well as for making sense of the behaviors of others.

Action patterns in Memory Nets arise from a combination of standard property
patterns and transformation patterns. In essence, they conceptualize that, similarly to
transformation patterns, an action usually has conditions that have to apply at its start,
represented by a property pattern of objects and properties or states before the action,
and a specific outcome, represented by a property pattern of objects and properties or
states after the action has happened. In addition, an actor property pattern and optionally
involved tools would also be part of an action pattern. The prototypical action pattern
from which specialized action patterns can be derived is shown in Fig. 11. An action
pattern is composed of (attached via “hasPart” links) two property patterns representing
the state of a part of the world before (“Thing Before”) and after (“Thing After”) the
action, an involved “Actor” pattern specifying who is causing the action and eventually
a “Tool” used for the action.

We can see from Fig. 11, that action patterns combine objects, actors, tools and their
states in an intertwined way. Furthermore, the different components allow an attachment
of dedicated sensing and acting effectors, which is necessary for grounding the respec-
tive actions in measured world states, e.g. to infer if an action could be applied or has
already been executed.

Using inheritance and specialization, action ontologies can now be build. For exam-
ple, a general “Locking” action would involve a human as actor, and correspondingly a
“Locking Tool”, and the “Thing Before” would be an unlocked object and the “Thing
After” the same object, but locked. This would specialize further e.g. into a “Locking
Door” action, with a key as locking tool and the thing before would be the unlocked
door and afterwards, the door would be locked.



Action Representation for Intelligent Agents using Memory Nets 275

Fig. 11. An Action Pattern, composed of its basic subpatterns. An action pattern serves to rep-
resent that something like an object gets transformed from one state (property pattern “Thing
Before”) into something else (property pattern “Thing After”) by involvement of an “Action
Actor” that executes the action and eventually an “Action Tool”. Action patterns specialize by
specialization of any of its subpatterns, e.g. involving specific actors, tools, objects, or object
state conditions, forming action hierarchies and sequences.

Furthermore, action patterns can be used in the context of other patterns, e.g. similar
to transformation chains concatenating them to describe action sequences, and compos-
ing them to build action complexes involving subactions.

All subpatterns that are part of action patterns, i.e., objects, tools and actors, act
as proxy nodes. This means that they contribute their specific role, however they are
usually derived from other existing patterns that pick up that role by specialization.
This is illustrated in Fig. 12, where a robot pattern contributes to the action “Cutting”,
acquiring the role as “Cutting Actor” (in addition of being a robot). In the same way, the
bread pattern undergoes a change and transforms from the uncut state into the cut state
in the role of “Thing Before” and “Thing After”. The concept that a pattern acquires
a certain role through specialization allows it to propagate its specific properties like
e.g.. utterances to the corresponding action nodes. In the example of Fig. 12, the node
“Uncut Thing” would then have access to its own utterances (e.g. “uncut”) but also
to the utterances of the robot. In the same way, the cutting tool would have access to
additional states and utterances of the “Bread Knife”.

Figure 12 shows a concrete action pattern, in this case cutting. It was specialized
from the general action pattern (i.e., the “Cutting Action” is an “Action”, and its “Cut-
ting Actor” is an “Action Actor”, etc.). Connections to external nodes provide details
on who is the cutting actor, the manipulated object and the cutting tool. For example,
“Cutting Tool” is specialized from “Bread Knife” from an object hierarchy and from
“Action Tool” from the action hierarchy, meaning that this specific cutting tool will
have all properties of a bread knife as well as of a general action tool.
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Fig. 12. A concrete action pattern embedded into the Memory Net. The “Cutting Action” is a
specialization of the general action pattern, and the concepts “Robot”, “Bread” and “Cutting
Tool” are attached to it, functioning in the role of the “Action Actor”, the object that is acted upon
(“Thing Before” and “Thing After”) and the “Action Tool”.

4 Memory Nets for Action Representation

A major target of Memory Nets is to provide a representation from an acting IA point of
view which links abstract database knowledge and natural language to measurements
from the physical world. A tight coupling of both worlds through grounding and expe-
riencing is an essential step for IAs to draw intelligent conclusion while interacting in
their environment. This view is motivated by well known efforts of philosophers like
Plato or Kant [34] to see human thinking as an interplay between opposing concepts
like knowledge and experience. Motivated by this idea, we focus on a representation
that essentially connects subjects with objects by means of actions.

In the following, we introduce an action representation that combines the principles
of Memory Nets which have been explained in the previous chapters. Figure 13 shows
the basic structure of the representation, divided into four main categories. The highest
pattern, that is the basis for all patterns in the representation is the “Stateful Thing”. It
supports the idea of Memory Nets that every pattern inserted in the graph is identifiable
by its structure of measurable properties or sub-patterns and not by hidden identifiers
(cf. Sects. 3.1 and 3.3).
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4.1 Main Taxonomic Domains of Action Representation

The main domains in our concept representation are subjects, actions, objects and state
determined categories, as depicted in Fig. 13. This separation is driven by drawing a
main distinction between the agents capable of performing actions (subjects) and the
things that actions are applied on (objects). Within each domain, specialization hierar-
chies of property patterns form taxonomies of subject and object concepts. The property
patterns from the subjects and objects domain are connected via action concepts from
the action domain, with the actions describing the transformation of the object in form
of its changing properties. As mentioned in Sect. 3.3, subjects and objects specialize to
proxy nodes attached to an action pattern. This allows to contribute specific properties
to the pattern. By the specialization, subjects and objects then take part in the action
in terms of specific roles. A specific object can then be in the role of the object that is
manipulated by means of an action as “Thing Before” and “Thing After”. Optionally,
an object can also be in the role of a tool if it is used for manipulating an object that
participates in the same action.

The attribution of roles to everyday objects for the representation of an action resem-
bles the idea of verb semantics as known from linguistics, e.g. discussed in [2]. In verb
semantics, words acquire a semantic role in the context of an action.

The remaining concept domain shown in Fig. 13 is that of state determined cate-
gories. These are categories of things that are determined by measurable states, like

Fig. 13. Memory Nets with their main taxonomic concept domains for action representation.
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e.g. the category of all red things, of all locked doors, or of all things that are eat-
able. These concepts have a close connection to the “Thing Before” and “Thing After”
concepts from actions, since actions describe state transformations and therefore, trans-
formations of the state determined categories of the objects involved in an action. For
example, a bottle could be in a state “open” or “closed” depending on its properties that
have been observed in the physical world, thus belonging to the category of open or
closed things. The opening action would be specified as transforming the bottle from
the category of open things to the category of closed things, involving these categories
by specialization, i.e., the unmanipulated object of the opening bottle action concept
would inherit from the concepts “Thing Before” (action domain), “Closed thing” (state-
ful thing domain), and “Bottle” (object domain), whereas the object after the action
would inherit from the concepts “Thing After”, “Open thing” and “Bottle”. Comparing
again state determined categories with linguistics, they reflect the descriptive part just
like adjectives in natural language. In this sense important parts of speech like verbs,
nouns and adjectives are reflected in segregated taxonomies in the concept domains of
action, subjects/objects and state determined categories.

Fig. 14. Action Hierarchy with query paths. A Memory Net with a taxonomy of action patterns
where the specific actions are embedded within the concepts of the other domains (“Objects” and
“Subjects” indicated by the boxes). Queries for searching actions, agents, tools, and objects are
formulated as graph matching tasks. The red links indicate the findings for the query which agent
can open a bottle, returning “Robot #1”, “Robot” and “Agent” as a ranked list of answers. Blue
links indicate queries related to objects and tools. (Color figure online)
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4.2 Inference Using Pattern Matching

To demonstrate the reasoning capabilities on the action representation, we use a Mem-
ory Net graph snapshot as shown in Fig. 14. The main concept domains that have been
explained in the previous chapter are shown as boxes. In the center, a subject hierarchy
is shown, starting from a general robot down to a robot instance “Robot #1”. The robot
participates as actor in two actions, one to the left for opening and one to the right for
cutting. The outer boxes show hierarchies of concepts describing objects that participate
in actions, like “Bread”, “Knife” or “Bottle”.

For the exploitation of action knowledge, we are interested in questions related to
action properties and roles. For example, we might ask if a specific agent is able to
perform a specific operation, which tool can be used, in combination with which object,
and so on. For support of behavior planning, we may want to know which actions a
certain robot can do (capabilities), or which actions can be applied to transform an
object (affordances).

We implemented the node and link representation as well as the Memory Net fea-
tures from Sect. 3.3 on top of a graph database (Neo4j, [22]), including pattern creation,
pattern specialization and pattern query functions. Many reasoning and inference pro-
cesses, especially those involving transitive link properties, resolve into explicit sub-
graph matching operations, i.e., specifying characteristic subgraph patterns and query-
ing the database for all matches of these patterns. The query subgraphs can be easi-
est expressed in a text-type notation as follows. In query subgraphs, known nodes are
accessed via round brackets and its properties (e.g. (“Agent”)), query/unknown nodes

via an additional variable (a?“Agent”), links via arrows (e.g.
hasProp−−−−→), repeated links via

arrows with ∗ (e.g.
specTo∗−−−−→). Inheritance dependency is expressed in short via “::”, so

that a (n::“Thing Before”) is a node n that has been specialized from the general “Thing
Before” concept from the abstract action pattern.

Now we can explore the relational context of a concept in many different ways.
For example, if we want to find which actions involve a bottle as manipulated object,

the corresponding query pattern results in (“Bottle”::“Object”)
specTo∗−−−−→(tb?::“Thing

Before”)
hasPart←−−−−(a?::“Action”). In other words, we follow the path of the object “Bot-

tle” playing a role of a “Thing Before” in any action a which modifies the state of the
bottle.

Expanding the example a bit further, we can also search in the graph for any
subject that is involved in opening a bottle. This means that we start with the con-
cepts “Bottle” and “Opening Action” and expand our query pattern from there (“Bot-

tle”)
specTo∗−−−−→(tb?::“Thing Before”)

hasPart←−−−−(a?::“Opening Action”)
hasPart−−−−→(n?::“Action

Actor”)
specTo∗←−−−−(s?::“Agent”). The returned nodes in the s variable are then all possible

subjects that are specializations of the general “Agent” which semantically connect to
the opening bottle action, e.g. the specialization chain “Agent”, “Robot” and “Robot
#1”. These have a hierarchical order, and introducing path lengths for a ranking, we
find “Robot #1” would be the closest and most specific answer, followed by “Robot”
and finally “Agent”.

Instead of asking for agents involved in actions, we could also query for tools
like for example shown by the blue path in Fig. 14. Assuming we have again identi-
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fied the blue highlighted nodes “Bread #1” and “Cutting Bread Action”, the answers

for an appropriate tool can be found by (“Bread #1”)
specTo∗−−−−→(tb?::“Thing Before”)

hasPart←−−−−(a?::“Cutting Action”)
hasPart−−−−→(at?::“Action Tool”)

specTo∗←−−−−(t?::“Object”). The
query is basically of the same structure as in the previous example, with the only dif-
ference that the final node (tool) follows a different path which starts specializing from
“Object” and connects to the specific action tool node at. With ranking the answers, we
then get as result “Bread Knife #8”, “Bread Knife” and “Knife”.

With the Memory Net structure and the graph-based implementation, the complex-
ity of queries and answers can now be scaled in a straightforward way to different spe-
cialization and detail levels of abstract and concrete actions, while retaining a consistent
structure.

5 Conclusion

We proposed Memory Nets, a new knowledge representation for IAs that encodes
semantics in a graph structure without making use of natural language identifiers that
require human interpretation. Memory Nets are defined by a minimal set of link types
embedded in patterns with their supporting properties. Such granularity leads to opera-
tional semantics and a strong connectedness between nodes - which is the great strength
of graphs.

A key component of Memory Nets is the central representation of an IA and its con-
nection through different levels, starting from its own concept, through its capabilities
and measurements up to observed patterns and properties. This representation allows
for a contextual embedding of a situation an IA is currently in and its operability. An
additional important feature is incrementality, that is enabled by possible abstraction
from observations or linking of external knowledge sources.

Memory Nets also allow to build action representations where tools, objects and
actors play a specific role in the context of an action. We showed how to navigate in
a sample graph and retrieve different contextual action related information by pattern
matching approaches. We think that the combination of encoding semantics in roles
with an operationally driven representation and the ability to enrich the database with
measurements and observations is an important step towards an IA that is able to explore
its environment and to draw conclusions about the observed.

Future directions of our research are on one hand the enrichment of the knowl-
edge base by accessing common sense information from external databases and using
a robot to collect measurements from its environment, as we already outlined in [9].
On the other hand, we focus on using the inference capabilities described in Sect. 4.2
in combination with natural language understanding to retrieve and insert information
through speech.
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33. Vrandecic, D., Krötzsch, M.: Wikidata: a free collaborative knowledge base. Commun. ACM
57, 78–85 (2014). http://cacm.acm.org/magazines/2014/10/178785-wikidata/fulltext

34. White, D.: Kant on Plato and the metaphysics of purpose. Hist. Philos. Q. 10(1), 67–82
(1993)

35. Wikipedia: Intelligent agent – Wikipedia, the free encyclopedia (2019). https://en.wikipedia.
org/wiki/Intelligent agent#CITEREFKasabov1998. Accessed 23 Apr 2019

36. Wood, D., Zaidman, M., Ruth, L., Hausenblas, M.: Linked Data: Structured Data on the Web,
1st edn. Manning Publications, New York (2014)

37. Wyatt, J.L., et al.: Self-understanding and self-extension: a systems and representational app-
roach. IEEE Trans. Auton. Ment. Dev. 2(4), 282–303 (2010)

https://neo4j.com/product/
https://doi.org/10.1007/978-3-642-04667-4_13
http://googleblog.blogspot.co.uk/2012/05/introducing-knowledge-graph-things-not.html
http://googleblog.blogspot.co.uk/2012/05/introducing-knowledge-graph-things-not.html
https://doi.org/10.1145/1242572.1242667
https://doi.org/10.1109/MRA.2011.940993
http://cacm.acm.org/magazines/2014/10/178785-wikidata/fulltext
https://en.wikipedia.org/wiki/Intelligent_agent#CITEREFKasabov1998
https://en.wikipedia.org/wiki/Intelligent_agent#CITEREFKasabov1998


Ontological Integration of Semantics
and Domain Knowledge in Hardware

and Software Co-simulation of the Smart Grid
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Abstract. The transition of the power system to more decentralized power plants
and intelligent devices in a smart grid leads to a significant rise in complexity.
For holistic and integrated designing and testing of new technologies before their
implementation in the field co-simulation is an important approach. It allows to
couple diverse software simulation components from different domains for pro-
totyping, but also to couple hardware devices in other testing approaches such
as Hardware-in-the-Loop (HIL) and remote laboratory coupling, which enable
more complete, realistic, and reproducible validation testing. In the planning and
evaluation of co-simulation scenarios, experts from different domains have to
collaborate. To assist the stakeholder in this process, we propose to integrate on
the one hand semantics of simulation components, their exchanged data and on
the other hand domain knowledge in the planning, execution, and evaluation of
interdisciplinary co-simulation based on ontologies. This approach aims to allow
the high-level planning of simulation and the seamless integration of its infor-
mation to simulation scenario specification, execution and evaluation. Thus, our
approach intents to improve the usability of large-scale interdisciplinary hardware
and software co-simulation scenarios.

Keywords: Co-simulation · Energy scenarios · Hardware in the Loop (HIL) ·
Information model · Ontology · Simulation · Simulation planning · Smart grid

1 Introduction

The intended transition from fossil to renewable energies in the power system poses
many new challenges. New technologies have to be developed to deal with fluctuating
energy resources and available flexibilities. Additionally, the dependencies between dif-
ferent domains become more and more important and the power system can be consid-
ered neither detached from the ICT system nor ecological, economic, or sociotechnical
systems. To handle this complexity in the development of new technologies simulation
is an important approach. Especially, co-simulation is used to couple diverse simulation
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components, which is beneficial because in different domains usually specific software,
programming languages, and paradigms are used. The coupling allows to reuse exist-
ing simulation components without the need for reimplementation and allows to use
sophisticated models of the different domains.

While software-based modeling and simulation can be used for testing first proto-
types or doing large-scale scenarios, Hardware-in-the-Loop (HIL) and hardware labo-
ratory testing approaches can be used as simulation approaches for more realistic and
detailed testing. HIL is an experimental method in which a Hardware under Test (HUT)
is coupled with a real-time simulation to be tested under realistic conditions. HIL sup-
ports throughout study of dynamic operation of the HUT under realistic conditions [10].
Accordingly, it will entail coupling of different testbed contexts.

Commonly, a simulation expert works together with the experts of the different
simulation components in the planning of a co-simulation. This collaboration of sim-
ulation and domain experts can be a complex task, because they have to understand
at least partly the other domains. For example, in the discussion the used terminology
can be unclear, because the same terms may be used for different concepts. Therefore,
it would be beneficial for the development of energy scenarios and hardware tests to
directly integrate or reference external domain knowledge.

Co-simulation scenarios, which describe an executable co-simulation, are typically
developed manually by the simulation expert. Central elements of this process are
the parameters, dependencies, and data flows of simulation components. An increas-
ing number of simulation components makes the planning more complex and error-
prone, when done manually. Therefore, it is essential for the planning of complex co-
simulation scenarios to get assistance in this process, e.g. in getting recommendations
of suitable simulation components.

Co-simulation is often not used as standalone tool, but is integrated in, e.g., energy
scenarios or hardware experiments adding even more complexity. Energy scenarios
are used to describe possible future developments of the energy system [9]. Typically,
the future states are defined, tested with simulation and evaluated afterward. For co-
simulation with integration of hardware devices the focus is more on the development
of new technologies and using HIL or laboratory testing for testing a complex system
with reduced time and cost investment compared to field tests. For both, a clear defini-
tion of the parametrization, data flows, and results is crucial.

Our approach introduces ontological representations of domain knowledge in hard-
ware and software co-simulation of the smart grid to address the described problems.
Additionally, it uses Semantic Web technologies to structure the process of planning,
execution, and evaluation of co-simulation. A first version of this approach was already
published in the conference proceedings with the focus on software co-simulation [21].
This extended version will also describe the integration of hardware devices in co-
simulation.

The first version has been developed in the project NEDS, which consists of an
interdisciplinary consortium from the domains of business administration, computer
science, economics, electrical engineering, and psychology. In the project a process for
the integrated development of energy scenarios, their simulation, and the evaluation
of their sustainability has been developed [23] and executed for a future scenario of
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the German federal state Lower Saxony. The approach was than extended to allow the
integration of hardware components in the planning of a co-simulation scenario. In this
context, our proposed ontology-based approach offers the following benefits:

Firstly, it enables the integration of knowledge from external ontologies. This allows
reuse of existing ontologies from different domains and integrate definitions of used
terms. Thus, the terminology used in a co-simulation project can be made clear and
transparent.

Secondly, it allows to describe the semantics of data in several steps of co-
simulation: The parametrization of simulation models, the exchange of data between
simulation models, and the results of simulation. All of these different kinds of data can
be semantically annotated to make the interpretation less error-prone.

Thirdly, Semantic Web technologies like RDF, OWL, and SPARQL offer a well-
known and widespread structure for knowledge representation and querying. Their
usage permits the utilization of manifold available tools and techniques. Especially, the
querying based on the ontological description of dependencies and data flows assists
the planning of simulation scenarios and enables the simulation expert on the one hand
to check high-level scenarios for completeness and missing models or evaluation func-
tions and on the other hand to validate simulation scenarios.

The remainder of this article is structured as follows: Section 2 gives an overview
of the foundations and related work. Section 3 describes the proposed approach, gives
some examples, and describes the evaluation of the approach in a field study. A conclu-
sion is given in Sect. 4.

2 Foundations and Related Work

In this section, we will give an overview of related work using co-simulation and ontolo-
gies in the energy domain (see Sect. 2.1) and introduce our previous work of a process
for the planning and evaluation of energy scenarios with an information model and a
catalog of components for co-simulation (see Sect. 2.2). Also the aspects of HIL and
laboratory testing (see Sect. 2.3) and the Holistic Testing Description (HTD) for the
structured development of a experiment (see Sect. 2.4) are described.

2.1 Co-simulation and Ontologies in Energy Domain

As stated in the introduction, the power system is becoming more complex, because
multiple domains have to be considered. An approach for handling this issue is
software-based co-simulation, which is defined as “an approach for the joint simu-
lation of models developed with different tools (tool coupling) where each tool treats
one part of a modular coupled problem” [2, p.1].

In energy domain, many different smart grid co-simulation frameworks exist, which
are developed for different use cases. For example, the usage of real-time and co-
simulators for the development of power system monitoring control and protection
applications [18], the coupling with power flow simulators [12], the integration of power
system and communication networks [14], or a holistic view on the power system [23].
Schloegl et al. [20] suggest a typification for the available co-simulation frameworks
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and [33] compare many of them. However, Palensky et al. [17] state that challenges in
co-simulation are still massive, which is caused among other things by often missing
software interoperability in the modeling.

Although ontologies would offer many benefits for interoperability, the utilization
in co-simulation approaches is not common with two exceptions: [28] describe an app-
roach for co-simulation with integration of ontologies for the interoperability between
different electricity market multi-agent simulation platforms, which is called TOOCC
(Tools Configuration Center). But the focus of this approach seems to be mainly on
energy markets and building energy management and the data structure of messages
between simulation models. Another approach is CODES (Composable Discrete-Event
scalable Simulation), described by [29]. It contains the COSMO ontology, which sup-
ports the classification of components to allow component discovery and reuse with a
model repository, but it is limited to discrete-event simulation. As our focus is more
on the high-level scenario planning, the integration of external domain knowledge,
and the usability, our approach aims to be integrated in the established open-source
co-simulation framework mosaik1 [25]. It is focused on providing high usability and
flexibility to enable interdisciplinary teams to develop co-simulation scenarios. For the
coupling of simulation models mosaik provides an API, which is available in several
programming languages and can also be accessed via network packages.

2.2 Process for Assisted Simulation Planning of Co-simulation

In previous work we have introduced the “Process for Integrated Development and
Evaluation of Energy Scenarios” (PDES) and an information model for the high-level
planning of co-simulation in the context of energy scenarios [3]. The PDES describes
an integrated process for the sustainability evaluation of future scenarios based on liter-
ature review and co-simulation. The first step of the PDES is the development of qual-
itative future scenarios, which describe thinkable future states of the power system –
the energy scenarios. Afterwards, these qualitative assumptions are quantified and used
as input for simulation. The last step is the evaluation of the simulation results based
on multi-criteria decision making. The evaluation function for the PDES is sustainabil-
ity, but also other evaluation functions could be defined in the information model. The
information model links future scenarios and simulation scenarios to the sustainability
evaluation as shown in Fig. 1. On the left-hand side the domains of interest are modeled
and described by attributes, which can be defined based on either future scenarios or
simulation. On the right-hand side sustainability is defined as evaluation function and
subdivided in facets and criteria. The connection between the two sides is established
through transformation functions from attributes to the sustainability criteria. The infor-
mation model aims to support the information exchange in the PDES. It describes a
structure for modeling scenarios and assists the users in the process.

Based on the information model, a process for the planning of co-simulation has
been developed and published [22], which is shown in Fig. 2. In this planning of co-
simulation, simulation components have to be found, which can provide the results
defined in the information model. For this, a catalog of co-simulation components was

1 https://mosaik.offis.de.

https://mosaik.offis.de
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Fig. 1. Structure of the PDES information model [23].

developed to give an overview of the available components. The interfaces of the sim-
ulation models are described in the catalog based on the Functional Mockup Interface
(FMI) standard, which has been developed to allow the coupling of different simulation
models in industrial and scientific projects [4]. A substantial part of FMI is the defini-
tion of variables, which define the inputs and outputs of simulation components [15].
Each variable can be described by seven attributes in FMI. For example, the attribute
causality can have values like input, output, parameter, or calculatedParameter or the
attribute variability characterizes time instants when a variable can change its value and
can have values like constant, fixed, discrete, or continuous.

Fig. 2. Overview of the approach for ontological integration of domain knowledge in energy
scenario simulation.

2.3 HIL and Laboratory Testing

The design and validation of a new smart grid technologies require the integration of
several domains. Co-Simulation, as explained so far, allows to couple different simula-
tion components and environments, taking different depths into account. However, after
a software-based co-simulation, for the integration of hardware it is needed to perform
more detailed tests. Usually, before a laboratory test or a field test implementation, HIL
tests are used to evaluate the integration on a system level, addressing all relevant test
domains [26].
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In the HIL approach, a real hardware setup for a domain (or part of a domain)
is coupled with a software simulation tool to allow testing of hardware components
under realistic conditions. The execution of the simulator in that case requires strictly
small time steps in accordance to the real-time constraints of the physical target [16].
The real time constraints can be achieved by real-time simulation, which can be done
by automatically generating the simulation code for the developed equipment from a
computer model. This code can be deployed to a special real-time prototyping computer
that can run the code and emulate the operation of the design object [34]. The HIL setup
will usually then contain the device under test in an environment in which all inputs and
outputs can be controlled and the behavior at the points of interface is emulated as in
real time simulator [8].

In contrast with the other methods, which involve some software simulation tools,
laboratory tests are used as a validation approach when the object under test has a higher
degree of maturity [27]. It requires the proper facility selection (structure or laboratory
setup), that allows the tester to evaluate the proper grid configuration.

In OFFIS institute the Smart Energy Simulation and Automation (SESALab) was
built to implement pure hardware experiments as well as HIL setups with the integration
of software components [5].

2.4 HTD

To manage the complexity of developing a co-simulation, an appropriate testing method
is of high importance to reduce the gap between formulating test specification with
regard to the different domains (electrical, ICT, and control) and evaluation of the test
accordingly. By this, we come to the definition of Holistic Testing which is accord-
ing to [32] “the process and methodology for evaluation of a concrete function, sys-
tem or component within its relevant operational context with reference to a given
test objective.” The Europe-wide project ERIGrid proposed a methodology that plans
experiments to account for multi-disciplinary systems and varied experimental plat-
forms, nonetheless improving reproducibility of experiment results. This method is
called Holistic Testing Description (HTD) and described in [10]. The template-based
approach consists of three main documents that separate the test objective from the
testbed. Each document has a level of abstraction and correspondingly resembles a sys-
tem configuration (SC). These documents are as follows [34]:

Test Case (TC). The starting point of HTD procedure is filling the test case document.
The inputs to this document is the Generic System Configuration (GSC), which
describes the system boundary in which the Object under Investigation (OuI) lies, a
list of use cases that could be realized by this test object, and finally the test objective.

Test Specification (TS). After identifying the GSC and the OuI, the test specification
template is of help in identifying the concrete Specific System Configuration (SSC)
which is more granular in respect of equipment cardinality and specific connections.

Experiment Specification (ES). The final stage is to map the testing requirement and
the system configuration to a testbed or collection of testbeds in an integrated exper-
iment, describing the testbed configuration as Experiment System Configuration
(ESC).
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The mapping procedure that realizes the test description on a testbed can be semi-
automated as suggested by [10]. They Propose two concepts: A web-based open access
database that provides information about test labs or co-simulation software plus its
component constituents, and a guideline that gives structured advice for the usage of the
database for selecting appropriate test environment and test component. The database
will give information on the available testbed components and their connection possi-
bilities. The guideline describes a two-stage process for deriving an experiment imple-
mentation from a given test specification. During the process the practitioners are asked
to assess the degree of precision to which the experimental setup needs to replicate var-
ious aspects of the test specification (e.g., grid topology, communication system, static
and dynamic parameters), by examining each aspect (component or sub-system) of the
test system and assigning one of four different precision levels to it:

Precise. The respective component has to be matched 1:1 (real hardware).
Equivalent. The respective component has to be matched equivalently in a dedicated

software simulation tool (e.g., Grid topology modelled in PowerFactory).
Nominal. The respective component can be matched in a software based manner with

some deviations.
Irrelevant: The respective system aspect does not influence the test objective and

results.

The result of the assessment phase is pairing each system aspect with a precision cate-
gory. After the assessment table is established, it can be used to communicate the fixed
implementation requirements of a test and to prioritize the rest of the system proper-
ties. These constraints, together with the prioritization, enable an iterative search of the
database. As mentioned above, the method of HTD is a template based documenta-
tion of a test and its realization, which in our case not practical enough to produce an
automated procedure for testing. Nevertheless, the method and its related concepts such
as component assessment is used as guideline for the assisted software and hardware
simulation planning.

3 Approach

Our approach for the ontological integration of domain knowledge in co-simulation
is based on the information model and component catalog summarized in Sect 2.2. In
previous papers, first ideas of this approach were described [3,22,23], which will be
detailed in the following regarding the ontological integration and new ideas of inte-
grating hardware simulation and more catalogs.

The information model of the PDES aims to assist the collaboration of a simula-
tion expert and domain experts, which provide components for co-simulation. It can be
assumed that the simulation expert is a software expert familiar with the co-simulation
framework and several programming languages and simulation tools, but has only lim-
ited knowledge about all domains included in simulation. The domain experts may
also be software experts, especially, if they provide simulation components. But they
could also have no background in computer science or software development. There-
fore, an important requirement for our approach is to facilitate the participation of
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domain experts in the modeling without previous knowledge of Semantic Web tech-
nologies. Thus, a semantic diagram in form of a mind map is used for modeling the
PDES information model (see high level scenario definition in Fig. 2). This allows to
start the planning of scenarios with brainstorming in the project team and bringing the
information step by step in the correct structure. Objects in the mind map can also
be annotated directly with additional information. For example, references to external
ontologies (see Sect. 3.1), or the context of the future scenarios can be annotated.

The map has to comply to the structure of the information model shown in Fig. 1
in the end. Other methods for knowledge modeling with the graph-based structure of
concept maps also exist, as for example Simon-Cuevas et al. [24] describe it. We argue
that a tree-based mind map is sufficient for the described use case and the superior
flexibility of a graph-based concept map would distract the users.

For the ontological representation of the modeled information, a base ontology rep-
resenting the information model structure has been developed (see Sect. 3.2). The mind
map tool XMind2 was used and extended with a plug-in to instantiate the information
model ontology. Therefore, the scenario can be modeled inside the mind map and be
transformed to RDF (see instantiated information model in Fig. 2).

To build an executable co-simulation scenario based on this, information about the
available simulation components is needed. In Sect. 2.4 a open access database was
described, which is part of the HTD. But as the database tries to cover many differ-
ent types of labs the complexity is high. Heussen et al. [10] also mention, that many
institutions don’t want to have all information about their labs publicly available and
implement internal solutions. For our approach, the focus is on relevant data for the
specific use cases for mosaik and SESALab, which should be aligned with the HTD
database to provide the possibility to integrate it in the database. Thus, catalogs for soft-
ware components [22] and hardware components for co-simulation and a catalog for the
experiments have been implemented. The implementation has been done in a Semantic
MediaWiki (SMW) [11] based on templates. It was used to facilitate the participation
of users without experience in Semantic Web technologies. With the page forms exten-
sion3 based on the defined templates intuitive usable forms have been defined. These
forms can be used as a questionnaire to add new components to the catalogs.

The SMW also allows to import vocabularies from external ontologies and to export
the content to RDF or to use directly a triplet store as database. Thus, the catalog can
directly be integrated in the instantiated ontology of the information model and the user
can be assisted in finding the suitable simulation models for his purpose. Some exam-
ple queries showing this assistance are shown in Sect. 3.3. For the integration of the
approach in co-simulation a prototype for the framework mosaik has been developed. It
allows to use the information from the information model and the component catalog to
assist the simulation expert in the development and validation of executable simulation
scenarios. Finally, the integration in data management is shortly described in Sect. 3.4
and the evaluation of the approach in Sect. 3.5.

2 https://www.xmind.net/.
3 https://www.mediawiki.org/wiki/Extension:Page Forms.

https://www.xmind.net/
https://www.mediawiki.org/wiki/Extension:Page_Forms
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3.1 Referencing External Ontologies

The ontological modeling allows to reference existing external ontologies in different
manners. Exemplary ontologies for the following relevant use cases are described in this
section. On the one hand, the objects of interest for the simulation (domain objects) and
objects of evaluation (sustainability criteria) in the information model can be mapped
to external ontologies to define their meaning. On the other hand, external ontologies
can be used for the definition of units of measurement for different kinds of attributes
in the information model.

Definition of Terms. In the energy domain the Common Information Model (CIM) is
widespread to facilitate interoperability in the power system. It contains a data model
in form of a domain ontology, various interface specifications, and mappings between
technologies. Thus, it enables automated communication between components of smart
grids. For our approach mainly the first use case for CIM described by [31] is of inter-
est, which is CIM as a large domain ontology providing a vocabulary. This vocabulary
can be used to map objects to definitions in the CIM. The CIM is defined as an UML
model, but the complete model or subsets (so-called profiles) can be transformed to
Web Ontology Language (OWL) with the CIMTool4.

As in the PDES sustainability is evaluated, it is examined here as example as well.
The United Nations defined Sustainable Development Goals (SDGs), which should be
fulfilled until the year 2030 [30]. To reference these goals and their indicators the SDG
Interface Ontology5 (SDGIO) based on the Environment Ontology (ENVO) [6] is under
development. It contains definitions of indicators for the measurement of the SDGs
defined by the United Nations.

Fig. 3.Mapping of individuals of the instantiated information model from project NEDS to exter-
nal ontologies [21].

The mapping to external ontologies allows integrating definitions of terms to make
clear their meaning in an interdisciplinary simulation or to relate internal evaluation
criteria to external criteria. Examples of mapping to the external ontologies CIM
and SDGIO are described as follows (see also Fig. 3). The CIM ontology contains

4 http://wiki.cimtool.org.
5 https://github.com/SDG-InterfaceOntology/sdgio.

http://wiki.cimtool.org
https://github.com/SDG-InterfaceOntology/sdgio


292 J. S. Schwarz et al.

definitions for objects of the power system like CIM-generic#EnergyMarket,
CIM-generic#HydroPowerPlant, and CIM-generic#GasPrice, which are
mapped to domain objects and attributes of the information model in the project
NEDS. Additionally, the domain object attribute footprint in NEDS is mapped to the
class material footprint (sdg/SDGIO 00010057) and its definition in the SDGIO.
Another example is the sustainability criterion Percentage of income used for energy
in NEDS, which addresses the SDG 7: “Ensure access to affordable, reliable, sustain-
able and modern energy for all” [30, p. 21], which is represented by the individual
sdg/SDGIO 00000041 in the SDGIO.

Units of Measure. The Ontology of units of Measure (OM) is an OWL ontology of
the domain of quantities and units of measure described by [19]. It aims to “support
making quantitative research data more explicit, so that the data can be integrated,
verified and reproduced” [19, p. 1]. In the OM every measure is defined by a unit of
measure, which can have a prefix. These units of measure are defined by a quantity and
each quantity has a dimension. For example, the measure “3m” would be defined by
the unit “meter”, which could be defined by the quantity “length” or “height”, which
both are in the “length dimension”. Additionally, a java library for conversion of units
based on the ontology is available6.

Units play an important role in the attributes, transformation functions, and sus-
tainability criteria in the information model as well as in simulation models and co-
simulation. All connections have to be validated in consideration of their unit to ensure
the functionality. Therefore, the OM is used to add references to the units of attributes
and criteria annotated in the information model. Additionally, the OM is used to assist
the user in annotating directly in the mind map, comparable to the assistance with an
Excel add-in described by [19]. With this information the OM allows to validate the
connections. In the case of problems, a conversion can be added or the user be warned.
The information can also be used within the co-simulation scenarios to check for cor-
rectness of connections between simulation models.

3.2 Implementation

The implementation of the proposed approach consists of three catalogs in a SMW
and the ontological representation of simulation components and the co-simulation sce-
nario, which are described in this section.

Catalogs for Simulation Components and Experiments. As described in [22], a cat-
alog for co-simulation components was already implemented in previous work. The
focus was so far on components, which can be coupled in a software-based mosaik co-
simulation. To allow the integration in the HTD, additional information is needed in the
catalog. Thus, it was extended in regards to the domain information of the components.
To align this with the HTD, the type of components was defined based on the docu-
mentation from ERIGrid [13, p.32ff.], which contains a list of different domains, areas,
levels, components, and attributes.

6 https://github.com/dieudonne-willems/om-java-libs.

https://github.com/dieudonne-willems/om-java-libs
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In the OFFIS institute the SESALab is used for large-scale, real-time co-simulation
of smart grid system under realistic conditions. It contains frameworks and hardware
for off-line and real time co-simulation. Additionally, in order to facilitate usage of
the lab features, a catalog for the components of the SESALab existed already in the
SMW, which is a database to search and explore the hardware and software available in
the Lab. The catalog contains information such as component type, functions, its main
domain, and its virtual location (IP address) on the lab network. It was extended to be
aligned with the HTD.

For the simulation planning another catalog with a questionnaire for the experi-
ments was developed. It was designed based on the HTD templates [10], which also
have the goal to lead the development of a test experiment. But with the implemen-
tation in the SMW and predefined categorization for answers the goal was to support
the user and allow the better automation based on the collected information. To allow
this, the questionnaire contains fields to add the types of components, which are needed
to run the experiment, and their required precision level, as described in Sect. 2.4. The
Questionnaire consists of a section of general questions about the experiment and sepa-
rated sections for different domains, which have to be filled out only if they are relevant
for the experiment.

Ontological Representation. Three base ontologies have been developed and are
imported in an additional ontology for integration. This modularity enables the reuse
of each of the ontologies.

The first ontology represents the structure of the information model for the high-
level scenario planning. For the integration of hardware it has been extended with the
possibility to model the in- and outputs of simulation components and to model the grid
topology of the components.

The second ontology represents the structure of the SMW catalogs. It contains the
description of the co-simulation component catalog and the FMI-based specification
of variables for these software components. Additionally, the component catalog of
components of the SESALab and a catalog for the experiment definition is part of the
second ontology.

The third ontology represents the structure of a simulation scenario mod-
eled in mosaik. Such a scenario consists of multiple simulation component with
their parametrization and the connections between simulation components and the
exchanged attributes between them. Based on these three ontologies the available data
is described and can be used for queries.

3.3 Example Queries

The usage of ontologies provides a structure for querying the data of the planning in
the information model, the component catalogs, the experiment catalog, and the mosaik
scenario with SPARQL to assist the development of simulation scenarios. In the follow-
ing, three examples are given, which show the opportunities of the ontological repre-
sentation in the planning of executable co-simulation scenarios. For all three examples
the SPARQL code and a visualization of the query are shown. The following prefixes
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are used: The prefixes wiki, fmi, cosicoca, and sesalab are referencing the experiment
and component catalogs in the SMW. The prefixes imDB, imDom, and im are referenc-
ing the information model base ontology. The prefix om is referencing the OM. In the
visualization (see Figs. 4b, 5b, and 6b) the data source is indicated by the background
color and label.

Fig. 4. Query 1 – Simulation models from wiki providing output for derived attributes of infor-
mation model [21]. (Color figure online)

Query 1. This query (see Fig. 4) assist the user in common use cases for the devel-
opment of a co-simulation scenario. If the simulation models are not predefined, the
simulation expert has to find simulation models matching the goal of the simulation.
This can be a complex task, because there can be a vast amount of available simulation
models, which were usually not developed by the simulation expert. Therefore, the sim-
ulation expert does not know all details about the simulation models and is assisted by
querying the information model and the specification of the simulation models in the
component catalog.

Query 1 shows simulation models, whose output can be used in the information
model. These derived attributes in the information model are by definition the output of
a simulation. In the query the derived attributes (?derAttr) in the information model are
mapped to the variables (?fmiVar) of simulation models (?component) in the component
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Fig. 5. Query 2 – Finding suitable simulation models for coupling with another simulation model
[21]. (Color figure online)

catalog. The variables are filtered by their fmi:causality, which has to be output. To find
suitable combinations of derived attributes and variables the units annotated in the mind
map are used. In this query the units are not compared directly, but the OM is used to
reference the dimension (?dimension) of the unit, e.g., the unit “meter” is in the length
dimension. Hence, differences in unit prefixes or the system of measurement (imperial
or metric system) are of no importance for mapping.

Query 2. This query searches for simulation models that use the output of another
simulation model as input (see Fig. 5). In the information model such kind of connection
is modeled via a derived attribute, but it is usually realized by a direct coupling of the
two simulation models in co-simulation. For these cases, the query checks the technical
interfaces and characteristics of the simulation models for compatibility based on the
component catalog. In the query, the first simulation model (?simMod1) is mapped
to the derived attributes (?derAttr) and the second simulation model (?simMod2). If
two simulation models in the information model are modeled this way, the technical
characteristics of the simulation models can be checked for compatibility based on the
component catalog.

In the example, the characteristics fmi:variability and fmi:type of the FMI
variables (?fmiVar1 and ?fmiVar2) are compared. Additionally, the characteristics
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wiki:timeDomain of the simulation models (?component1 and ?component2) are com-
pared. This characteristic can have values like “discrete”, “continuous”, or “stationary”
and addresses the common problem of different timing in simulation models. This query
can also be adapted to find suitable simulation models based on these characteristics, if
one of them is missing in the information model.

Fig. 6. Query 3 – Finding suitable hardware or software simulation components for an experi-
ment. (Color figure online)

Query 3. The third query shows an example in the context of the modeling of a mixed
software and hardware co-simulation. It shows available simulation models, which have
the type of component modeled in the experiment questionnaire (see Fig. 6).

The starting point is the experiment definition in the SMW (wiki:exp1). It contains
information about the types of components, which are needed in this experiment and
their precision level (?components precisionLevel). For this example, the information
about the precision level is not used in detail, but only used to identify the types of com-
ponents needed for this experiment (?experimentComponent). This information could
also be used for a more detailed query using the required precision levels to determine
if the simulation components have to be a software or hardware component. The types
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of components are modeled as experiment components (wiki:ExperimentComponent)
based on HTD documents.

On the other side this query utilizes the component catalogs to find suitable compo-
nents for the experiment. In the query the components from the software and hardware
catalogs are joined (cosicoca:CoSimComponent OR sesalab:SESALabComp). The type
of component (typeOfComp) is used to map them to the experiment, so that suitable
simulation components are the result.

3.4 Data Management

In the PDES, values from future scenarios, co-simulation scenario parametrization, and
simulation results have to be managed and are directly integrated in the information
model. Also for hardware co-simulation the parametrization and simulation results have
to be managed. The information model provides one central storage for the semantics of
all relevant data in the complete process. Thus, also the data management is integrated
with the information model.

As briefly mentioned in [23] the information model was used to generate the schema
for a data store, which was implemented in a relational database (RDB) in the NEDS
project. To facilitate the collaboration of different domain experts, different views were
defined on the schema. To integrate the data from a relational database again Ontology-
based Data Access (OBDA) could be used. It is based on a three-level architecture
containing an ontology, data sources, and a mapping between them [7]. Thus, OBDA
faces the challenge of data heterogeneity by replacing a global scheme in data manage-
ment with the ontology describing the domains. It allows also to integrate data from
other sources like CSV, XML, and XLSX directly in SPARQL queries, which can be
helpful in the interdisciplinary environment of co-simulation.

To reduce the complexity the direct usage of a triple store would be preferable com-
pared to a RDB with ODBA, but is not always possible. However, the usage of a triple
store or OBDA would allow to access data based on the information model ontology
and to integrate the data store directly in SPARQL queries.

3.5 Evaluation

The proposed approach aims to support users in the modeling and management of infor-
mation in the development of co-simulation scenarios. For its evaluation, the process
was used in a field study in the interdisciplinary project team of the project NEDS
[3]. Altogether, 28 scientific researchers participated and used the information model
to model a simulation scenario, which integrated several simulation models from dif-
ferent domains and to evaluate the results of simulation. The members of the project
team came from the domains energy, computer science, business administration, eco-
nomics, electrical engineering, and psychology. 29 domain objects, 231 attributes, and
19 sustainability criteria where modeled with their dependencies and data flows in the
information model and transformed to RDF automatically for further usage. Based on
the RDF representation of the information model SPARQL queries were used to check
for completeness and correctness of the modeled information. As the project partners
were mostly not from computer science, we defined the SPARQL queries to get the
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needed information. The implementation of a GUI to enable the users to do this them-
selves would be interesting future work.

The field study showed that the process was helpful to include domain experts in
the design of simulation scenarios. The use of the information model allowed easy par-
ticipation and offered a central model. Also, the semantic diagram was supportive as
tool for discussion in the project team. The field study showed that not all participating
domains have ontologies which could be referenced for definition of terms. However,
the modeling of the information model improved the processes in the interdisciplinary
project team during the development of energy scenarios and helped significantly mak-
ing clear the terminology.

The integration of hardware simulation was implemented in a prototype and tested
with a system configuration for automation of the functions on a feeder line in the elec-
trical distribution grid. This system is generic enough to contain a cluster of use cases
that could be evaluated separately, additionally an already in-house publication [1] that
implemented a test use case in this system’s context already existed. This makes the
feeder automation system an ideal case for the evaluation of the suggested process. The
domains involved in this case are electrical, ICT, and control systems which require
collaboration of domain experts. The developed questionnaire helps to define the sys-
tem under test and give a specific system configuration (SSC), additionally the selected
components precision level to determine the experiment setup and the simulation envi-
ronment suitable to fulfill the test requirements.

4 Conclusion

In this paper, we described an approach for the ontological integration of semantics and
domain knowledge in the process of planning, execution, and evaluation of interdisci-
plinary co-simulation of the smart grid. Our approach incorporates the PDES and its
information model representing the process and providing the ontological structures for
the modeling of energy scenarios using co-simulation. Additionally, the development of
HIL and laboratory testing is integrated based on the HTD. The information model can
be instantiated in collaboration of interdisciplinary domain experts and allows to inte-
grate external ontologies for definition of terms and referencing external works. The
modeling of the scenarios in the information model allows also the integration in data
management of scenario parametrization and results.

Catalogs of software and hardware simulation components and the experiments in
a SMW have been integrated, extended, or developed to assist the simulation expert
designing suitable environment during the planning of co-simulation. The integration
of the approach in the co-simulation framework mosaik has been implemented proto-
typical. This prototype uses the information model and simulation model specification
from the SMW to validate simulation scenarios. Based on this validation, it should also
be possible in the future to find wrong connections of simulation components and cor-
rect them by automatically added conversions.

In conclusion, the use of ontologies for the development of co-simulation scenarios
can assist the user in the process and provides the base for further development in the
co-simulation planning in the context of energy scenarios and HIL.
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5. Büscher, M., et al.: dIntegrated Smart Grid simulations for generic automation architectures
with RT-LAB and mosaik. In: 5th IEEE International Conference on Smart Grid Communi-
cations. pp. 194–199. IEEE (2014). https://doi.org/10.1109/SmartGridComm.2014.7007645

6. Buttigieg, P.L., Pafilis, E., Lewis, S.E., Schildhauer, M.P., Walls, R.L., Mungall, C.J.: The
environment ontology in 2016: Bridging domains with increased scope, semantic density,
and interoperation. J. Biomed. Semant. 7(1), 1–12 (2016). https://doi.org/10.1186/s13326-
016-0097-6

7. Daraio, C., Lenzerini, M., Leporelli, C., Naggar, P., Bonaccorsi, A., Bartolucci, A.: The
advantages of an Ontology-Based Data Management approach: openness, interoperability
and data quality. Scientometrics 108(1), 441–455 (2016). https://doi.org/10.1007/s11192-
016-1913-6

8. Ebe, F., Idlbi, B., Stakic, D.E., Chen, S., Kondzialka, C., Casel, M., Heilscher, G., Seitl,
C., Bründlinger, R., Strasser, T.I.: Comparison of power hardware-in-the-loop approaches
for the testing of smart grid controls. Energies 11(12), 1–29 (2018). https://doi.org/10.3390/
en11123381

9. Grunwald, A., Dieckhoff, C., Fischedick, M., Höffler, F., Mayer, C., Weimer-Jehle, W.:
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Abstract. We address engineering of smart behavior of agents in evacu-
ation problems from the perspective of cooperative path finding (CPF) in
this paper. We introduce an abstract version of evacuation problems we
call multi-agent evacuation (MAE) that consists of an undirected graph
representing the map of the environment and a set of agents moving in
this graph. The task is to move agents from the endangered part of the
graph into the safe part as quickly as possible. Although the abstract
evacuation task can be solved using centralized algorithms based on net-
work flows that are near-optimal with respect to various objectives, such
algorithms would hardly be applicable in practice since real agents will
not be able to follow the centrally created plan. Therefore we designed
a decentralized evacuation planning algorithm called LC-MAE based on
local rules derived from local cooperative path finding (CPF) algorithms.
We compared LC-MAE with near-optimal centralized algorithm using
agent-based simulations in multiple real-life scenarios. Our finding it that
LC-MAE produces solutions that are only worse than the optimum by a
small factor. Moreover our approach led to important observations about
how many agents need to behave rationally to increase the speed of evac-
uation. A small fraction of rational agents can speed up the evacuation
dramatically.

Keywords: Evacuation planning · Cooperative path-finding · Local
algorithms · Decentralized algorithms · Agent-based simulations ·
Real-life scenarios · Network flows

1 Introduction

We address in this paper the evacuation problem from the point of view of engi-
neering of smart behavior of individual evacuated agents. Evacuation planning
represents an important real-life problem and is increasingly studied as a topic
in artificial intelligence [4,16]. The evacuation task consists of evacuation of peo-
ple or other agents from the endangered area into the safe zone. The important
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computational challenge in evacuation represents the fact that centralized plan-
ning can hardly be applied as the task involves individual self-interested agents
usually not willing to follow a centrally created plan.

Various techniques have been applied to address the evacuation problem
both from the centralized and decentralized point of view including modeling the
problem as network flows [1] or nature inspired computation such as bee colony
optimization. The important distinguishing feature of evacuation planning algo-
rithms is whether single evacuation route is being planned [20] or the problem is
regarded as multi-agent scenario [19]. In multi-agent evacuation scenarios some-
times multiple types of agents are present such as those assisting the evacuation
[15] and those being evacuated.

The environment where the evacuation task takes place is often modeled
as a graph where vertices represent locations for agents, and edges model the
possibility of moving between pairs of locations [14] (directed case may be used
for representing one way path - a case often appearing in practice). Hence the
evacuation problem can be interpreted as a variant of path finding or cooperative
path finding [6,21,23–25] (CPF).

1.1 Related Work

Specifically in these problems graphs are used as abstractions for the environ-
ment. Similarly as in CPF, the evacuation modeling must take into account
potential collisions between agents and solving techniques must ensure proper
avoidance [7]. The collision avoidance in CPF is usually represented by a con-
straint of having at most one agent per vertex (in some versions of CPF more
than one agent is allowed per vertex).

In contrast to CPF, where agents have unique individual goals (location/ver-
tex), we usually do not distinguish between individual agents in the evacuation
task. That is, an agent can evacuate itself to anywhere in the safe zone (not
to a specific location in the safe zone). From the theoretical point of view, this
feature makes evacuation planning algorithms similar to single commodity net-
work flows [3] while the standard CPF is reducible to the multi-commodity flow
problem [2].

Another important challenge in evacuation planning is represented by the
execution of a plan by real agents. In real-life evacuation scenarios, we cannot
simply assume that all agents will want to follow the plan. Centralized con-
trol of all agents is not feasible in the setup with self-interested agents. The
real agent in evacuation scenario may for example prefer the nearest exit or a
path through which it has arrived while a centrally created plan could force the
agent go elsewhere, thus not being believable for the agent. This differs from
classical planning [8], where the planning authority fully observes the environ-
ment, actions are assumed to be deterministic, and plans created in advance are
assumed to be perfectly executed.
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1.2 Contribution and Organization

Therefore in this work we focus on local evacuation planning relying on local
cooperative path finding techniques and agent-based simulations. Our assump-
tion is that evacuation paths planned locally using information available to the
agent will be more realistic and could be executed by the real agent. At the same
time we do not rule out the central aspect completely, as we also consider some
agents to be more informed (about alternative exits, through a communication
device) than others.

This paper is an extension of the original conference paper where the idea
of evacuation planning using local cooperative path finding algorithms has been
presented first time [18]. In this revised version we have extended the set of
experiments and added more detailed explanation of network flow based algo-
rithm that was omitted in the conference paper.

The organization of the paper is as follows. We begin with a formal introduc-
tion to the concept of evacuation planning, followed by a short summary of local
cooperative path finding algorithms. Local CPF algorithms represent a basis of
our novel evacuation algorithm called Local Cooperative Multi-agent Evacuation
(LC-MAE) described next. Finally we present extensive experimental evaluation
of LC-MAE in multiple scenarios using agent-based simulations. As part of the
simulations, the algorithm is compared to a network-flow based algorithm which
produces near-optimal plans.

2 Background

2.1 Evacuation Planning Formally

We introduce formal definition of evacuation task in this section. The abstract
multi-agent evacuation problem (MAE) takes place in an undirected graph G =
(V,E). The set of vertices is divided into a set of endangered (D) vertices and a
set of safe (S) vertices together modeling the zone to be evacuated and the safe
zone. Agents from a set, A = {a1, a2, ..., ak}, are distributed among the vertices
and the task is to evacuate them from endangered to safe vertices.

The crisp variant of the problem requires that all agents are evacuated while
in the optimization variant we want to have as many as possible agents in safety.

The MAE problem is similar to cooperative path finding (CPF) [21] from
which we took the model for agent movement. Each agent is placed in a vertex
of G so that there is at most one agent per vertex. The configuration of agents
in vertices of the graph at time t will be denoted as ct : A → V . Similarly to
CPF, an agent can move into a vacant adjacent vertex1.

Multiple agents can move simultaneously, provided they do not collide with
each other (that is, no two agents enter the same target vertex at the same time)
and agents only enter vacant vertices.

1 Alternative definitions of possible movements in CPF exist that for example permit
train of agents to move simultaneously atc.
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Definition 1. Multi-agent evacuation (MAE) is a 5-tuple E = [G =
(V,E), A, c0,D, S], where G represents the environment, A = a1, a2, ..., ak is
a set of agents, c0 : A → V is the initial configuration of agents, D and S such
that D ⊆ V , S ⊆ V , V = D ∪ S with D ∩ S �= ∅, and |S| ≥ k represent a set of
endangered and a set of safe vertices respectively.

The task in MAE is to find a plan that moves all agents into the safe vertices
(the crisp variant). That is we are searching for a plan π = [c0, c1, ..., cm] so that
cm(a) ∈ S ∀a ∈ A. The total time until the last agent reaches the safe zone is
called a makespan; the makespan of π is m. An illustration of simple evacuation
problem is shown in Fig. 1 and 2.

Fig. 1. Grid map depicting a multi-agent evacuation instance. Green squares represent
agents that need to be evacuated from the pink endangered area to the white safe zone.
(Color figure online)

The assumption is that everything in the endangered zone will be destroyed
at some unknown point in the future. Hence, to increase chances of evacua-
tion, the makespan should be small. An evacuation plan with the near opti-
mal makespan can be found in polynomial time using network flow techniques
[1,26,27]. However, these algorithms require a centralized approach where agents
perfectly follow the central plan which is hardly applicable in real-life evacuation
scenarios [7,11].

Fig. 2. MAE instance shown using undirected graph with the endangered and safe
zone depicted using red and green vertices respectively.
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2.2 Cooperative Path Finding Algorithms

We address MAE from a local point of view inspired by CPF algorithms like
Local Repair A* (LRA*) and Windowed Hierarchical Cooperative A* (WHCA*)
[21]. These algorithms feature a decentralized approach to cooperative path find-
ing. Instead of using optimization techniques or network flow, each agent’s path
is found separately by using local rules, resolving conflicts between agents trying
to enter the same vertex as they occur. In other words, each agent’s next move is
derived from the knowledge of the relative position of the goal vertex and agents
in the neighborhood of the agent the move is planned for.

While LRA* only resolves conflicts at the moment agent tries to enter an
occupied vertex, a naive strategy which can easily lead to deadlock, WHCA*
is more advanced. Instead of only planning agents’ paths in space (in graph),
agents plan their paths in space-time and share them with other agents using
a data structure called reservation table which is fact is expanded underlying
graph over time. The time expansion is done by making a copy of the graph for
each time step. In this data structure, we cab reserve space/time point for an
agent once it goes through. When planning, vertices reserved by another agent
at a given time are considered to be impassable.

If each agent planned and reserved its whole path to destination, agents plan-
ning later would have information about its complete route and their needs and
goals would not be taken into account, leading to selfish behavior and deadlocks.
The fix to this behavior is windowing, in which agents plan their paths only for a
certain, small, number of time units and the planning is staggered, so that each
agent has an option of reserving a certain vertex. The windowing mechanism
supports local behavior of agents which is in line with our assumptions about
real-agents in evacuation scenarios.

3 Local Multi-agent Evacuation (LC-MAE)

Our novel local multi-agent evacuation (LC-MAE) algorithm divides the evacu-
ation task into three sub-problems:

• Evacuation destination selection: This sub-problem arises from the most
important difference between MAE and simple CPF as in MAE agents’ des-
tinations/goals are not specified. Hence first we need to specify individual
destination vertex for each agent.

• Path-finding to safety: Once each agent has picked its destination vertex in
S, it has to find a collision-free path to the selected destination. At this stage
the task is identical to CPF.

• Behavior in the safe zone: Agents that have left D and arrived to their des-
tination vertex do not disappear from the map. We need to ensure that their
behavior will not block other agents from entering S.

Agent movement in the last two sub-problems is based on modified versions
of WHCA* algorithm, described in their respective sections.
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3.1 Evacuation Destination Selection

The basic data structure used by LC-MAE when choosing an evacuation des-
tination vertex is the frontier denoted F , F ⊆ S. The frontier is a set of safe
vertices which separates the endangered zone from the safe zone.

In other words, removing F from G will separate D and S into disconnected
components. F is created on algorithm initialization. It holds that an agent
must enter S by passing a vertex from F . So the frontier can be constructed as
a standard vertex cut in a graph [17].

Destination selection uses a modified A* algorithm, inspired by the RRA*
algorithm [21]. Agent’s position is set as the path-finding goal, while all nodes
in F are added to the initial open set. Manhattan distance [12] is used as the
heuristic guiding the search of A*.

The result is a vertex in F that is located at the shortest true distance from
the agent while, at the same time, being reachable by the agent. With the vertex
at hand, the algorithm returns its true distance from the agent. This matches
many real-world evacuation scenarios in which people are being evacuated from
an area they know and thus have a mental map of the nearest exits [13].

While evacuating, agents keep track of the number of steps they have taken to
reach their destination. Since the goal’s true distance from the starting position
is known, they can compare these two numbers. If the number of steps taken is
significantly higher than the distance, it may indicate the agent has veered off
the optimal path. This could be, for example, because the path to the chosen
destination is congested. In that case, the agent repeats the destination selection
process, an action that we call retargeting.

3.2 Reservation Table

In LC-MAE we use a variant of the reservation table used in the Cooperative
A* algorithm [21]. Every vertex in G is associated with a mapping of time units
to reservation structures. Every reservation structure includes a reference to the
reserved vertex, the ID of the agent that created the reservation and a priority.

Associating priority with reservations is our primary distinguishing feature.
Agents can make a reservation for vertex v and time step t provided they fulfill
one of the following conditions:

1. No reservation exists yet for v at time t and the vertex can be reserved at
time t + 1.

2. A lower-priority reservation exists for v at time t and the vertex can be
reserved at time t + 1.

3. The agent holds a reservation for vertex v at t − 1.

Condition 3 ensures that CPF algorithms used in LC-MAE can always per-
form at least one action, staying in place, without having to dynamically change
the order in which agents’ paths are planned or performing invalid actions, like
colliding with another agent.
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The t+1 reservability requirement in conditions 1 and 2 prevents the creation
of so-called trains - lines or crowds of agents which move in the same direction
at the same time and which reduce the simulation realism. A simple example of
a train being formed is shown in the right column of Fig. 3.

3.3 Path-Finding to Safety

Once the agent has picked its destination vertex s in S, it plans a path towards
s using WHCA* with the RRA* heuristic. An agent plans the next part of its
path on-demand when it has to return an action for the next time step and
fulfills any of these conditions:

• Is more than halfway through its planned path2

• Has to retarget
• Has lost a reservation for a vertex on its planned path
• Is making its first step

Endangered agents are processed before agents located in S, thus being pri-
oritized relative to agents that are in S. This ensures that endangered agents
generate their plans first.

As soon as an agent enters S (even if it is not its current destination vertex),
it stops following the planned path and switches to the behavior described in
the next section.

3.4 Safe Zone Behavior

While some parts of the behavior of an endangered agent, e.g. on-demand plan-
ning for a specified number of steps in advance and reserving the vertices for
given times do not change once the agents enters a safe zone, the costs for dif-
ferent actions that WHCA* algorithm considers for each step are different and
more dynamic.

The major difficulty in the safe zone is that freshly arriving agents must not
impede the ongoing evacuation. A simple approach is to move agents as far from
D as possible. However, knowing whether an agent is getting away from D is
not a trivial problem from the local point of view.

The behavior agents adopt after entering S in LC-MAE (called surfing) is
based on modified WHCA* algorithm. Costs for the passage from one vertex to
another are computed dynamically, depending on the positions of other agents
and the type of the agent’s target vertex.

The basic idea is that an agent’s priorities should vary according to the
number of agents following behind, on the same path. When no other agents are
following, it will prefer staying in place. With an increasing number of agents
behind, the cost of staying in place also increases.

2 Only using half of the planned path before replanning is a simple way of improving
agent cooperation described in [22].
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Algorithm 1. The algorithm for computing the number of agents following agent

a [18].

1 previous-reserved (E, π, a, t)
2 let π = [c0, c1, ..., ct]

3 Va ← {ct−b(a) | b = 0, ..., l
2
}

4 for v ∈ Va do
5 if reserved(v, t) then
6 r ← r + 1

7 return r

The agent determines the number of following agents by checking whether
there are reservations created for positions it has passed before. The process is
formalized in pseudo-code as Algorithm 1.

Since agents only make this check when they start planning their next few
steps, the results have to be adjusted to account for the increasing uncertainty
about the steps that other agents will take. This is done by subtracting the
number of future time steps from the number of following agents (see line 11 of
Algorithm 2).

Algorithm 2. Computing costs of different actions for agents in the safe zone.

Actions are considered relative to agent a located at v at time t. tc specifies the

time at which the plan is generated [18].

1 neighbors (E, π, a, t, v, tc)
2 let π = [c0, c1, ..., ct]
3 Ap ← previous-reserved(E ,π,a,tc)
4 costs ← []
5 foreach u ∈ S | {v, u} ∈ E do
6 if reservable(u, t + 1)∧u ∈ S then
7 if u ∈ {ct(a) | t = 0, 1, ..., t} then
8 costs ← costs ∪{(u, 3)}
9 else

10 costs ← costs ∪{(u, 2)}

11 b ← max(1, |Ap| − (t − tc))
12 if reservable(v, t + 1) then
13 costs ← costs ∪{(u, 1 ∗ b)}
14 else
15 costs ← costs ∪{(u, 4 ∗ b)}
16 return costs
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The complete cost-calculation algorithm can be found in Algorithm 2. With
increasing back-pressure, moving into a reservable adjacent vertex becomes the
cheapest option. The agent keeps a list of positions it has already visited and
assigns them a higher cost. This leads to better diffusion of agents through S as
endangered agents can “nudge” safe agents deeper.

4 Centralized Evacuation Based on Network Flows

Near optimal solutions of MAE can be found by modeling an MAE instance as
network flow [1,26] and planning it centrally.

The core concept is to construct a time expanded network having m copies
of G in which a flow of size |A| exists if and only if the corresponding relaxed
MAE has a solution with makespan m. In the relaxed MAE we do not require
that agents only enter vacant vertices which is a condition hard to model in the
context of network flows.

Only the requirement that there is at most one agent located on a vertex
in a single time unit is kept. Hence train-like movements of agents are possible
in the relaxed MAE. The illustration of train like movement and corresponding
movement following the move to unoccupied rule is shown in Fig. 3 possible.

The process of construction of flow network Gm based on time expansion of
the underlying graph G for m steps is described as follows:

• We add vertices z and s into Gm representing global source and global sink.
• For each vertex vj from G we add into Gm vertices i0j and o0j and edge

(i0j , o
0
j ). For each j such that vj contains an agent we add edge (z, i0j ) into

Gm. Intuitively this construction ensures interconnection with the source.
• For each t ∈ 1, . . . ,m − 1 and each vertex vj from G we add into Gm vertices

itj and otj connected by an edge. Moreover for each edge e = {vx, vy} ∈ E we
add into Gm edges (ot−1

x , ity), (o
t−1
y , itx).

• For each om−1
j such that vj is a safe vertex in G we add edge (om−1

j , s) into
Gm.

• Set the capacity of every edge in Gm to 1.

Finding the minimum makespan for the relaxed MAE can be done for exam-
ple by the modified binary search algorithm as shown in Algorithm 3. The algo-
rithm uses multiple yes/no queries about the existence of a solution for a specified
number of steps to find the optimum.

A solution of a relaxed MAE problem generated by the network flow algo-
rithms can be post-processed into a solution of ordinary MAE by postponing
moves that would violate the invariant of not entering a vertex that has just
been left by an agent. However, postponing moves may lead to deadlocks, so
the post-processing algorithm swaps the paths planned for deadlocked agents
when a deadlock is detected. We’re calling this planning algorithm based on
post-processed network flows POST-MAE ; the idea of post processing follows
the scheme from Fig. 3.
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Fig. 3. Movement of agents in ordinary MAE (left) and in relaxed MAE (right) [18].

5 Experimental Evaluation

We implemented LC-MAE in Python and evaluated it in multiple benchmark
scenarios. We also implemented the POST-MAE algorithm on top of Push-
relabel max-flow algorithm [9] that has been used to find the minimum makespan
for the relaxed MAE.

In order to estimate the difference between the makespans of plans generated
by LC-MAE and makespans of optimal (if completely unrealistic) plans, we
also benchmarked POST-MAE without the post-processing, denoted as flow in
comparison tables.

Our implementation relies on data structures implemented in the networkx
library [10]. The visualization is implemented on top of the arcade library [5].
In the LC-MAE implementation, the look-ahead window was set to 10 steps.

5.1 Agent Types

To simulate real-life scenarios with higher fidelity we used agents of two types.
They differ in their behavior in D, while in S all agents rely on surfing. Retar-
geting agents fully implement the destination selection algorithm while static
agents plan a path to a vertex specified in advance at scenario creation time.

5.2 Setup of Experiments

We used 4 different maps in our evaluations as shown in Fig. 4 - they represent
4-connected grids with obstacles. Free and safe vertices are white (surrounding
area), free and endangered vertices are pink. Vertices occupied by agents are
green. Black squares signify walls, so no vertices are present in the underlying
graph at those positions.

The respective test scenarios try to show evacuation on 3 realistic and 1
synthetic map:

• Concert (Fig. 4a) representing a concert hall with an unevenly distributed
crowd of 118 agents.
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Algorithm 3. Algorithm for finding minimum evacuation time.

1 minimum-makespan (E)
2 f ← 0
3 m ← |A|
4 whi ← 0
5 while f �= |A| do
6 Ee ← expand(E , m)
7 f ← maximum-flow(Ge)
8 if f �= |A| then
9 whi ← m

10 m ← m ∗ 3
2

11 while true do
12 mnew ← whi + �(m − whi)/2	
13 Ee ← expand(E , mnew)
14 f ←maximum-flow(Ge)
15 if f = |A| then
16 m ← mnew

17 if m = whi + 1 then
18 break

19 else
20 whi = mnew

21 if mnew = m − 1 then
22 break

23 return m

• Office (Fig. 4c) representing an office building corridor flanked on both sides
by small offices. Exits are located on both ends of the corridor. There are 2
agents in each office, the corridor is empty.

• Shops (Fig. 4d) representing a shopping center with complicated layout and
many exits. 299 agents are present on the map, located both in the shops an
on the corridors.

• Blocker (Fig. 4b) an unrealistic map of a room with two emergency exits. It’s
completely filled with 414 agents.

5.3 Experimental Results

We first compared the makespan of evacuation plans generated by LC-MAE with
optimal makespans calculated by the flow-based algorithm for relaxed MAE and
with makespans of solutions post-processed with POST-MAE - see Table 1. LC-
MAE generates plans that are only worse by a small constant factor (ranging
from 1.52 to 2.73) than those generated by POST-MAE, which indicates that
LC-MAE solutions are close to the true optimal makespan. Moreover, plans
generated by LC-MAE are more realistic as they need local communication only.
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Fig. 4. Maps on which different evacuation scenarios were tested [18].

The performance of LC-MAE is better than the performance of flow algo-
rithm and than that of POST-MAE, as demonstrated in Table 2. An additional
advantage is that since LC-MAE is a local algorithm and uses windowing, the
plans can be used while they are being generated, since the steps taken by agents
do not change.

5.4 Agent-Based Simulations

We also performed a series of experiments to understand the real process of
evacuation in scenarios in which various types of agents are mixed together,
that is, when some agents are better informed than others.

For each map, we created multiple scenarios with some of the retargeting
agents replaced by static agents. These static agents try to exit through the
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Table 1. Makespans for evacuation plans [18].

Scenario Agents LC-MAE Flow POST-MAE

Concert 118 90 17 33

Office 80 94 47 62

Shops 299 129 36 75

Blocker 414 146 23 69

largest opening between the safe and endangered zone (which could be described
as the main exit from the area) and ignore all other exits. With this setup,
retargeting agents could be considered to be better informed, given they take all
the possible exits into account.

The percentage of agents that have reached safety as a function of time is
shown in Fig. 5.

5.5 Concert

The largest discrepancy between makespans of evacuations planned by POST-
MAE and LC-MAE occurred on the Concert map. Our hypothesis was that
small dimensions of side emergency exits and limited space in the safe zone
behind them quickly caused congestion and hindered the evacuation, as can be
seen in Fig. 6b.

To verify this hypothesis, we created two other scenarios, called Static Crowd
and All Static. In Static Crowd there are 42 agents standing in front of the stage.
Those agents try to escape through the main exit located on the bottom of the
map (see Fig. 6a). In the All Static scenario all agents use this exit.

Our hypothesis was confirmed (see Table 3). While a scenario with only
retargeting agents has a makespan of 90 time units, when all agents are static,
the makespan is only 74 time units. The shortest makespan, 51 time units, occurs
in the Static Crowd scenario, since informed agents use side exits which don’t
get congested and free the space in the center of the map for the crowd escaping
through the main exit.

5.6 Offices

For the Offices map, we created two modified scenarios, Half and Sixth. Their
names indicate the fraction of agents which was left as retargeting. The rest of
the agents is static, using the left exit to evacuate.

In Sixth, 14 retargeting agents are located in 7 columns to the right of the
map center (see Fig. 7a). We expected the retargeting agents heading right and
static agents heading left to collide in the narrow corridor. This expectation was
fulfilled. The evacuation of 14 informed agents took 77 time units, only 17 time
units less than the evacuation of 80 retargeting agents in the original scenario.
Both this collision and the congestion occurring at the left exit impeded the



Towards Smart Behavior of Agents in Evacuation Planning 315

evacuation of static agents, causing their evacuation to take 158 time units. The
gap in evacuation flow caused by the collision can be seen in Fig. 7b.

Table 2. Seconds taken by plan generation [18].

Scenario LC-MAE Flow POST-MAE Speedup

Concert 7 52 62 8.9×
Office 4 57 61 15.3×
Shops 20 379 403 20.2×
Blocker 27 220 243 9.0×

Fig. 5. The percentage of safe agents in time. Line colors differentiate between different
scenarios. Dashed lines represent percentage of retargeting agents in S, dotted lines
represent the percentage of static agents in S [18].
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In Half, there was one static and one retargeting agent in each office. In the
makespan plot for this scenario, there is a significant slowdown around time unit
60, caused by a crowd forming in front of left exit and making both static and
retargeting agents evacuate at the same rate (see Table 4).

5.7 Shopping Center

For the Shopping Center map, we created 3 modified scenarios, called Quarter,
Sixth and All Static, named in the same pattern as scenarios for the Offices
map. Main exit, used by static agents, is located on the bottom of the map. The
different types of agents are distributed randomly throughout the map.

Fig. 6. Situations from the Concert map.

Table 3. Number of agents and evacuation makespan for different scenarios on the
Concert map broken down by agent type.

Scenario Retargeting agents Static agents

Count Makespan Count Makespan

All Retargeting 118 90 0

Static Crowd 76 51 42 49

All Static 0 118 74
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The safe zone around the map is narrow so this scenario tests how the spread
of agents between different exits influences the makespan. As can be seen on the
plot the evacuation slows down around time unit 90 in all scenarios, because the
area in front of the main exit gets filled and agents are not dispersing fast enough.
This situation can be seen occurring in Sixth scenario in Fig. 8b. Makespan
results are summarized in Table 5.

Fig. 7. The Sixth scenario of the Offices map.

Table 4. Number of agents and evacuation makespan for different scenarios on the
Offices map broken down by agent type.

Scenario Retargeting agents Static agents

Count Makespan Count Makespan

All Retargeting 80 94 0

Half 40 96 40 160

Sixth 14 77 66 158

5.8 Blocking

The Blocking map is specific due to being an unrealistic map used to test agent
behavior in a completely filled area. We created 3 modified scenarios, called
Quarter, Sixth and All Static, named in the same pattern as scenarios for the
Offices map. The exit, used by static agents, is located on the bottom of the
map. In each row there is only one type of agents (see Fig. 9a).
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Due to map’s regularity, the results are unsurprising. The evacuation in All
Static has a makespan 2.06 times as long as evacuation using both exits (see
Table 6). Safe zone saturation effects are similar to the Shopping Center map,
being more pronounced for retargeting agents stuck in the crowd in front of the
bottom exit.

An interesting situation can be seen in Fig. 9b. Retargeting agents from the
upper part of the map choose the upper exit and create reservations for their
paths. These reservations block static agents trying to reach the bottom exit.
Thus even some of the static agents use the upper exit to get to safety. On the
other hand, some of retargeting agents, which get blocked by static agents, use
the bottom exit, even though they are closer to the upper one.

Fig. 8. The Sixth scenario of the Offices map.

Table 5. Number of agents and evacuation makespan for different scenarios on the
Shopping Center map broken down by agent type.

Scenario Retargeting agents Static agents

Count Makespan Count Makespan

All retargeting 299 129 0

Quarter 75 61 224 257

Sixth 42 60 257 303

All static 0 299 368
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Fig. 9. Situations from Blocking map.

Table 6. Number of agents and evacuation makespan for different scenarios on the
Blocking map broken down by agent type.

Scenario Retargeting agents Static agents

Count Makespan Count Makespan

All Retargeting 414 146 0

Half 216 207 198 219

Third 144 214 270 236

All Static 0 414 301

6 Conclusion

We introduced an abstraction for evacuation problems called multi-agent evac-
uation (MAE) based on graph theoretical concepts similar to cooperative path
finding. We suggested a new local algorithm called LC-MAE for solving MAE
that produces solutions in which individual agents try to behave smartly during
the evacuation process. LC-MAE uses a modification of WHCA* as the under-
lying path-finding process but also introduces several high-level procedures that
guide agents’ behaviour depending on whether they are in the endangered or the
safe zone. We performed experimental evaluation with multiple scenarios includ-
ing scenarios inspired by real-life evacuation cases as well as synthetic scenarios.
The experimental evaluation indicates that LC-MAE generates solutions with
makespan that is only a small factor worse than the optimum. We also studied
how different ratios of less informed agents affect the process of evacuation. We
found that depending on the scenario, the presence of some informed agents can
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improve the evacuation outcome for the whole group of agents. Additionally, even
large numbers of uninformed agents don’t impede informed agents from reaching
the correct exit. For the future work we would like to continue with a framework
for automated inference of simple local movement rules from solutions generated
by optimal centralized evacuation algorithms. We expect that such rules could
mimic the evacuation process produced by the centralized algorithm at the local
level.
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Abstract. This article presents the continuation of work on a consistent formal
grammatical and ontological description of the model of the Tibetan compounds
system, developed and used for automatic syntactic and semantic analysis of
Tibetan texts, on the material of a hand-verified corpus. The study of new texts
made it possible to develop and correct classes, created for different types of
compounds in the formal grammar. New types of compounds were also dis-
covered. In addition, the current research contains the description of the external
semantic relations between concepts denoted by compounds components and
the overall meaning of a compound.
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corpus � Natural language processing � Corpus linguistics � Immediate
constituents

1 Introduction

The research introduced by this paper is a continuation of several research projects
(“The Basic corpus of the Tibetan Classical Language with Russian translation and
lexical database”, “The Corpus of Indigenous Tibetan Grammar Treatises”, “Semantic
interpreter of texts in the Tibetan language”), aimed at the development of a full-scale
natural language processing (NLP) and understanding (NLU) engine based on a con-
sistent formal model of Tibetan vocabulary, grammar, and semantics, verified by and
developed on the basis of a representative and hand-tested corpus of texts.

In Tibetan, there is are no materially expressed boundaries of word forms and, from
the point of view of an automatic system, the analysis of compounds is in no way
different from the analysis of free combinations of Tibetan morphemes like noun
phrases or sentences. Modeling compounds is one of the most important tasks, not only
because of the frequency of use of compounds in Tibetan texts is high (at least, as
compared with texts in Indo-European languages), but also because without a correct
syntactic and semantic model of compounds, a huge ambiguity of Tibetan text seg-
mentation and parsing arises, which leads to a combinatorial explosion [1, p.144].
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First results achieved in modeling Tibetan compounds were presented in the article
“Formal grammatical and ontological modeling of corpus data on Tibetan compounds”,
prepared for the 11th International Joint Conference on Knowledge Discovery,
Knowledge Engineering and Knowledge Management [1]. The article contains the first
systematic description of Tibetan compounds, including the description of formal
grammar syntactic structure of compounds and methods of their modelling in the
computer ontology.

As the study continued, the number of texts in the corpus was increased. For the
first time, texts in modern Tibetan language were added. The study of new texts made it
possible to develop and correct classes, created for different types of compounds in the
formal grammar. New types of compounds were also discovered. In addition, the
current research contains the description of the external semantic relations between
concepts denoted by compounds components and the overall meaning of a compound.

Thus, the description of Tibetan compounds, presented in this article, was made
according to several characteristics taking into account their importance for the tasks of
Tibetan NLP: part of speech type, surface syntactic structure, formal grammar syntactic
model, internal semantic relations between components of compounds, external
semantic relations.

Since the classification was created to meet the needs of Tibetan NLP, the main
goal was to create the most complete model of the Tibetan compounds system, which
at the same time excludes the ambiguity of morpho-syntactic and semantic analysis.

2 Related Work

Tibetan can reasonably be considered as one of the less-resourced, or even under-
resourced languages, in the sense in which this term was introduced in [2] and is widely
used now: the presence of Tibetan on the web is limited, it lacks not only electronic
resources for language processing, such as corpora, electronic dictionaries, vocabulary
lists, etc., but also even such linguistic descriptions as grammars, which could be
characterized by at least minimal consistency and validity of linguistic material. The
only relatively complete linguistic description of the Tibetan language is the mono-
graph by Stephan Beyer [3]. However, this work contains many assumptions that have
not been confirmed by any corpus data.

Despite the fact that scholars in different countries are working on the tools for
processing Tibetan texts (Germany, Great Britain, China, USA, Japan), still, there is no
conventional standard of corpus annotation of Tibetan language material. A number of
recent studies were primarily aimed at developing solutions for such stages of
Tibetan NLP as word segmentation and part-of-speech tagging. Some researchers use
corpusmethodswithin amultidisciplinary approach to solve specific applied problems, as
well as tasks in the field of history, literature, linguistics and anthropology (e.g. [4–6]).

Linguistic ontologies in natural language understanding systems are used as ana-
logues for the semantic dictionaries that were used before (cf. [7]; [8, 9] etc.); the main
difference between an ontology and a conceptual dictionary is that, in a semantic
dictionary, semantic valencies are, in fact, postulated, whereas in ontologies, valencies
are automatically computed by inference engine subsystems; semantic restrictions are
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defined not in terms of word lists, but in terms of base classes of ontological concepts
(that is the idea behind the mechanism of word-sense disambiguation in [10–13], etc.)

As a formal model, ontology has to predict permissible and exclude impermissible
relations between concepts. Despite the clearness and obviousness of these two
requirements, there is no generally accepted definition of the term ‘ontology’ in the
scientific literature, which would have reflected them. The most famous and widely
cited general definition of the term ‘ontology’ is ‘an explicit specification of a con-
ceptualization’ by Gruber [14]. Many different attempts were made to refine it for
particular purposes. Without claiming for any changes to this de-facto standard, we
have to clarify that, as the majority of researchers in natural language understanding,
we mean not just any ‘specification of a conceptualization’ by this term, but rather a
computer ontology, which we define as a database that consists of concepts and
relations between them [1, p.145].

Ontological concepts have attributes. Attributes and relations are interconnected:
participation of a concept in a relation may be interpreted as its attribute, and vice
versa. Relations between concepts are binary and directed.

They can be represented as logical formulae, defined in terms of a calculus, which
provides the rules of inference. Relations themselves can be modeled by concepts.

Linguistic ontologies are designed for automatic processing of unstructured natural
language texts. Units of linguistic ontologies represent concepts behind meanings of real
natural language expressions. Ontologies of this kind actually model linguistic picture of
the world that stands for language semantics, as subject domain. Ontologies that are
designed for natural language processing are supposed to include relations that allow to
perform semantic analysis of texts and to perform lexical and syntactic disambiguation.
The ontology, used for this research, was developed according with the above men-
tioned principles [11]. Its structure is described in detail in the articles [15, 16]. Totally
within the framework of this research 4929 concepts were modelled in the ontology.

All Tibetan compounds are created by the juxtaposition of two existing words.
Compounds are virtually idiomatized contractions of syntactic groups which have inner
syntactic relations frozen and are often characterized by omission of grammatical
morphemes [3, p. 102]. E.g., phrase (1) is clipped to (2).

(1) 
phag-pa 'i sna 
pig  GEN nose 
'nose of pig' 

(2) 
phag-sna 
mouth_adornment 
'snout' 

A few attempts were made to classify Tibetan compounds. Depending on part of
speech of compound and its components Stephan V. Beyer identifies several models of
compound-building in the Tibetan language. The following five models are original
Tibetan: noun + noun ! noun; noun + adjective ! noun; adjective + noun ! noun;
adjective + adjective ! noun; noun + verb ! verb [3, p. 103–105]. Stephan V.
Beyer also notes that the Tibetan language uses additional devices for compound-
building, in part borrowed by Tibetans from Sanskrit within the process of translation:
noun + verb ! noun; intensifier + verb ! verb [3, p. 108–110].
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Systematic research of Old Tibetan compounds, based on several approaches, was
made by Joanna Bialek. J. Bialek provides a detailed classification of syntactic and
semantic structures of compounds based on the Old Tibetan corpus [17].

Both studies are of a descriptive character and therefore can only partially be used
for the needs of Tibetan NLP.

3 The Software Tools for Parsing and Formal Grammar
Modeling

This study was performed with use of and within the framework of the AIIRE project
[10]. AIIRE is a free open-source NLU system, which is developed and distributed in
terms of GNU General Public License (http://svn.aiire.org/repos/tproc/trunk/t/). This
system implements the full-scale procedure of natural language understanding, from
graphematics, through morphological annotation and syntactic parsing, and up to
semantic analysis [1, p.146].

The module developed for the Tibetan language is designed taking into account the
fact that, since there are no separators between words in Tibetan writing, and mor-
phology and syntax are significantly intermixed, the minimal (atomic) units of mod-
eling (so-called atoms) are morphemes and their allomorphs, not words and their forms;
input string segmentation into such units (tokenization) cannot be performed with
standard tokenization algorithms, and is therefore performed in AIIRE by means of the
Aho-Corasick algorithm (by Alfred V. Aho and Margaret J. Corasick, cf. [18]). This
algorithm allows to find all possible substrings of the input string according with a
given vocabulary. The algorithm builds a tree, describing a finite state machine with
terminal nodes corresponding to completed character strings of elements (in this case,
morphemes) from the input dictionary.

The Tibetan language module contains a dictionary of morphemes with their
allomorphs, so that this tree can be created in advance at the build stage of the module
and just loaded as a shared library in the runtime, which brings its initialization time to
minimum. The dictionary of morphemes contains grammatical and morphological
attributes (grammemes) for each allomorph; these attributes are mapped into classes of
immediate constituents, so that the tree for Aho-Corasick algorithm contains just class
and morpheme identifiers for each allomorph and doesn’t need to store individual
attributes. The module also contains a set of definitions that determines possible types
of atoms (atomic units), possible attributes for each type of atom, possible values of
each attribute, and restrictions on each attribute value. Both the dictionary of mor-
phemes and the formal grammar are based on these definitions.

Thus, AIIRE first builds all possible hypotheses of recognizing Tibetan atomic
units in input strings, including overlapping substrings for separate hypotheses, and
then brings them together immediately after they arise into trees of immediate con-
stituents in all possible ways according with the formal grammar, which models the
Tibetan morphosyntax. In other words, tokenization and morphosyntactic parsing are
carried out simultaneously, so that the ambiguity of tokenization (i.e. the ambiguity of
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atomic units identification) is partially resolved when building syntactic trees: identi-
fication hypotheses are further developed of only those atomic units that can be
embedded into syntax trees in accordance with the formal grammar.

This grammar is a combined grammar of immediate constituents and syntactic
dependencies, which consists of the so-called classes of immediate constituents (CICs
hereinafter). CICs are developed as python-language classes, with the builtin inheri-
tance mechanism enabled, and specify the following attributes: semantic graph tem-
plate which represents how the meaning of a constituent instance should be calculated
from the meanings of its child constituents; lists of possible head and subordinate
constituent classes; a dictionary of possible linear orders of the subordinate constituent
in relation to the head and the meanings of each order; the possibility of head or
subordinate constituent ellipsis; the possibility of non-idiomatic semantic interpretation
[1, p.146]. Currently, the formal grammar includes 507 CICs.

The formal grammar is developed in straight accordance with semantics, in a way
that the meanings of syntactic and morphosyntactic constituents can be correctly cal-
culated from the meanings of their child constituents in accordance with the Compo-
sitionality principle. The procedure of semantic interpretation implies that each
constituent is provided with a set of hypotheses of its semantic interpretations; if this
set proves to be empty for some hypotheses of constituents, then these hypotheses are
discarded; this is how syntactic disambiguation is performed. The hypotheses of
semantic interpretations are stored as semantic graphs, i.e. graphs, which have concepts
as vertices and relations between them as edges, built by semantic graph templates of
CICs in accordance with the underlying ontology.

Thus, AIIRE actually performs simultaneously not only tokenization and mor-
phosyntactic parsing, but also semantic interpretation for each hypothesis of each
immediate constituent and, accordingly, of each morphosyntactic tree; impossibility of
semantic interpretation of an immediate constituent discards this constituent hypothe-
sis; possibility or impossibility of this semantic interpretation is determined by the
semantic graph template of the CIC and the relations involved in this template between
the concepts of the ontology, which is also part of the Tibetan language module.

4 The Software Tools for Ontological Modeling

The ontology is implemented within the framework of AIIRE ontology editor soft-
ware; this software is free and open-source, it is distributed under the terms of GNU
General Public License (http://svn.aiire.org/repos/ontology/, http://svn.aiire.org/repos/
ontohelper/), and the ontology itself is available as a snapshot at http://svn.aiire.org/
repos/tibet/trunk/aiire/lang/ontology/concepts.xml and it is also available for unatho-
rized view or even for edit at http://ontotibet.aiire.org (edit permissions can be obtained
by access request).

The ontology, used for this research, is a united consistent classification of concepts
behind the meanings of Tibetan linguistic units, including morphemes and idiomatic
morphemic complexes. The concepts are interconnected with different semantic rela-
tions. These relations allow to perform semantic analysis of texts and lexical and
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syntactic disambiguation. The basic ontological editor is described with examples from
the Tibetan ontology in [15, 16].

Modeling verb (or verbal compound) meanings in the ontology is associated with a
number of difficulties. First of all, the classification of concepts denoted by verbs
should be made in accordance with several classification attributes in the same time,
which arise primarily due to the structure of the corresponding classes of situations that
determine the semantic valencies of these verbs. These classification attributes are, in
addition to the semantic properties themselves (such as dynamic /static process), the
semantic classes of all potential actants and circumstants, each of which represents an
independent classification attribute. With the simultaneous operation of several clas-
sification attributes, the ontology requires classes for all possible combinations of these
attributes and their values in the general class hierarchy. Special tools were created to
speed up and partly automate verbal concepts modeling. AIIRE Ontohelper is used
together with the main AIIRE ontology editor web interface to build the whole hier-
archy of superclasses for any verb meaning in the ontology. The structure and operation
of the Ontohelper editor are described in detail in [1, p. 147].

5 Classification of Tibetan Compounds and Their Modeling
in the Formal Grammar and the Computer Ontology

Depending on the part of speech classification, nominal and verbal compounds can be
distinguished. Initially, the ontology allowed binding concepts to expressions with
marking the expression as an idiom and establishing a separate type of token, common
for nominal compounds. Since a large number of combinatorial explosions were caused
by the incorrect versions of compounds parsing (the same sequence of morphemes can
be parsed as compounds of different types) and their interpretation as noun phrases of
different types, it was decided to expand the number of token types in the ontology
according to identified types of nominal and verbal compounds (see below).

As all Tibetan compounds are idioms, in AIIRE ontology, in addition to the
meanings of a compound, meanings of its components are also modeled, so that they
could be interpreted in their literal meanings too. This is necessary, because AIIRE
natural language processor is designed to perform natural language understanding
according with the compositionality principle [19], and idiomaticity is treated not
merely as a property of a linguistic unit, but rather as a property of its meaning, namely,
as a conventional substitution of a complex (literal) meaning with a single holistic
(idiomatic) concept [16, pp. 78–79].

The use of computer ontology allows not only to model correct semantic relations
between the components of a compound, but also to model the relations between the
components and the overall meaning of a compound. Thus, compounds are charac-
terized simultaneously from two semantic perspectives.

According to basic syntactic relation between the components Tibetan nominal and
verbal compounds may be divided into two main classes: compounds with subordinate
relations and compounds with coordinate relations (Grokhovskii, Smirnova, 2017,
p. 137).
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5.1 Nominal Compounds

Nominal Compounds Modeling in the Formal Grammar and the Computer
Ontology. Depending on the syntactic model of the compound derivation, the fol-
lowing types were distinguished for nominal compounds with coordinate relations
between components: compound noun root group (CompoundNRootGroup); com-
pound attribute group (CompoundAttrGroup); adjunct compound (AdjunctCom-
pound); named entity compound (NamedEntityCompound); and for nominal
compounds with subordinate relations between compounds: noun phrase with genitive
compound (NPGenCompound); compound class noun phrase (CompoundClassNP).

Coordinate Nominal Compounds. Compound noun root group (3) consists of a
nominal component, being the head class, and CompoundNRootGroupArg, attached as
a subordinate constituent. The linear order of the subordinate constituent in relation to
the head is right. CompoundNRootGroupArg stands for compound argument that
consists of a nominal component attached with an intersyllabic delimiter – upper dots
(Tib. tshegs). The linear order of the CompoundNRootGroupArg subordinate con-
stituent in relation to the head is left. The syntactic graph for CompoundNRootGroup
(3) is presented in Fig. 1.

The possible nominal components in both CompoundNRootGroup and Com-
poundNRootGroupArg include NRoot (nominal root), NForeign (foreign noun and
CompoundAtomicVN. CompoundAtomicVN stands for compound atomic nominalized

Fig. 1. The syntactic graph for CompoundNRootGroup pha-ma ‘parents’.
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verb within a compound (the nominalizer in compounds is always omitted, thus, the
nominalized verb form superficially comprises the verb root only).

CompoundNRootGroup, consisting of two noun roots like in (3) is the most
common case. In (4) CompoundAtomicVN is the head class, while in (5) it belongs to
the argument class. The example (6) represents CompoundNRootGroup that consists of
two foreign nouns.

(3)
pha-ma 
mother_father 
'parents' 

(4)
'gog-lam 
cease-path 
'cessation and path' 

(5) ེལ

rtsa-'grel 
root_comment 
'root text and commentary' 

(6) ་ལི ི

A-li-kA-li 
vowel_consonant 
'vowels and consonants' 

Heads and arguments of all Tibetan compounds can not be ellipsed. For all com-
pounds the setting ‘only_idiom = True’ was also made. According to this setting any
non-idiomatic interpretations of a compound are excluded.

This type of compounds does not require establishment of any semantic relations in
the computer ontology for their components. It is enough that the meaning of the
compound and its components are modeled in the ontology, and that the general
coordination mechanism is also modeled in the module for syntactic semantics (the
meaning of a coordinate phrase is calculated as an instance of ‘group’ concept which
involves ‘to include’ relations to its elements).

Compound attribute groups also belong to coordinate semantic type. It is a group of
superficially homogeneous attributes within a compound. This way of derivation is quite
frequent for Tibetan personal names (the name consists of a set of epithets (attributes),
without any explicit noun) and for words, denoting size (e.g. (7)). CompoundAttrGroup
consists of CompoundAtomicAttributeTopic and CompoundAttrCoord, where the first
part is the first attribute or group of attributes and the second part is the last attribute
attached as a subordinate constituent. If there are more than two attributes, they are
attached in exactly the same way with CompoundAttrGroup self-embedding. The
morphosyntactic structure of compounds of this type is described in detail in (Dobrov,
Dobrova, Grokhovskiy, Soms, 2017).

Another class of Tibetan nominal compounds is Adjunct compound (e.g. (8)).
Compounds of this class are derived from regular noun phrases with adjuncts. Thus, the
head class for this CIC is NRoot; and the argument class is CompoundRightNRootArg,
consisting of a noun root and the intersyllabic delimiter. It is necessary that the
components of the compound belong to the same basic class in the ontology, or that
there is no limitation on their equivalence relations (the classes of the concepts should
not be disjoint).
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(7) 
ring-thung
long_short
'length'

(8) 
rba-rlabs
wrinkle_swelling
'water wave'

Finally, there is also such class of nominal compounds as NamedEntityCompound
that can be considered as a subtype of compound with adjunct. In a broader sense
named entity compounds include all compounds where the first component denote an
instance from the class, that is specified by the second component like in (9). However
to prevent morpho-syntactic ambiguity cases like (9) are considered to be compounds
with adjuncts. The NamedEntityCompound CIC was introduced only for combinations
of letters or exponents of arbitrary Tibetan morphemes (corresponding classes Letter
and Exponent being the head components) with NRoot like in (10).

(9)
bod-yul
'the country Tibet'

(10)
la-sgra
la_marker
'grammatical marker la'

The NamedEntityCompound CIC is a subclass of named-entity nomination, where
the name of the entity is a letter or an exponent of any Tibetan morpheme. Thus,
semantic restrictions are imposed on the possible classes of the subordinate constituent
concepts, due to the fact that only linguistic units can have such names according with
the ontology (there is a corresponding relation between the ‘linguistic unit’ and ‘lin-
guistic unit exponent’ concepts).

Subordinate Nominal Compounds. NPGenCompound is a frequent class of Tibetan
nominal compounds. These compounds are derived from noun phrases with genitive
arguments by omission of the genitive case marker. In accordance with the current
grammar version, the head constituents of NPGenCompound can be CompoundA-
tomicNP, NForeign, PlaceNameForeign, LetterCnt (countable letter), PDefRoot,
PIntRoot; the subordinate constituent class can only be NPGenCompoundArg. The
linear order of the subordinate constituent in relation to the head is right.

CompoundAtomicNP means atomic nominal phrase within a compound.
PlaceNameForeign (foreign place name) was allowed to be the head in NPGenCom-
pound for such cases as e.g. (11). PDefRoot (definitive pronoun) and PIntRoot (in-
definite pronoun) were included into possible head classes for such combinations as
e.g. (13).

There are cases when one of the components of a compound is itself a compound
like in (11) (mi-rigs ‘nationality’ is a genitive compound clipped from a regular gen-
itive nominal phrase (12)). Such cases of compounds with complex structure are dis-
cussed in the paragraph 5.3.
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(11)
si-khron-mi-rigs 
Sichuan-nationality
'Sichuan people'

(12)
mi 'i rigs
human GEN class
'class of people'

(13)
gzhan-dbang 
other-power
'dependent connector'

The CIC NPGenCompoundArg stands for a genitive compound argument that
consists of the head immediate constituent, attached with the intersyllabic delimiter
(argument immediate constituent) on the left. Head classes of NPGenCompoundArg
include: CompoundAtomicVNNoTenseNoMood, IndepNRoot, OnlyCompoundNRoot,
NForeign, PersNameForeign (personal name foreign), CompoundAtomicVN. Com-
poundAtomicVNoTenseNoMood is a CompoundAtomicVN which does not have nei-
ther mood, nor tense. As in this case, Tibetan verb roots often do not have different
allomorphs for different moods and tenses.

IndepNRoot (independent noun root) is a noun root (allomorph of a noun root),
which can be used both within a compound and in free combinations.

OnlyCompoundNRoot stands for a noun root (allomorph of a noun root), which
can be used only within a compound. The necessity to create such a class was con-
nected with morphological changes of different kind within compounds. For example,
this class includes noun roots that are single-syllabic clips of multisyllabic roots (e.g.
yi-ge > yig ‘grapheme’).

The relation between NPGenCompound components is subordinate genitive rela-
tion. When modeling compounds of this type in the computer ontology, it is necessary
to establish specific subclasses of the general genitive relation ‘to have any object or
process (about any object or process)’ between basic classes of compound components.
For example, NPGenCompound (14) was formed from the genitive nominal group
(15). Thus, the concept ‘geographical object’ (the basic class for the first component of
the compound (14) – yul ‘area’) had to be connected with the concept skad ‘language’,
which is a basic class itself, with a relation ‘to have a language (about any geographical
object)’, which is a subclass of the general genitive relation.

(14) 
yul-skad 
area_language 
'dialect'

(15) 
yul gyi skad 
area GEN language
'local language'

By the moment the class for the general genitive relation ‘to have any object or
process (about any object or process)’ includes the following subclasses: ‘to have any
object (about anyone)’ (17 hyponyms), ‘to have any object (about any object)’ (72
hyponyms), ‘to have any object (about any object or process)’ (26 hyponyms). Thus,
115 subclasses of the general genitive relation were created in the ontology.

Another frequent class of Tibetan nominal compounds is CompoundClassNP (16).
Compounds of this type are derived from regular noun phrases with adjectival or, more
often, quasi-participial (there are no participles in the Tibetan language, but rather
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nominalized verbs that can act both as participles and as processual nouns) attributes.
Possible head classes for the CIC CompoundClassNP are IndepNRoot, OnlyCom-
poundNRoot, NForeign, PersNameForeign (foreign personal name), PlaceNameForeign,
LetterCnt. Its modifier class can be CompoundAtomicAttribute, Compound-
AtomicAttributeNoTense, CompoundAtomicAttributeNoTenseNoMood. Compound-
AtomicAttribute consists of a state verb, denoting an object feature (the head class),
attached by the intersyllabic delimiter (argument class) on the left. For example, Com-
poundClassNP (16) has the head class IndepNRoot glang ‘ox’ and the modifier class
CompoundAtomicAttributeNoTenseNoMood, consisting of the intersyllabic delimiter
attached on the left to the verb chen ‘be big’which does not have neither mood, nor tense.

The only requirement for modeling compounds of this type in the ontology is that
the basic class of a nominal component in a compound must be a subclass of the
specified verb subject (for the verbal component of the compound). I.e., the verb, from
which the attribute is derived, must allow this subject by its valencies.

Finally, there are subject compounds (SubjectCompound) that represent combi-
nation of subjects and predicates like in (17).

(16) 
glang-chen
ox_be_big
'elephant'

(17)
kun-dga'
all-like
'rejoicing'

Possible head classes for the CIC SubjectCompound are NRoot, PDefRoot, Com-
poundAtomicVN, CompoundAtomicVNNoTense and CompoundAtomicVNNoTense-
NoMood. Its modifier class is CompoundPredicate that consists of a verbal root (VRoot),
transformative verbal phrase within a compound (CompoundTransformativeVP),
attached by the intersyllabic delimiter (argument class) on the left.

CompoundTransformativeVP is a contraction of a regular Tibetan transformative
verb phrase, i.e., a verb phrase with terminative object. As the corpus shows, com-
pound transformative verb phrases can themselves be parts of compound transitive verb
phrases, i.e., the complete compound can be a contraction of a verb phrase both with
terminative and absolutive objects.

To model the semantic structure of SubjectCompounds in the computer ontology, it
is necessary that the concept of the nominal component be a subclass of the basic class
specified as a subject class for the concept of the verbal component of the compound.

Thus, some coordinate and subordinate nominal compounds have exactly the same
surface structures. For example, compounds of three upper-mentioned classes:
NRootGroupCompound, NPGenCompound, and AndjuctCompound can be combina-
tions of two bare noun roots, but they have completely different syntactic structures and
completely different internal semantic models (relations between their components). As
all compounds are modeled as idioms, when binding ontology concepts, that they
denote, to Tibetan language units, it is necessary to specify the syntactic class (type of
token) for each concept and to make the natural language processing engine exclude all
other possible parses thereof.
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External Semantic Relations of Nominal Compounds. The classification of com-
pounds from several perspectives proposed in this research is arranged in such a way
that the syntactic structure of a compound determines possible semantic relations
between compound’s components and its overall meaning.

Understanding the specific of external semantic relations is necessary when mod-
elling concepts denoted by compounds in the computer ontology. In order to create a
new concept in the ontology, it is compulsory to incorporate this concept into the
general classification hierarchy according with the class-superclass relations
(hypo/hypernymy), therefore the whole ontology has the one common superclass. Even
at initial stages of work the development of the ontology for the Tibetan language
showed that Tibetan compounds reflects special features of Tibetan lexical semantics.
Thus, the ontology can be considered as a formalized representation of the real-world
knowledge as expressed in the Tibetan lexicon and grammar.

Components of CompoundNRootGroup either form a new meaning or provide a
copulative meaning. In the second case components inherit the basic class ‘group of
objects or processes’ in the computer ontology. Components of copulative compounds
can have the same hypernym (18) or correspond to different basic classes (19). In some
cases the same CompoundNRootGroup (20) can denote a group of elements (20.1) or
form a new concept (20.2).

(18)
ming-tshig
word-phrase
'words and phrases'

(19) 
tshig-don
word-meaning
'word and its meaning'

(20)
gser-dngul
gold-silver
(20.1) 'gold and silver'
(20.2) 'expenses'

It should be noted that despite the fact that components of such copulative com-
pounds as (21) or (22) have opposite meanings they are also co-hypernymic in the
ontology as they have common basic classes in the concepts hierarchy – cha ‘part’ (for
(21.1)) or dus ‘time’ (for (21.2)) and kha-mdog ‘color’ (for (22)) respectively.

(21) 

snga-phyi
previous-subsequent
(21.1) 'previous and subsequent part'
(21.2) 'previous and subsequent period'

(22) དཀར་ནག
dkar-nag
white-black
'white and black'

Compound attribute groups usually denote characteristic (quality) of an object like
(7), while their components denote attributes (ring-po ‘long, having a great length’,
thung-thung ‘short, having a short length’). The compound (7) and its components are
connected with the corresponding relations in the computer ontology – ‘to be a size of
any object (about length)’ and the inverse one ‘to have a length (about any object)’ (see
Fig. 2).
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In adjunct compounds one or both components can act a generic term to the
concept, expressed by a compound. For example both components of (8) – rba and
rlabs have a similar meaning ‘wrinkle, swelling’. In named entity compounds the
second component always denotes a generic term in relation to the first component and
to the compound itself.

Despite a variety of possible semantic relations between components of genitive
compounds (possession, participation in an action as an agent or patient, characteristic
in relation to another object (material), place or time, the second component of
NPGenCompounds most often denotes a generic concept in relation to the overall
meaning of a compound like in (9), (11) and (14).

The second component can mean ‘type, class’ (Tib. rigs, rnam, phyogs, sna) or
‘group’ (Tib. tshan) of objects. In such cases a compound can also provide either a
copulative meaning for e.g. (23), or form a new meaning like (24).

The use of certain nouns as second component of nominal compound words cor-
responds to the stable word-formation models described by S. Beyer: for example, sa
‘place’ in (25) (Beyer, 1992, p. 129). The status of other words acting in a similar role
requires further study.

(23) 
'bru-sna
grain-type
'grain crops'

(24)
rgyal-rigs
conquer-type
'warrior caste'

(25)
lha-sa
god-place
'Lhasa'

In CompoundClassNP the first component most likely denotes a generic term in
relation to compound like in (26); or a compound and its first component are co-
hypernymic (16).

Fig. 2. The interrelation of the compound ring-thung ‘length’ and its component ring-po ‘long’
in the computer ontology.
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(26) 
gos-hrul
clothes-tattered
'ragged clothes'

(27) རོན་འཁམ

mkha'-nor
sky-jewel
'sun'

Despite the fact that components of compounds are not always indicated as their
direct hypernyms in the computer ontology, nevertheless they often reflect features of
the Tibetan naive or proto-scientific picture of the world. The same holds for cases
when relation between compound and its components is metaphorical (for e.g.
NPGenCompound (28), which literal means ‘jewel of the sky’).

5.2 Verbal Compounds

Verbal Compounds Modeling in the Formal Grammar and the Computer
Ontology. Depending on the syntactic model of the compound derivation, the fol-
lowing types were distinguished for verbal compounds: verb coordinate compound
(VerbCoordCompound); compound transitive verb phrase (CompoundTransitiveVP);
compound atomic verbal phrase with circumstance (CompoundAtomicVPWithCirc)
and compound associative verb phrase (CompoundAssociativeVP). In fact, each of
these types is represented by three types in the current grammar version – verbal
compound, which varies tense and mood (e.g. CompoundTransitiveVP); verbal com-
pound, which varies only in mood (e.g. CompoundTransitiveVPNoTense); and verbal
compound, which doesn’t vary in tense and mood (e.g. CompoundTransi-
tiveVPNoTenseNoMood). Verbal compounds like other verbs are processed using the
Ontohelper editor.

As it appears from the name only verb coordinate compounds (e.g. 28) belong to
the coordinate type. These compounds are contractions of regular coordinate verb
phrases with conjunctions omitted. VerbCoordCompound consists of VRoot, being the
head of VerbCoordCompound, and VerbCompoundCoord that stands for the second
verb (VRoot being the head of VerbCompoundCoord) with the intersyllabic delimiter.
Modeling a verb coordinate compound meaning does not require establishing any
special semantic relations in the computer ontology, because the upper-mentioned
general coordination meaning evaluation is involved.

In compound transitive verb phrase (29), thefirst nominal component is a direct object
of the second verbal component. The head class of CompoundTransitiveVP can beVRoot
or CompoundTransformativeVP. The arguments include CompoundInstanceNPArg and
CompoundAtomicVNArg. The linear order of the subordinate constituent in relation to
the head is left.

Heads of CompoundInstanceNPArg, that is a noun phrase argument within a
compound, are IndepNRoot, OnlyCompoundNRoot, PIndRoot and PIntRoot. The
argument class is represented by the intersyllabic delimiter.
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CompoundAtomicVNArg stands for a compound argument that consists of Com-
poundAtomicVN, CompoundAtomicVNNoTense, CompoundAtomicVNNoTenseNo-
Mood being head classes, and intersyllabic delimiter argument.

To ensure the correct analysis of compounds of this type, it is necessary that the
concept of the nominal component of the compound be a subclass of the basic class
specified as a direct object class for the concept of the verbal component of the
compound. E.g., the literal meaning of the compound (29) is ‘to fasten help’. The class
‘any object or process’, which includes the concept phan-pa ‘help’, was specified as a
direct object for the verb ‘dogs ‘to fasten’.

(28) 
sangs-rgyas
be_purified_be_broaden
'awaken and broaden'

(29) སགོདའ་ནཕ

phan-'dogs
help_fasten
'assist'

The CIC CompoundAtomicVPWithCirc was made for a combination of Com-
poundAtomicVP (verbal phrase within a compound represented by a single verb root
morpheme – the head class) and the modifier – CompoundCircumstance, attached on
the left.

Initially CompoundCircumstance stood for a terminative noun phrase within a
compound attached with an intersyllabic delimiter. However since circumstances can
be expressed by function words of different case meanings (for e.g. terminative in (30),
ablative in (31) and ergative in (32)), a common class was created for all of them –

CompoundAtomicUnknownCaseNP, where all atomic nominal phrases were embed-
ded.

(30) 
rnam-dbye
type_divide
'divide into classes'

(31) 

myang-'das
suffer-go_beyond
'reach nirvana'

(32) 

dbang-phyug
power-be_rich
'be rich in power'

The relation ‘to have a manner of action or state’ was indicated as a hypernym for
all case meanings of nominal phrases from which compounds with circumstance are
formed. The basic class of the nominal component should be connected by the relation
‘to be a relationship object’ with this relation ‘to have a manner of action or state’.
Thus, for the compound (30), this relation was established on the basic class of its
nominal component rnam-pa ‘type’ – ‘any category’.

The texts, as a rule, use the idiomatized nominalized forms of verbal compounds
with the omission of the syllabic formative –pa (a nominalizer). Thus, the nominalized
form of the verbal compound rnam-dbye denotes a grammatical term ‘case’. In this
regard, in addition to verbal compounds (30), (31), (32), their full nominal forms (33),
(34) and (35) respectively are also processed in the computer ontology.
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(33) 
rnam-pa r dbye-ba
type LOC divide-NMLZ

'case'

(34) 
mya-ngan-las-'das-pa
suffering ABL
go_beyond-NMLZ
'nirvana'

(35)
dbang-gis-phyug-pa
power ERG 
be_rich-NMLZ
'lord'

CompoundAssociativeVP is another class of Tibetan verbal compounds which was
introduced for contractions of regular associative verb phrases. It consists of the
associative verb (the head class) and its indirect object (possible arguments being
CompoundInstanceNPArg, CompoundAtomicVNArg).

Thus, the first component of the compound (36) lhag-ma ‘remainder’ should
belong to the class of associative objects specified for the verb bcas ‘to possess’ in the
Ontohelper editor. Full idiomatized nominal form of this compound (37) is also
modeled in the computer ontology.

(36) 
lhag-bcas
remainder_possess
'have a continuation'

(37) 
lhag-ma dang bcas-pa
remainder ASS possess-NMLZ
'continuative'

External Semantic Relations of Verbal Compounds. In most cases, the direct
hypernym of verbal compounds is the concept expressed by their verbal component.
For example, verbal compounds (38) and (39) have the same hypernym, that is their
verbal component ‘chad ‘explain’.

(38) དཤབ་ངོག

gong-bshad
top_explain
'explain above'

(39) 
rnam-bshad
type_explain
'explain completely'

In other cases, there is no class-superclass relation between the meaning of the
verbal compound and the verb from which it is derived. However, their type and
valency are always the same.

Moreover, it was revealed that such grammatical features of Tibetan verb com-
pounds as transitivity, transformativity, dativity, and associativity are always inherited
from the main verb, even when the corresponding syntactic valency seems to be
fulfilled within the compound.

5.3 Compounds with Complex Structure

Compound as Component. Typically Tibetan compounds consists of two syllables.
However there are cases when one of the components of a compound is itself a
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compound. For example, in the noun phrase with genitive compound (40) the head
class is also a noun phrase with genitive compound (41).

(40) 
dpe-mdzod-khang
book-repository-house
'library'

(41) 
dpe-mdzod
book-store
'book repository'

There are also complex structures with both components being compounds. Most
often, such compounds belong to modern vocabulary (42), scientific or religious-
philosophical terms (45). For example, the genitive compound (42) consists of two
genitive compounds – (43) and (44).

(42) 
btsan-dbang-ring-lugs
tyranny-tradition
'imperialism'

(43) བཙན་དབང
btsan-dbang
violence-power
'tyranny'

(44) 
ring-lugs
be_long-tradition
'tradition'

The genitive compound (45) unites named entity compound (46) and genitive
compound (47).

(45) 
la-don-'jug-yul
la_equivalent-place_of_use
'place of use of la-equivalent'

(46) ནདོ་ལ

la-don
la-meaning
'grammatical marker with the same 
meanings that la'

(47) 
'jug-yul
place-apply
'place of use'

In poetic texts of the corpus even more complex structures were discovered. In the
first Tibetan grammatical treatises Sum-cu-pa (VII c.), we find five verbal roots fol-
lowing each other without any grammatical markers between them (48).

(48)
sdeb sbyor legs mdzad mkhas rnams 
poetry be_good do be_skilled-PL

Only the last verb takes the plural marker and thus can be treated as a case of zero
nominalization. Relying on the context and several most authoritative commentaries on
the grammar this passage can be read in the following way:

(49) 
sdeb [pa r] sbyor-[ba] legs-[pa r] mdzad-[pa 'i] mkhas [pa]  
composite-NMLZ TERM join-NMLZ be_good-NMLZ TERM do-NMLZ GEN   
be_skilled-NMLZ
'[those who are] skilled in good making joining [of words] for composition' 

338 A. Dobrov et al.



First four verbs in this passage are obviously in subordinate syntactic relations of
different types with the omission of various grammatical markers. Omission of
grammatical markers here may be considered acceptable in a poetic text. However,
changing the whole formal grammar to ensure correct syntactic parsing of this passage
will inevitably cause combinatorial explosions. In this regard, it was decided to model
the whole passage as a compound.

According to the created model of Tibetan compounds and reconstructed syntactic
relations it is possible to consider sdeb-sbyor and legs-mdzad as compound atomic
verbal phrases with circumstance.

Syntactic relations between sdeb-sbyor ‘poetry’ and legs-mdzad ‘to do well’ are the
same as in compound transitive verb phrases, where the first nominal component is a
direct object of the second verbal component. Such cases, where both components are
compounds, are not common so it was decided not to change immediate constituents of
the CICs CompoundTransitiveVP, but to create separate class. Thus for compounds
transitive verb phrases with complex structure the CIC CompoundGroupTransi-
tiveVPNoTense was created.

The syntactic relations between sdeb-sbyor-legs-mdzad and mkhas-pa are the same
as those between the components of noun phrase with genitive compounds. Thus, the
CompoundGroupTransitiveVPNoTense was added as the head class to the CIC
NPGenCompound.

We hope that adding new texts to the corpus and discovering new types of com-
pounds with complex structure will confirm or deny their status and help to determine
better way to develop the formal grammar (create separate CIC classes for such
compounds or add them as constituents to existing ones) to avoid morpho-syntactic
ambiguity.

Personal Names. The vast majority of Tibetan personal names consist of disyllabic
terms, including compounds. Such terms usually denote auspicious objects or divine
names [3, p. 374]. The corpus, used for this research, contains four-syllable religious
and secular names that consist either of two compounds or a compound and disyllabic
nominal root.

If between components of a name there is no syntactic relations there are modelled
as compound names (CompoundName) in the computer ontology. The components of
CompoundName can include compounds, nominal roots and foreign personal names.

For example, the compound name of the Tibetan author of grammatical works skal-
bzang ‘gyur-med consists of two compounds: CompoundClassNP (50) and Sub-
jectCompound (51).

(50) 
skal-bzang
fate-be_good
'good fate'

(51) 
'gyur-med
change-not_have
'unchanged'

The literal meanings of both compounds should be modeled in the ontology using
the methods described above. In addition, a separate concept must also be created for
each of compound; and the class ming ‘name’ should be specified as its hypernym.
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Two concepts with different token types are also created for the full name. The first
is marked as ‘person designation’ and the corresponding hypernym is selected. The
second is marked as ‘compound name’ and the concept ming ‘name’ is specified as its
hypernym. The concept ‘any creature’ is connected with this class by establishing a
subclass of the general genitive relation ‘to have a name (about any creature)’.

Multi-type Compounds. The same Tibetan compound may have different mor-
phosyntactic structures for different meanings. Thus, the compound sgra-don is a clip
of two different phrases – (52) and (53).

(52) 
sgra 'i don
sound GEN meaning
'meaning of sound' 

(53) 
sgra dang don
sound CONJ meaning
'sound and its meaning'

Thus, the correct type of token in the first case is NPGenCompound, and in the
second one – CompoundNRootGroup. These cases are represented in the ontology as
different concepts of the same expression.

Compounds with Negation. Negation in the Tibetan language is expressed by the
negative particle mI (the allomorph mi is used before the present and future stems of the
verb, while the allomorph ma is occurred before the past tense and imperative stems),
that can precede only verbs. There are two possible contractions of the negative particle
and verbs. The equative verb yin ‘to be’ may optionally be contracted to min ‘is not’ in
addition to ma-yin ‘is not’. In addition, the verb yod ‘to exist’ is used in negated form
only as med ‘not exist’ [3, p.242].

In the corpus two cases of negation within compounds of different types were
discovered. In the first case it is a verb with negation as a head class of the
NPGenCompound, which denotes Tibetan grammatical term (54). This compound has
the complex structure as its argument includes another NPGenCompound (55). In the
second case we see contraction of the equative verb yin ‘to be’ and the negation particle
that enters the argument constituent of the SubjectCompound (56).

(54) 
mi-mthun-tshig-rgyan
NEG-correspond-
decoration_of_phrases 
'unconformable decoration 
of phrases '

(55) 
tshig-rgyan
phrase-decoration

'decoration of phrases'

(56) ནིམ་གའོ

'og-min
lower_part-not_exist

'Pure land'

According to the current grammar version contractions of the negative particle and
verbs are parsed as verbal roots. Thus, as VRoot is already embedded in Sub-
jectCompounds possible constituents the parsing is correct. As for cases like (54) the
class VRootImperfNegNoTenseNoMood was embedded in the possible head classes of
genitive compounds.
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6 Conclusions and Further Work

The current results of the formal grammatical and ontological modeling of Tibetan
compounds presented in this article represent the first of its kind consistent systematic
formal description of this material that is used to solve tasks of the Tibetan language
module of a working automatic text processing system. Thus it is verified by analyzing
the results of the automatic syntactic and semantic annotation of the corpus of texts.
The work on the development of a full-scale Tibetan NLP and NLU engine will be
continued, that help to develop the classification of Tibetan compounds and to create
the most complete model of the Tibetan compounds system, which at the same time
excludes the ambiguity of morpho-syntactic and semantic analysis.

Acknowledgment. This work was supported by the Russian Foundation for Basic Research,
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Abstract. In regard to hazards, either produced by natural causes or by human
activities, an important issue today is awareness, which is essential not only for
the fast response of emergency personnel, but also for people concerned about
the risks. The approach described in this chapter is based on making specialists’
knowledge accessible to the large public. This was first realized though a
selection of fundamental concepts about radiological and nuclear vulnerabilities
and their organization in an ontology, used for defining a website. Secondly, the
rules followed for making decisions in case of hazardous events were extracted
from the public reports elaborated by authorities in atomic energy, were for-
malized, and were implemented into a software simulator. Thirdly, the processes
followed for diverse types of risks were represented graphically, to create
awareness about the measurements to be taken, the actions recommended in
each situation, and their timing..

Keywords: Knowledge engineering � Hazard management � Process
modeling � Decision support

1 Introduction

Hazard awareness is generally approached from the point of view of the authorities
who are responsible to make decisions, either for preventive purposes or for dimin-
ishing the effects, when a hazardous event happens. From the scientific point of view,
Newman et al. analyzed a hundred papers on decision support systems for risk
reduction in regard with natural hazards [1], defining a complex analysis framework.
They included criteria like end users, external drivers, decision indicators, model
integration, software architecture, monitoring and evaluation process etc. Their findings
showed that one mostly focuses on risk identification, and less on mitigation measures,
with a better coverage of low-level decisions, in the detriment of strategy elaboration
and risk-reduction plans. Among the areas indicated to need more attention in the
future, there is the interaction with users, both during the development of Decision
Support Systems and in the evaluation stages.

From the technical point of view, complementary to prediction methods based on
modeling natural phenomena, artificial intelligence has also been applied for managing
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disaster risks, with supervised and unsupervised machine learning algorithms, applied
to data originated from a large variety of sources, like satellites, drones, street cameras
etc. A World Bank guidance note presents case studies about two important aspects [2]:
i) physical or social vulnerability exposure (e.g. deep learning applied to determine
seismic risks of buildings, or conditional random field used for estimating the resistance
of roof tops to hurricanes) and ii) damage prediction before the event, in comparison
with afterwards assessment (e.g. Bayesian networks and random forest for floods,
decision trees for mapping landslide hazard, or deep learning for cyclone damage
evaluation). Another method to improve disaster response is to collect messages posted
on social media during a hazardous event, and automatically classify them based on
artificial intelligence. An example is given in [3], about processing Twitter messages in
real-time, with a training algorithm that uses labels characteristic to crisis situations; the
tool was validated during an earthquake in Pakistan in 2013. For prevention and
preparedness, one also can also apply machine learning over historical information
concerning a given type of hazard. Flood events occurred over a period of 24 years
were studied in [4] in order to extract behavioral patterns and make classifications to be
used in decision trees applicable to future events; among the techniques evaluated, the
research proved that the most suitable was the Random Forest collaborative learning,
followed by Artificial Neural Networks.

The Sendai Framework for Disaster Risk Reduction 2015–2030 [5] introduced an
approach based on risk management, extending the governmental investments in
protective measures towards cooperative actions based on a better understanding of
risks, and falling into the responsibility of multiple stakeholders. In this new approach,
the dissemination and communication of risk information become more important,
involving augmented requirements for public awareness [6]. The involvement of local
communities also becomes essential, in correlation with larger scale campaigns for
creating awareness, and accompanied by teaching notions about vulnerabilities and
protection from hazards within formal education programs [7].

Therefore, there are two important trends in managing hazards. The former is the
investment in developing more sophisticated tools for decision support to learn from
historical data, analyzing the situation rapidly and recommending the best actions to be
taken in due time. The latter is the involvement of a larger spectrum of stakeholders
even in the stage of the simple existence of latent vulnerabilities, like living in the
proximity of a volcano or of a nuclear plant. Leaning on these two trends, the work
presented in this chapter investigated the use of knowledge engineering to support
awareness of the large public and to simulate decisions that are recommended by public
documents in case of nuclear or radiological events.

This chapter is an extension of [8], with more insights into the concept of awareness
in Sect. 2, were the knowledge available in regard with nuclear hazards is also pre-
sented. Section 3 gives further details about the research method from [8], to put
forward the important steps involved, and the results concerning the representation of
knowledge, the set of rules and the formalization of processes. The proposed ontology
organizes nuclear hazards knowledge, targeting the interest of the large public; it is
presented in Sect. 4, based on a more technical perspective than in [8], to show how it
was used for designing the website to create public awareness. In addition to the
conference paper, the chapter also includes a description of scenarios for integration
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tests, performed in conjunction with a prediction tool for radioactive cloud movement.
Section 5 exposes details about the decision support simulator that is part of the
website, conceived for general use, but respecting recommendations from public
reports of the International Atomic Energy Agency (IAEA); new examples of rule
definitions are introduced in respect with [8], along with new graphical representations
of operative processes, for protection and response purposes. The chapter ends with an
analysis of related work (Sect. 6) and with Conclusion.

2 Background

2.1 Defining Awareness

The Cambridge Dictionary defines awareness as: “knowledge that something exists, or
understanding of a situation or subject at the present time, based on information or
experience”. We learn from this that awareness is intrinsically related to knowledge, be
it explicit (as the one that is found in guidelines, reports, training materials or
knowledge basis) or tacit (as the one held by domain experts). The conversion between
these two types of knowledge is realized, according to the Nonaka model, through:
socialization, externalization, combination and internalization. In [9] one proposed a
combination between this one and another consecrated model, defined by Endsley, who
identified three levels of situational awareness: perception, comprehension, and pro-
jection of the future actions [10]. From a technical perspective of data fusion, one also
applied another conceptual model, called JDL (Joint Director’s of Laboratories),
consisting in four levels of assessment - for data, objects, situation and impact - plus a
level of process refinement. A framework that integrates JDL with Endsley’s model is
proposed in [11], with a demonstration based on a war scenario, by integrating tools for
processing the routed messages and for parsing free-text, with a system for detecting
terrorism evidence and alerts, transmitted to a responsible person for analysis.

According to the same Cambridge Dictionary definition given above, awareness
also concerns a given situation. Situation awareness is critical in domains like aviation,
where it may be the cause of severe incidents (see a review of existing approaches in
[12]), and also in emergency management in general. Time is a very important factor
in situation awareness and decision support, thus differentiating it from the softer
concerns of public awareness, where the availability and good organization of the
information prevail. Related to them, context awareness is also important in pervasive
applications that adapt to environmental conditions, characterizing a daily-life situation
and not necessarily in relation to hazards. In such a case, the domain knowledge,
regarding a smart home environment, for instance, can be formally represented as an
ontology, as a basis for further reasoning. The approach given in [13] proposes a
hierarchical organization, with a general upper ontology and several other ontologies
specific to various sub-domains, for home, vehicle etc., expressed in OWL (Web
Ontology Language) and interpreted with context reasoning engines, based on Jena2.
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2.2 Knowledge Concerning Nuclear Hazards

All over the world, government agencies, local officials, nuclear plant owners and other
stakeholders are directly interested in creating education and awareness about the
radiological and nuclear hazards. This concern was also present in the key messages
launched in 2013 by the International Federation of Red Cross and Red Crescent
Societies (IFRCRCS) to increase public awareness and public education for disaster
risk reduction.

The occurrence of severe nuclear accidents in Eastern Europe and Asia, as well as
the problems raised by radioactive waste, have increased the general concern on
nuclear power plants safety, up to discussing the acceptance by the large public of this
form of producing energy [14]. Apart from establishing and maintaining radiation
protection measures in nuclear power plants, there are also issues like environment
protection, climate change and potential conflicts between technological and social
development, leading to the analysis of the people’s risk awareness. Thus, the studies
show that safety goals and public acceptance have a direct impact on each other [15].
Whereas the geographic proximity to a nuclear facility influences the interest towards
the nuclear energy and the awareness of the induced vulnerabilities, it has not been
proven to be an important factor in the acceptance of its usage [16]. However, the
attitude changes for the population living in the vulnerability area of a former nuclear
accident. Kitada [17] analyzed the results of multiple surveys realized in Japan, before
and after the Fukushima Daiichi Nuclear Power Plant accident. After the event, the
negative opinions about nuclear power increased; people were discussing more about
renewable energies and tended to focus on the accident risks. The perception of nuclear
energy risks in Taiwan and Hong Kong were also studied in [18]. Similar to Japan, they
are seismic countries, densely populated and with nuclear power plants located side by
side to urban centers, or in close proximity to numerous underwater volcanoes. The
paper presented the implication of the government and media in disseminating crucial
information and influencing public opinion and perception of risk. Education on natural
disasters in general also has its impact in this respect [19].

For the knowledge of our domain of interest, a major contribution comes from the
International Atomic Energy Agency, who also published a “Nuclear Accident
Knowledge Taxonomy” [20], along with many other reports, recommendations and
guides. A milestone in the European Union was the development of RODOS (Real-
time Online Decision Support) – a system for nuclear emergency management [21]. Its
main objectives are to provide integrated methodological bases, develop models and
databases, and install common hardware and software frameworks for forecasting the
consequences of an accident and supporting decisions. The role of multi-criterion
analysis to ensure transparency of the decision-making process in the management of
emergency situations was described in [22].

There have also been efforts towards an integrated approach of hazards, including
Chemical, Biological, Radiological and Nuclear (CBRN), with integrated monitoring,
warning and alerting solutions. Sentinel Asia is such an example, functioning since
2005, sharing data from earth observations and in-situ measurements, and creating a
link between the space and the disaster reduction communities, at international level
[23]. The European Commission also supported multiple projects for an integrated
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management of crisis situations and for correlated responses in case of disasters [24].
Such efforts are also related to another concern at the international level - the creation
of situation awareness tools, to provide a clear perception of a disaster scenario, and to
improve decision support and the relations between the involved actors and the envi-
ronmental factors [25].

3 Research Method

Our work was performed with the purpose to share knowledge on radiological and
nuclear hazards with stakeholders concerned of these risks but having medium to zero
scientific background on such topics. In the collaboration with professors teaching
nuclear technology and with researchers from a physics and nuclear engineering
institute, we first played the part of software engineers for developing an educational
and awareness platform, but soon discovered that we were also among the potential
users of such a platform. It was challenging for them to select which were the basic
concepts to be explained and what was important from the point of view of people who
may have a technical background but are not accustomed with the specificities of this
domain. Our task consisted in organizing the relevant knowledge that was selected by
our partners, and of identifying the connections between concepts that would help for
an easier understanding and then for a better navigability within the platform. Based on
the selection made by specialists in nuclear engineering and physics, we represented a
set of concepts that are relevant for understanding the nuclear and radiological vul-
nerabilities and for creating awareness. The aim was to offer support for education and
awareness, necessary for understating and testing the project results, and not to elab-
orate an exhaustive ontology, because this would have to cover multiple domains that
are already characterized by a very detailed terminology.

Furthermore, we wanted to go beyond getting accustomed to a basic terminology
and to introduce some insights into the judgement criteria of the relevant authorities,
because this might increase the population cooperativeness and trust, and might also
offer the possibility to check the validity of some decisions one may be directly affected
by. This is particularly important in our country, due to the operation of a nuclear
power plant and the proximity of other nuclear facilities that may induce further ter-
ritorial vulnerabilities [26].

Thus, our method for representing knowledge included the following important
steps (see Fig. 1):

• Organization of the concepts
• Identification of connections between concepts
• Establishing references to other ontologies
• Definition of semantic links
• Specification of rules based on the IAEA recommendations
• Representation of processes in a graphical language.

The work was part of a project developing prediction tools about the influence of
radioactive clouds on the territory situated in the near and far field of a nuclear facility
[27]. Our contribution consisted in:
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• an ontology used to organize the resources for informal education and awareness
about the radiological and nuclear hazards;

• the design of a rule-based simulator dedicated to non-specialists, based on criteria,
activities and threshold levels conforming to the recommendations of the Interna-
tional Atomic Energy Agency;

• a formal presentation of processes to be followed for prevention, protection and
emergency response situations.

The knowledge representation was realized in multiple languages, including UML
(Unified Modeling Language), OWL, XML (Extensible Markup Language) and BPMN
(Business Process Model and Notation). The representations were then applied for
realizing a knowledge integration website, including semantic links, and a tool to
simulate the authorities’ decisions in a variety of situations related to radiological and
nuclear vulnerabilities. The website was also used by students in Power Engineering
who chose the Nuclear Power Plant program [28].

4 Knowledge on Nuclear Hazards

4.1 Ontology

Four categories of concepts were considered for realizing the Nuclear-Watch ontology,
covering the scope of education and awareness:

• Hazard Management
• Emergency management
• Organizational structure and
• Nuclear and radiological reference terms.

Fig. 1. Research method
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We hereby explain a set of concepts from the first three categories, many of them
being relevant for any type of hazard, not just for the nuclear and radiological one. The
Nuclear-Watch ontology was represented in OWL, using Protégé (see Fig. 2).

For the Hazard category we selected the following concepts:

• Hazard management system – represents an assembly of physical, software and
human components for monitoring, processing and visualization of specific hazards;

• Alert system – supports the decision and communication of alerts in case of dis-
astrous events having happened;

• Early warning system – covers strategic, technical and operational aspects, with the
purpose of avoiding or reducing the disastrous effects; its conception and realization
considerably depends on the type of hazard, with a clear differentiation between
rapid-onset threats, like nuclear plant failures, and slow-onset threats, like climate
change [29];

• Hazard monitoring – is specific to the type of hazard and may be realized with
diverse measuring instruments, like sensors, satellites, spectrometers, thermometers
etc.);

• Data processing – is performed for a variety of goals: estimation of derived physical
quantities, prediction, risk assessment, risk mitigation, organizing and storing data
for historical purposes, transforming data for communication purposes [30];

• Data visualization – uses data acquired at hazard monitoring and includes maps,
graphs, tables, color-coded advisories, video images.

For the Emergency category, the concepts considered are:

• Emergency management – represents the overall organization of resources for
dealing with emergency situations, possibly realized by existing hazard manage-
ment systems; a collection of twenty-six definitions of emergency management,
along with a comprehensive presentation of the related terminology, are given in
[31] and [32];

Fig. 2. An OntoGraph representation for the Nuclear-Watch ontology
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• Population protection – is performed when a hazard-related event happened, but the
effects do not require emergency reactions; in the case of nuclear vulnerabilities, the
protection may consist in sheltering, iodine administration, or temporary relocation;

• Emergency situation – is characterized of a significant augmentation of the risks to
which the population and the personnel working in the affected facility are exposed to;

• Emergency situation response – stands in the identification and classification of an
emergency, followed by alert and activation of the authorities responsible with
emergency management;

• Emergency situation intervention – includes concrete actions performed by emer-
gency professionals and other organizations, like national, regional and local
authorities;

• Decision system – offers a computerized support for decision making, based on risk
management, models and collections of data;

• Risk management – is realized by identification, evaluation and mitigation of risks
concerning the hazard of interest;

• Communication – is used for emergency situation response, to transmit alert
messages to authorities and other stakeholders, like economic players in the affected
territory, subscribers or the large public;

• Alert messages – realize the communication in a form that is approved and well-
formatted.

For the Organization category, the concepts introduced in the ontology are:

• Legal framework - consists of the main laws and government orders to which the
emergency management and a hazard management system must conform to;

• Institutional framework – is an assembly of resources and organizations created for
managing emergencies at regional, national or international levels.

• The fourth category, nuclear and radiological reference terms, includes concepts
related to radiations, environment radioactivity and nuclear security, accessible to
people having a technical background (high school level); a presentation of more
advanced terms about nuclear emergencies is given in [33].

The concepts presented above, along with other reference terms necessary for
understanding the hazard management fundamentals, were represented in Web
Ontology Language, in Protégé. After that, we also added relationships for two reasons:
i) to show the connections between them, and ii) to verify whether they have corre-
spondences to concepts from other external ontologies, for validation purposes. Thus,
two kinds of relationships were defined:

• relationships between the Nuclear-Watch concepts; see several examples in
Table 1;

• correspondences to concepts from other ontologies that represent knowledge from
related domains; a selection of correspondent concepts from VuWiki (Vulnerability
Ontology 1.0) [34] is given in Table 2.
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4.2 Knowledge Integration Website

The knowledge on nuclear hazards was integrated within an educational and awareness
website developed with Tiki Wiki. The wiki pages correspond to the Nuclear-Watch
ontology concepts and capitalize the Semantic Links functionality - to define relations
between them. Each page contains a brief definition of the concept, followed by a
description defined by domain experts, references, a list of connected notions (among the
ones presentedwithin the samewebsite) and a category definedwithin the same ontology.

Table 1. Examples of relationships.

Name Notation Description

HasSubclass Nuclear_Watch – HasSubclass –>
Hazard_management

HasMonitoring Early_warning_system – HasMonitoring
(Domain > Range) –> Hazard_monitoring

HasVisualization Alert_system – HasVisualization
(Domain > Range) –> Data_visualization

HasResource Early_warning_system – HasResource
(Domain > Range) –> Resource

HasDecision Early_warning_system – HasDecision
(Domain > Range) –> Decision_system

HasProcessing Early_warning_system – HasProcessing
(Domain > Range) –> Data_processing

Table 2. Examples of correspondences to VuWiki concepts

Nuclear-Watch Concept Correspondence VuWiki concept

Emergency/Population
protection

Has definition Vulnerability assessment/Methodological
approach/Theoretical approach/Definition of
vulnerability

Emergency/Emergency
management

Is based on Vulnerability assessment/Reference
framework of assessment/Target users/Civil
protection

Emergency/Risk
management

Corresponds to Vulnerability assessment/Methodological
approach/Theoretical approach/Related
theoretical concepts/Risk

Hazard/Data processing Corresponds to Vulnerability assessment/Methodological
approach/Operational approach/Data analysis

Hazard/Hazard
monitoring

Corresponds to Vulnerability assessment/Methodological
approach/Operational approach/Data
collection

Hazard/Data
visualization

Corresponds to Vulnerability assessment/Methodological
approach/Operational approach/Data
Analysis//Mapping (spatial or temporal)
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Apart from this, to improve the navigability and the search capabilities, there are also page
relations based on newly introduced link types that are mutually inverted. Thus, we can
show, for instance, that a data processing module is part of an alert system, or of an early
warning system. There is also an invert relation defined in the semantic links, with the
label possible components and the token contains. In this way, the user finds out that an
alert system contains components dedicated to: hazard monitoring, data processing,
emergency situations, decision support, and data visualization, and can navigate to the
correspondent web pages to know further information. The website also incorporates a
decision support simulator, whose design is further described in Sect. 5.

Although its main purpose was to create awareness in general, the website was also
used in educational settings, for junior students in power engineering, who can visu-
alize fundamental notions about the physical phenomena related to nuclear facilities,
understand the alert and early warning systems, study legal aspects, and learn more
about the organizational framework responsible of emergency situations. Moreover, the
teachers were allowed to define new wiki pages, edit the existing content, and introduce
new navigation links based on semantics. Other details on the educational aspects and
the tests performed were given in [28].

4.3 Testing Scenarios

The awareness website based on knowledge integration was conceived as a comple-
mentary tool to accompany a prediction software concerning radioactive cloud
movement and early warning, created by a physics research institute [35]. As a con-
sequence, a set of test cases were defined for scenarios correspondent to different types
of risks and decision drivers:

• SC1 Inform population about nuclear vulnerabilities
• SC2 Create population awareness about prevention measures for low-risk nuclear

vulnerabilities
• SC3 Protect population from evolving towards a crisis situation
• SC4 Emergency response in case of receiving a high dose of radiations.

For SC2 and SC3, four versions were considered, in respect with four types of
events that were simulated numerically by our colleagues from the Power Engineering
Faculty:

• an accident at a nuclear plant,
• a fire of a device with radiological dispersions,
• an explosion of a device with radiological dispersion, and
• triggering an improvised nuclear device.

There were two test groups who received access to the above-mentioned prediction
tools and to the awareness website presented in this chapter. They were given test
forms, as well as teaching and informative materials, and the feedback was interpreted
by experts in nuclear power energy.

For example, the list of test cases specified and executed for SC2 is given in
Table 3. For a scenario initiated by an accident at a nuclear plant, the suite of tests
consisted of: CT.INFO.001 ! CT.INFO.002 ! CT.INFO.003 ! CT.INFO.008 !
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CT.SIM.002 ! CT.INFO.004 ! CT.DEC.001. Four variants of this scenario also
included simulations driven by a certain type of event and characterized by a sequence
of test cases (CT.SIM.002, CT.SIM.003, CT.SIM.004 and CT.SIM.005). During these
integration tests, the awareness website based on the knowledge presented in this
chapter was systematically accessed.

5 Decision Support Simulator

5.1 Formalization of Rules

This section describes the knowledge of the rule-based system [36] that simulates the
decisions to be taken by responsible authorities, in order to create awareness on the
nuclear vulnerabilities. We extracted what can be expressed as a set of rules from the
criteria defined for preparedness and response for a nuclear or radiological emergency.
They were identified based on reports of the International Atomic Energy Agency
[37, 38]. Table 4 presents the structural aspects of the main concepts that characterize
the rule-based system (i.e. Rule, Threshold Condition, Time Frame and Action). It
includes the concept attributes and their types, whereas the subsequent paragraphs
explain their meanings, as they result from domain-specific documentation, but with
the purpose of creating awareness to a larger public.

Table 3. Test cases included in the low-risk scenario SC2

ID Test case Software
component

CT.INFO.001 Information about radiation doses Awareness
website

CT.INFO.002 Information about radiation effects on humans Awareness
website

CT.INFO.003 Information about population protection Awareness
website

CT.INFO.008 Data about communities exposed to vulnerabilities Awareness
website

CT.SIM.002 Simulation of an accident at Cernavoda nuclear plant,
Romania, with low-risk exposure to radiation

Prediction
tool

CT.SIM.003 Simulation of an explosion for a radiological dispersal
device

Prediction
tool

CT.SIM.004 Simulation of a fire for a radiological dispersal device Prediction
tool

CT.SIM.005 Simulation of an improvised nuclear device Prediction
tool

CT.INFO.004 Weather forecast Prediction
tool

CT.DEC.001 Verification of the prevention decision sequence Awareness
website
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The rules belong to six categories that depend on the dose of radiation, which
decreases from A (when “urgent actions are always justified”) to F (when there are no
“generically justified actions”). They also depend on three types of risks:

• R1 – concerning avertable doses that do not affect population’s health, hence it is
necessary to take prevention measures;

• R2 – when the population protection is required due to larger values of projected
doses;

• R3 – when the dose has already been received and internal/external exposures are
high, so emergency response actions are necessary.

Table 4. Concepts used in the rule-based system

Concept Attributes Type

Rule rule code String
category {A, B, C, D, E, F}
risk {R1, R2, R3}

Threshold
Condition

threshold code String
threshold dose Real
unit of
measurement

{mSv, Sv, Gy-Eq}

measured
quantity

{E_T, H_AnyOtherOrgan, H_Foetus, H_Skin, H_Thyroid,
AD_Torso, AD_Tissue, AD_Foetus, AD_Skin, AD(Δ)
RedMarrow}

operation Logical Operation
exposure type {Internal, External}
exposure time {Brief, Unspecified}
delta days Integer

Time
Frame

time frame
code

String

time frame
name

{year, month, week, day, lifetime}

multiplicity {1, 2, more than 1}
Action action code String

action name String
target {everybody, pregnant women}
constraint {Urgent, Immediately, Temporary, Limited Area, Limited

Objects, Discretionary}
purpose String
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A rule behavior depends on a threshold value for the radiation dose, in respect with
the generic reference levels adopted by IAEA, and the time frame elapsed from the
moment of the nuclear incident. Thus, the premises of the rules are:

• the threshold conditions regarding the radiation doses compared to the specified
reference levels,

• the time frames, and
• the risk types.

The conclusion resulted from applying these rules is a set of actions recommended
by IAEA, which are supposed to be applied by the organizational structures responsible
with emergency management.

The rules are further defined as “if-then” clauses and their codes have the form
Rule_i, where i is the index, as seen in the examples from Table 1. From the analysis of
IAEA specifications, we identified 25 rules that were included into the knowledge base.

There are 22 threshold conditions identified from the studied IAEA specifications
and we assigned each of them a code, having the form Threshold_i, where i is the
index. A threshold condition represents one of the rule premises and is assigned with a
logical operation for checking the condition, and a threshold dose, which is a reference
value for a given physical quantity. The physical quantities that are relevant for the
purpose of the nuclear and radiological verifications are:

• E (Effective dose) – measured for the entire organism or for T (the tissue or organ of
interest),

• H (Equivalent dose) – to express the stochastic health effects on the foetus, thyroid
or any other organ, and

• AD (Absorbed dose) – due to the external exposure of torso, skin, tissue and foetus,
or due to the internal exposure of red marrow, thyroid, lung, colon and foetus.

An action has a name that indicates what are the measures to be taken by the
emergency personnel, domain specialists and various responsible authorities, to avoid
or reduce the effects of a presumable disaster. See several examples in the last column
from Table 5, and other examples were presented in [8]. From the IAEA reports we
extracted 25 possible actions, assigned with a code Action_i; the conclusion/decision of
a rule may reunite several such actions. A constraint for the time or space to apply each
action may exist, to specify that it has to be performed urgently or immediately, to
certain objects, or to an entire area.

Based on this knowledge base, we defined a decision tree (previously presented in
[8]), where the decisions were organized in respect with the types of risks (R1, R2 and
R3) correspondent to prevention, protection and emergency response to nuclear and
radiological situations.
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5.2 Rule-Based Engine

The awareness website incorporates a simulator of the rule-based system, processing
the following data:

• the date of the presumable nuclear incident,
• a set of values for the relevant physical quantities, i.e. effective, equivalent

and/absorbed doses, for various parts of the body, and
• the date when the measurements were taken.

Based on these inputs, an inference engine is run, and the recommended actions are
displayed to the user. The engine compares the data introduced by the user to the
information stored in the knowledge base. According to the values introduced for the
required physical quantities, the user receives appropriate messages, regarding:

• the measures to be taken, like temporary relocation, evacuation, decontamination,
and/or contamination control,

• the restrictions related to food, milk or water,
• the medical program to be followed, including, for example, iodine prophylaxis,

necessary examinations, medical treatment and/or psychological counseling.

For the purpose of this simulator, the representation of knowledge was done in
XML, based on an appropriate schema, for creating a unitary structure and a specific
content, in accordance with the rule definitions from Sect. 5.1. The knowledge base has
specific files for each concept, necessary for executing the rule behavior, with child
elements that correspond to the attributes from Table 4, e.g.:

Table 5. Examples of rule definitions

“If-then” clause Premises Conclusion

IF (Threshold_12) THEN (Action_9
AND Action_5)

Threshold_12:
HThyroid >= 50 mSv

L2 Action_9: Iodine prophylaxis
Action_5: Decontamination

IF (Timeframe_1 AND
Threshold_12) THEN (Action_6
AND Action_16 AND Action_11)

Timeframe_1: 1 year
Threshold_12:
HThyroid >= 50 mSv

L0
L1

Action_6: Limited area/object
decontamination
Action_16: Limited restriction for
food, milk, water
Action_11: Public information

IF (Threshold_13) THEN
(Action_20 AND Action_11 AND
Action_12)

Threshold_13:
ADTorso >= 1 Gy-Eq

L1 Action_20: Protective actions to
keep dose below reference
Action_11: Public information
Action_12: Public warning

IF (Threshold_17) THEN
(Action_21 AND Action_3 AND
Action_5 AND Action_22 AND
Action_23 AND Action_24 AND
Action_25)

Threshold_17: AD
(D)Red marrow >= 0.2 Gy-
Eq

L0 Action_21: Medical examination,
and indicated treatment Action_3:
Contamination control Action_5:
Decontamination
Action_22: Decorporation
Action_23: Prescription of iodine
Action_24: Medical follow-up
Action_25: Psychological
counseling
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• the representation of actions, having five child elements: actionCode, actionName,
target, constraint and purpose;

• the representation of timeframes, with three child elements: timeFrameCode,
timeFrameName and multiplicity;

• the representation of threshold conditions, with ten child elements: thresholdCode,
thresholdDose, measuringUnit, measuredQuantity, operation, exposureType,
exposureTime, deltaDays, note and constraint.

5.3 Representation of Processes

The IAEA reports studied for obtaining the knowledge base of rules include the rep-
resentation of several processes, like the situation assessment in the contamination of
large or moderate areas [38]. However, for awareness purposes, we needed to show the
big picture and not only details for specific procedures to be followed by specialists.
For this purpose, we distributed the threshold conditions, rules and activities into three
groups, in respect with the type of risk they are recommended for, and we represented
three processes, for: prevention (risk type R1), population protection (risk type R2),
and emergency response (risk type R3).

Figures 3 and 4 illustrate the protection and response processes, represented in
BPMN. The prevention process was previously presented in [8].

The process tasks, notated as rectangles with rounded corners in BPMN, correspond:
i) to the measurements of physical quantities necessary in decision making and ii) to the
actions recommended by IAEA (previously explained in Sect. 5.1). The decisions,
represented as diamonds in BPMN, verify whether the threshold conditions are met, by
comparing the measured values with the reference levels from the IAEA safety guides.
In respect with the threshold conditions fulfilled or not, the sequence flow advances to
the actions recommended in that situation. The timer intermediate events, represented
with a clock icon, correspond to the time frames mentioned in Sect. 5.1.

Thus, as resulted from Fig. 3, immediately after an incident, for protection pur-
poses, one has to measure the equivalent radiation dose that shows the effect on the
thyroid, and the absorbed doses due to the external exposure of torso, tissues, skin and
foetus (if necessary). Public information and warning are generally necessary, but one
may also need to impose restrictions on food, milk or water consumption, in respect
with the positioning below or above the threshold values; the values from Fig. 3
correspond to those recommended by IAEA, but national authorities may impose
different thresholds, generally lower. After a year, the measurements of effective and
equivalent doses are repeated, and may determine limited decontamination activities,
food restrictions and, as always, public information.

The emergency response process, represented in Fig. 4, includes more specific
measures that may be taken immediately, like medical examination, iodine and other
treatment prescriptions, contamination control, decontamination, decorporation, regis-
tration for medical follow-up, and psychological counseling. The measurements are
repeated more often, after one month, after several months and after a year. Note that
these processes are conceived according to the IAEA reports, but they are exclusively
meant for public awareness; the detailed processes to be followed by emergency
professionals and the coordination between them are determined by the authorized
committees and organizations, at local, county and national levels.
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Fig. 3. Protection process.
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Fig. 4. Emergency response process.
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6 Related Work

The scientific literature presents multiple related approaches, where knowledge rep-
resentations and tools based on them were applied for situation awareness, disaster, and
crisis management in general, but also specifically for the nuclear energy domain.

The vocabulary and ontology presented in [39] were defined for improving the
awareness of the situation at the scene of disaster, and for providing interoperability
between all the involved participants, such as population exposed to risk, medical
services, emergency personnel, and police; the work covered multiple steps, from the
high-level metamodel to a detailed formal specification, targeting to promote the
principle of sharing the awareness in respect with a given situation. Knowledge bases
used in disaster management were also studied in [40], through an analysis that goes
across several Information Technology areas: data integration and ingestion, infor-
mation extraction, information retrieval, information filtering, data mining and decision
support. Based on the integration of seven existing vocabularies and ontologies, Gaur
et al. [41] proposed a new ontology relevant for hazard situational awareness and
emergency management, interlinked with other nine external vocabularies. Taking
advantage of the knowledge management, Daramola et al. developed HazOp (Hazard
and Operability) - a tool-based support for safety analysis, which can assist (but not
replace) the human experts [42]. HazOp facilitates the reuse of safety procedures and
experiences captured in its documented knowledge, aiming the early identification of
the system potential hazards.

In many domains, an organized crisis management represents a critical factor for
surpassing difficulties. In [43], Racherla and Hu described a framework that includes
knowledge management concepts for increasing the efficacy of crisis management
plans in the tourism and hospitality industry. In [44], a decision support system was
proposed for enterprise monitoring leaning on knowledge engineering, in order to
identify some possible signs of crisis states and facilitate prevention actions and
enterprise safety. A comprehensive review of the state of the art in crisis management
ontologies is given in [45], identifying the set of critical subject areas, and covering the
information concepts involved, such as resource, process, people, organization, dam-
age, disaster, infrastructure, geography etc. In order to gather relevant data and generate
information for designing collaborative schema for crisis management, [46] presents a
metamodel that includes specific points of view, such as crisis characteristics, context
and actors involved. Nonetheless, due to the increasing role of social media in crisis
situations, including those related to natural hazards, Moi et al. proposed an ontology to
help dealing with the exceeding media content and processing it for the extraction of
situational information [47].

Knowledge engineering was also exploited in developing software related to the
nuclear energy. The ontologies presented in [48] and [49] were used to significantly
increase the number and the variety of scenarios for detecting special nuclear materials,
starting from a set of initial descriptions. A web portal for sharing knowledge about
nuclear reactors was described in [50]; the OWL ontology, represented with Protégé,
includes concepts about neutron energy, steam generator detection and protection,
control rod drive mechanisms etc. Furthermore, the design of nuclear power plants is
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governed by rules that may be expressed in ontological models, using for instance the
standard Semantic Web Rule Language (SWRL) [51]. Other research-oriented
approaches also exist, like the nuclear or radiological emergency ontology described
in [52]. In this context, the work presented in this chapter came with a focus on public
awareness, organizing knowledge to create a few insights into the complex expertise
and responsibility that stand behind the radiological and nuclear hazards.

7 Conclusion

The awareness of hazards’ causes and risks, as well as of the authorized institutions
operation framework, has become increasingly important, up to being part of inter-
national strategies in regard with disaster management. Overall, many existing appli-
cations make use of representations of knowledge and knowledge bases; none of them
has been imposed as a standard, but multiple integration attempts are described in the
scientific literature. The work presented here was specific for the domain of radio-
logical and nuclear vulnerabilities, targeting actors that do not play an active part but
are potentially exposed to risks, such as people or industrial players situated in the near-
field or in the far-field of nuclear facilities. Thus, the knowledge held by domain
experts was organized in an ontology conceived for the awareness and education of
non-specialists, accompanied by a set of rules and representations of processes,
deduced from public documents on preparedness and response for a nuclear or radi-
ological emergency. They were applied for the development of an awareness website
that includes a rule-based simulator.

The future involvement of experts from social sciences should get such technical
endeavors closer to the end users, based on the study of elements that drive their
interest and worries. Nonetheless, we consider that knowledge engineering has been of
great help in extracting information and know-how from the experts and it can be
further used for a better cooperation between various stakeholders, for facing the risks,
understanding them, and acting efficiently in case of hazardous events.
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Abstract. Ontologies must provide the entities, concepts, and relations required
by the domain being represented. The domain of interest in this paper is the bio-
chemistry experimental procedure. These procedures are composed of procedure
steps which can be represented as sequences. Sequences are composed of totally
ordered, partially ordered, and alternative subsequences. The ontology language
being used is OWL-DL. OWL-DLwas adopted due to its well-balanced flexibility
among expressiveness (e.g., class description, cardinality restriction, etc.), com-
pleteness, and decidability. In the biochemistry procedure-oriented ontology pre-
sented here, subsequences are represented with two relations, directlyFollows and
directlyPrecedes that are used to represent sequences. Alternative subsequences
can be generated by composing a oneOf function in OWL-DL. Each alternative
subsequence is referred to as optionalStepOf in this work. Two biochemistry pro-
cedures, Alkaline Agarose Gel Electrophoresis and Southern Blotting, are used to
demonstrate the generality of this procedural ontology. Portions of these proce-
dures are described in detail. SPARQL queries show the versatility of the ontology.

Keywords: Experimental procedure · Procedural steps · Sequence of steps ·
Biomedical ontology · Formal ontology · Knowledge representation

1 Introduction

Ontologies provide three features to represent a domain: 1) entities (known as individ-
uals in some ontological languages), 2) concepts, and 3) relations among those entities
and concepts. Adequacy of an ontology is obtained when the entities, concepts, and
relations required to model any situation that can occur in the domain being represented
have been provided by the ontology. Our focus is the biochemistry domain, the exper-
imental methodology aspect, in particular. We have attempted to design an ontology
that is adequate for this domain. To demonstrate this generality, we show two examples
of biochemistry experimental procedures, Alkaline Agarose Gel Electrophoresis and
Southern Blotting.

A number of biologically oriented ontologies have been created, one of the best
known is the Gene Ontology (GO) [6]. Others have been developed for a variety of other
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purposes. They are discussed in detail in the Sect. 2. Most of these ontologies describe
a set of concepts and categories in the biological domain that shows their properties and
the relations between them.

The type of domain that we are attempting to represent consists of procedures,
experimental procedures, in particular. Procedures are sequences of procedure steps
(simply, steps, henceforth). Some ontologies provide descriptions of steps [33]. To the
best of our knowledge no current biologically oriented ontology represents sequences
of steps. An important aspect of the steps in a procedure is that they immediately follow
one another. ‘Directly follows’ (and ‘directly precedes’) is an intransitive relation (i.e.,
if B directly follows A, and if C directly follows B, then C does not directly follow A).
Transitive relations are the norm in the current biologically oriented ontologies (e.g.,
the omnipresent ‘subclass’ relation; ‘proper part of’, ‘precedes’ and ‘is causally related
to’ ([16], Figures 6 and 9)).

Procedures can contain sequences of steps that are totally ordered (i.e., the steps
must be done one after the other in the sequence specified), steps that can be partially
ordered (i.e., subsequences of steps that can be done in any order), and alternative subse-
quences of steps (i.e., only one of the alternatives is done). In addition to the intransitive
relations ‘directly follows’ and ‘directly precedes’ our contribution also includes these
three types of sequence orderings.

Descriptions of experimental procedures exist in scientific writing. The scientific
domain of interest to us is biochemistry. An important type of information contained
in the Method section of biochemistry articles are references to standard biochem-
istry experiment procedures. These protocols, which typically involve several steps, are
described in detail in manuals of standard biochemistry experiment procedures [11,29].
In this paper, which is an extended version of [4], we propose a biochemistry procedure-
oriented ontology that explicitly identifies all of the steps of an experimental procedure
and provides the relations between the steps of an experimental procedure. Two exam-
ples investigate two experimental procedures that exist in the manual of standard bio-
chemistry experimental procedures [29]: Alkaline Agarose Gel Electrophoresis which
was first introduced in Alliheedi et al. [4] and an additional procedure, Southern Blot-
ting, which adds to this examination.

The sections that follow include an review of related work in Sect. 2 with special
emphasis on ontologies that have been proposed for scientific experimental protocols.
This is followed by a description of our ontological framework in Sect. 3. Then, a
detailed discussion of two well-known biochemistry protocols is presented in Sect. 4
to demonstrate the capabilities of our developed ontology. These protocols are given
textually. Ontological instances of these protocols have been implemented in OWL-DL.
Parts of these implementations are described in detail. Six SPARQL queries highlight
how information from the protocols can be extracted. Section 5 concludes this paper
with a short discussion of further investigations.

2 Related Work

With the increased sophistication of computation in the biomedical domain, ontology
development has become more and more important for providing the knowledge needed
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for these computer applications [28]. Several ontologies have been developed in recent
years such as the Gene Ontology [6], the Ontology for Chemical Entities of Biolog-
ical Interest (ChEBI) [14], the Foundational Model of Anatomy (FMA) [27,28], and
the Ontology for Biomedical Investigations (OBI) [9]. The goal of these ontologies
is mainlyfm to provide definitive controlled terminologies that describe entities in the
biomedical genre.

The main aspect of Gene Ontology (GO) is to provide information that describes
gene products using precisely defined vocabulary [6]. GO intially used three model
organism databases including FlyBase [18], Mouse Genome Informatics [10,26], and
the saccharomyces Genome Database [8]. Recently, the number of model organism
databases has increased dramatically [19].

The Chemical Entities of Biological Interest ontology (ChEBI) is a lexicon of
molecular entities concerned with small molecules [14]. Information from several
resources (e.g., IntEnz [17], KEGG COMPOUND [20], and the Chemical Ontology)
was used to create ChEBI. ChEBI used various relations to describe the relationships
between ontology entities. These relations include relations required by ChEBI (e.g.,
‘is conjugate acid of’, and ‘is tautomer of’) as well as relations which are defined by
the Relations Ontology1 (e.g., ‘is a’ and ‘is part of’).

The Foundational Model of Anatomy Ontology (FMA) [27,28], a knowledge source
for biomedical informatics, is concerned with classes and relationships needed to rep-
resent the phenotypic structure of the human body in terms of human anatomy.

The Ontology for Biomedical Investigations (OBI), http://purl.obolibrary.org/
obo/obi, [9], a resource for annotating biomedical investigations, provides standard tools
to represent study design, protocols and instrumentation used, the data generated and the
types of analysis performed on the data.

Several ontologies are based on the OBI ontology. Since these ontologies are closest
to our interest in biochemistry procedures, we will describe them in more detail.

– A work predating the above list, [34], proposes EXPO, an ontology of scientific
experiments, in general. It remains a descriptive ontology, providing a detailed
description of various aspects of scientific experiments and how they are related.

– Descriptions of experimental processes are provided by OBI, and three real-world
applications are discussed in [12]. Some of the relations in these applications (e.g.,
inputs, outputs, etc.) come very close to our purpose here. The beta cell genomics
application ontology (BCGO) [35] also uses OBI, but it tends to be a more descrip-
tive ontology than some of the others that use OBI, but some of the relations in
RO, the relation ontology [32], that are used (e.g., produces, translate to) do have an
ordering sense.

– The two ontologies that are most similar to the work described below are
EXACT [33] and the Semanticscience Integrated Ontology [16]. Both are motivated
by a need to describe scientific protocols and experiments. Where they differ from
what we are proposing is that they describe sets of actions in scientific protocols
and experiments, whereas we are proposing to represent sequences of actions, or
steps in a procedure, if you like. Relations that describe orderings of actions (e.g.,
‘precedes’ [16]) are not applicable to sequences since these relations are transitive.

1 http://www.obofoundry.org/ontology/ro.html.

http://purl.obolibrary.org/obo/obi
http://purl.obolibrary.org/obo/obi
http://www.obofoundry.org/ontology/ro.html
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– The Molecular Methods Database (MolMeth) is a database which contains scientific
protocol ontologies that conform to a set of laboratory protocol standards [21].

– Other ontologies describe general concepts that are useful to a biochemistry
procedure-oriented ontology include: Ontologies consist of process such as [22]
and [30], ontology for units of measure [25], classification of scenarios and plans
(CLASP) [15], and materials ontology [7]. Foundational theories such as process
calculus and regular grammar are essential for the formalization of procedure-
oriented ontologies.

3 Procedure-Oriented Ontology

We propose a framework for procedure-oriented ontologies that explicitly identifies all
steps of an experimental procedure and provides a set of relations to describe the rela-
tionships between the steps of an experimental procedure. The novelty of this approach
is to allow creating a sequence of events (or steps in a procedure) using the ontological
concept of “something occurs before”. To accomplish this we need to have an ontolog-
ical concept of “sequence”. This is very important concept because one cannot simply
call a sequence of events “a sequence” unless these events happen step by step in some
sort of ordering.

This approach will be used to provide the necessary information about the exper-
imental procedures for Knowledge Base systems with the required knowledge about
experimental processes. There are manuals of standard procedures in biochemistry
[11,29] which in turn will help in building extensions of our ontology.

3.1 Relations

In this section, we describe various properties to satisfy the definition of an experimen-
tal procedure. An experimental procedure consists of a series of events (steps). These
steps occur in order, either partially or totally. Partial ordering enables steps (more than
one step) to precede or follow another step. On the contrary, total ordering allows a
step to precede or follow another step intransitively. Both relations have been defined
for OWL [24] and are available from http://www.ontologydesignpatterns.org/cp/owl/
sequence.owl.

We also aim to represent the choices of a subsequence of steps from more than
one possible subsequence. Since the choices among subsequences would be “either” or
“or”, the relation ‘optionalStepOf’ needs to be designed based on the different choices
of available subsequences in that particular step. To illustrate, the ‘optionalStepOf’ rela-
tion is simply an ‘exclusive or’ if there are two choices available, or else it would be a
generalization of the exclusive or. In this paper, We have implemented the aforemen-
tioned relations to satisfy the definition of “procedure”.

3.2 Classes and Properties

The proposed ontology framework consists of three core classes: Step, State, andAction.
Each of the classes are described in the following sections. We indicate class names

http://www.ontologydesignpatterns.org/cp/owl/sequence.owl
http://www.ontologydesignpatterns.org/cp/owl/sequence.owl
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with capitalized words, e.g., Step. A property is indicated with single quotes, e.g., ‘sub-
StepOf’. An instance name is indicated using typewriter font, e.g., step1. When refer-
ring to the actual steps from the protocol, we simply use normal font, e.g., step 1.1.

Step. Each step in a procedure is represented by instances of the Step class (see Fig. 1).
We defined object properties such as ‘precedes’, ‘follows’, and ‘parallel’ to represent
the ordering relations of each step. Note that the aforementioned object properties are
transitive. The properties ‘precedes’ and ‘follows’, inverses of each other, indicate the
chronological order between two steps. The property ‘parallel’ is symmetrical which
indicates steps may occur simultaneously. Intransitive properties ‘directlyPrecedes’
and ‘directlyFollows’ are subproperties of ‘precedes’ and ‘follows’ respectively. These
properties describe the order between steps in which a step immediately precedes or
follows another step. Similar to ‘precedes’ and ‘follows’, they are also inverses of each
other. Therefore, by stating step1.1 ‘directlyPrecedes’ step1.2, and step1.2
‘directlyPrecedes’ step1.3, a reasoner will automatically infer that step1.1 ‘pre-
cedes’ step1.2 as well as step1.3. Also, step1.3 ‘directlyFollows’ step1.2
but only ‘follows’ step1.1, both being inferable by a reasoner. We indicate only the
‘precedes’ relation in the figures presented in this paper for cleanliness.

Procedures are often formed by a hierarchical structure among steps. A step may
consist of a number of sub-steps required to complete. Suppose we have an arbitrary
step called step1 which consists of step1.1 and step1.2. Then both step1.1
and step1.2 must be completed in order to claim that step1 is complete. Thus we
introduce the properties ‘subStepOf’ and ‘optionalStepOf’. The property ‘subStepOf’
indicates that some step(s) must be completed for the completion of the parent step, e.g.,
the triples (step1.1, ‘subStepOf’, step1) and (step1.2, ‘subStepOf’, step1). In
the case where one and only one of step1.1 and step1.2 needs to be completed
in order to complete step1, the property ‘optionalStepOf’ can be used to indicate that
one of the steps (not both) must be completed in order to complete the parent step,
e.g., (step1.1a, ‘optionalStepOf’, step1.1) and (step1.1b, ‘optionalStepOf’,
step1.1). Both domain and range of the properties are the class Step.

Figure 1 illustrates a scenario with parallel steps step1 and step2. The instance
step1 has sub-steps in which step1.1 must complete before step1.2 and thus
before step1.3. step1.1 has two optional steps in which at least one must be
completed. Ordering relations between step1.1.1 and step1.1.2 since they are
optional steps.

Note that all steps mentioned are instances of the class Step. These steps do not nec-
essarily have to strictly follow the organization of steps in a written document. In the
previous example, step1 could simply be an abstraction of step1.1 and step1.2
that is not explicitly mentioned in a written procedure. What’s important is that the com-
pletion of step1 is an indication of the completion of both step1.1 and step1.2,
in that order.

State. The relations between instances of the class Step outline the structure of a pro-
cedure. Each instance of Step is represented as a set of states and are associated to a
set of actions. A step involves a transition from state to state via a single or a series of
actions, represented by the classes State and Action (see Fig. 2).
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Fig. 1. Step class and example instances. (This figure originally appeared in [4]).

State is connected to Step via the property ‘hasState’ and has three subclasses, Ini-
tialState, MidState, and FinalState. The subclasses are connected via properties such as
‘precedes’ or ‘follows’. InitialState can only precede a MidState or a FinalState. Final-
State can only follow an InitialState or MidState. MidState can ‘follow’ an InitialState
and ‘precede’ a FinalState, as well as ‘precede’ or ‘follow’ another MidState. The triple
(stateX, ‘precedes’, stateY) implies (stateY, ‘follows’, stateX) since ‘follows’
is an inverse property of ‘precedes’. Figures 1 and 2 omit ‘follows’ to keep the figures
clean. Note that a step has at most one instance of InitialState or FinalState but may
have multiple instances of MidState. For example, an instance of Step, step1, may
involve two instances of State, i.e., step1 state1 and step1 state2, represented
by the following triples: (step1, hasState, state1), (step1, ‘hasState’, state2),
(state1, ‘precedes’, state2), in which state1 and state2 are instances of Ini-
tialState and FinalState respectively.

Action. States are connected to the Action class via ‘beforeState’ and ‘afterState’, rep-
resenting the states before and after an action, respectively. In other words, an instance
of Action would transition an instance of State to another. For example, when an action
action1 is performed in state1, state1 will be modified and thus transitioned
into a new state state2. This can be represented by triples (action1, ‘beforeState’,
state1) and (action1, ‘afterState’, state2).

Restriction. A Restriction class was created to represent certain limitations applied
to a state in a step. It is linked to the class State via ‘hasRestriction’. For example,
(state1, ‘hasRestriction’, restriction1) means that restriction1 will be
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Fig. 2. State and Action classes. (This figure is a modification of the version that originally
appeared in [4]).

checked against state1. It may be sufficient to apply a restriction to a FinalState but
it is also possible to apply restrictions to all states in a step.

Biochemistry Domain Knowledge. The State class is connected to the Entities class
(see Fig. 3) via the property ‘involves’. Domain knowledge of biochemistry can be
described by extending the Entities class with subclasses such as Instruments, Mate-
rials, and Devices involved in a specific state. For demonstration purposes, we have
included only selected general concepts related to experimental procedures described
in Sect. 4. The class Instrument includes Container and Device where Container ‘con-
tains’ Material which is a class for Chemical and Non-Chemical materials used in bio-
chemistry experiment procedures. Compound materials and assembled instruments are
represented using the property ‘consistsOf’. Instrument and Material can be connected
to the class Measure which is a combination of numerical values and Unit of Measure,
e.g., 10m is a measure where the value is 10 with a unit of measure of meter [25].
The Measure class was extended with subclasses to represent absolute measures (e.g.,
10m), range values (e.g., 5m-10m), and ratio (e.g., 1/2).

4 Two Biochemistry Examples Demonstrating Ontology Instances

In this section, we describe two different experimental procedures namely, Alkaline
Agarose Gel Electrophoresis [29] (see Fig. 4) and Southern Blotting [29] (see Fig. 7)
using the set of relations described in Sect. 3.
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Fig. 3. Demonstration of Entities class. (This figure originally appeared in [4]).

Our primary goal is to analyze experimental procedure sentences found in the
Method section of biochemistry articles. Method sections tend to omit some obvious
or common steps in experimental procedures that domain experts would interpret from
the texts. However, these omitted or hidden steps are crucial to fully understand and
interpret the steps and their relations, which in turn will aid in building the ontology for
that particular procedure.

For example, in order to understand fully the sentence fragment, “the resulting ca.
900 bp piece was gel purified and ligated using T4 ligase into pUC19” [13], we need to
know all the steps and their relations involved in gel purification and ligation. So, with
this in mind, we started to design our ontology which meets this essential aspect.

The preparation of both the agarose solution and the DNA samples are the first
two main steps of Alkaline Agarose Gel Electrophoresis (see Fig. 4). The preparation
of the agarose solution (step1.1) is described in Fig. 5. Essentially, step 1.1 stated
that “adding the appropriate amount of powdered agarose to a measured quantity of
H2O” consists of two choices either: step 1.1.1 “an Erlenmeyer flask” ‘exclusiveOR’
step 1.1.2 “a glass bottle”. This requires a relation ‘optionalStepOf’ that demonstrate
the option of using one container or another.

Since we have two instruments that we could choose from, two sequences of steps
are available: If step1.1.1 “an Erlenmeyer flask” is selected then proceed to sub-
step step1.1.1.1 “loosely plug the neck of the Erlenmeyer flask with Kimwipes”
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Fig. 4. The steps of Alkaline Agarose Gel Electrophoresis.

which involves both initial and final states, action and container as seen in Fig. 5; else
if step1.1.2 “a glass bottle” is selected then proceed to sub-step step1.1.2.1
“make sure that the cap is loose”. In subsequent steps, the instance container1
refers to the instances of either Erlenmeyer flask (i.e., flask1) or the glass bottle
(i.e., glassBottle1). The material of Erlenmeyer flask refers to the instances of
kimwipes (i.e., kimwipe1). Figure 1 showed the two main steps (step1, and step2)
that are partially ordered, in other words, both steps can be performed in any order (i.e.,
step1 then step2 or vice versa). Furthermore, each one of the four main steps in
Fig. 4 consist of several sub-steps. Figures 5 and 6 include descriptions of step1.1
and step3 because these steps are representative of all other steps in the procedure.
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Fig. 5.An example of alternative sub-sequences in steps for preparing the Agarose solution. (This
figure is a modification of the version that originally appeared in [4]).

Fig. 6. Instances related to step3 which involves initiating the electrophoresis. (This figure is a
modification of the version that originally appeared in [4]).

A total ordered sequence from step1.1 to step1.4 is shown in Fig. 5. Another
example, the description of the instances of both sub-steps step3.1 and step3.2,
which are parts of step3, that are concerned with initiating the electrophoresis is
shown in Fig. 6. Step 3.1 is straightforward (see Fig. 4). Step 3.2 involves a condition
to ensure the gel reaches a certain length, so this step needs several MidStates in addi-
tion to both the initial and finial states as is shown in Table 1. Table 1 shows a detailed
description of all of the entities for step3.2. Note that step3.2 consists of a num-
ber of MidStates which represent waiting until the desired amount of migration has
been reached (i.e., 2/3 of gel length). The instance step3.2 state initial and
step3.2 state final are instances of InitialState and FinalState, respectively.
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The instances of MidStates are step3.2 state m1 to step3.2 state m4,
each representing a middle state described below:

– step3.2 state m1: Electrophoresis power is on
– step3.2 state m2: The state where bromocresol green is migrating into gel
– step3.2 state m3: Bromocresol green has migrated into gel approximately
0.5–1 cm, the power of the electrophoresis has been turned off.

– step3.2 state m4: A glass plate has been placed on top of the gel, bromocresol
green has migrated less than 2/3 of the gel length.

Table 1. Description of the entities involved in step3.1 and step3.2.

Subject Property Object Description

step3 rdf:type Step

step3.1 rdf:type Step

subStepOf step3

directlyPrecedes step3.2

hasState step3.1 state1

hasState step3.1 state2

step3.1 state1 rdf:type InitialState

involves container3

involves dnaSamples

involves gel-loadingbuffer

directlyPrecedes step3.1 state2

step3.1 action rdf:type Action

beforeState step3.1 state1

afterState step3.1 state2

step3.1 state2 rdf:type FinalState

involves step3.1 item

step3.1 item rdf:type Material

consistOf container3

consistOf dnaSamples

consistOf gel-loadingbuffer

container3 rdf:type Container

step3.2 rdf:type Step

subStepOf step3

hasState step3.2 state initial

hasState step3.2 state m1

hasState step3.2 state m2

hasState step3.2 state m3

hasState step3.2 state m4

hasState step3.2 state final
(continued)
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Table 1. (continued)

Subject Property Object Description

step3.2 state initial rdf:type InitialState

involves electrophoresis

involves electrophoresis measure

precedes step3.2 state m1

step3.2 action initial m1 rdf:type TurnOn

{
TurnOn is a subclass of
Action

beforeState step3.2 state initial

afterState step3.2 state m1

step3.2 state m1 rdf:type MidState

involves electrophoresis

involves electrophoresis measure

involves bg migrate measure

⎧⎪⎨
⎪⎩
A measure for the
migration of bromocresol
green

involves bromocresol green

involves gel

directlyPrecedes step3.2 state m2

step3.2 action m1 m2 rdf:type DoNothing

{
DoNothing is a subclass of
Action

beforeState step3.2 state m1

afterState step3.2 state m2

step3.2 state m2 rdf:type MidState

involves bg migrate measure

⎧⎪⎨
⎪⎩
A measure for the
migration of bromocresol
green

involves bromocresol green

involves gel

involves gel length portion

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
A measure of current
length of gel that the
bromocresol green has
migrated todirectlyPrecedes step3.2 state m3

step3.2 action m2 m3 rdf:type TurnOff

beforeState step3.2 state m2

afterState step3.2 state m3

step3.2 state m3 rdf:type MidState

involves electrophoresis

involves electrophoresis measure

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
A measure of current
length of gel that the
bromocresol green has
migrated to, less than 2/3involves gel length portion

directlyPrecedes step3.2 state m4

directlyPrecedes step3.2 state final
(continued)
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Table 1. (continued)

Subject Property Object Description

step3.2 action m3 m4 rdf:type Action Put glass plate on gel

beforeState step3.2 state m3

afterState step3.2 state m4

step3.2 state m4 rdf:type MidState

directlyPrecedes step3.2 state m1

involves gel

involves gel length portion

involves glass plate

step3.2 action m4 m1 rdf:type TurnOn

beforeState step3.2 state m4

afterState step3.2 state m1

step3.2 action m3 final rdf:type Action Put glass plate on gel

beforeState step3.2 state m3

afterState step3.2 state final

step3.2 state final rdf:type FinalState

involves electrophoresis

involves electrophoresis measure

involves gel length portion2

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

A measure of current
length of gel that the
bromocresol green has
migrated to, equal to
or more than 2/3involves bromocresol green

involves gel

The process is a loop since step3.2 state m4 precedes step3.2 state m1.
step3.2 state m4 differs with step3.2 state final in that the bromocresol
green has migrated to the targeted amount in the latter. step3.2 state m3 precedes
both step3.2 state m4 and step3.2 state final. An instance of Measure
could be used to track the amount that bromocresol green has migrated.

Another example demonstrates the step of depurification of agarose gel (step 6) as
part of the Southern Blotting procedure. The steps of Southern Blotting are listed in
Fig. 7. An ontology diagram for step 6 is presented in Fig. 8. An instance of the class
Step was created, i.e., step6. step6 has two sub-steps, represented using instances
step6.1 and step6.2. The former is simply placing the gel into a glass baking dish.
This process can be explained in terms of our ontology as follows:

1. step6.1 has an initial state step6.1 state1
2. step6.1 state1 involves the instance of the gel (item1) and an instance of glass

baking dish (container1)
3. an action step6.1 action (i.e., place) transitions step6.1 state1 to the

next state, step6.1 state2
4. step6.1 state2 involves step6.1 item in which the assembled object con-

sists of the gel and the tray
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Fig. 7. The first steps of Southern Blotting.

The instance step6.2 describes the depurification process which involves
incubation and agitation of step6.1 item along with the solution 0.266N
HCI (solution2). It has three sub-steps, i.e., step6.2.1: choose a vol-
ume for solution2, step6.2.2: incubation, and step6.2.3: agitate gently.
step6.2.2 and step6.2.3 are parallel steps thus are performed at the same time.
In fact, both steps involve the same mixture, i.e., the mixture of solution2 and
step6.1 item which is represented by the instance step6.2 item. That is, the
instance step6.2 item ‘consistOf’ solution2 and step6.1 item and is con-
nected to the initial states of step6.2.2 and step6.2.3 via the property ‘involves’.
Both step6.2.2 and step6.2.3 have three states:

1. step6.2.{1,2} state1: the initial state which involves step6.2 item cre-
ated from step6.1.

2. step6.2.{1,2} state mid: the middle state in which action incubate or agi-
tate were performed. Note that both actions are continuous, meaning that the actions
are constantly being performed while in this state.
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Fig. 8. Instances related to Step6 of Southern Blotting.

3. step6.2.{1,2} state2: the final state which indicates that the duration of
incubation has reached 10min and both incubation and agitation has stopped.

The instances step6.2.2 state2 and step6.2.3 state2 involve the
instances step6.2 item incubated and step6.2 item agitated,
respectively. Since our model sees incubation and agitation as two separate steps,
the outcome is also represented using separate instances. However, an instance
step6.2 item complete was created to combine the aforementioned instances
via the property consistOf. This instance is linked to the final state of the parent
step, step6.2 state via the property ‘involves’. That is, according our definition
of sub-steps, in order to complete step6.2, both step6.2.2 and step6.2.3
must be completed. Therefore the final product, i.e., step6.2 item complete,
can be produced only when both step6.2 item incubated and step6.2
item agitated were produced. Note that all three instances step6.2 item
{incubated,agitated,complete} may refer to the same real world object. To
illustrate, step6.2 item incubated and step6.2 item agitated could be
seen as two sides of a coin and the coin itself refers to step6.2 item complete. A
restriction avoid long incubation is connected to the final state of step6.2.2,
i.e., step6.2.2 state2 to reflect the restriction applied to step 6.2.2 from the orig-
inal document. Details of instances of step6 are listed below in Table 2.
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Table 2. Description of the entities involved in step6.

Subject Property Object Description

step6 rdf:type Step

step6.1 rdf:type Step

subStepOf step6

directlyPrecedes step6.2

hasState step6.1 state1

hasState step6.1 state2

step6.1 state1 rdf:type InitialState

involves sb agarose gel

involves glass baking dish

precedes step6.1 state2

step6.1 state2 rdf:type FinalState

involves step6.1 item

precedes step6.1 state2

step6.1 action rdf:type Action

beforeState step6.1 state1

afterState step6.1 state mid

sb agarose gel rdf:type AgaroseGel

hasMeasure sb agarose gel m

alias item1

sb agarose gel m rdf:type Measure

hasUnit cm

glass baking dish rdf:type Container

alias container1

step6.1 item rdf:type AgaroseGel

consistsOf item1

consistsOf container1

step6.2 rdf:type Step

subStepOf step6

hasState step6.2 state1

hasState step6.2 state2

step6.2 state1 rdf:type InitialState

involves step6.2 item

precedes step6.2 state2

step6.2 state2 rdf:type FinalState

involves step6.2 item complete

precedes step6.2 state2

step6.2 item rdf:type Item

consistsOf step6.1 item

consistsOf solution2

solution2 rdf:type Chemical

hasMeasure sol2 measure
(continued)
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Table 2. (continued)

Subject Property Object Description

sol2 measure rdf:type Measure

hasUnit mL

mL rdf:type Unit of measure

step6.2.1 rdf:type Step Choose volume

subStepOf step6.2

precedes step6.2.2

precedes step6.2.3

step6.2.1.1 rdf:type Step

subStepOf step6.2.1

hasState step6.2.1.1 state

step6.2.1.2 rdf:type Step

subStepOf step6.2.1

hasState step6.2.1.2 state

step6.2.1.1 state rdf:type State

involves solution2

step6.2.1.2 state rdf:type State

involves solution2

sb sol2 250ml rdf:type Chemical 250mL of solution2

hasMeasure sb sol2 250ml m

alias solution2

sb sol2 250ml m rdf:type Measure

hasNumericValue 250

hasUnit mL

sb sol2 enough rdf:type Chemical

{
Enough solution2 to
cover the gel

hasMeasure sb sol2 enough m

alias solution2

sb sol2 enough m rdf:type Measure

hasUnit mL

step6.2.2 rdf:type Step Incubate

subStepOf step6.2

parallel step6.2.3

hasState step6.2.2 state1

hasState step6.2.2 state mid

hasState step6.2.2 state2

step6.2.2 state1 rdf:type InitialState

directlyPrecedes step6.2.2 state mid

involves step6.2 item

step6.2.2 state mid rdf:type MidState

directlyPrecedes step6.2.2 state2

involves step6.2 item
(continued)
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Table 2. (continued)

Subject Property Object Description

step6.2.2 state2 rdf:type FinalState

hasRestriction avoid long incubation

involves step6.2 item incubated

step6.2.2 action start rdf:type Action

beforeState step6.2.2 state1

afterState step6.2.2 state mid

step6.2.2 action stop rdf:type Action

beforeState step6.2.2 state mid

afterState step6.2.2 state2

step6.2 item incubated rdf:type Item

consistOf step6.2 item

step6.2.3 rdf:type Step Agitate

subStepOf step6.2

parallel step6.2.2

hasState step6.2.3 state1

hasState step6.2.3 state mid

hasState step6.2.3 state2

step6.2.3 state1 rdf:type InitialState

directlyPrecedes step6.2.3 state mid

involves step6.2 item

step6.2.3 state mid rdf:type MidState

directlyPrecedes step6.2.3 state2

involves step6.2 item

step6.2.3 state2 rdf:type FinalState

involves step6.2 item agitated

step6.2.3 action start rdf:type Action

beforeState step6.2.3 state1

afterState step6.2.3 state mid

step6.2.3 action stop rdf:type Action

beforeState step6.2.3 state mid

afterState step6.2.3 state2

step6.2 item agitated rdf:type Item

consistOf step6.2 item

step6.2 item complete rdf:type Item

consistOf step6.2 item incubated

consistOf step6.2 item agitated

4.1 Ontology Queries Using SPARQL

We have used SPARQL to extract some domain knowledge about the experimental
procedure of Alkaline Agarose Gel Electrophoresis from our framework. The following
shows five queries and their corresponding results.
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Query1. Return all devices involved in a state of all steps (1.1, 1.2, 3)

SELECT ? s t e p ? s t a t e ?
dev i c e

WHERE { ? s t e p r d f :
t y p e : S t ep .

? s t e p : h a s S t a t e ?
s t a t e .

? s t a t e : i n v o l v e s ?
dev i c e .

? dev i c e r d f : t y p e :
Device }

Query Result

Query2. Which states of step 3 and its sub-steps measure the gel length, and what is
the target value?

SELECT ? s t e p ? s t a t e ?x
WHERE {
: s t e p 3 ˆ : subS t ep ? s t e p .
? s t e p : h a s S t a t e ? s t a t e .
? s t a t e : i n v o l v e s : g e l .
: g e l : hasMeasu re / : hasNumValue ?x}

Query Result

Query3. Return all steps and states with electrophoresis involved.

SELECT ? s t e p ? s t a t e ? ma t e r i a l
WHERE { ? s t e p r d f : t y p e : S t ep .
? s t e p : h a s S t a t e ? s t a t e .
? s t a t e : i n v o l v e s ? ma t e r i a l .
FILTER ( ? ma t e r i a l = : e l e c t r o p h o r e s i s ) }

Query Result
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Query4. Return all materials involved in all steps.

SELECT ? s t e p ? s t a t e ? ma t e r i a l
WHERE { ? s t e p r d f : t yp e : S t ep .
? s t e p : h a s S t a t e ? s t a t e .
? s t a t e : i n v o l v e s ? ma t e r i a l .
? ma t e r i a l r d f : t y p e / r d f s : subCla s sOf :

Ma t e r i a l }

Query Result

Query5. Return all steps and states with the instance agarose1 involved, including any
mixtures involving it.

SELECT ? s t e p ? s t a t e ? ma t e r i a l
WHERE { ? s t e p r d f : t yp e : S t ep .
? s t e p : h a s S t a t e ? s t a t e .
{? s t a t e : i n v o l v e s ? ma t e r i a l } UNION {?

s t a t e : i n v o l v e s / : c o n s i s t s O f ?
ma t e r i a l }

FILTER ( ? ma t e r i a l = : ag a r o s e1 ) }

Query Result

Query6. What is the unit used to measure the agarose gel involved in the final product
(step6.2 item complete)?

SELECT ? ma t e r i a l ? u n i t
WHERE { : s t e p 6 . 2 i t em comp l e t e :

c o n s i s t sO f + / ˆ : a l i a s ? ma t e r i a l .
? ma t e r i a l r d f : t y p e : AgaroseGel .
? ma t e r i a l : hasMeasu re / : h a sUn i t ? u n i t }

Query Result

These query and result examples show the true power of knowledge representation
by automatically extracting the essential information that a biochemist would use to
perform experimental procedures in a lab. These figures show in a few examples how
much information can be mined from such a framework with only one experimental
procedure. What if all standard experimental procedures in biochemistry [11,29], for
example, are modeled and built, one simply cannot imagine how much time and effort
will be saved, knowing all essential information is just a few clicks away. Query 1
shows all of the instruments involved in any state for all steps of the Alkaline Agarose
Gel Electrophoresis procedure whereas Query 4 shows a query that returned all mate-
rials involved in the procedure. Query 2 shows a query that returned the states of step3
and its sub-steps which are concerned with measuring the gel length and returned their
target values. The ontology was verified to be consistent using the HermiT 1.3.8.3 rea-
soner [31].
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5 Conclusions and Future Work

Ontologies provide entities, concepts, and relations among those entities and concepts
to represent a domain. We have proposed a framework that describes the relations and
steps of experimental procedures. Procedures are sequences of steps. We have provided
a novel application of the intransitive relations ‘directly follows’ and ‘directly precedes’
to model these sequences. Additionally, the ability to model totally ordered, partially
ordered and alternative subsequences of steps is enabled. (i.e., only one of the alter-
natives is done). We have designed an ontology that has been shown to be adequate
for this domain using two examples of biochemistry experimental procedures, Alkaline
Agarose Gel Electrophoresis and Southern Blotting.

The nature of future work comes in two types. Short term goals include the fol-
lowing: This work will be publicly available for the research community to enhance
and expand upon. Such a work could be beneficial for various genres that have similar
procedure-oriented characteristics. We also aim to expand our work by incorporating
existing ontologies that are essential to this domain such as the ontology for units of
measure [25] and the materials ontology [7]. Certain theoretical ontological modelling
of states and empirical observations in science can be fruitfully incorporated into our
ontology in the future [23].

One of our long term goals is to enrich knowledge based systems with the nec-
essary information about experimental procedures that a scientist would automatically
access such as instruments (e.g., laboratory centrifuge) and materials (e.g., buffers).
Most importantly, this approach is an important step toward our ultimate goal to ana-
lyze biomedical articles. Due to the writing style of biochemistry article authors, not
all of the steps of a protocol are explicitly identified, since the authors assume that the
knowledgeable reader is able to furnish the missing steps. Natural Language Process-
ing systems need the knowledge that an informed reader would have. We also have
started conducting an annotation study for both semantic roles and rhetorical moves,
respectively in [1,2]. We have also developed a set of frames for frequent procedural
verbs (e.g., “digest”) in another work [3]. One of our goals is also to extend the VerbNet
project by providing syntactic and semantic information for procedural verbs. Further
details can be found in [5].
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Abstract. This paper formalizes the graphical modularization technique view
traversal for an ontology component of a Domain Information System (DIS). Our
work ismotivated by developing the ability to dynamically extract amodule (called
a view traversal module) based on an initial set of concepts.We show how the abil-
ity to quantify the knowledge that is preserved (or lost) in a view traversal module
is significant for a multi-agent setting, which is a setting that requires provable
privacy. To ensure partial knowledge preservation, we extend the view traversal
module to a principal ideal subalgebra module. The cost of this extension is that
the obtained knowledge is coarser, as the atoms of the associated lattice are com-
posite yet considered atomic. The presented work constitutes a foundational step
towards theories related to reasoning on partial domain knowledge.

Keywords: Ontology · Ontology modularization · View traversal View
extraction · Knowledge loss · Provable privacy · Autonomous agents

1 Introduction

Ontology modularization is the process of decomposing an ontology to smaller com-
ponents for purposes such as reasoning, reusability, and maintenance [60]. In addition
to improving a single ontology, the process of modularization can be used to compare
and contrast different ontologies [51]. However, despite its wide usage, the process of
modularization – and what the precise definition of a module is – is not agreed upon
[36]. The lack of a uniform understanding is exemplified when comparing a logical
modularization technique [50] to a graphical modularization technique [45]: there are
various ways of measuring what a module is, or modules from different techniques may
be incomparable to each other. There is a need for having a standard means to assess
the quality of an ontology module [2].

Issues such as provable privacy in modules [6,15], co-ordinating multiple
autonomous agents [22], data integration [63], and handling the evolution of the
domain [9,19] could all be served by a formalized modularization process that pre-
cisely defines a module. Problem domains regarding whether agents are able to deduce
unintended consequences, or how a new data set is to be interpreted by multiple agents
all require a formal definition of a module. By establishing what a module is – and what
the process of acquiring one is – in a given ontology-based system, we can begin to
define what information a module, and by extension, an agent, can have access to.
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However, as demonstrated in [42], this is not a trivial set of tasks to solve. It requires
a holistic approach to an ontology-based system to discuss how issues such as data
integration or autonomous agents can be tackled. This approach is seen with Ontology-
based Data Access (OBDA) [47]. OBDA is a system that connects a (possibly heteroge-
neous) relational dataset to a Description Logic (DL) ontology via mapping. Although
OBDA tackles issues such as data integration or evolving concepts, it struggles with
multiple agents co-operating [9] or with the evolution of data [59]. Furthermore, OBDA
will be limited by the expressivity of the underlying DL fragment [5,40]. This is an issue
when considering that for some ontologies, a DL fragment with lower expressiveness
is chosen to accommodate the large amount of data or to avoid certain operators or
quantifiers [30]. Agents should be empowered with a system that can express complex
concepts rather than be limited due to the amount of data.

This work addresses the problems associated with an evolving domain that is rich
with data and has many co-operating agents. To reach this goal, rather than using DL,
we use Domain Information System (DIS) [39] to formalize an ontology-based system.
The use of DIS allows us to create an optimal ontology-based system, as discussed in
[31], as well as one that is easily modularizable to avoid monolithic ontologies [38].
The modularization techniques we introduce are formally defined using the theory of
the underlying Boolean algebra. Using the established theory, we address the issues of
provable privacy, the lack of a precise definition for a module or modularization, and
further, we provide a way to relate logical and graphical modularzation techniques.

The remainder of the paper is as follows. In Sect. 2, we evaluate the work of uti-
lizing ontologies in multi-agent systems for customizing views, as well as OBDA. In
Sect. 3, we introduce the necessary mathematical background to facilitate discussion
on the modularization process and knowledge quantification. In Sect. 4, we provide the
findings regarding how a DIS-based ontology can be modularized. In Sect. 5, we dis-
cuss how said modularization can be used to characterize the potential knowledge of an
agent, followed by a discussion in Sect. 6.

2 Related Work

Ontology modularization is an active research field with the aim of ensuring the ontolo-
gies are usable for tractable reasoning tasks, and adhere to established engineering prin-
ciples that promote maintainability. Examples of recent modularization efforts can be
seen in [2,7,17,34,41,61]. These approaches vary by the ontology formalism they mod-
ularize on, the ontology component(s) used to modularize (data, concepts, or both), and
what types of modules they produce. The utilization of ideals to discuss modularization
in the context of DL has been explored in [18], but it requires rigorous computation
whereas DIS is able to simply compute ideals using its underlying theory.

In [57], the authors highlight the need for the ontology component of an ontology-
based system to be modularizable so as to avoid the issues associated with using a
monolithic ontology. These issues include the scalability and tractability of reasoning
tasks, reusability of components in another problem domain, or the management of
the ontology. In addition to the listed problems that arise from a monolithic ontology,
in [31], the authors discuss the need to have the ability for several local ontologies to
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communicate by using a shared language. DL is the current standard ontology formal-
ism due to its wide usage by research teams and several implementations. However,
Wache et al. [57] point to multiple limitations with the formalism such as the static
nature of the ontologies created, intractability of reasoning tasks (when using expres-
sive fragments), and tendency to become monolithic. Thus, we investigate DIS (for-
mally introduced in Sect. 3) as an alternative formalism for an ontology-based system.

There exist several recent approaches to multi-agent systems that utilize an ontology
at its core (e.g., [33,46,62]). These systems require agents to have their own ontology –
or pieces of a shared larger ontology – that they can reason on. As the agents are inter-
acting with a smaller more specialized component of the ontology, the queries are more
efficiently conducted. Additionally, it allows for the agents to collaborate, each with
their respective expertise as determined by the ontology they contain, to answer more
complex queries. However, for collaboration to occur, the agents must have some shared
language that is provided by an additional ontology that every agent can communicate
through.

By using techniques from the ontology modularization field, a module can be
extracted from an ontology that will be assigned to an agent. As all modules come from
the same ontology, this mitigates the issue of needing another ontology to facilitate com-
munication between agents. However, this requires an ontology that can be broken into
the modules that each agent requires. In other words, this method requires an ontology
that conceptualizes the entire domain (rather than a specific view for an agent). Exam-
ples of such an implementation can be found in [3,8]. The modularization techniques
that are proposed in these papers are heuristic in nature, not able to guarantee properties
such as knowledge preservation or correctness. Concerns regarding the modularization
process and lack of formal method arise when considering the use of ontologies that
consist of hundreds or thousands of concepts, such as in [4,12,13,48,49,53,56]. In
addition to this, the lack of an agreed definition of a module results in agents that get
possibly inconsisent results to queries [36].

Currently, an ontology-based system will require a full update (recheck for com-
pleteness, etc..) whenever an agent’s ontology changes due to the domain’s evolution
[9]. This can be a consuming process depending on how often the agents domain knowl-
edge is expected to change, and can result in a system where the agents are static and
seldom react to change.

In addition to the complications associated with ontology evolution, we investigate
how the agents can interact with the data. OBDA is the approach used by the Seman-
tic Web for linking data to an ontology [47]. The OBDA paradigm aims to connect an
ontology layer to a data layer so that rich queries can be made using the ontology, and
answered using the data. Although existing ontologies can be used, in the case study of
[36], it is pointed out that several ontologies are not developed with the intent of being
reusable (or easily reused). Thus, often times an ontology engineer will need to create
a new ontology for the given data. However, it is not a trivial task to create an ontology
from a dataset. The task is described as the bootstrapping problem [32], and OBDA is
mostly considered as read-only as it puts restrictions on the ability to modify the datasets
and handle updates [59]. Additionally, the query transformation process is not simple;
it depends on multiple aspects of the ontology, queries, and the data consistency [11].
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Our research provides a means for agents to automatically and systematically
extract views from an ontology on-the-fly to achieve the tasks they are required to do
(such as reasoning). Additionally, we characterize the modules by the knowledge they
do or do not preserve, thus providing a means to communicate provable privacy. We
seek to have a single ontology that can be dynamically and easily modularized to avoid
a monolithic ontology existing at the higher-level. By extracting the modules from a
single ontology, we ensure that the agents are able to communicate using the same lan-
guage. We also seek to have a system that is adaptable to change and evolution, allowing
for the data that the agents have to be malleable with minimal changes to the ontology.

3 Mathematical Background

In this Section, we present the necessary mathematical background for the purpose of
making this paper self-contained.

3.1 Lattice Theory and Boolean Algebras

A lattice is an abstract structure that can be defined as either a relational or algebraic
structure [16]. In our work we use both the algebraic and the relational definitions, there
we provide them and we present the connection between them.

Let (L,≤) be a partially ordered set, we define an upper bound and lower bound as
follows. For an arbitrary subset S ⊆ L, an element u ∈ L is called an upper bound of
S if s ≤ u for each s ∈ S. Dually, we define an element l ∈ L as a lower bound of S
if l ≤ s for each s ∈ S. An upper bound u is defined as a least upper bound (dually,
a lower bound l is defined as a greatest lower bound) if u ≤ x for each upper bound
x ∈ S (x ≤ l for each lower bound x ∈ S). A least upper bound is typically referred
to as a join, and a greatest lower bound as a meet. If every two elements a, b ∈ L
have a join, then the partially ordered set is called a join-semilattice. Similarly, if every
two elements a, b ∈ L have a meet, then the partially ordered set is called a meet-
semilattice. As a relational structure, a lattice is a partially ordered set that is both a
join- and meet-semilattice.

A lattice can also be defined as the algebraic structure (L,⊕,⊗), which consists
of a set L and the two binary operators ⊕ and ⊗ that are commutative, associative,
idempotent, and satisfy the absorption law (i.e., a ⊕ (a ⊗ b) = a ⊗ (a ⊕ b) = a, for
a, b, c ∈ L).

The relational and algebraic structures can be connected by the equivalences a ≤
b ⇐⇒ (a = a ⊗ b) ⇐⇒ (b = a ⊕ b). The connection between the relational and alge-
braic definition of a lattice allows us to freely interchange the relational and algebraic
aspects in discussion; some concepts are easier to express or explain in one structure
over the other.

We also require the notion of a sublattice, which is simply defined as a nonempty
subset M of a lattice L that satisfies x ⊕ y ∈ M and x ⊗ y ∈ M for all x, y ∈ M .
In other words, a sublattice has a carrier set (or supporting set) that is a subset of the
carrier set of the lattice in which all joins and meets are preserved in the subset.
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A Boolean lattice [52] is defined as a complemented distributive lattice. A com-
plemented lattice is bounded (i.e., includes a top concept (	) and a bottom concept
(⊥)), and where every element a has a complement (i.e., an element b satisfying
a ⊕ b = 	 and a ⊗ b = ⊥). A distributive lattice is one where the join and meet
operators distribute over each other, i.e., a lattice L is distributive if for all x, y, z ∈ L,
x ⊗ (y ⊕ z) = (x ⊗ y) ⊕ (x ⊗ z) and x ⊕ (y ⊗ z) = (x ⊕ y) ⊗ (x ⊕ z).

The algebraic structure for the Boolean lattice is defined as B = (B,⊗,⊕, 0, 1,′ ).
The unique elements 0 and 1 are the top and bottom concepts that bound the lattice, that
we denoted above as ⊥ and 	 respectively, and the complement operator ′ is defined as
above for a complemented lattice. In a finite Boolean algebra, an atom is defined as an
element a ∈ B where for any b ∈ B, either a ⊗ b = a or a ⊗ b = 0 [26]. In this work,
we only consider finite Boolean algebras. The Boolean lattice and its corresponding
Boolean algebra is thus generated from the power set of the atoms [29]. As a result, all
Boolean algebras with the same number of atoms are isomorphic to each other.

Two distinguished types of substructures are an ideal and filter. For a Boolean alge-
bra B with the carrier set B, I ⊆ B is called an ideal in B if I is nonempty and if for
all i, j ∈ I and b ∈ B we have i ⊗ b ∈ I and i ⊕ j ∈ I . A filter is the dual of an ideal.
For a Boolean algebra B with set of elements B, F ⊆ B is called a filter in B if F is
nonempty and if for all i, j ∈ F and b ∈ B we have i ⊕ b ∈ F and i ⊗ j ∈ F

An ideal is called proper if I �= {0} or B. It is possible to generate an ideal using
an element, referred to as the principal ideal. Let B be a Boolean algebra, and b ∈ B,
then the principal ideal generated by b is I(b) = {a ∈ B | a ≤ b}. In this paper, we
use the symbol L↓b to denote the set of elements in the principal ideal generated by an
element b. A filter is defined as the dual to the ideal. For the principal filter generated
by an element, we use a symbol with a similar definition to the one used for a principal
ideal, but for a principal filter instead: L↑cst .

An ideal ismaximal (or a prime ideal) if I �= B and the only proper ideal containing
I is B itself. The dual of of a maximal ideal is the ultrafilter. It is also established that
for any maximal ideal (or ultrafilter) I ⊆ B and any element x ∈ B, I contains exactly
one of {x, x′}.

3.2 Domain Information System

A Domain Information System (DIS) [39] consists of three components: a domain
ontology, a domain data view, and a function that maps the two. This separation of
data from the ontology grants us the ability to manipulate the data by adding or remov-
ing records without the need for rechecking consistency or reconstructing the ontology.
Figure 1 shows these three components. Let C be a set of concepts, ec an element of C
such that ∀(c | c ∈ C : c ⊕ ec = ec ⊕ c = c). Moreover, ⊕ is associative, idempotent,
and commutative. Hence, (C,⊕, e

C
) is a commutative, idempotent monoid1.

Let Ci ⊆ C,Ri ⊆ Ci × Ci, and t ∈ Ci. A rooted graph at t, Gt
i =

(
Ci, Ri, t

)
, is

a connected directed graph of concepts with a unique sink t ∈ Ci. We call t the root of
Gt

i, and define it as follows: t ∈ Ci is root of Gt
i ⇐⇒ ∀(k | k ∈ Ci : k = t ∨

(k, t) ∈ Ri
+ ).

1 A monoid is an algebraic structure with a single associative operator, and an identity element.
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With this, we present the definition of the ontology.

Definition 1 (Domain Ontology). Let C =
(
C,⊕, e

C

)
be a commutative idempotent

monoid. Let L =
(
L,�

C

)
be a Boolean lattice, with L ⊆ C, such that e

C
∈ L. Let I

be a finite set of indices, and G = {Gt
i}i∈I, t∈L a set of rooted graphs at t.

A domain ontology is the mathematical structure O def=
(C,L,G)

.

Fig. 1. High-level representation of a Domain Information System. (Color figure online)

We recognize the relation on the set of concepts L as the partOf relation, denoted
by�

C
. The corresponding Boolean algebra for the Boolean lattice of a domain ontology

is defined as B = (L,⊗,⊕, e
C
,	,′ ). The binary operators ⊗ and ⊕ are analogous to

the meet and join, but are related to �
C
by a ⊕ b = b ⇐⇒ a �

C
b ⇐⇒ a ⊗ b = a.

The unique elements e
C
and 	 are the bottom and top concepts of the lattice, and are

respectively analogous to 0 and 1.
A concept k ∈ C is called atomic if it has no sub-parts, i.e.,: k is atomic

def⇐⇒
∀(k′ | k′ ∈ L : k′ �

C
k =⇒ k′ = k ∨ k′ = e

C
).

In Fig. 1, the ontology is represented as the components within the cloud. The circles
represent concepts, and are differentiated by colour to signify whether they are in the
Boolean lattice (i.e., pink) or a rooted graph (i.e., blue).

The second component is the domain data view associated with an ontology(C,L,G)
, which is formalized using a diagonal-free cylindric algebra. Diagonal-free

cylindric algebra has been introduced in [28]. Its cylindrification operators are indexed
over the elements of the carrier set L of the Boolean lattice. In Fig. 1, it is represented
as the dataset.

Definition 2 (Domain Data View Associated to an Ontology). Let O =
(C,L,G)

be
a domain ontology as defined in Definition 1, where L is the carrier set of L. A domain
data view associated to O is the structure A = (A,+, ∗,−, 0A, 1A, {cκ})κ∈L that is
a diagonal-free cylindric algebra such that (A,+, ·,−, 0, 1) is a Boolean algebra and
ck is an unary operator on A called cylindrification, and the following postulates are
satisfied for any x, y ∈ A, and any k, λ ∈ L:
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1. cκ0 = 0
2. x ≤ cκx
3. cκ(x ∗ cκy) = cκx ∗ cκy
4. cκcλx = cλcκx

We adopt cylindric algebra to reason on data as it gives us a data view that goes beyond
the relational view of Codd [14]. Cylindrification operations allow us to handle tuples
with undefined values (an open world assumption) and we can work on tuples with
different length. Ultimatley, A gives us the data view. With both of these components,
a DIS can be defined as follows.

Definition 3 (Domain Information System). Let O be a domain ontology, A be its
domain data view, and a mapping τ : A → L as the operator which relates the set A to
elements of the Boolean lattice in O.

We call a Domain Information System the structure I = (O,A, τ).

Figure 1 illustrates this system, with the dataset and ontology linked by the dashed
arrows that represents the τ operator. In essence, the domain ontology is the conceptual
level of the information system.

In Fig. 2, we show a Boolean lattice of a DIS representation for the Wine Ontol-
ogy [44]. The Boolean lattice is constructed from a sample data set shown in Table 1.
Each attribute of the data set is a partOf the concept Wine Product, and they are the
atoms of the Boolean lattice. The remaining concepts are the combinations of these
atoms, formed from the power set of the Boolean lattice atoms. Some combinations
hold more domain relevance (determined by domain experts), and are signified by larger
hollow nodes. These concepts can be named, such as Estate being the combination of
Region andWinery, while others may not have explicit names in the domain and instead
be referred to by the combination of its parts (e.g., Grape ⊕ Colour).

Table 1.Wine dataset.

Grape Colour Sugar Body Region Winery

Merlot Red Dry Full Niagara Jackson Triggs

Merlot Red Dry Medium Okanagan Jackson Triggs

Pinot Grigio White Dry Medium Niagara Konzelmann

Pinot Grigio White Semi-sweet Medium Niagara Jackson Triggs

Pinot Blanc White Dry Light Okanagan Sperling

Riesling White Semi-sweet Light Niagara Jackson Triggs

. . . . . . . . . . . . . . . . . .

3.3 Conservative Extension, Local Correctness, and Local Completeness

A prevalent form of modularization (referred to as ‘logical modularization techniques’)
defines a module as a set of concepts and relations such that the knowledge that can
be deduced from these concepts is preserved in the module. This presevation of the
knowledge is determined by extracting a module such that the ontology conservatively
extends it.
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Fig. 2. The Boolean lattice for the Wine Ontology [35].

Conservative extension is a notion from mathematical logic, often used in fields
such as proof theory. In [37], we find the (proof theoretic) conservative extension is
presented as follows:

Definition 4 ([37]). Let L and L′ be logics. We call L′ a (proof theoretic) conservative
extension of L provided that all formulas of L are formulas of L′ and that, for all
formulas A of L, A is a theorem of L iff A is a theorem of L′.

In addition to the definition provided, there exists a stronger notion of conservative
extension called model theoretic conservative extension. It is presented as follows:

Definition 5 ([37]). Let T and T ′ be theories. We call T ′ a (model theoretic) conser-
vative extension of T if every model of T can be extended to a model of T ′.

As seen in [37], both types of conservative extension are used to define an onto-
logical module. In the context of DL, the formulas are the Terminological Box (T-Box)
sentences. When demonstrating the conservative extension of the ontology to the mod-
ule, it is common that it is shown in two parts, such as in [24]. The first part, referred to
as local correctness, shows that all formulas of L are formulas of L′. The second part,
referred to as local completeness, shows that for all formulas A of L, A is a theorem of
L iff A is a theorem of L′.

3.4 First Isomorphism Theorem

The first isomorphism theorem [58] is used in this work to quantify knowledge loss
from modularization.

Theorem 1 (First Isomorphism Theorem [58]). Let R and S be rings, and let φ :
R → S be a ring homomorphism. Then the kernel of φ is an ideal of R. In particular, if
φ is surjective, then S is isomorphic to R/ker(φ).
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This theorem introduces the kernel, which is a structure associated with the homo-
morphism. Let R and S be two rings. Then for a homomorphism φ : R → S, the kernel
is defined as follows:

ker(φ) = {r ∈ R | φ(r) = 0S} (1)

The kernel is used tomeasure the non-injectivity of the homomorphism. It is important to
note any Boolean ring with the 0-ary constant 1 can be made into a Boolean algebra [54].

4 Modularizing the Ontology

The goal of modularization is to improve the reusability and maintainability of the
ontology, as well as make tasks such as reasoning more tractable. In addition to this,
the process of modularization can address other issues, such as provable privacy or
conceptualizing a heterogeneous system of multiple agents co-operating. In this section,
we introduce two modularization techniques as well as the properties of the produced
modules.

Figure 2 shows a domain ontology that has been conceptualized for a Wine dataset.
Although seemingly large, this is before any processing has been done to improve the
maintainability or reusability. For instance, it can be argued that the conceptWine Prod-
uct is composed of two concepts from closely related domains: theWine and Estate. The
former is composed of Grape, Colour, Sugar, and Body whereas the latter is Region
and Winery. In a multi-agent system, it might be more suitable for this ontology to be
modularized such that one agent has the module (and the knowledge associated to the
concepts therein) forWine, and a different agent has the module for Estate. It could also
be the case that the agent that has the knowledge about Wine must not have knowledge
of the Estate (and vice versa). For the remainder of this section, we will introduce two
modularization techniques: one based on view traversal, and another based on the prin-
cipal ideal subalgebra. We will then show how the modularization challenges described
above are addressed with these modules.

4.1 The Determination of a Graphical Modularization Technique

In the field of ontology modularization, there are several implementations of graphi-
cal modularization techniques. This includes Prompt [45], Magpie [21], SWOOP [23],
ModOnto [10], PATO [55], and SeeCOnt [1]. We consider these techniques in order to
draw parallels between our DIS-based graphical modularization techniques and those
that already exist.

Rather than extract a single module, both PATO and SeeCOnt implement techniques
that instead partition the ontology. These methods seek to partition an ontology into a
(possibly disjoint) set of modules such that every concept belongs to a module. In this
paper, we are concerned with extracting a module that meets a specific requirement for
an agent. For this reason, we do not consider these two techniques further.

From the remaining techniques, we observe a prominent usage of the view traversal
technique or a derivative of it. Prompt is the tool developed as the implementation of
view traversal, therefore it is natural that it is the most true to the developed algorithm.
Magpie implements a technique that operates similar to view traversal, however, rather
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than indiscriminately including all traversed concepts, it only retains the ones neces-
sary for the preservation of axioms or consequences of the input. SWOOP is discussed
as being able to faciliate a modularization process that factors an ontology into ‘sub-
sidiary domains’, which are analogous to a view from view traversal. Finally, ModOnto
operates similar to Magpie in that it includes concepts necessary for the preservation of
axioms and consequences.

All of the presented modularization techniques can be traced to operate similar to
view traversal: given an input query, a set of concepts and relationships are produced
to answer that query. The techniques vary in how they deem a concept to be eligible
for the module or not, but all share this same goal of answering a query with a ‘view’.
For this reason, our presented graphical modularization technique operates the same.
By doing this, the presented technique can be considered an implementation of these
techniques.

4.2 Modularization of DIS

To modularize a DIS, a formalized understanding of what a module – and its properties
– must be introduced. Thus, we first write a formal definition of a module, and in the
context of a DIS, it is defined as follows:

Definition 6 (Module). Given a domain ontology O = (C,L,G), a module M of O is
defined as a domain ontology M = (CM ,LM ,GM ) satisfying the following conditions:

– CM ⊆ C
– LM = (LM ,�

C
) such that LM ⊆ CM , LM is a Boolean sublattice of L, and

ec ∈ LM

– GM = {Gn | Gn ∈ G ∧ tn ∈ LM}
where CM and C are the carrier sets of CM and C, respectively.

In short, a module is a sub-ontology. This ensures that the tasks that can be per-
formed on an ontology – such as reasoning or modularization – can also be performed
on a module. As the concepts of the module are a subset of the ontology’s concepts, we
achieve the first goal.

Let O be a set of ontologies. The modularization is a function

M : O → O

such that M(O) = OM where OM is a module of O.
The central piece of a module (and thus, modularization) is the Boolean lattice.

More specifically, the process of modularization is the process of determining a Boolean
sublattice that will construct the module. With this, we understand the modularization
techniques as transformations to the underlying Boolean algebra.
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4.3 Generating a Module with View Traversal

A key component of view traversal is the declaration of a concept (or set of concepts),
referred to as the starting concept cst, that the module should be focused on. From these
starting concepts, the ontology is traversed to acquire the concepts (and the relations)
that will be used to populate the module. In a DIS, we define a view traversal using a
principal ideal generated by cst, written as L↓cst . The principal ideal is a Boolean sub-
lattice defined with a set of concepts such that it contains every concept that is partOf
cst. Figure 3 shows a module that has been generated using the starting concept Wine.

Fig. 3. The Boolean lattice of the module extracted from the Wine Ontology with cst =
Wine [35].

As the principal ideal is generated by the input cst, it is critical that cst is well-
defined. We envision three cases related to the concept cst under consideration:

1. The starting concept is in the Boolean lattice
2. The starting concept is in a rooted graph
3. There are several starting concepts

The first case is the business-as-usual case, and operates as defined above. In the second
case, the starting concept is determined using a projected concept, cp. This projected
concept is the root of the rooted graph that contains the desired concept. For example,
referring to Fig. 4, if cst = Location, then the projected concept would be the root
of the graph, Mouthfeel. Thus, the principal ideal would be generated using Mouthfeel.
Finally, in the third scenario where there are multiple desired starting concepts, we
denote by Cv the set Cv ⊆ L. It is the set of all desired starting concepts or their
projected concepts. The starting concept is then defined as2

cst = ⊕(c | c ∈ Cv : c)2 (2)

For example, referring to Figs. 3 and 4, consider that we wish to modularize based
on the starting concepts Opulent,Mouthfeel, and Taste; we first determine all projected

2 Throughout this paper, we adopt the uniform linear notation provided by Gries and Schneider
in [25], as well as Dijkstra and Scholten in [20]. The general form of the notation is �(x | R :
P ) where � is the quantifier, x is the dummy or quantified variable, R is predicate representing
the range, and P is an expression representing the body of the quantification. An empty range
is taken to mean true and we write �(x |: P ); in this case the range is over all values of
variable x.
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Fig. 4. The Wine Ontology enriched with rooted graphs (i.e., G) with root Mouthfeel [35].

concepts. In this case, there is only one concept that belongs to a rooted graph: Opulent.
The root for this graph is Mouthfeel, and so this is taken as the projected concept.
Following this, we determine the composition of the three concepts together: cst =
Mouthfeel⊕Mouthfeel⊕ Taste. The result isMouthfeel, thus it is the starting concept
for view traversal.

In Fig. 5 we present a module that is formed from a starting concept that is the
composition of two elements, and the composition is not one of the two concepts.
Using starting concepts Colour ⊕ Sugar and Taste, we would extract the two mod-
ules shown with the respective tops, denoted by bold lines. Simply taking these two
modules, would be missing information that could be made from concepts that belong
to the two modules: the combination of Colour with Body, as well as the combination
of all three atoms. Therefore, taking a module with the concept that results from Eq. (2),
we instead get the module that contains those concepts connected via bold lines, and
also via dashed lines. This module includes the two stated concepts, as well as those
from the two original modules.

Fig. 5. Modularization with c1 = Colour ⊕ Sugar and Taste = Sugar ⊕ Body [35]. (Color
figure online)

With this approach, there exist two trivial cases: the first is for ci, cj ∈ Cv we have
ci �

C
cj for any ci, cj ∈ Cv, and the second is the composition of concepts in Cv

produce cst = 	. In the former, ci can be disregarded as ci �
C

cj implies ci ⊕ cj = cj .
In the latter, the Boolean lattice of the module will be the original ontology. Although
counterintuitive to modularization – as the module will not be any smaller than the



400 A. LeClair et al.

ontology – this aligns with the notion of a module containing the concepts necessary
to answer the input query. Such a module implies that all atoms of the ontology were
required to answer the query, and therefore, every concept in the lattice of the ontology
can be formed via a combination of atoms.

For the remainder of this paper, when considering cst, we assume it to be normalized
such that cst is a single concept within the Boolean lattice. We now present the definition
of view traversal for an ontology within DIS, as well as a view traversal module.

Definition 7 (View Traversal). Let O = (C,L,G) be an ontology. We also letMD be
the set of all possible view traversal modules obtainable from O. view traversal vtD is
a function that is declared as follows

vtD : MD × C → MD (3)

Where vtD(O, cst) = (Cv,Lv,Gv) and is defined as:

1. Lv = (L↓cst ,�C
) is a Boolean lattice

2. Gv = {Gi | Gi ∈ G ∧ ti ∈ Lv}
3. Cv = {c | c ∈L↓cst∨ ∃(Gi | Gi ∈ Gv : c ∈ Ci)}.

Given a view traversal module and a starting concept, the process of applying view
traversal will produce a new view traversal module. It is important to note that the
original domain ontology belongs to the set of all possible view traversal modules, i.e.,
O ∈ MD, as by setting cst to be 	, a view traversal module is produced that is equal
to O. This, and other trivial scenarios for view traversal, are expressed in the following
Lemma. First we introduce the empty ontology and atomic ontology, denoted as O0

and Oa, respectively. The empty ontology is an ontology with the carrier set being
only the empty concept. The atomic ontology is an ontology with the carrier set of the
Boolean lattice being two elements: an atom a and the empty concept. Unlike O0 which
characterizes bothC and L to be the single element e

C
,Oa only characterizes L as there

may still be rooted graphs (with root a) that have concepts populating C.

Lemma 1. Given a domain ontology O, then the following is true:

1. vtD(O,	) = O
2. vtD(O,⊥) = O0

3. vtD(O, a) = Oa for any atom a in L
4. ∀(c1, c2 | c1, c2 ∈ C : (c1 ��

C
c2 ∧ vtD(O, c2) = (Cv,Lv,Gv)) =⇒ c1 /∈ Cv)

Similar to Noy and Musen in [43], we define the analogue to the composition and
chaining view traversals.

Claim (View Traversal Composition). Let O = (C,L,G) be an ontology. Let c1, c2 be
two concepts in the carrier set of L such that c2 �

C
c1.

vtD(vtD(O, c1), c2) = vtD(O, c2)
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Proof. A proof by contradiction. Let O1 be the result of vtD(Mv, c1). Assume that
there exists a concept c that belongs to the carrier set of vtD(Mv, c2) but does not
belong to the carrier set of vtD(O1, c2). As the carrier set of O1 includes all parts of c1
as per the definition of a view traversal module, this implies that c is a part of c2 but is
not a part of c1. Due to the transitivity of the relation, this results in a contradiction that
c �

C
c2 and c2 �

C
c1 but not c �

C
c1.

In essence, view traversal composition is the act of ‘modularizing a modularization’.
In the situation that c2 is not a part of c1, the result is O0. This is because vtD(O, c1)
will not contain c2. Therefore, to take a module on a concept that does not exist (to
the ontology being modularized) should result in ‘nothing’, which for us is the empty
ontology.

The second function introduced is the chaining of two view traversal modules. The
chaining of two view traversal modules is the act of combining two modules into a
single module, and is defined as follows.

Claim (View Traversal Combination). Let M1 and M2 be any view traversal modules
fromMD for a given DIS, D = (O,A, τ). Let ∗ be an operator with the signature

∗ : MD × MD → MD

We have vt(M1, c1) ∗ vt(M2, c2) = vt(O, c1 ⊕ c2).

The view traversal combination function inherits the commutativity and associativ-
ity from ⊕. It is also trivial to show the view traversal combination on view traver-
sals with tops c1 and c2 where c1 �

C
c2 is equal to the view traversal of c2 as

c1 �
C

c2 ⇒ c1 ⊕ c2 = c2.

4.4 Properties of DIS View Traversal

We now provide the following proposition which lists a series of claims for a module
adhering to Definition 7. We assume cst �= 	 to avoid the trivial case of the module
being equal to the original ontology.

Proposition 1. Let O = (C,L,G) be an ontology and Ov = (Cv,Lv,Gv) be a module
obtained from O using view traversal. Then:

1. The algebra associated to Lv is not a subalgebra of that associated to L.
2. The Boolean algebra associated with the ontology that is produced from view traver-

sal does not preserve the complement operator of the Boolean algebra associated
with the original ontology.

3. The view traversal module is locally complete but not locally correct with respect to
the original ontology.

The proof for the above results can be found in [35]. Proposition 1.1 indicates that
although the Boolean lattice of the view traversal module is a sublattice of the Boolean
lattice of the original ontology, the Boolean algebra associated with the view traversal
module is not a subalgebra of the Boolean algebra associated with the original ontology.
Proposition 1.2 states that specifically, the complement operator is not preserved from
the Boolean algebra associated with the original ontology. Proposition 1.3 indicates that
due to the inability to preserve the complement operator of the Boolean algebra associ-
ated with the original ontology, the module is not locally correct, as defined in [37].
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4.5 The Principal Ideal Subalgebra Module

The Boolean lattice of the module produced from view traversal is a Boolean sublattice
of L but the Boolean algebra associated to the module is not a Boolean subalgebra of
the algebra associated to L. This may be satisfactory from a pragmatic approach as
the resulting module can be utilized in the same ways as an ontology (e.g., reasoning,
modularization). However, from a more rigorous perspective, we require an ability to
produce a module that preserves the knowledge from the ontology. Thus, we require
a module that in addition to preserving the join and meet opertors, also preserves the
complement operator, i.e., is a Boolean subalgebra.

The view traversal module is ultimately formed using the principal ideal on a start-
ing concept cst. It is easy to show that the principal ideal generated by cst unioned with
the principal filter generated by c′

st – the complement of cst – is a Boolean subalgebra
of the Boolean algebra associated with the original ontology [27]. Let cst ∈ L and c′

st
be its complement. Let Mv = vtD(O, cst) = (Cv,Lv,Gv) and let B be the Boolean
algebra associated to the lattice of O. We indicated that L� is a principal ideal in B1,
with the carrier set L↓cst . We denote by L↑c′

st
the carrier set of the principal filter gener-

ated by c′
st. Then the set L↑c′

st
∪L↓cstgives us the carrier set for a Boolean subalgebra

of B. We call the module that is formed using this set as the principal ideal subalgebra
module and is formally defined below.

Definition 8 (Principal Ideal Subalgebra Module). For a given domain ontology

O def= (C,L,G) and starting concept cst in the carrier set L of L, we define the set
LP =L↓cst∪L↑c′

st
. The module MP = (CP ,LP ,GP ) is defined as:

1. LP = (LP ,�
C
) is a Boolean lattice

2. GP = {Gi | Gi ∈ G ∧ ti ∈ LP }
3. CP = {c | c ∈ LP ∨ ∃(Gi | Gi ∈ GP : c ∈ Ci)}
where CP is the carrier set for CP .

We present an example of the principal ideal subalgebra module in Figs. 6 and 7.
Figure 6 shows the Boolean lattice for the Wine ontology with the concepts that would
populate the carrier set of the principal ideal subalgebra if cst = Grape ⊕ Sugar ⊕
Body. The concept cst corresponds to the concept named Mouthfeel in the Boolean
lattice of the original ontology. Two disjoint sublattices can be seen. The first one is
the magenta principal ideal that is formed by Mouthfeel, which contains the empty
concept. The second one is the cyan principal filter that is formed by the complement
of Mouthfeel and which contains the top concept. By extracting these concepts and
constructing a new Boolean lattice, we result with the structure shown in Fig. 7. The
Boolean lattice in Fig. 7 has a carrier set formed from the union of the principal ideal
generated by cst and the principal filter generated by c′

st. We note that an atom in this
module, the concept Colour ⊕ Region ⊕ Winery, was not an atom in the original
ontology. This is because by producing a module in this manner, we effectively change
our understanding of what the atomic blocks of the domain are. In the module, the con-
cept Colour ⊕Region⊕Winery relates to data that is non-decomposable and atomic
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Fig. 6. The Boolean lattice for the Wine Ontology with the principal ideal subalgebra module
highlighted for cst = Mouthfeel [35]. (Color figure online)

Fig. 7. The Boolean lattice of the principal ideal subalgebra module extracted from the Wine
Ontology with cst = Mouthfeel [35]. (Color figure online)

in Fig. 7, whereas in the original ontology, we know that this same concept is composed
of the concepts Colour, Region, and Winery. We refer to this as the coarsening of the
domain, and therefore the knowledge that would be derived from this module would be
coarser than the knowledge that would be derived from the original ontology.

By extending the view traversal module with the principal filter generated by c′
st, we

remedy the inability to preserve the complement. Thus, we have the following claim.

Claim. A module obtained by extending view traversal with the principal filter gener-
ated with c′

st is locally correct and locally complete.
The above claim holds by construction. The module is formed using a Boolean

subalgebra, which is conservatively extended by the ontology’s Boolean algebra.
According to this result, every satisfiable formula in the module is satisfiable in the

ontology, and every satisfiable formula in the ontology written in the language of the
module is satisfiable in the module.
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The relationship between the two modules in Definitions 7 and 8 can be seen in the
underlying Boolean lattices. Specifically, any view traversal module can be extended to
a principal ideal subalgebra module by extending the carrier set of the Boolean lattice
of the module with the filter generated by c′

st (and the related rooted graphs). Likewise,
a principal ideal subalgebra can be truncated to a view traversal module by removing
any element belonging to the principal filter generated by c′

st (and the related rooted
graphs) from the carrier set of the Boolean lattice.

The inclusion of additional concepts to the module raises the concerns of whether
the modularization process will be fulfilling the requirements that a module should
be smaller in size. It must be easy to determine if the process of modularization will
produce a module that is associated with a Boolean subalgebra that is strictly embedded
in the original Boolean algebra.

Claim (Maximal Principal Ideal Subalgebra Module). Let cst be a concept in the ontol-
ogy’s Boolean lattice L. If the principal ideal generated by cst is a maximal ideal, then
the resulting principal ideal subalgebra module will be equal to the original ontology.

Proof. This follows from the definitions of a maximal ideal and ultrafilter. More specif-
ically, for any x ∈ L, a maximal ideal I will contain exactly one of x or x′. As the
corresponding ultrafilter, F , is the dual of I , then for every x ∈ I , x′ must belong to F .
Therefore, every element from L will be in either I or F .

Claim (Non-isomorphism of Module). Let cst be a concept in the Boolean lattice L. If
the principal ideal generated by cst is not a maximal ideal, then the resulting principal
ideal subalgebra will not be isomorphic to the original Boolean algebra.

Proof. We prove this by contradiction. We assume that the principal ideal generated
by cst is not maximal. We also assume that every element x ∈ L belongs to either the
principal ideal I , or the corresponding filter F . This implies every atom a belongs to
either I or F . For the principal ideal to be proper, it cannot include every atom in its
set. Similarly, for the filter to be proper, it can at most contain one atom. Therefore, I
must contain every atom save for one which must belong to F . An ideal that contains all
atoms save one is a maximal ideal (and a filter generated using an atom is an ultrafilter),
contradicting the assumption they are not maximal.

As a result of the final claim, a principal ideal subalgebra module generated using
any concept that is directly related to the top concept with the partOf relation (i.e., a
concept that is the combination of all but one atoms) is guaranteed to be smaller in size
than the original ontology.

A result of the module being formed using the principal ideal and a principal filter is
that the bottom concept of the principal filter (i.e., c′

st) will be an atom of the module’s
lattice. However, there is no restriction that the principal filter be generated using an
atom. In fact, expressed in the proof of the final claim, if the module is non-maximal
(i.e., it is not isomorphic to the original ontology) then c′

st is not an atom of the ontology.
Therefore, an atom of the module may not be an atom of the ontology.
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4.6 DIS Modularization

Up to this point we have introduced two modules: the view traversal module, and the
principal ideal subalgebra module. Both of these modules are defined in terms of a
domain ontology O. However, we now introduce how a DIS can be produced from the
module’s ontology.

Definition 9 (DIS Module). Given a DIS I = (O,A, τ), a DIS-module of I is the
DIS IM = (OM ,AM , τM ) such that:

1. OM = (CM ,LM ,GM ) is a module of O
2. AM = (AM ,+, ·,−, 0, 1, ck)k∈LM

3. τM is the restriction of τ to only the elements of AM .

where LM is the carrier set of the Boolean lattice LM , A is the carrier set of A, and
AM = {a | a ∈ A ∧ τ(a) ∈ LM}.

When determining a DIS module, either a view traversal module or a principal ideal
subalgebra module can be used as the OM . The remaining components – the cylindric
algebra and the τ function – are redefined from the original DIS for the DIS-module by
using the new domain ontology’s (i.e., the module’s) Boolean lattice. With this defini-
tion of a DIS-module, a modularized DIS will result in a new DIS that can be further
modularized or reasoned on.

5 Quantifying Knowledge Loss

The process of modularizing implies the loss of a part of the original ontology. The
knowledge that could be obtained from the lost part becomes unattainable. By leverag-
ing that the view traversal module is constructed using the principal ideal generated by
cst, we are able to both determine the scope of the domain knowledge that is lost, and
quantify it.

A Boolean lattice is the underlying structure of both the original ontology that is
modularized, as well as the view traversal module. More specifically, the Boolean lat-
tice of the view traversal module is a principal ideal of the Boolean lattice of the orig-
inal ontology. Using this fact and the first theorem of isomorphism [58], there must
be a homomorphism from the Boolean algebra associated to the original ontology to
some other Boolean algebra to which the Boolean algebra associated to the view traver-
sal module is its kernel. In other words, the existence of the view traversal module
implies the existence of another Boolean algebra, and thus, a module that can be built
around it. We denote the homomorphism which maps one Boolean algebra to another as
f : B1 → B2, where B1 is the Boolean algebra associated with the original ontology,
and B2 is some other Boolean algebra. Let B1 be the carrier set of B1, the kernel of f
is the set of all elements from B1 that are mapped to the identity element e

C
of B2. The

kernel of f contains only one element if and only if f is injective.
In the following, we construct an example of the function f . Let p0 be any element

from B1. We define an instance of f as the fp0 for a given p0 ∈ B1 and every p ∈ B1:

fp0(p) = p ⊗ p0 (4)
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The kernel of fp0 is defined as the set of all elements which map by fp0 to the identity
element:

ker(fp0) = {p ∈ B1 | fp0(p) = e
C
} (5)

To illustrate the significance of the relationship between the view traversal mod-
ule, the homomorphism, the kernel, and the knowledge lost, we return to the original
Boolean lattice illustrated in Fig. 2. We set p0 = Taste, where Taste = Sugar ⊕ Body.
The use of Eq. 4 signals the intent to map every concept from the Boolean lattice of the
original ontology to a new Boolean lattice which is focused on the concept Taste. In this
case, the function fp0 in Eq. 4 maps every concept from the original Boolean lattice to
Taste or one of its parts. As the original Boolean lattice consists of 26 concepts, and the
Boolean lattice with Taste as the top consists of 22 concepts, the mapping will not be
injective. The elements that map to e

C
will populate the kernel of fp0 , as given in Eq. 5.

For example, consider the following four evaluations where p0 = Taste,

fp0(Sugar) = Sugar ⊗ Taste = Sugar,
fp0(Wine) = Wine ⊗ Taste = Taste
fp0(Grape) = Grape ⊗ Taste = e

C

fp0(Region ⊕ Winery) = (Region ⊕ Winery) ⊗ Taste = e
C

The function fp0 maps any value that is a part of Taste, such as Sugar, to itself, such
that fp0(Sugar) = Sugar. Any value that an element of Taste is a part of, such as Wine,
is also mapped to itself. Finally, any other element is mapped to the empty concept.
Thus, with the starting concept p0 = Taste, the kernel of the homomorphism fp0 is
composed of the concept p′

0 = Grape⊕ Colour⊕ Region⊕Winery and all of its parts:

ker(fp0) = {c ∈ L | c �
C

p′
0} (6)

Equations 4 and 5 together state that any concept p ∈ B1 where p ⊗ p0 = e
C
is a

part of ker(fp0). Using the definition of the concept complement and Boolean lattice
meet, we get p′

0 ⊗ p = e
C
. Therefore, p′

0 ∈ ker(fp0). For any c �
C

p′
0, according to

the definition of partOf, c �
C

p′
0 ⇐⇒ c ⊗ p′

0 = c. With this definition of partOf
and Eq. 4, we get fp0(c) = (c ⊗ p′

0) ⊗ p0. Using the associativity of ⊗ operator, we get
fp0(c) = c ⊗ (p′

0 ⊗ p0) = c ⊗ e
C
= e

C
. Therefore, any element c �

C
p′
0 also belongs to

the kernel of fp0 , which explains Eq. 6.
Figure 8 displays both Boolean lattices: the one mapped to by fp0 and the one con-

structed using ker(fp0).
The kernel of fp0 for the example is populated by the concepts p′

0 and all its parts.
This is the same set as the one obtained by determining the principal ideal generated
by p′

0 on the original ontology. This aligns with the first isomorphism theorem which
states the kernel is the carrier set for a principal ideal of the original Boolean algebra. In
our example, p′

0 is the complement of Taste since it is the concept that is created from
combining all atoms that are not part of Taste. Therefore we observe the following rela-
tionship between the three Boolean algebra structures. Let B1,B2,B3 be three Boolean
algebras, and p0 be a concept from the carrier set B1 of B1. Applying the function in
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Fig. 8. fp0(p) = p ⊗ Taste, where p0 = Taste.

Eq. 4 with p0 will result in a homomorphism that maps B1 to B2. This homomorphism
has a kernel, which is itself associated with a Boolean algebra, B3. B3 corresponds to a
module that is equivalent to, using the view traversal function defined in Definition 7,
vtD(p′

0).
With this relationship between the Boolean lattices of the original ontology, the one

determined by the homomorphism fp0 , and its kernel, we revisit measuring the loss
of knowledge. As introduced, the process of modularizing implies the possible loss of
knowledge that can be derived from the omitted part of the ontology. The kernel of
fp0 represents a quantifiable measure of the lost part of the ontology. It is quantifiable
because, as the kernel is a measure of how non-injective the homomorphism is: the
larger a kernel is, the more concepts that were ‘lost’ in the mapping. This use of mea-
suring the kernel to determine how much knowledge is lost aligns with our example in
Fig. 8. The chosen p0 was one made of only two constituent concepts, Sugar and Body.
It is to be expected that, given the original ontology has six atoms and we are only
using two, a significant amount of knowledge is lost. The kernel of fp0 is a Boolean
lattice formed from the four missing atoms, and represents all the concepts that are lost.
Thus, from an ontologist’s perspective, the manipulation of the homomorphism and the
kernel allow for the control of what domain knowledge will be present in the module,
or, what domain knowledge will not be there by ensuring it is in the kernel. In [35], an
equation giving a measure of the knowledge loss is provided. It is based on comparing
the number of atoms in the kernel to the total number of atoms in the original ontology.
This can be made into a percentage which represents how many total concepts are lost.
For our example, as we are using two of the six atoms, we are losing roughly 67% of
the domain knowledge.

A view traversal modularization certainly results in the loss of knowledge which
can be measured as described in the previous paragraph, but this does not capture all
knowledge that is lost. For instance, the view traversal module does not preserve the
complement operator, and the knowledge that is lost due to this is not captured using
this approach. However, since the principal ideal subalgebra module preserves the com-
plement operator, it does not lose this knowledge.
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The atoms of a principal ideal subalgebra module might not be an atom in the ontol-
ogy. It is possible that an atom of the principal ideal subalgebra module is a composite
concept in the original ontology. This change in granularity of a concept from the orig-
inal ontology to the principal ideal subalgebra module results in a more nuanced loss
of knowledge. It is modifying how a concept is to be understood rather than simply
removing a concept from the ontology, like view traversal does. Thus, the proposed
approach for knowledge loss would not be sufficient for gathering all the knowledge
lost in a principal ideal subalgebra module.

6 Discussion and Future Work

A major consequence of the view traversal module not being locally correct is that
the complement operator is not preserved. As the lattice operations of join and meet
are preserved, the knowledge that is deduced using these operators will be preserved,
but anything deduced with the complement operator will not be. Contextually, this has
its own significance: the view traversal module is a focused snapshot of the domain.
It removes concepts from the context that is being evaluated by entirely removing the
concepts and its parts. Given that a query for the complement of a concept is to ask for
the concept that is built from the atoms of those that do not build the queried concept,
it does not make sense for the answer to be a concept that is not a part of the context.
Instead, the answer should be one which is a part of the context. However, there is still
a significant need for being able to utilize the complement on a module, and be able to
use the result without it being incorrect in the original context. For this, the principal
ideal subalgebra module is useful. The cost of preserving the complement operator
is the size of the principal ideal subalgebra module being greater than that of a view
traversal module, as well as modifying the granularity of some concepts in the principal
ideal subalgebra module. The application of either type of modularization approach
can be seen dependent on priority of the engineer: view traversal produces lightweight
and easily usable modules, but do not preserve the complement operator, whereas the
principal ideal subalgebra module is one that preserves all knowledge from the Boolean
algebra operators, but are larger and contain composite concepts as atoms.

The use of the algebraic notion of a homomorphism associated to an ideal allows for
the measurement of the knowledge that is lost due to modularization. This is a signifi-
cant step towards being able to not only modularize based on preserving certain pieces
of knowledge, but also by ensuring certain knowledge is not able to be determined via
reasoning on the module. For fields related to privacy or determining the knowledge
an autonomous agent can know via the module it has, this is a significant result. With
the result of knowledge being quantified using the size of the kernel, we are able to
determine the amount of domain knowledge that is being lost (or retained). However,
as there are many different types, or facets of knowledge beyond simply the concepts
themselves, there is work to be done in exploring how modularization on a DIS ontol-
ogy can be characterized to capture these properties.

Lastly, the result of composite concepts being an atom in a principal ideal subalge-
bra module demonstrates insight to the different ways a single domain can be under-
stood. A single non-decomposable concept to one agent might be a concept made of
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many smaller parts to another. In this case, the second agent has a finer understanding
of that concept, whereas the first agent has a coarser understanding. A modularization
technique that, instead of focusing on the omission or retention of concepts, but rather
the coarsening or refinement of a concept could prove significant. By coarsening a con-
cept, you produce a light-weight module at the cost of not being able to recognize or
use the parts of the coarsened concept. In contrast, the refinement of a concept would
result in a larger ontology, but distinguish the composing atoms of the refined concept.

7 Conclusion

In this paper, modularizing a DIS ontology with view traversal was introduced. The abil-
ity to leverage both the underlying Boolean lattice and the Boolean algebra associated
with the ontology allows for a simple deterministic way to modularize the ontology.
It is shown that the view traversal module is equal to a principal ideal, which is itself
a Boolean sublattice. The Wine Ontology was utilized to demonstrate an example of
extracting a view traversal module from a DIS ontology. Additional to the view traver-
sal module, the principal ideal subalgebra module is introduced as a way of extending
the view traversal module so that the complement operator is preserved.

Finally, the topic of measuring the knowledge that is lost due to modularization
is introduced using the view traversal module. Using the first isomorphism theorem,
we show the view traversal module is associated to the kernel of a homomorphism f
that maps the Boolean algebra associated to the original ontology to another separate
Boolean algebra. Since the kernel is a measure of the non-injectivity of a homomor-
phism, the size of the kernel is used to quantify the domain knowledge that is lost by
the modularization process. It is also shown how the modularization process can be
guided by ensuring the retention (or exclusion) of knowledge by their existence within
the kernel. Other types of knowledge, such as the knowledge associated with the coars-
ening or refinement of a concept is introduced as a rich area for future work.
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Abstract. Nowadays, the existence of several available biomedical vocabular-
ies and standards play a crucial role in understanding health information. While
there is a large number of available resources in the biomedical domain, only a
limited number of resources can be utilized in the food domain. There are only
a few annotated corpora with food concepts, as well as a small number of rule-
based food named-entity recognition systems for food concept extraction. Addi-
tionally, several food ontologies exist, each developed for a specific application
scenario. To address the issue of ontology alignment, we have previously created
a resource, named FoodOntoMap, that consists of food concepts extracted from
recipes. The extracted concepts were annotated by using semantic tags from four
different food ontologies. To make the resource more comprehensive, as well as
more representative of the domain, in this paper we have extended this resource
by creating a second version, appropriately named FoodOntoMapV2. This was
done by including an additional four ontologies that contain food concepts. More-
over, this resource can be used for normalizing food concepts across ontologies
and developing applications for understanding the relation between food systems,
human health, and the environment.

Keywords: Food data normalization · Food data linking · Food ontology ·
Food semantics

1 Introduction

“End hunger, achieve food security and improved nutrition and promote sustainable
agriculture” is one of the sustainable development goals of the United Nations set to the
target date of 2030 [19]. To achieve this ambitious goal, big data and AI technologies
can significantly contribute in the domain of global food and agricultural systems. A
huge amount of work that has been done in biomedical predictive modelling [14,31]
is enabled by the existence of diverse biomedical vocabularies and standards. Such
resources play a crucial role in understanding biomedical information, as well as the
sheer amount of biomedical data that is collected from numerous sources (e.g., drug,
diseases, treatments, etc.).

The number of biomedical resources available to researchers is tremendous. This
can pose an additional challenge when different data sets described by these resources
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are to be fused to provide more accurate and comprehensive information than that pro-
vided by any individual data set. For example, the Unified Medical Language System
(UMLS) is a system that brings and links together several biomedical vocabularies to
enable interoperability between computer systems [3]. It maps these vocabularies and
thus allows one to normalize the data among the various terminological systems. It
additionally provides tools for natural language processing that are mainly used by sys-
tems developers in medical informatics. The UMLS system consists of over one million
biomedical concepts and five million concept names, all of which stem from over 100
incorporated controlled vocabularies and classification systems. Some examples of the
controlled vocabularies that are part of UMLS are CPT [2], ICD-10 [28], MeSH [9],
SNOMED CT [10], and RxNorm [20].

In contrast to the biomedical domain, the food and nutrition domain is relatively
low-resourced. For example, there is only one publicly available annotated corpus with
food concepts, known as FoodBase [27], and there are few food named-entity recogni-
tion systems for the extraction of food and nutrient concepts [13,25]. In addition, the
0available food ontologies are developed for very specific use cases [4].

To address such shortcomings, we have created a resource that consists of food con-
cepts extracted from recipes, named FoodOntoMap. Each food concept was assigned
its corresponding semantic tags from from four food vocabularies (i.e. Hansard tax-
onomy and three food ontologies: FoodOn [15], OntoFood, and SNOMED CT [10]).
With this, the resource provides a link between different food ontologies that can be
further used to create embedding spaces for food concepts, as well as to develop appli-
cations for understanding the relation between food system, human health, and the
environment [26].

In this paper, we have extended the FoodOntoMap resource by adding four addi-
tional vocabularies (i.e. ontologies: RCD [7], MeSH [9], SNMI [32], and NDDF [8])
that can be used for food data normalization. With the inclusion of these new vocab-
ularies, the resource becomes more comprehensive, which can further assist in easier
food data integration. We have appropriately named this extended resource FoodOn-
toMapV2.

2 Related Work

In this section, we are mainly going to discuss i) different ontologies that can be used for
normalization of food concepts, and ii) food named-entity recognition methods, which
are used for extracting food concepts from textual data. Additionally, we are going
to provide an overview of food data normalization approaches that have already been
published.

2.1 Food Semantic Resources

There are several ontologies that can be used for normalizing food concepts. Some of
them are developed specifically for the food domain (i.e. FoodWiki [6], AGROVOC [5],
Open Food Facts [4], Food Product Ontology [18], FOODS [30], and FoodOn [15]),
while others are related to the biomedical domain, but also include links to food and
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environmental concepts (i.e. SNOMED CT [10], MeSH [9], SNMI [32], and NDDF
[8]). A comprehensive review of these publicly available food ontologies was provided
by Boulos et al. [4].

BioPortal is an open repository that consists of 816 different biomedical ontologies
and services that enable access to and exploration of those ontologies [22]. Notwith-
standing its definition as a repository for the biomedical domain, it contains ontologies
that consist of food concepts as well.

The Hansard corpus is a collection of text and concepts created as a part of the
SAMUELS project (2014–2016). One of its advantages is that it allows semantic
searching of its data. More details about the semantic tags that it uses can be found
in [1,29]. The concepts are organized in 37 higher level semantic groups, one of which
is Food and Drink (i.e. AG).

Table 1 provides an overview of the most commonly used ontologies that can be
explored for food data normalization, while in Table 2 their availability is presented.
In our case, after manually exploring the ontologies available in BioPortal, we have
concluded that the aforementioned ontologies are to be included in the final mapping
methodology, as their domain is in accordance with the task and they contain a signifi-
cant number of classes.

2.2 Food Information Extraction

Before the process of food data normalization can be done, we should mention that
some food concepts can be presented as parts of unstructured textual data. Thus, the
first step would be to perform food information extraction [25]. Information extraction
(IE) is the task of automatically extracting structured information from unstructured
data. In our case, the information that should be extracted are the food concepts. One
way to do this is to use a named-entity recognition method (NER), whose main goal
is to locate and classify the entity (concept) mentions in the unstructured data into pre-
defined categories [21].

There is a tremendous amount of work that has been done regarding NERs for
biomedical tasks, especially focusing on disease, drug, procedure entities and other
similar concepts in the biomedical domain. However, the situation is completely differ-
ent in the food and nutrition domain. There are only a few rule-based systems that can
be used as well as some general tools that work in combination with available ontolo-
gies. A supervised machine learning (ML) model that can be used for food information
extraction still does not exist, since the first annotated corpus with food entities was just
recently published [27].

The UCREL Semantic Analysis System (USAS) is a framework for semantic text
analysis. It can be used for named-entity recognition with 21 major classes. The class
of interest to our application is “food and farming” [29]. However, one of its significant
drawbacks is that it only works on a token level. To illustrate what this means, let us
take the text “steamed broccoli” as an example which represents one food entity that
should be extracted and annotated. In this case, the USAS tagger would extract and
annotate the words “steamed” and “broccoli” as separate entities.

Moreover, there are also only two rule-based systems that can be used for extrac-
tion of food entities. One of them, titled drNER, focuses on extracting food and nutri-
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Table 1. Overview of the resources that are used for the process of food data normalization.

Ontology Description

FoodOn [15] • Semantics for food safety, food security, agriculture and animal
husbandry practices linked to food production, culinary, nutritional
and chemical ingredients and processes

• Its usage is related to research and clinical data sets in academia
and government

OntoFood (OF) • An ontology with SWRL rules regarding nutrition for diabetic
patients

SNOMED CT [10] • A standardized, multilingual vocabulary of clinical terminology
that is used by physicians and other health care providers for
electronic health records

• Apart from the medical concepts that are the main focus of this
ontology, it additionally contains the concept of Food that can be
further used for food concept normalization

Read Codes, Clinical
Terms Version 3 (RCD)
[7]

• Available as a part of the UMLS system

MeSH [9] • Thesaurus that is a controlled and hierarchically-organized
vocabulary produced by the National Library of Medicine

• It is used for indexing, cataloging, and searching the biomedical
and health-related information

SNMI [32] • A previous version of SNOMED CT

NDDF [8] • Widely-known terminology regarding drugs, which combines a
comprehensive set of drug elements, pricing and clinical
information

• Approved by the U.S. Food and Drug Administration (FDA)

• It additionally consists of concepts related to herbals,
nutraceutical and dietary supplements

Hansard corpus [1,29] • A collection of concepts created as part of the SAMUELS project
(2014–2016)

• It allows semantically-based searches of its data

• The concepts are organized in 37 higher level semantic groups,
one of which is Food and Drink (i.e. AG)

ent concepts from evidence-based dietary recommendations [13]. Recently, this work
was extended with the creation of FoodIE [25], which is another rule-based system for
extracting food entities. FoodIE uses rules based on computational linguistics, which
also combine and utilize the knowledge available in the Hansard corpus.

Another tool that can be used for information extraction, in general, is the NCBO
Annotator [17]. It utilizes the ontologies that are part of the BioPortal [22]. The method-
ology leverages these ontologies to create annotations of the raw input text and returns
them by adhering to semantic web standards.
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Table 2. Availability of the resources that are used for the process of food data normalization.

FoodOn https://bioportal.bioontology.org/ontologies/FOODON/?p=summary

OntoFood https://bioportal.bioontology.org/ontologies/OF/?p=summary

SNOMED CT https://bioportal.bioontology.org/ontologies/SNOMEDCT/?p=summary

RCD https://bioportal.bioontology.org/ontologies/RCD/?p=summary

MeSH https://bioportal.bioontology.org/ontologies/MESH/?p=summary

SNMI https://bioportal.bioontology.org/ontologies/SNMI?p=summary

NDDF https://bioportal.bioontology.org/ontologies/NDDF/?p=summary

Hansard corpus https://www.hansard-corpus.org/

2.3 Food Data Normalization

Recently, food concept normalization poses an open research question that is highly
researched by the food and nutrition science community. Food concepts that are avail-
able in unstructured data can be represented in various unstandardized ways, which
simply depend on how people express themselves. It is always good practice to nor-
malize the data in order to ease further analyses. This is a task where the same food
concept, represented in different ways, should be mapped to the single corresponding
food concept that exists in some food resource (e.g., taxonomy or ontology).

To propose a solution to this issue, StandFood [12] has recently been introduced. It
is a semi-automatic system for classifying and describing foods according to a descrip-
tion and classification system. Specifically, it adheres to FoodEx2, which is proposed
by the European Food Safety Agency (EFSA) [11]. It uses a combination of machine
learning, methods from natural language processing, and probability theory to perform
food concept normalization. Additionally, we have created a resource that consists of
food concepts extracted from recipes, named FoodOntoMap. Each food concept was
assigned its corresponding semantic tags from four food vocabularies (i.e. Hansard tax-
onomy and three food ontologies: FoodOn [15], OntoFood, and SNOMED CT [10]).
With this, the resource provides a link between different food ontologies that can be
further used to create embedding spaces for food concepts, as well as to develop appli-
cations for understanding the relation between food system, human health, and the envi-
ronment [26]. To go one step further, we have developed a heuristic model based on
lexical similarity and propose two new semantic similarity heuristics based on word
embeddings [24]. Moreover, we have explored the LanguaL hierarchy [23], which is a
standard used to describe foods, in order to see if different food concepts that are part
of this hierarchy are linked together properly. To do this, we have trained a vector rep-
resentation (i.e. embedding) for each food concept that is a part of the hierarchy and
have found the most similar products for a subset of products. The results indicate that
further efforts should be made to link all these standards together in order to provide a
unified system for describing and standardizing food concepts.

https://bioportal.bioontology.org/ontologies/FOODON/?p=summary
https://bioportal.bioontology.org/ontologies/OF/?p=summary
https://bioportal.bioontology.org/ontologies/SNOMEDCT/?p=summary
https://bioportal.bioontology.org/ontologies/RCD/?p=summary
https://bioportal.bioontology.org/ontologies/MESH/?p=summary
https://bioportal.bioontology.org/ontologies/SNMI?p=summary
https://bioportal.bioontology.org/ontologies/NDDF/?p=summary
https://www.hansard-corpus.org/
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3 Methodology

The methodology is an extension of the methodology used to build FoodOntoMap,
presented in [26]. It is constructed by including an additional four ontologies taken from
the BioPortal. With this extended pipeline the second version is created, appropriately
named FoodOntoMapV2. The flowchart on Fig. 1 illustrates the extended methodology.

NCBO
annotator

FoodIE  Recipes

FOODON SNOMED
CT

OF RCD

NDDF

SNMI

MESH

     Food concepts
     annotated with the
     selected ontologies

    Food concepts
    annotated with the
    Hansard corpus

FoodOntoMapV2

Food concept
mapping

Fig. 1. Flowchart depicting the FoodOntoMapV2 methodology.

3.1 Data Collection

The data of interest is in the form of free-form text, i.e. recipe texts that are com-
posed of i) lists of (raw or already treated) ingredients with amounts and units, and
ii) descriptions of the preparation method with the specification of potential treatment
methods and timing (i.e. time units and degrees). To provide a substantial amount and
diversity of data, the recipes were taken from the most popular recipe sharing social
media platform called AllRecipes [16]. More than 23,000 recipes were taken from the
site, spanning across five different categories: “Appetizers and snacks”, “Breakfast and
Lunch”, “Desserts”, “Drinks”, and “Dinners”. It is important to mention the difficulties
while working with raw textual data. As it is free-form text, i.e simply natural lan-
guage text, there is no predefined data representation (format) that is followed. This
implicates that the sentence structures, vocabulary, and in essence the very way people
express themselves vary significantly from text to text. This imposes a challenge in the
pre-processing of such textual data.
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3.2 Text Pre-processing

In order to provide some consistency in the recipe texts, a text pre-processing step is
useful. With this step, some issues that arise due to the nature of free-form text are
resolved.

In our case, the pre-processing methodology, originally a constituent of FoodIE, is
done prior to running all of the NER methods. It consists of several steps:

1. Removing excess white-space characters.
2. Removing semantically irrelevant punctuation (i.e. quotation marks).
3. Substituting commonly occurring non-ASCII symbols (i.e. degree symbol(◦)).
4. ASCII transliteration.
5. Standardizing fractions to decimal notation.

The pre-processing is described in more detail in [25].

3.3 Information Extraction and Annotation

NCBO Annotator with Selected Ontologies. By using the aforementioned NCBO
annotator in conjunction with each ontology once, we obtain annotations for all the
recipes. With this, we have seven different annotation sets, one per ontology. As each
ontology is primarily constructed for various different purposes, each NCBO run pro-
vides us with unique semantic information regarding the annotated food concepts. It
is important to note that not all ontologies are able to extract every mentioned food
concept. Consequently, some recipe annotations are empty, which is also due to the
insufficient domain coverage of the ontology in question.

Each concept extraction and annotation produced by the NCBO annotator is defined
by its:

– ordinal number within the recipe text;
– urls - The semantic type(s) taken from the ontology;
– text - The textual representation of the food concept;
– from - The start position of the food concept in the recipe, as expressed in terms of
characters from the beginning of the text;

– to - The end position of the food concept in the recipe, as expressed in terms of
characters from the beginning of the text;

– matchType - The type of match that is found by the NCBO annotator.

An example of an annotated recipe can be seen in Table 3.
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Table 3. An example recipe annotated by the NCBO annotator using the SNOMED CT ontology.

SNOMED CT ID Text From To MatchType

1 226890008 MARGARINE 60 68 PREF

2 735030001 GARLIC 77 82 PREF

3 443701000124100 WORCESTERSHIRE SAUCE 90 109 PREF

4 227519005 SAUCE 105 109 PREF

5 227260004 PUMPKIN 115 121 PREF

FoodIEMethod. As mentioned in Sect. 2.2, FoodIE is a rule-based system for extract-
ing food entities. Since its rule-engine utilizes the semantic information in the Hansard
corpus, each extraction is accompanied by its corresponding semantic tag from the
Hansard corpus. With this, an annotation for the food concept is provided.

The FoodIE rule-based system is used to extract and annotate the food concepts in
each recipe, in a similar a fashion to the usage of the NCBO annotator. This process
produces one more annotation set, bringing the total to eight annotation sets containing
semantic annotations for the concepts in each recipe, subject to the domain coverage of
the used ontology.

Similarly to the previous method, each food concept annotation is defined by its:

– annotation id - The ordinal number within the recipe text;
– offset - The start position of the extracted food concept within the recipe, as
expressed in terms of words (tokens) from the beginning of the text;

– length - The length of the textual representation of the food concept, as measured by
its length in characters;

– text - The textual representation of the food concept;
– semantic tags - The semantic tag(s) from the Hansard corpus which correspond to

the food concept.

It is important to note that the positions of the extracted food concepts by FoodIE
are measured differently compared to the NCBO annotator.

An example of an annotated recipe can be seen in Listing 1.1. This is the same
convenient format used by FoodBase.
<document>

<i d>0 r e c i p e 4 3</ i d>
<i n f o n key=” c a t e g o r y ”>App e t i z e r s and snack s</ i n f o n>
<i n f o n key=” f u l l t e x t ”>
P r e h e a t oven t o 275 d eg r e e s F (135 d eg r e e s C ) . Combine t h e marga r ine , s a l t ,
g a r l i c s a l t , Wo r c e s t e r s h i r e s auce and pumpkin s e ed s . Mix t h o r o ugh l y
and p l a c e i n sh a l l ow bak ing d i s h . Bake f o r 1 hour , s t i r r i n g o c c a s i o n a l l y .
</ i n f o n>
<a n n o t a t i o n i d =”1”>

<l o c a t i o n o f f s e t =” 15 ” l e n g t h =”9” />
<t e x t>marga r i n e</ t e x t>
<i n f o n key=” s em a n t i c t a g s ”>

AG. 0 1 . f [ Fa t / o i l ] ;
</ i n f o n>

</ a n n o t a t i o n>
<a n n o t a t i o n i d =”2”>

<l o c a t i o n o f f s e t =” 17 ” l e n g t h =”4” />
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<t e x t>s a l t</ t e x t>
<i n f o n key=” s em a n t i c t a g s ”>

AG. 0 1 . l . 0 1 [ S a l t ] ;AG. 0 1 .w [ S e t t i n g t a b l e ] ;
</ i n f o n>

</ a n n o t a t i o n>
<a n n o t a t i o n i d =”3”>

<l o c a t i o n o f f s e t =” 19 ” l e n g t h =”11 ” />
<t e x t>g a r l i c s a l t</ t e x t>
<i n f o n key=” s em a n t i c t a g s ”>

AG. 0 1 . h . 0 2 . e [ Onion / l e e k / g a r l i c ] ;AG. 0 1 . l . 0 1 [ S a l t ] ;AG. 0 1 .w [ S e t t i n g t a b l e ] ;
</ i n f o n>

</ a n n o t a t i o n>
<a n n o t a t i o n i d =”4”>

<l o c a t i o n o f f s e t =” 22 ” l e n g t h =”20 ” />
<t e x t>Wor c e s t e r s h i r e s auce</ t e x t>
<i n f o n key=” s em a n t i c t a g s ”>

AG. 0 1 . h [ F r u i t and v e g e t a b l e s ] ;AG. 0 1 . l . 0 4 [ Sauce / d r e s s i n g ] ;
</ i n f o n>

</ a n n o t a t i o n>
<a n n o t a t i o n i d =”5”>

<l o c a t i o n o f f s e t =” 25 ” l e n g t h =”13 ” />
<t e x t>pumpkin s e ed s</ t e x t>
<i n f o n key=” s em a n t i c t a g s ”>

AG. 0 1 . h . 0 2 . f [ F r u i t s a s v e g e t a b l e s ] ;
</ i n f o n>

</ a n n o t a t i o n>
</ document>

Listing 1.1. The same recipe shown in Table 3, but annotated by the FoodIE method instead.

3.4 Datasets with Unique Extracted Food Concepts per Ontology

Before the food concept mapping can be done, it is useful to have a standardized repre-
sentation for the food concepts found across all the different ontologies, as the semantic
tags provided by each resource differ regarding their representation. After the process
of extracting and annotating the recipes, all the unique food concepts extracted by each
ontology can be condensed into eight simple datasets, i.e. one per ontology. Each code
is represented by a single uppercase letter, followed by six digits (e.g. “A000832”).
The digits are simply ordinal numbers, while each letter represents a semantic resource,
namely:

A. FoodIE + Hansard corpus
B. FoodOn
C. SNOMED CT
D. OntoFood
E. Read Codes, Clinical Terms Version 3 (RCD)
F. Medical Subject Headings (MeSH)
G. Systematized Nomenclature of Medicine, International Version (SNMI)
H. National Drug Data File (NDDF)

With this, each food concept from each semantic resource has its own unique iden-
tifier by which it is represented in the final map. The number of unique food concepts
per method is presented in Table 4.
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Table 4. Total number of unique extracted entities per method.

Method Number of unique extracted entities

FoodIE + Hansard corpus (A) 13111

FOODON (B) 1069

SNOMED CT (C) 583

OF (D) 111

RCD (E) 485

MESH (F) 105

SNMI (G) 42

NDDF (H) 54

3.5 Food Concept Mapping

After all the annotations have been done by using the different methods and semantic
resources, the mapping process can be performed. The first thing that must be done
here is to convert the positions of the food concepts into the same unit. In this case, all
of the positions are converted as to be expressed in terms of words (tokens) from the
beginning of the recipe text.

Now that all the positions are expressed in the same way, the mapping can be done.
For each concept that is extracted and annotated by any method, we check if it is
extracted and annotated by every other method. From here, three things are possible
for each pair of methods:

1. The food concept is extracted and annotated by both methods.
(a) The positions given by both methods are the same.

- In this case, the food concepts’ texts are double checked for robustness. If they
are the same, a link is added in the map between the codes for both concepts. If
the texts are different, an error is to be raised and the concepts are to be manually
checked. However, as is expected, this did not happen when performing the
mapping. Additionally, this step takes the different spelling variants of the words
into account, e.g. “colour” is the same as “color”.

(b) The positions from one annotator lie within the positions from the other.
- In this case, the food concept is only partially recognized by one of the meth-
ods. The encompassed food concept is mapped with the encompassing food
concept. If several of these partial matches are present, then the semantic tags
from each concept are mapped to the food concept that encompasses them. This
implicates that a single food concept from one ontology can have multiple cor-
responding food concept mappings with another ontology. To illustrate this with
an example let us consider the food concept “fruit juice”. Here, one annotator
might extract the concept as “fruit juice”, while the other might extract two
separate concepts: “fruit” and “juice”. As the positions of these two concepts
lie within the position of the food concept extracted by the first annotator, the
semantic tags from both shorter concepts are mapped to the semantic tag of the
single food concept.
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2. One or both of the methods do not extract and annotate the food concept.
- In this case, there exist no links between the food concepts, and therefore no
mapping is performed.

The map consists of 1,398 instances, where each instance is a tuple of corresponding
food concept codes. There are a total of eight columns, one for each semantic resource.
If a food concept is not annotated by a specific semantic resource, then there is no
corresponding food concept code from that ontology, and such missing data is filled
with “NULL”. An example entry, where all of the three possible matches occur, is
presented in Table 5.

Table 5. An example of a FoodMapOntomapV2 instance which contains all types of matches.

Hansard FOODON SNOMEDCT OF RCD MESH SNMI NDDF

A000630 B000066; B000022 C000018 NULL E000018 F000007 G000002 H000003

In this example the codes represent the following food concepts:

– A000630 - “VEGETABLE OIL SPRAY”
– B000066 - “SPRAY”
– B000022 - “VEGETABLE OIL”
– C000018 - “VEGETABLE OIL”
– E000018 - “VEGETABLE OIL”
– F000007 - “VEGETABLE”
– G000002 - “VEGETABLE”
– H000003 - “VEGETABLE OIL”

Finally, the map was manually checked in order to ensure that no inconsistencies
are present. The code used to perform this mapping is available at https://github.com/
GorjanP/FOM mapper client, while the final map can be found at https://doi.org/10.
5281/zenodo.3600619.

4 Discussion

Analyzing the data presented in Table 4, we can observe that the first method, which
uses FoodIE and the Hansard corpus, provides the largest domain coverage of all the
methods presented. This is due to the performance of the NER method FoodIE, which
can extract previously unseen combinations of tokens that represent a food concept.
Concretely, this means that the entities extracted and annotated by FoodIE do not have
to be present as a whole in the semantic resource, as long as each token that is part of
the food concept is correspondingly extracted and annotated.

Moreover, there is quite a large variation between the number of extracted food
concepts among the other seven methods. As each one is built with a specific purpose
in mind, it defines different points of interest that should be captured by the seman-
tic information of the concepts it describes. However, with such a map between these

https://github.com/GorjanP/FOM_mapper_client
https://github.com/GorjanP/FOM_mapper_client
https://doi.org/10.5281/zenodo.3600619
https://doi.org/10.5281/zenodo.3600619
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different semantic resources a broader perspective is represented for each food con-
cept that is found in it. This is especially useful regarding achieving interoperability,
as well as working towards creating a definitive, universal, and standardized semantic
resource for food concepts that could be used for any purpose. Such a target resource is
reminiscent of the Unified Medical Language System (UMLS).

5 Conclusions

In this paper we have presented an extension of the FoodOntoMap methodology, which
performs food concept normalization across different food ontologies, aptly named
FoodOntoMapV2.

Each food ontology contains different semantic information regarding its con-
stituent classes and concepts, as they are developed for a specific problem domain.
Therefore, the process of food concept normalization across such ontologies presents
an important task which aims at providing interoperability between the ontologies in
the form of an ontology concept map. With this, each specific concept that is found in
several ontologies is linked by this mapping.

Moreover, the same methodology can be applied in order to normalize data of any
nature, provided there exist adequate semantic resources (e.g. ontologies) and a corre-
sponding NER method.
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Abstract. Digital transformation of organizations became a significant research
and engineering challenge worldwide. Implementing such a transformation
requires not only a change in the technical equipment of the enterprise, but also
developing new methods of knowledge life cycle management which include
extraction of individual, interpersonal or organizational knowledge to explicit
machine-readable forms and their conscious application during enterprise
reengineering. Successful accomplishment of these tasks vitally relies on a
rigorous scientific theory and formal methods. This work presents a new
approach to knowledge life cycle management of different forms of knowledge
based on combination of ontology engineering and evolvable domain-specific
languages.

Keywords: Digital transformation � Enterprise engineering � Ontology
development � Domain-specific languages

1 Introduction

During last decades we became witnesses of unprecedented advances in various
domains of micro-electronics, communications and computer sciences. These advances
have great impact on almost every aspect of economic and social structures. Such
concepts as Industry 4.0 [6, 57, 65] Logistics 4.0 [6, 43], as well new models of
government and public administration services [5, 11, 53] demonstrate new trends in
development of organizational theory and business models based on digital tech-
nologies. That development assumes the wide-scope conversion process from mainly
analog information into the binary machine-understandable languages, accompanied by
the notion of digital innovation as “the concerted orchestration of new products, new
processes, new services, new platforms, or even new business models in a given
context” [28]. A large-scale combination of these digital innovations has a name of
digital transformation, emphasizing crucial synergetic effects on an institutional level
[28, 30, 32, 33, 35, 53, 65]. Despite intrinsic processes of digital transformation in each
application domain, common characteristic features are clearly visible: institutionalized
disruptive changes of social and business domains, intensification of networking and
cooperation, emergence of complex cyber-physical systems [28, 30, 33, 35, 53, 57].

Radically new conditions of information processing, planning and strategic man-
agement of digitalized enterprises call to engineering of various flexible organizational
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forms on the solid ground of enterprise engineering principles: virtual enterprises [45],
agile enterprises [37] and distributed autonomous organizations (DAO) [34].

Recent achievements in enterprise engineering [15, 55, 66] provide a design blue
print as well as offer a certain set of methodological implications. During recent years
within the enterprise engineering community the notion of Enterprise Architecture
(EA) became manifestation of the systemic engineering approach to understanding and
redesigning organizations [27, 28, 57]. First of all, EA-based methods of digital
transformation should lead to design of cohesive socio-technical systems because, as it
is stated in [6], the digital transformation aim is not to replace humans in their works,
but to avoid inaccuracies and to have faster processes where the information can be
shared effortless and in real time.

Modern researches determine a complicated manner of relations and multiple per-
spectives on socio-technical systems [6, 57, 65]. According to [65] vertical integration
requires the intelligent cross-linking and digitalization of business units in different
hierarchal levels within the organization. Such complexity makes practical implemen-
tation of digital transformation quite difficult in general and in particular domains as
well. Recent analysis of Westerman et al. [68] shows that none of the 50 companies,
most of which had a turnover of more than $1 billion, had successfully transformed all
elements of EA. At the same time Hafsi et al. conclude that despite the ongoing research
in academia, the benefits and the role of EA management in digital context are still a
topic of lively discussions, and there is a gap in research on how to leverage EA for
digital transformation [27]. It is concluded in [32] that the characteristics of the industry
raise barriers for process innovations and effectively constrain application of EA for
digital transformation. By a similar manner Oleśków-Szłapka and Stachowiak [43] point
out significant problems of digitalization in Logistics 4.0, while Oliva and Kotabe
determine significant barriers to knowledge management in startups [44].

Performed analysis shows, that successful implementation of digital transformation
strategy vitally depends on further progress in liaison of EA practices and enterprise
knowledge management in new contexts of virtual organizations and evolvable cyber-
physical systems. Supporting the concept of digital transformation “as the third and
ultimate level of digital literacy” [27] we have a strong reason to augment the notion of
digital transformation by the concept of knowledge-based digital transformation as a
new paradigm of organizational theory. That augmentation revives relevance of the
pioneering work on design of inquiring systems by C.W. Churchman [12].

According to [67] during knowledge-based digital transformation enterprise mod-
eling and knowledge management could combine their efforts to develop reference and
reusable core enterprise ontologies and behavior representations as required by the
smart, sensing and sustainable (S3) digital enterprises of tomorrow. Following the
pioneering work of Fox and Gruninger [20] and the Enterprise Ontology of Uschold
et al. [63] several ontology-based modeling approaches were proposed, such as:
DEMO [14] or MRO [64].

In the enterprise engineering studies of knowledge management within a digital
enterprise an important problem arises which is proper extraction of tacit individual,
interpersonal or organizational knowledge to explicit machine-readable forms and their
conscious application during enterprise reengineering. In that context research multiple
researchers show that tacit knowledge greatly influences behavior of enterprise [39, 48].
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By our view in most applied engineering methods availability of structured
externalized knowledge is usually only a requirement to construct models and neces-
sary for enterprise models [45]. Specific features of tacit knowledge require develop-
ment of new forms of its machine-based representation, and support mechanisms for
knowledge life cycle management. In our studies a following principal research
question was specified: which theoretical backgrounds facilitate design or integration of
artifacts which comprise a unified solution to knowledge life cycle management fos-
tering knowledge-based digital transformations? Fig. 1 depicts such a research
framework.

In order to pursue an answer we hypothesize that:

1. Implementation of the knowledge triad model [40], which facilitates mutual
transformations of explicit and tacit knowledge, can be a practically achievable
form of knowledge-based digital transformation if enterprise engineering methods
are designed in accordance with social constructivism paradigm.

2. Combination of three elements becomes critical for developing these new enterprise
engineering methods:
a. methodology for extracting tacit knowledge;
b. a constructivist view – aligned theory of comprehensive ontology-based

knowledge modeling for proper conceptualization of enterprise;
c. a theory and methodology for continuous transformation of tacit and explicit

knowledge according the model of knowledge triad (using phronesis).
3. Following design artifacts may instantiate the elements a), b) and c):

– mathematical and psychological principles of repertory grids by G. Kelly [21]
can be used for the purpose of reconstruction of a personal world view and
developing a solid methodology for extracting tacit knowledge by application of
factual approach to knowledge construction;

Fig. 1. The research framework of studies [4].
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– a constructivist-based theory of knowledge modeling which combines advances
of designing top-level ontologies and formal ontology of enterprise proposed by
J. Dietz;

– an ontology-grounded theory of domain-specific languages with proper methods
of their transformation and evolution, providing an explicit-tacit knowledge
combination engine.

In that article we wish overview key results in developing artifacts for the elements
b) and c) for comprehensive understanding of socio-technical systems, and providing a
reliable decision support for digitalization. These results include Formal Enterprise
Ontology (FEO), Formal Enterprise Ontology Pattern Language (FEOPL) and a
specific approach to supporting transformative evolution of ontology-based domain-
specific languages.

Section 2 provides readers with necessary foundational information concerning
knowledge management, enterprise engineering and domain-specific languages. Sec-
tion 3 offers description of our research, the practical application of which results are
shown in Sect. 4. In the conclusion we overview achieved results and determine
directions for further investigation.

2 Foundational Principles of Knowledge-Based Digital
Transformation

2.1 Generic Paradigms of Knowledge Management

Hafsi et al. in [27] provide a direct connection between digital transformation and
knowledge management as a specific organizational discipline that aims to acquire,
transform, store, use and discard knowledge that is important in generating value for
the organization. Oliva and Kotabe [44] consider the knowledge management as one of
the key enterprise processes that supports the dynamic capabilities of emerging digital
organizations. In the context of digital transformation Nonaka et al. [40] argue that the
company needs to have organizational forms that achieve a dynamic synthesis of
knowledge exploration and exploitation. Weichhart, Stary and Vernadat provide even a
more radical viewpoint – the rate of new product introduction is a function of a firm’s
ability to manage, maintain and create knowledge [67].

We may distinguish several aspects of knowledge-based digital transformation.
Interoperability becomes the first aspect because dynamic synthesis of knowledge
exploration and exploitation during digital transformation raises grand challenges. For
example, in [45] authors show unprecedented nature of these challenges for the case of
mapping the Industry 4.0 elements to the European Enterprise Interoperability
Framework. A detailed set of interoperability includes such elements as interoperability
of models and processes, explicit knowledge, knowledge management systems.
Undoubtedly, as Weichhart, Stary and Vernadat noted in [67] with respect to semantic
interoperability, the key element of that set is mutual ontological commitment on the
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basis of machine-readable shared ontologies. For instance, the Ontology of Enterprise
Interoperability (OoEI) proposed by Naudet et al. [38] can give an example of
ontology-based support for enterprise modeling.

We see the second aspect of knowledge-based digital transformation in a more
precise stratification of knowledge onto different types. From the time of ancient
Greece epistemology determines three subsets of knowledge: techne (the practical skill
required to be able to create), episteme (context-independent knowledge), and
phronesis (practical wisdom) [67, 69]. Simultaneously in the modern knowledge cre-
ation theory, two types of knowledge are distinguished: tacit and explicit [40]. Polanyi
[49] defines explicit or codified knowledge as the type of knowledge that can be
effectively transferred through a formal language, and tacit knowledge as having a
personal quality that makes its formalization and communication difficult. At the same
time tacit knowledge can be shared, developed, and extended by physical collaboration
[39]. In [48] the authors argue that the distinction between tacit and explicit knowledge
is the key to understanding organizational knowledge. Nonaka and Nishihara even
emphasize the importance of tacit knowledge over explicit knowledge, through an
understanding that tacit knowledge is the foundation of all knowledge [39].

Distinction of two knowledge types supposes presence of a dynamic approach to
the knowledge management [41, 42]. In order to achieve deep understanding of such
knowledge dynamics, which is very important for digital innovations and digital
transformations [44, 48] some conceptualization of knowledge synthesis is required. To
pursue that goal Nonaka et al. propose to combine traditional and modern taxonomies
of knowledge within a unified conceptual framework of knowledge triad [40]. In that
framework dynamic synthesis of knowledge is realized through the knowledge
dialectics of tacit knowledge, explicit knowledge and phronesis. According that model
of “knowledge triad” phronesis drives the conversion of tacit and explicit knowing.
Practical evaluation of that framework in modern conditions of digital enterprises has
been provided in [36], which confirms existence of four phases of the process of
generating and converting knowledge phases: Socialization, Externalization, Combi-
nation, Internalization.

In that framework dynamic synthesis of knowledge is realized through the
knowledge dialectics of tacit knowledge, explicit knowledge and phronesis. As it is
stated in [40] it is the phronesis of the leaders with their practical wisdom that facilitates
and propels new business models of dynamic fractal organizations. Taking such a
holistic view point leads to the conclusion that modern foundations of knowledge
management need “to synthesize the subjective and the objective, the personal and the
organizational perspective” [67].

2.2 Foundations for a Proper Conceptualization of Knowledge
About Enterprise

Being paired with generic principles of knowledge management Enterprise Engineer-
ing aims at developing a holistic systemic view on the construction and the operation of
enterprises [16]. However, there is no agreement about the best shared conceptual-
ization of enterprises even in terms of a foundational organizational paradigm.
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We strongly believe that it is the social constructivism paradigm which reflects the
key characteristics of digital transformation and is becoming a prevailing approach in
construction and evolution of organizational knowledge. According to the construc-
tivist view, individuals actively participate in a construction of their own knowledge
through interactions within complex social systems [26]. As a clear example of well-
founded conceptualization and a constructivist view on enterprise knowledge evolution
and management the enterprise ontology [14] can be distinguished. That approach
includes the ontology-based concise, comprehensive, coherent, and consistent enter-
prise modeling language, and the corresponding modeling methodology (DEMO -
Design & Engineering Methodology for Organizations). Providing a consistent set of
micro-theories grounded in Language-Action Perspective (PSI – Performance in Social
Interaction theory), the enterprise ontology represents a coordination viewpoint
underlying other ontological theories of enterprises.

2.3 Definition and Classification of Ontologies

Ontology is a representational artifact, comprising a taxonomy as a proper part, whose
representations are intended to designate some combination of universals, defined
classes, and certain relations between them [3].

According to this definition, the following considerations can be deduced: (1) the
ontology is a representational artifact = def. the scheme of a certain area; (2) the
ontology contains concepts of a certain area, its properties and relations between them;
(3) a proper part of relations are taxonomy-type relations.

Based on these considerations, the ontology can be represented as a triple O;R;Fð Þ,
where O ¼ UUC is a set of objects, where U ¼ u1; u2; . . .; uNf g;N 2 N (where ui; i ¼
1;N is a concept (universal) of a certain area an can be represented as a set of its
attributes ui ¼ attr1; attr2; . . .; attrMf g;M 2 N; ; i ¼ 1;N), C classð Þis a set of ci; i ¼
1;K;K 2 N; where ci is an exemplar of some uj;R is a set of relations between
elements of O, and F is an interpretation function assigning values to the non-logical
constants of the language [23].

From this point of view, the ontology can be naturally perceived as a graph O;Rð Þ,
with a set of functions of constraints F.

On the other hand, the ontology is some kind of representation, created by the
designer [24]. From this point of view, development of the ontology has always some
certain goal, which affects the whole design process and its final result, the ontology
itself. As a result, the following classification of ontology kinds based on their level of
dependence on a particular task (or a viewpoint) can be identified [3, 23]: top-level
ontologies, which describe very general concepts, independent of a particular problem
or domain; domain (task) ontologies, which describe, respectively, the vocabulary
related to a generic domain (task) and application ontologies, which describe concepts
that depend both on a particular domain and a task, and often combine specializations
of both the corresponding domain and task ontologies.

In the current research, we pay attention mostly to the enterprise ontologies, which
refer to the Application ones. But as the Domain ontology contains only the necessary
concepts of a subject area, Application ontology operates with a subset of these con-
cepts necessary to achieve a certain goal. That allows us to consider the Application
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ontology as the reduced Domain ontology and can be used as a basis for development
of DSM which in turn is used in the development of domain-specific languages.

2.4 Domain Specific Languages

Static conceptual structures of the enterprise ontology alone are not capable of main-
taining mutual transformations of explicit and tacit knowledge during knowledge life
cycle management. For that purpose, ontology should be fused with a specific mech-
anism for dynamic generating and converting knowledge. Evolvable domain-specific
languages may be considered for that role.

A number of research results demonstrate suitability of using Domain-Specific
Languages (DSL) for defining the context for different knowledge modeling and
management tasks of modern companies [17, 18, 23, 24, 47, 52, 54, 58]. For example,
Sprinkle [58] describes the implementation of DSL for modelling logistic interactions
within the organization. Pereira et al. [47] prove the effectiveness of DSL usage for the
definition of the context of the resource allocation problem.

In the context of our studies frontiers of DSL application for extraction and trans-
formation of tacit knowledge attract special interest, because as Colins states – language
plays a role of a repository for tacit knowledge [13]. Indeed, domain-specific languages
can be considered as a practical implementation of interactional expertise, which may be
viewed also as an attempt to introduce the tacit dimension of linguistic knowledge [56].
In [70] ontologies and domain-specific languages were considered as among the primary
tools for extraction and representation of explicit and tacit knowledge in the safety
domain. Gross demonstrates application of visual domain-specific languages for
grasping tacit knowledge in a complex domain of artistic lighting [22].

Formally a domain-specific language is a computer language specialized to a
particular application domain. This is in contrast to a general-purpose language, which
is broadly applicable across domains, and lacks specialized features for a particular
domain [19]. In [46] two parts of the DSL are identified: (1) a syntactic part, which
defines the constructions of DSL; (2) a semantic part, which manifests itself in the
semantic model. The syntactic part allows us defining the context for working with the
second one, which defines meaning of DSL commands in terms of the target domain.
The syntactic part itself contains the domain concepts and rules (abstract syntax), as
well as the notation used to represent these concepts – let it be textual or graphical
(concrete syntax).

A syntactic part of DSL can also be separated into two levels: the level of objects
and the level of functions. The object-level is equivalent to the set of objects of the
meta-model. The functional level contains operations, which specify the operational
context for the objects. That two-level division of the DSL syntactic part provides the
maximum correspondence between the ontological model of the target domain and the
DSL model, and the most convenient way of organizing conversions between them.

A semantic part of DSL is derived from the conceptual model of the target domain.
According to Parr [46] we will call such a model as Domain-Semantic Model (DSM).
DSM can be constituted by either just small pieces of domain knowledge (e.g. small
taxonomies equipped with few rules) or rich and complex ontologies (obtained, for
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example, by translating existing ontologies). That gives respectively weak or rich and
detailed representation of a domain [7]. In our research DSM becomes the bridge
between the enterprise ontologies and DSL.

Static features of DSL are well studied and a lot of automated tools exists to design
and exploit DSL in the enterprise practice. However, as a dynamic complex structure,
any domain demonstrates the tendency to the evolution over time: new concepts may
arise, while others unite into more general ones or become obsolete. In accordance with
these changes, DSL should also support the possibility of evolution.

The simplest option in this case is to rebuild DSL whenever the domain model
changes. But this process has several disadvantages. First of all, the process of DSL
development is really time-consuming, since DSL contains internal and external parts,
connected with the domain model and DSL syntax correspondingly. Secondly, DSL
development, since DSL is a language, is often associated with the use of grammar
tools that require special skills from developers. Finally, while a new version of DSL is
being created, the domain can be changed again. Thus, the DSL changes may not be
synchronized with the domain changes, making DSL not fully compliant with the
needs of the end users.

3 Developing Own Unified Solution

In that section we perform a synthesis of aforementioned foundations and describe own
contributions to the theory and practice of knowledge life cycle management and
knowledge-based digital transformations. At first, an ontology-based conceptualization
of enterprise is described, which facilitates ontology-based description of cornerstone
enterprise concepts. Secondly, an ontology-based methodology for continuous trans-
formations and verification of DSL is given, which can play a role of the mechanism
for continuous transformation of tacit and explicit knowledge.

3.1 Building an Ontology-Based Conceptualization of Knowledge About
Enterprise

In order to play a role of an ontological basis for knowledge-based digital transfor-
mation enterprise ontology should be fused with a corresponding foundational ontol-
ogy because the core enterprise theory provided by DEMO is not fully axiomatized yet.
Rephrasing the definitions made by Guizzardi in [23] with regard to enterprise mod-
eling, the domain appropriateness and the comprehensibility appropriateness of an
enterprise conceptual modeling language is guaranteed by the meta-model of this
language representing a full axiomatization of enterprise ontology. Despite the plurality
of existing foundational ontologies, in our work we exploit the Unified Foundational
Ontology (UFO) and its compliant conceptual modeling language OntoUML [23] in
order to build and to represent an ontological theory of enterprise interactions with the
basis on a solid theoretical framework.

Practical implementation of such fusion requires performing two intellectual tasks.
At first hand, a consistent ontology-based conceptual modeling language with a strong
referential semantics should be designed. Secondly, a set of design-oriented practices
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should be developed which impose relevant constraints on the modeling language
application during solution of recurrent modeling problems of enterprises.

For the solution of the task of developing a conceptual modeling language, the
OntoUML conceptual modeling language [23] was taken as a basis. Restating the
DEMO enterprise ontology in terms of OntoUML allowed us to combine modeling
elements of enterprise ontology and reference ontology (UFO), as well as to reveal
some gaps and inconsistencies on the analysis of the DEMO foundations. Moreover,
we added some additional ontological categories based on their relevance for the theory
of enterprise ontology.

This work resulted in a fully axiomatized Formal Enterprise Ontology (FEO) [50].
This is the domain- and standard-independent ontological theory that provides a ref-
erential semantics for metadata. The UFO-C part (a foundational ontology of social
entities) [25] guarantees a well-defined ontological foundation of FEO and expres-
siveness of the essence of an organization in the ontological categories of foundational
ontology.

The OntoUML-based FEO language provides modeling primitives that reflect the
conceptual categories and axioms defined by the whole ontological theory. For
example, FEO includes the axioms in first order logic that supplement the forgoing
definitions by relevant constraints and formally specify the notion of an ontological
transaction.

The second task aimed at solving recurring conceptual modeling problems of
enterprises by adapting a generic notion of ontological patterns to FEO. Ontology
patterns [18] were considered as a promising approach to capture standard domain-
specific solutions to recurrent problems of conceptual modeling [17]. In general, each
pattern has to be dedicated to a particular type of modeling issues, provide a solution,
be accompanied with the instructions about its applicability in a right situation, and be
associated with the set of related patterns. A set of interrelated patterns comprises a
certain pattern language which can be applied systematically depending on require-
ments of the modeled situation and the goals of the modeler.

Following the method proposed by Guizzardi in [23], we created a set of modeling
constructs (ontology patterns) represented in OntoUML, and called it the Formal
Enterprise Ontology Pattern Language (FEOPL) [51]. All patterns of that language
inherit axiomatization of the FEO ontology, thus making the meta-model of the lan-
guage isomorphic to this ontology. FEOPL patterns include the following:

• a Transaction pattern, intended (1) to specify the notion of transaction and (2) to
tackle problems related to modeling of properties and an evolution of basic units of
business processes;

• the pattern of Coordination actions and their resulting commitments, which puts
together Actor Role, C-act, C-act Intention, C-act Proposition, Transaction, C-
commitment and their interrelations;

• the pattern of Production Actions, which states that propositional contents of pro-
duction actions are abstract representations of allowable/desired states of the pro-
duction world of an enterprise;

• the pattern of Production Facts, which explicitly defines semantics of the notion of a
production fact.
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A more detailed description and analysis of the presented templates is contained in
[51]. As patterns description shows, FEOPL facilitates formalization of rules and
conditions for social coordination actions based on the information derived from
domain ontologies. Moreover, the language meta-model correlated with both the upper
level ontology and the FEO preserves real-world semantics in a broad sense. That is
reducing the number of semantic conflicts in representation of enterprise domain.

Grounding FEOPL in the DEMO modelling language leverages application of
formal methods for knowledge management because the FEOPL patterns define precise
semantics for interrelation between lifecycles of social objects (including transactions,
commitments and claims) and lifecycles of enterprise products.

The modelling power of FEOPL was investigated in application to modelling
problems of test-bed case studies. The results of modelling confirmed relevance and
efficiency of FEOPL application for modelling knowledge-based digital
transformations.

3.2 Evolution of Domain-Specific Languages for Managing Knowledge

Having reliable tools of conceptualization in terms of formal enterprise ontology, we
may consider further advancing of DSL design on that solid ground. Application of the
ontology as a model of DSL guarantees that DSL is identical to the corresponding
domain, thereby allows the users interacting with it more effectively.

In our approach [60] we apply the formalization of the semantic DSL level in a
model-oriented manner as a combination O;Rð Þ of some objects of the target domain
and relations between them, where each object is a set of its attributes and operations

oi ¼ Attri;Oppið Þ ¼ attri1 ; attri2 ; . . .; attriMf g;
oppi1 ; oppi2 ; . . .; oppiKf g

� �
;M;K 2 N; i ¼ 1;NÞ:

In these terms, the syntactic part of DSL can be represented as a subset of the
semantic level, needed for representation of a certain problem situation. The very one
difference is that the syntactic part may not absolutely reflect the semantic constructions
but identify its own definitions (pseudonyms) for the semantic constructions, according
to the user’s needs.

As follows, the structure of the syntactic level can be formalized as a triple
Osyntax;Rsyntax;Aliassyntax
� �

, where Osyntax�O and Rsyntax�R are the subsets of objects
and relations between them of the semantic DSL level respectively, and Aliassyntax is a
set of pseudonyms for objects’ components (attributes and operations).

By a similar object-oriented manner Domain-Semantic Model can be derived from
the corresponding FEO and can be represented as a seven-tuple:DSM ¼ HC;HR;ð
O;R;A;M;DÞ, where
• HC and HR are sets of classes and relations schema. Each schema is constituted by

a set of attributes, the type of each attribute is a class. In both HC and HR are
defined partial orders for the representation of concepts and relation taxonomies;

• O and R are sets of class and relation instances also called objects and tuples;
• A is a set of axioms represented by special rules expressing constraints about the

represented knowledge;
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• M is a set of reasoning modules that are logic programs constituted by a set of
(disjunctive) rules that enables reasoning about the represented and stored knowl-
edge, so new knowledge not explicitly declared can be inferred;

• D is a set of descriptors (i.e. production rules in a two-dimensional object-oriented
attribute grammar) enabling the recognition of class (concept) instances contained
in O, so their annotation, extraction and storing is possible.

In our research, we focus only on the sets O and R. Consideration of other parts of
DSM is beyond the scope of our study, since it determines more meta-characteristics of
DSM itself, rather than the objects and connections between them, which are the most
interesting for the further development of the DSL semantic model.

Finally, taking into account previously mentioned formalization of the ontology as
a triple O;R;Fð Þ [23], we can argue, that the ontology can be naturally perceived as a
set O;Rð Þ, with a set of functions of constraints F. Such definition of the ontology
guarantee, that an ontology can be completely transformed into DSM, which ensures
complete consistency of all three models (ontology, DSM and DSL model) with each
other.

Under these circumstances, we can tell about the complete ontology-based and
model-oriented representation of the DSL structure. That representation corresponds to
principles of model-driven engineering [8]. From this point of view, we can derive DSL
semantics as result of transformation of DSM. Similarly, using transformation rules on
entities and relationships between them from the DSM, the meta-model of a DSL can
also be defined. Finally, reflecting DSL abstract syntax terms on the concrete visual
icons or textual constructions DSL concrete syntax can be defined.

Such a hierarchical model-driven approach allows us not only to describe both
levels of DSL in structured and unified manner but optimize the process of DSL
development and evolution by introducing several syntactic DSL dialects on one fixed
semantic level. Furthermore, the versification of DSL can be provided in a similar way
on the semantic level as well as on the syntactic level, without need to re-create the
whole DSL structure every time, when the changes are required. All these features open
practical opportunities for proper reflection of transition between tacit and explicit
knowledge of the users in a corresponding evolution of different DSL dialects with
varying syntactic or semantic elements. Also, automation of DSL syntactic and
semantic transformation using MDE principles forces traceability between different
DSL dialects and allow us to use advanced methods of formal verification, as it will
show later.

Combining the object-oriented model of the DSL structure with the formal defi-
nition of DSM on the basis of a single meta-meta-model, we can specialize a well-
known semantic hierarchy of meta-models for our approach to model-oriented devel-
opment and evolution of DSL (Fig. 2). In our case this hierarchy is separated into four
layers, according to the stages of the DSL development. Each lower level is based on
the model artefacts of the upper level A single M3 meta-meta-model determines
common grounds for all meta- and models of the lower levels. This meta-level defines
also notations in which concrete models will be defined and what rules for their
transformations will be used.
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We propose to create a DSL structure from the Domain-semantic model
(DSM) through the so-called semantic projection mechanism. The semantic projection
is an operation, which is conducted over DSM. Any semantic projection performs a
certain model-to-model transformation (M2M) of DSM to some its fragment. Thus,
semantic projection fully determines the semantic model of a particular dialect of DSL.

We suggest application of a group of model-to-model transformations for practical
implementation of semantic projections and producing corresponding DSL artefacts. In
this case the semantic model becomes an object-temporal structure, because it should
be adopted according changes in DSM over the time, thereby defining a new object
filling of the DSM.

After the semantic projection was performed, the syntactic level of DSL can be
developed by a M2M transformation of the result of the corresponding projection.
What is important, these DSL syntactic models are independent of each other and are
determined by end-users in accordance with the adaptation of the semantic projection
to their own tasks. Finally, created syntaxes are used by the end-users of DSL, who
determine the set of DSL dialects within the single specific syntactic model.

Figure 3 shows differences between traditional approaches and our proposals.
Traditional approaches start with the manual definition of the DSL concrete syntax
which is followed by the translation of the syntax in terms of grammars. Consequently,
every change in the target domain leads to the need to redefine the DSL concrete syntax
and re-create the corresponding grammar. A similar process repeats in a case, when
changes in DSL are caused by the end-users. As a result, outcomes of traditional
approaches contain inconsistent dialects of DSL, which cannot be mapped among
themselves due to differences in all levels of the DSL structure.

In order to provide such transformations, it is sufficient to adjust the system of
matching rules between the components of the ontological model of the target domain
and the components of the DSL model. One of the possible solutions to this problem
can be the mechanism of graph transformations between the graph representation of the
ontology and the DSL model. If we interpret the entities of our model as vertices of the
corresponding graph and relations between them as corresponding edges, we can
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Fig. 2. The semantic hierarchy of projection-based DSL development [4].
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postulate, that any model can be described using graph-oriented manner. This fact
logically results in the opportunity to describe model transformations and the corre-
sponding dynamic operational semantics of DSL using graph transformations rules
(Fig. 3). It is important to note, that such advanced methods of graph transformation as
Graph Grammars (TGGs) [29] enable specification of direct and inverse transformation
rules facilitating bi-directional DSL transformation.

Practical implementation of such transformation can be achieved by using one of
specialized graph-transformation languages such as ATL Transformation Language,
GReAT (Graph REwriting and Transformation) [1], AGG (Attributed Graph Gram-
mar), QVT. In our current research, we propose to use QVT, because this language
allows us to describe the transformation rules from any original model into any target
model, conducting a transformation at the level of meta-models. Using that instrument
we demonstrated evolution of DSL in the railway allocation domain as an example of
knowledge-based digital transformation [59]. In that case our method enabled evolu-
tionary changes of syntax and semantics of DSL in response to changing the knowl-
edge model of the users. Such changes frequently occur during modification of the
business model of the railway services.

In the scope of automated transformation between different variants of DSL an
important issue of transformation verification arises. If the verification succeeds, then
we conclude that the model transformation is correct with respect to each pair p; qð Þ of
properties (objects, relations) for the specific pairs of source and target models having
semantics defined by a set of graph transformation rules. Otherwise, property p is not
preserved by the model transformation and debugging can be initiated based upon the
error traces retrieved by the model checker. That debugging phase may fix problems in
the model transformation or in the specification of the target language.

In what follows, we offer the unified and highly automated approach, allowing
developers to formally verify by model checking that a model transformation (specified
by meta-modeling and graph transformation techniques) from an arbitrary well-formed
model instance of the source modelling language into its target equivalent preserves
(language specific) dynamic consistency properties. In that approach the notion of
invariants is specialized for a particular case of DSL verification.

In terms of the most general approach [9], the invariant is a property, held by a class
of objects, which remains unchanged when transformations of a certain type are
applied to the objects. From this point of view, invariant can be interpreted in two
ways: (i) a set of objects, which leave unchanged during the transformation provided,
(ii) an operation, which can be applied to several objects at the same time (e.g.
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syntax

DSL seman�c 
model

DSM
DSL seman�c 

model
DSL 

syntax

Grammar generator

M2M M2M

The target 
domain

Fig. 3. The scheme of differences between traditional (top) and projection-based (bottom) DSL
development approaches [4].
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operation RENAME, which change the name of the object, regardless of its type).
Taking into account these ideas, invariants are separated into two classes: structural and
functional (inductive and operational) invariants. In both cases invariants are defined on
top of some transformation (transition) of the set of objects.

For example, consider an inductive invariant. Usually it determines that there is a
strong correspondence between elements of two sets of objects, which are connected
during some relation (transformation). Such definition is very close to the relational
approach for model transformation definition, when the relationship between objects
(and links) of the source and the target language are declared. That results in the
insight, that the inductive invariant can be an effective mechanism for the definition of
such model transformations and for the validation of the feasibility of obtaining one
model by transforming another. We may conclude that the process of graph transfor-
mation resembles the search for various structural invariants in the source and the target
with consequent application of corresponding graph transformation rules to them.
Consequently, we can reformulate model transformations using the double-pushout
approach (DPO) with injective matching for graph transformations and an invariant
technique.

According to these principles, we can conclude, that validation of the model
transformation correctness can be fully described through invariant mechanisms. Such
definition allows us to automate the process of formal validation of the model trans-
formation, reducing it to verifying the presence of invariants of both types among
defined model (graph) transformations.

Since we describe the model transformation using the graph-oriented approach in
QVT transformation language, the procedure to derive the OCL invariants need be
implemented. With application of OCL invariants both problems can be solved using
existing OCL verification and validation tools for the analysis of model transforma-
tions. With these inputs, verification tools provide means to automatically check the
consistency of the transformation model without user intervention. Checking consis-
tency enables the verification of the executability of the transformation and the use of
all validation scenarios.

In our resent work [61] details of our approach to invariant-based transformation
are provided together with the overview of an actual implementation of the verification
algorithm for a case of transformation between different enterprise models.

4 Demonstration in a Practical Case

In that section we demonstrate practical application of our approach for the case of the
railway station resource allocation domain. Partially aspects of this evolution were
considered in our previous works [59, 60], therefore, here we will pay more attention
directly to demonstrating the evolution of the language than to analyzing the process of
its development and content.
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4.1 DSM for Railway Allocation Domain

The domain of railways services represents an interesting and significant case of
dynamic management of knowledge and enterprise digitalization. In particular the
context of the railway allocation problem can change frequently because of arrivals of
new trains, or changing the priority of existing services. As a result, we have to have a
clear and simple way to adapt new changes in terms of the proposed framework,
responsible for finding the optimal resource allocation. In the process of DSL design
for the railway allocation process, it’s vital to identify all the types of resources in this
domain.

There are three general resources for any railway station, each with specific attri-
butes: railways, trains and service brigades. All of them are represented in the DSM for
the corresponding domain, which is more complete in comparison with that considered
in our previous work [60], since it contains the specification of the requirements (Skills)
both for the Services and for the Brigades providing them.

After the DSM created, we can identify the semantic level of DSL, describing the
DSL meta-model. For this purpose, M2M transformation rules can be used, as it was
described in [59]. This is reasonable since both DSM and DSL meta-model are
described in a model-oriented way. In addition, M2M transformations are independent
from the notation of model definition, that allows us to describe DSM and DSL meta-
model independently, in the most appropriate way. As a result, we will have the
complete DSL meta-model, which can be used during the following DSL syntax
definition. This definition includes two parts: definition of objects for DSL syntax,
which are the equivalents to the objects, described on the semantic level of DSL, and
grammar, describing the operations and correct terms for the future DSL syntax. In our
case, we used the Backus-Naur form of grammar definition, because this form allows
us to identify rules, based on the previously created objects, and automatically convert
the resulting rules into an abstract, language-independent form.

As a result, the created DSL semantic and syntactic levels are wholly coherent and
can be evolved using transformations in real time. In addition, such changes are pro-
vided separately, since the invariants on both levels are identified.

In order to demonstrate how the evolution of users’ knowledge reflects into the
transformation of DSL terms we analyze to states of the DSL: original one, derived
from the DSM, and its further development using evolution tools.

4.2 The Original DSL

As a starting point for our DSL development we consider, that DSL supports only basic
constructions and operations on objects defined in the DSM (railways, trains and
service brigades) and the relationship between them. As a result, the following structure
of DSL terms exists (Fig. 4and Fig. 5). As you can see, these constructions are suffi-
cient to perform the basic operations of the domain: creating objects and establishing
links between them (Fig. 6).

On the other hand, these commands do not reflect the time perspective of the
domain, distributing only the set of resources available at a given moment in time
between arriving trains.
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In order to improve the quality of DSL and provide the user with the ability to plan
resource allocation over time, it is necessary to make changes to the original DSL. As a
result, we need to provide the user with the ability to change the design of the DSL,
which creates a more complex version of the subject-oriented interface.

Fig. 4. DSL objects.

Fig. 5. DSL functions.

Fig. 6. Example of scenario in terms of the original DSL.
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4.3 Subject-Oriented GUI

Developing subject-oriented GUI we should take into account, that it pursues two
goals: writing and executing scenarios in the current version of DSL, as well as making
changes (evolution) into DSL.

As a result, the interface created contains two parts: the first one, responsible for the
DSL scenario definition and processing, and another one, needed for evolution of DSL.
The first part, which contains only a visual panel, representing all the DSL components
needed for definition of DSL scenarios, was properly described in our previous work
[62] and mentioned in previous section. In what follows, the second part of the interface
(see Fig. 7 and Fig. 8) responsible for DSL evolution is more interesting for us.

This part of interface allows us to adopt DSL automatically whenever the evolution
is provided. Such automation allows us to support DSL evolution by end-users without
the need to re-compile the whole framework and to have special programming skills.

In order to design such evolution, the second part of the interface is used (Fig. 7).
This part contains three main components: the component to define/change a
new/existing command of DSL, the component for definition of constraints, connected
with the command and the component for definition of syntactic terms, related to the
new command. All these components are identified in accordance with the structure of
DSL: objects, which contain attributes and operations and relations between them. As a
result, the created interface allows us to define the whole DSL structure and change it in
real time without need to re-create the DSL manually.

Fig. 7. Evolution of DSL implementation.

Fig. 8. Scenario with added command.
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4.4 Evolution of DSL

The first change we want to provide to the user is to add a time perspective to all
objects. In fact, this means that each of the objects will have an additional attribute
associated with time. For example, arrival time at the trains, the start and end time of
servicing at the servicing brigades, etc.

From a formal point of view, this DSL development scenario is an example horizontal
evolution. In more details, this classification of evolution was described in [59, 60].

In this case, using the evolution part of the interface, we add a new attribute
arrivalTime to the TrainInfo object. For this purpose, the corresponding interface
component can be used (Fig. 7, right). Similarly, we add other time attributes to other
objects. After making such changes, we can argue that the structure of DSL objects has
changed. However, more importantly, we can reflect these changes at the DSM level,
using the model-to-model (M2M) transformations, as it as in details described in our
previous work [60].As a result, we can argue that in this case there was a transfer of
tacit knowledge of users to explicit knowledge.

It is important to note that the changes made are immediately applied to the lan-
guage and can be used in further evolution and scenarios.

For example, we can extend syntactic part of DSL by adding new command:
process train trainId by brigade brigadeId from timeStart till timeEnd. This command
uses existing objects for the DSL semantic level: a train and a brigade, but implements
a new syntactic term and new attribute added in the previous case of evolution. In order
to implement this command, the second part of GUI is used. First of all, the user should
define a needed command, using the block of available fields of DSL objects. As a
result, the following construction and constraints, related to this, are defined (Fig. 7).
Finally, the created term is compiled and added to the DSL, ready to use.

What is the most important, in this case, we only define new commands, without
need to re-create the DSL structure and can use them in sceneries in real time. For
example, the result of added command is represented in Fig. 8. As follows, the
approach proposed allows us to implement all types of DSL evolution in real time,
correctly transforming new commands into DSL syntactic and semantic objects and
terms.

Currently existing approaches, allowing also to allocate resources of railway sta-
tion, are targeted to one concrete type of resources (for example, to brigades by Wang
et al. [67], or to trains by Chen et al. [10]). Furthermore, such approaches use static
models of resource allocation and cannot be adopted according to new types of
resources or solving models in real time. In comparison to existing approaches, the
approach proposed is independent from the nature of the resources and can be adopted
to any other domain.

The only limitation for our approach is the fact, that it can provide the opportunity
to define only unidirectional transformation of DSL, according to changes in the
domain model. This limitation can be explained by the fact, that languages of model
transformations do not support bidirectional transformations, because symmetric
transformation means using the opposite to the original operation (delete instead of
add, etc.). However, such limitation can be resolved using the idea of closure opera-
tions necessary for organizing the DSL evolution [60].
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5 Conclusion

Critical aspects of digital transformations, including the cross-institutional level of
changes, dynamic nature of emerging business models and increasing importance of
knowledge management strategies in the course of designing digital enterprises as
inquiring systems, lead us to the conclusion that successful digital transformation
requires application of a systemic engineering approach.

That article aimed at observing a complex phenomenon of digital transformation
from the systemic viewpoint of enterprise engineering. Our attention was attracted to
further progress in combination of enterprise engineering techniques and different
knowledge types in order to facilitate knowledge life cycle management in the context
of knowledge-based digital transformations because the practice of continuous defin-
ing, acquiring, disseminating, storing, applying, and assessing knowledge in organi-
zations prepares people and potentializes internal changes.

Along that way several contributions were proposed in the ontology engineering.
A new ontology modelling language of Formal Enterprise Ontology (FEO) was pro-
posed which restates DEMO in precise terms of UFO. FEO gives a modeling language
with precisely defined formal semantics provides an input for inference procedures and
engines with a minimal information loss. Represented in OntoUML the FEOPL pat-
terns fully inherit the FEO. In addition to a modeling power inherited from OntoUML,
the FEOPL patterns enforce a correlated modeling of changes (the behavioral per-
spective of an organization) and objects undergoing these changes (the structural
perspective of an organization).

We believe that proper combination of FEO and FEOPL with evolvable domain-
specific languages facilitate continuous transformation of explicit and tacit knowledge.
In our research, we explored an opportunity to provide the method of co-evolution of
the ontology, used as a model of the subject area, and DSL. We proposed a formal
ontology-based DSL structure together with a method of semantic projections. This
method combines graph representation of the ontology and DSL with the set of rules,
formulated in terms of an automated graph-transformation language. This mechanism
has several advantages: the DSL designer does not need to know the semantic domain
(s), nor the relationship between the concepts of his/her DSL and the concepts of the
semantic domain, and he/she can still be benefited from its analysis tools. We call
semantic bridges to those general mappings between different domains from which
DSL-specific semantic mappings can be automatically derived. Models can then cross
these bridges to benefit from each world without being aware of how they were
constructed.

In comparison to traditional approaches, the proposed projection-based method of
DSL development is organized in the strong correspondence of the target domain. Such
correspondence is provided by the consequent projections among different models in a
semi-automatic way through M2M transformations: from DSM into a DSL semantic
model and then into a syntactic model of the specific DSL dialect. In comparison with
existing approaches to transformation verification like [2] and [31], which also use the
ideas of automated model generation with subsequent correctness property checking,
our approach doesn’t depend on the modelling language and property chosen. Such
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independency follows from deriving invariants as stable logical structures from the
model transformation rules. As a result, the verification procedure reduces to a simple
check of two sets of OCL constraints between themselves.

Using our approach, we can define several DSL syntactic dialects over one specific
DSL semantic model expressed in the form of FEO, which will be consistent and can
be transformed between themselves without the redefinition of the DSL semantic
models. Applicability of the proposed approach was demonstrated using a real-life
example of co-evolution of the ontology and DSL in the railway transportation domain.
Evaluation of the software prototypes has demonstrated that our approach to fusion
practically enables continuous transformation of domain-specific languages in response
to changes of the underlying enterprise ontology or knowledge of the users.

That example demonstrated an attractive feature of our method regarding the ratio
of explicitly formulated knowledge. As Fig. 9 shows, evolution of DSL leads to
increasing complexity of the user interface in terms of number of available elements
and relations between these elements. As far as the user expresses knowledge about the
subject area in terms of DSL more and more implicit knowledge can be reformulated
explicitly.

Changing the focus to the second pillar of our approach, namely ontology-based
methods of dynamical evolution of domain-specific languages, we also can recognize
some important directions of further research. In present kind our software prototypes
require manual elaboration of user’s insights and transformation of their tacit knowl-
edge to the explicit knowledge via modification of ontology. It will be beneficial to
adapt machine learning algorithms for automatic production of recommendations for
ontology changes on the basis of intellectual analysis of users’ interactions with a DSL.
Another improvement includes design of more efficient model transformation algo-
rithms for cases of complex domains.

In our vision achieved results and prospective plans clearly envisage importance
and great potential of designing deep interconnections between such elements of
enterprise engineering as enterprise ontologies and domain specific languages. We
hope that results of such interconnections will facilitate efficient and effective
knowledge-based digital transformations.

Fig. 9. Growth of explicit knowledge alongside using DSL.
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Abstract. This article deals with knowledge extracted from observed usages of
Web sites/applications for assistance purposes. The extracted knowledge is used
to develop assistance systems in order to help a) users in carrying out Web
browsing tasks, or b) designers to adapt/redesign Web applications. The sug-
gested approach involves the generation of task models from interaction traces,
which are then used to perform assistance. Task metamodel characteristics for
assistance purposes are firstly identified and then used to develop a comparative
study of some well-known task metamodels, resulting in the selection of the
ConcurTaskTrees (CTT) metamodel. In order to generate CTT task models, a
set of algorithms that identify CTT operators from interaction traces - repre-
sented as deterministic finite state automata - are presented. We also expose an
approach for performing assistance, for users and designers, based on task
models and finally conducted unit testing and validation based on two real web
browsing scenarios.

Keywords: Knowledge extraction � Interaction traces � Task model �
ConcurTaskTrees (CTT) � Web browsing/redesign assistance

1 Introduction

This article is an extended version of [1] and deals with knowledge extraction from
observed usages. This work is situated in the field of Web browsing assistance/Web
automation, and Web application redesign assistance. The question we address is how
to develop a system able to assist Web users in carrying out Web browsing tasks and
Web designers in the adaptation and/or the redesign of Web applications.

In many current assistance systems, the helps typically provided and, on the whole,
the assistance knowledge, are predefined during the design phase and correspond to the
uses envisaged by the designers. However, it is usually difficult to anticipate the entire
spectrum of the real uses for a given system, and for an online application more
particularly. Indeed, the Web users can have very diverse profiles, their requirements
can be in continuous evolution, they may have various conditions of use, etc. Even if
tools and methodologies exist to predict particular uses (including requirements
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analysis, rapid prototyping and assessments in ecological situation), these will remain
intended uses and could sometimes not cover/correspond to all real uses. This may be
due to several difficulties related to: the analysis of all the contexts of use, the repre-
sentativeness of the observed sample of users, the achievement of truly ecological
conditions in assessments, etc. Thus, the design of an assistance system with a com-
plete representation of the needs of upcoming users and their evolution is extremely
difficult, if not impossible.

To solve these kinds of difficulties, we propose to base the assistance on the real
uses, observed right after system deployment. The approach developed in this work
aims to produce task models based on these real uses. As an input in the task model
generation process, we start from interaction traces (i.e. logs). Here, a trace represents
the history of the actions of a given user on a Web application. At the output, a task
model represents the different possibilities of performing a given task. Formally, a task
model is a graphical or textual representation resulting from an analysis process,
making it possible to logically describe the activities to be carried out by one or more
users to achieve a given objective, such as booking a flight or hotel room.

The task models obtained by the proposed process will then be used, in an assis-
tance system, to guide the users in the accomplishment of their tasks and the designers
in the analysis of their applications, to carry out redesigns of them.

In this article, we studied the characteristics that should be supported by task
models to ensure that they can be used for providing assistance. Two main properties
have been identified, namely:

1. The intelligibility of the task model for the user; and
2. The expressiveness of the task model and its ability to be manipulated by a soft-

ware, more specifically an assistance system.

Several metamodels have been suggested to represent task models in the literature.
Therefore, we challenge these metamodels with the previously identified characteristics
to identify the most suitable ones for our assistance need. This study leads us to choose
the ConcurTaskTrees (CTT) metamodel. Then, we establish a process for generating
task models, representing real uses, based on interaction traces. Finally, we then
suggest an approach for providing Web task assistance based on these task models.

In summary, the work presented in this paper aims at four contributions:

1. The specification of the characteristics of the task metamodels for assistance
purposes;

2. The confrontation of existing metamodels regarding the characteristics previously
identified (cf. 1). The study we conducted allowed us to choose the CTT
metamodel;

3. A process for generating CTT task models from interaction traces;
4. An assistance approach based on these task models.

This article is organized as follows. Section 2 presents a state of the art on web
browsing assistance based on traces and task models. Section 3 details the target
characteristics of a task metamodel for assistance purposes. Section 4 presents a
comparison of existing task metamodels against our target characteristics, leading to
the choice of the CTT metamodel that we present next. Section 5 describes our
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approaches for a) generating task model from interaction traces and b) providing
assistance based upon these task models. Section 6 is dedicated to the validation
process and results. Finally, we conclude and state some perspectives in Sect. 7.

This article, in comparison with [1] mainly a) gives more details on the process for
generating CTT task models from interaction traces (third contribution) and b) provides
an approach for task model-based assistance (fourth contribution).

2 Related Works

The design and/or the generation of task models has been the subject of several studies
in the literature. In this work, we are interested in generating task models from traces.
In this context, the methods proposed in the literature can be classified into two main
approaches, namely: the generation of task models from a) one task instance and b)
from multiple task instances.

2.1 From an Instance to a Task Model

The first approach is to start from one instance (i.e. a particular way of performing a
task) to generate a task model. In this way, let us mention the CoScripter system [2]
which makes it possible to automate web tasks via a scripting language, used among
other in the Trailblazer Web assistant [3].

Figure 1 shows an example of a CoScript representing the actions for performing a
“book purchase” task on Amazon. As this example shows, a CoScript is very close to a
trace and possibly generalizes it to a minimum. Indeed, the scripting language inte-
grates only one element of generalization (with the notion of personal database [2]).
Therefore, a CoScript is more an instance than a task model itself. In addition, control
structures such as conditional (e.g. if A then B else C) or iterative ones do not exist in
CoScripter [2]. Therefore, to generate a task model from a CoScript, the challenges of a
generalization process from an instance remain open as pointed out in [4].

To answer these challenges, namely the elicitation of a task model from an instance,
the approach used in PLOW (Procedural Learning on the Web) [4] increases the
description of a task instance by knowledge provided during its performance. This
knowledge makes it possible to represent conditions, iterations, etc. This “expert”
knowledge is, within the framework of PLOW, provided by a certain kind of user
named demonstrator. The latter teaches the system new task models by providing this

1. goto “http://www.mycompany.com/timecard/”
2. enter “8” into the “Hours worked” textbox
3. click the “Submit” button
4. click the “Verify” button.

Fig. 1. Example of a CoScript (from [3]).
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expert knowledge orally, while he/she is performing the task. This knowledge is then
interpreted using Natural Language Processing technologies. This approach requires 1)
that the demonstrator keeps in mind to bring a maximum of knowledge and 2) that the
tool is able to correctly interpret this knowledge to modify the model accordingly.
Thus, the more a demonstrator brings knowledge and the more a model can be generic.
Overall, with respect to this knowledge, the more it is expressed in language similar to
that used by the system to model the task, the less likely it is that it will be
misinterpreted.

2.2 From Instances to a Task Model

The second approach attempts to eliminate the need of expert knowledge by using
multiple instances to generate a task model, as in LiveAction [5]. The latter focuses on
the identification and modeling of repetitive tasks, tasks being represented as
CoScripts. In LiveAction, a task model is generated using a set of CoScripts and
Machine Learning techniques. With this kind of approach, task models are represented
as finite state automata (FSAs) [5, 6]. However, to our knowledge, an assistance system
based on such automata has not been developed yet.

With this kind of approach, the level of genericity of the models obtained depends
on the quantity of instances as well as their quality (variability in particular). It should
be noted that, as suggested in [5] and with the aim of quickly reaching satisfactory
models, users should be able to add knowledge to generated models by manipulating
them directly.

2.3 Synthesis

The research works on generating task models from interaction traces can be classified
into two distinct approaches. The instance to model approach produces more specific
than generic task models. This approach requires a lot of expert knowledge and reaches
its limits in a Web context with a large amount of “open and massive” applications.
The approach instances to model requires a large number of different instances to
generate sufficiently complete and generic models.

To fulfill our needs, we base our work on the generation of task models from
several instances to reduce the expert knowledge that has to be initially provided to
obtain sufficiently complete and generic models. In order to minimize the number of
instances needed and the necessary variability among them, we will opt for “user-
friendly” task models. By user-friendly task models, we mean task models that could be
quickly and easily understandable and handleable by users (users can easily modify
these models).

These modifications that add knowledge to a generated model, will have to be
carried out directly by handling the model itself, thus evacuating the risks of misin-
terpretations which can lead to erroneous models (risks existing in PLOW for exam-
ple). Therefore, reusing an approach such as the one described in LiveAction seems
interesting to us, except that the generated models are represented by finite state
automata (FSAs). These FSAs are indeed difficult to understand and manipulated by
end users:
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• There is no decomposition or hierarchical relationships between the tasks and their
subtasks, which does not facilitate model reading and understanding.

• FSAs generally have a large number of states and transitions, even for representing
simple tasks, which causes difficulties in reading and understanding models.

To remedy these problems, we argue for the use of task meta-models that are more
user-friendly than FSAs. To achieve this objective, we will first identify all the char-
acteristics that have to be supported by a metamodel dedicated to browsing assistance.
Then, we will confront some well-known existing task metamodels with the charac-
teristics identified in order to guide our choice. The metamodels studied were designed
to be quickly understandable and handleable by “novice” (i.e. user-friendly
metamodels).

3 Metamodel Characteristics Study

As mentioned above, task models generated from traces must be user-friendly, easily
understandable, and even directly handleable by the user. In addition, these models
must also be machine-friendly to be automatically used by an assistance system to
guide the user in performing his/her task. This characteristic implies that a machine can
a) be able to identify models that do not conform to the metamodels (i.e. models that
can lead to misinterpretations) and b) understand and interpret these models at a certain
level. This requires a certain level of formality, a precise semantics of the elements
constituting these metamodels.

We complement these two main characteristics with other secondary characteris-
tics. The first is related to the set of tasks we want to model and their intrinsic
properties. We want to model web browsing tasks, essentially sequential tasks (actions
to be carried out one after another) and single-user tasks (collective tasks are not
considered). This characteristic therefore corresponds to the expressiveness of the
metamodels and more specifically to their ability to represent browsing tasks. In this
perspective, elements of a metamodel must make it possible to specify the component
of the user interface to be manipulated. Another important thing is that the metamodels
must also allow the expression of optionality (to model the fact that a sub-task is
optional to carry out a given task), for a sufficiently generic modeling of Web browsing
tasks. For example, the modeling of a “ticket reservation” task must be able to represent
optional steps, such as the possibility of entering a discount card id.

The second secondary characteristic is related to the adaptability and extension
capabilities of metamodels: these are initially designed to be used in a set of software
engineering phases [7], but they must be adaptable to meet our assistance goal.
However, these adaptations may require complements (e.g. concepts), i.e. new ele-
ments added to the metamodels. As a result, metamodels have to be extensible if
necessary (extensibility characteristic).

The third is related to the plurality of devices that can be used to browse the Web
(smartphone, tablet, computer, etc.) and their respective characteristics (screen sizes,
proposed interaction modalities, etc.). Indeed, several variants of user interfaces or
process of accomplishing tasks may exist for the same Web application (“responsive”
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aspect). These variations of the context of use must be able to be supported by the
chosen metamodel: the same task has to be described in several ways according to the
context of use.

To sum up, a “candidate” metamodel that could integrate the assistance process we
wish to develop, must have key characteristics (user-friendly and machine-friendly)
and secondary ones (expressivity, adaptability/extensibility, support variations in the
context of use). The following section presents a study comparing existing metamodels
with the above characteristics.

4 Task Models for Assistance Purposes

4.1 Comparison of Metamodel with Target Characteristics

Comparative studies of the most well-known metamodels have been proposed in the
literature [7–9], including:

• HTA: Hierarchical Task Analysis,
• GOMS: Goals, Operators, Methods and Selection rules,
• CTT: Concur Task Trees,
• MAD: “Méthode Analytique de Description”.

These studies suggest analysis frameworks to compare metamodels between them
in order to guide the choice of one or more specific metamodels according to a given
objective. These analyses are based on a set of characteristics, including those we target
(see previous section).

Concerning the user-friendly aspect, the authors of [7] refer to it through the
“usability axis in communication” and specify in particular that, in relation to textual or
formal metamodels, the graphic metamodels are more suitable. The author of [10] also
approve this position. For example, the highly textual GOMS metamodel is moderately
user-friendly [7]. Being able to break down tasks into sub-tasks (decomposition
characteristic [7]), how to break down tasks and thus describe the relationships between
tasks and sub-tasks are also important. For example, a tree-like representation of
tasks/sub-tasks appears intuitive [11], as in MAD or CTT, and offers several levels of
detail, including the ability to unfold/fold branches of the tree. Similarly, the ability of
the metamodel to allow the reuse of elements helps to minimize the number of elements
present and improve readability.

Concerning the machine-friendly characteristic, the degree of formality of a
metamodel is related to what must be generated [7]: a formal metamodel can be used
for the automatic generation of code while a semi-formal model can be used to generate
user documentation for example. The authors of [8] confirm the need for a certain level
of formality of the metamodels to be machine-readable: for example, a plan in HTA
described informally (textual descriptions) the logic of execution of the sub-tasks that
make up a task, which can lead to interpretation ambiguities. On the contrary, CTT has
a set of formal operators, based on the LOTOS language [12], to describe this same
logic, which guarantees an unambiguous automatic interpretation.
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Regarding the secondary characteristics, concerning the expressivity of the meta-
models for Web browsing tasks, in addition to sequentiality and single-user criteria,
models such as MAD or GOMS do not allow the expression of the optionality [7],
unlike CTT. In addition, some models, such as HTA for example, are not intended to
indicate the user interface components that must be manipulated to perform the
tasks/subtasks while others, such as CTT, allow it. We also have to mention that the
W3C Working Group “Model-Based User Interfaces” has chosen CTT to model web
tasks.

Concerning adaptability/extensibility, graphical metamodels are more easily
extensible to express relationships or concepts that were not initially planned [7]. For
example, several extensions have been proposed for models of this type, such as MAD
or CTT (e.g. MAD*, CCTT).

Regarding the characteristic “context of use variations support”, few metamodels
integrate this dimension as underlined by [8]. Nevertheless, CTT integrates this
dimension through the platform concept [10].

Table 1 gives a summary of our confrontation of metamodels with regard to our
target characteristics. It thus appears that the CTT metamodel, among the metamodels
studied, is the only one that meets all the characteristics previously identified. The
following section provides a short introduction to this model.

4.2 CTT Metamodel Overview

A Concur Task Tree (CTT) model exposes a hierarchical structure of tasks as a tree.
Each tree node represents a task or a subtask. The node icon identifies the category of
the task or subtask:

• cloud: abstract task, decomposable;
• user and keyboard: interaction task;
• computer: task performed by the system.

Logical or temporal relationships between tasks are indicated by operators. For
example, the operator “[]” represents the choice and “|=|” represents the order inde-
pendency operator. In Fig. 2, the room booking task can only be done if the user has
specified the type of the room he wants to reserve (single or double). Thus, the “Make

Table 1. Comparison of metamodels with target characteristics [1].

User-
friendly

Machine
friendly

Expressivity Adaptability/extensibility Variations
to the
context of
use

CTT + + + + +
HTA + − − − −

MAD + + − + −

GOMS − + − − −
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reservation” sub-task is only activated if the “Select room type” task has been
performed.

These operators are formally defined (mainly from the LOTOS language [12]).
CTT allows to add features to tasks as needed: iteration (indefinite or finite) and
optionality. Finally, the tasks can be correlated to the application domain objects (the
type of room for example) and to their representation(s) on a given user interface (for
the selection of a type of room for instance, radio buttons or other).

5 Task Model Generation and Assistance

Remember that our goal is to propose a task model generation approach based on
observed usages. These task models will assist users in performing web browsing tasks
and the designers in the adaptation and redesign of web applications. To represent the
tasks, we propose to use CTT and, for the observed usages, we rely on the traces/logs
resulting from the actions of users on Web applications.

Figure 3 presents the process workflow involved in our approach. At first, the
logs/traces are transformed (T1) into a finite state automaton (FSA) or, more precisely,
a deterministic finite state automaton (DFSA). We already mentioned that a bunch of
work related to web browsing assistance generate FSAs from the traces, such as
LiveAction. If these automata have the advantage of being relatively simple to process
automatically (machine-friendly), they remain difficult to understand for the general
public given: a) the large number of states and transitions they can contain, even for
represent a simple browsing task, and b) their linear reading as there is no hierarchy of
states to represent task/subtask relations. Therefore, the second step of our approach is
to transform these automata into CTT models (T2).

In this section, we are interested in 1) the transformation T2 (FSAs -> CTT
models), since T1 (Traces -> FSAs) has already been treated by other works - notably
[5], and 2) the assistance process based on task models.

Fig. 2. CTT modeling of a room booking task [10].
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5.1 Task Model Generation from Deterministic Finite State Automata

Formally, a deterministic finite state automaton (DFSA) is a 5-tuple (Q, R, R, qi, F)
consisting of:

– Q: a finite set of states (Web resources/pages)
– R: an input alphabet, which in our case represents all the events applied to web

resources (e.g. button click, typed text, etc.)
– R: a part of Q � R � Q called the set of transitions
– qi: the initial state. qi ∊ Q
– F: a part of Q called the set of final states

Since the automaton is deterministic, the relationship R is functional in the fol-
lowing sense: If (p, a, q) ∊ R and (p, a, q′) ∊ R then q = q′.

In the following subsections we detail the algorithms for converting DFSAs to CTT
models, focusing on CTT operator identification on DFSAs.

Enabling Operators (“�”, “[]�”). The CTT enabling operators (without “�” or
with information passing “[]�”) indicates that a subtask B cannot start until a subtask
A is performed. From the DFSA point of view, if there is an endState state for which
there is only one previous startState state, we can deduce that there is an enabling
operator (see Table 2 for an example of conversion from DFSA to CTT).

Fig. 3. Task model generation process and assistance [1].

Table 2. Example of an DFSA to CTT conversion, two enabling operators (between states 1, 2
and 2, 3).

DFSA

CTT
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DFSA to CTT model conversion algorithm (pseudocode) - enabling operator
identification:

Input: State startState, State endState
Output: Boolean (true if enabling op. between startState 
and endState, false otherwise) 
If((endState.getPreviousStates.size>1) or  
 (endState.getPreviousStates[0]!=startState)) 
Return false 

EndIf 
Return true 

Order Independency Operator (“|=|”). There is an order independency operator
between two or more subtasks if they can be performed in any order. From the DFSA
point of view, if there are for a couple of states (startState, endState) n paths (n > 1)
that link them and that each of these paths has the same k transition labels (which then
will be in a different order) and n = k!, then we can conclude that these are subtasks
that can be performed in any order, expressed in CTT using independence operators
(see Table 3 for an example of conversion from DFSA to CTT).

DFSA to CTT model conversion algorithm (pseudocode) - order independency
operator identification:

Table 3. Example of an DFSA to CTT conversion, one order independency operator (between
states 1 and 4, two equivalent paths (through states 2 and 3)).

DFSA

CTT
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Input: State startState, State endState
Output: Boolean (true if order independancy op. exist, 
false otherwise) 
paths=getAllPossiblePaths(startState, endState) 
If(paths.size<=1)
 Return false
EndIf 
j=paths[0]
If(factorial(j.transitions.size)!= paths.size)
 Return false
EndIf 
For i=1 to paths.size-1 
 If(!hasSameTransitionLabels(j,paths[i])) 

Return false 
 EndIf 
EndFor 
Return true

Choice operator (“[]”). The CTT choice operator indicates that a task T can be
performed either performing subtask A or B. From the DFSA point of view, if - from a
startState state to an endState state - there is two or more paths and at least two of these
paths start with a different state, we can conclude that there is a choice operator (see
Table 4 for an example of conversion from DFSA to CTT).

Table 4. Example of an DFSA to CTT conversion, choice operator (between states 2 and 5).

DFSA

CTT
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DFSA to CTT model conversion algorithm (pseudocode) - choice operator iden-
tification:

Output: Boolean(true if choice exist, false otherwise) 
paths=getAllPossiblePaths(startState, endState) 
If(paths.size<2) 
Return false 

EndIf 
ts=paths[0].getStates[0] 
For i=1 to paths.size-1 
If(paths[i].getStates[0]!=ts) 
Return true 

EndIf 
EndFor 
Return false 

Optional Subtask Detection (“[ST]”). Given a task T = A»[B]»C meaning that T is
done by performing either subtasks (A, B and C), or (A and C).

B is an optional subtask that can or cannot be performed. To identify an optional
task in an DFSA, all paths from a startState state to an endState state are collected
before checking if each path last transition label is the same. After that, if a direct path
(one transition) between startState and endState exists, we can conclude that there is (at
least) an optional subtask (see Table 5 for an example of conversion from DFSA to
CTT).

Table 5. Example of an DFSA to CTT conversion, one order independency operator (between
states 1 and 4, two equivalent paths (through states 2 and 3).

DFSA

CTT
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DFSA to CTT model conversion algorithm (pseudocode) - optional subtask
detection:

Input: State startState, State endState 
Output: Boolean (true if optional task exists, false oth-
erwise) 
paths=getAllPossiblePaths(startState, endState) 
lastTransitionLabel=paths[0].getLastTransition().label 
For i=1 to paths.size()-1 
If(paths.get(i).getLastTransition().label<>lastTransi-

tionLabel) 
Return false 

EndIf 
EndFor 
For i=0 to paths.size() 
If(paths[i].transitions.size=1) 
Return true 

EndIf 
EndFor 
Return false

Iterative Subtask Detection (“ST*”). An iterative subtask ST corresponds from the
DFSA point of view to a cycle. i.e. a startState state that has a path to an endState state,
that also has a path to startState (see Table 6 for an example of conversion from DFSA
to CTT). As a comment, an iterative subtask is usually linked with a disabling operator
(not represented in Table 6).

Table 6. Example of an DFSA to CTT conversion, including an iterative subtask (states 2, 3, 4).

DFSA

CTT
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Disabling Operator (“[>”). The CTT disabling operator indicates that a first subtask
(usually an iterative one) is completely interrupted by a second subtask. From the
DFSA point of view, if there exist, for each state of a subtask st, transitions to states
that are out of the task with a same label t, we can conclude that there is a disabling
operator (see Table 7 for an example of conversion from DFSA to CTT).

DFSA to CTT model conversion algorithm (pseudocode) - disabling operator
identification:

Input: SubTask st, TransitionLabel tl 
states=st.getStates() 
For i=0 to states.size-1 
If(!states[i].hasTransitionLabel (tl)) 
Return False 

EndIf 
EndFor 
Return true 

5.2 Task Model-Based Assistance

Once task models are generated from traces, they will be used to assist:

• the user in his task performance by showing him the actions that must be performed
to achieve his objective, or

Table 7. Example of an DFSA to CTT conversion, disabling operator (for subtask containing
states 2, 3, 4).

DFSA

CTT
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• the designer in the adaptation of his Web application by highlighting the observed
usages of his application.

In both cases, we assume that tasks are organized by categories and that each task
model is associated with metadata specifying the name of the task, its purpose and,
possibly, the traces that generate it.

User Assistance. User assistance can be provided in three modes: manual search,
search through the declaration of the purpose of the task and automatic search.

Manual Search. In this first mode, as a classic help, the user is supposed to select the
task by navigating in a task tree. Tasks are structured hierarchically, thereby repre-
senting the different functionalities of the web application. For instance, for a booking
site such as booking.com, the first level of the hierarchy will contain main tasks:
accommodation, flights, car rental and Airport taxis. The second level will contain the
different tasks of each functionality, for example for accommodation, the tasks to
“search hotel”, to “book hotel”, to “pay” can be associated with it.

Search through the Declaration of Purpose. The second mode is a keyword search,
entered by the user, specifying his objective. It is a question of searching in the task
database those whose objective matches the user’s keywords. This search is based on a
similarity measure. Several metrics can be used, particularly those used in text mining,
like Cosine Similarity between the words in the task database and the words introduced
by the user describing its task.

The word-vector cosine metric can consider each set of words as a vector in which
each dimension corresponds to a different term, and in which the length is set to the
frequency with which each word has been observed. For the calculation, a list of
stopwords is removed. The similarity between the task description word vector A and
the potential suggestion word vector B is calculated as follows:

cos hð Þ ¼ A � B
Ak k Bk k ¼

Pn
i¼1

AiBiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

A2
i

ffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

B2
i

svuut

where Ai and Bi are components of vectors A and B respectively. The similarity value
ranges from −1 (meaning exactly opposite) to 1 (meaning exactly the same).

Automatic Search. In automatic mode, as the user performs his task, the assistance
system displays the tasks that match the actions performed by the user. If several tasks
match, the system will order them according to two possible options, namely the
popularity of the tasks and the browsing history of the target user. Regarding the
popularity of tasks: the tasks most requested by users will be displayed in the first
positions followed by the least requested tasks. For browsing history, tasks that have
never been requested by the target user will be displayed in the first positions, followed
by tasks already performed by the target user.
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Designer Assistance. Re-design assistance simply consists of displaying some usage
indicators allowing the designer to become aware of the Web application uses and
eventually adapt his Web application to these uses through CHI re-design for instance.
The following classes of indicators are adapted versions of those defined in [13].

1. Stickiness class of indicators: this class of indicators specifies the ability of a task to
attract and retain users’ interest. Stickiness is evaluated by using stats (basic indi-
cators) related to the “popularity” of a task, for instance: the count of the task
accomplishments, the number of unique users that performed the task, etc.

2. Performance class of indicators: this class of indicators is related to the
ease/difficulty encountered by users while performing a task. Performance is based
on stats related to the time needed for accomplishing a task, the count of back and
forth during the task accomplishment, etc.

3. Navigation class of indicators: this class of indicators analyses the way users per-
formed tasks on an application (the order of tasks performed, task paths). Navi-
gation is based on the analysis of transitions between tasks (tasks that
follow/precede a given task).

4. Stop & resume class of indicators: this class of indicators analyses the distribution
of interruptions in task accomplishments and seeks to explain how - and ultimately
why - users interrupt and resume a task. In general, these interruptions are correlated
to a decrease in users’ understanding or motivation (too much steps to perform, data
to provide). Some interruptions are final (final stops – drops out of ongoing tasks),
others are followed by resumes.

6 Tests and Results

In order to validate our approach, we implemented the previously mentioned CTT
operator identification from DFSAs algorithms, performed unit testing first and then
tested our approach on two real scenarios. The Java language was used for coding the
algorithms and the DFSAs were stored in XML files.

6.1 Unit Testing

We checked our algorithms for generating CTT operators on a set of 24 XML files,
each containing a DFSA that correspond to a particular CTT operator. The identifi-
cation of CTT operators was successful for 21 out of 24 files, that leads to an average
success rate of 87.5% (see Table 8).

468 B. Encelle and K. Sehaba



6.2 Real Scenarios Testing

We have also checked our algorithms on two real scenarios that represent respectively
the booking of a flight on “www.airfrance.fr” and the search for an itinerary on “www.
google.fr/maps”. For testing these scenarios and thus evaluating our algorithms, we
studied algorithm capacities to correctly identify CTT operators.

The Air France scenario DFSA is composed of 265 states and mainly contains CTT
operators that are often encountered in web browsing tasks (choice, order indepen-
dency, enabling, disabling, iteration). We obtained an average operator identification
accuracy rate of 76.58% (see Table 9). Some identification errors are related to each
other, especially in the case of the disabling operator which very often take place in
iterations. Therefore, if the identification of an iteration operator that contains a dis-
abling operator fails, then the disabling operator will not be identified either.

Table 8. Results of unit testing. Each row represents a DFSA (an XML file) that corresponds to
a CTT operator [1].

Operator Nb. of states Result Rate

Enabling 5 Success 100%
7 Success
13 Success
5 Success
3 Success

Disabling 9 Success 100%
4 Success
3 Success

Choice 4 Success 100%
12 Success
14 Success
48 Success

Order independency 4 Success 100%
12 Success
14 Success
48 Success

Optionality 6 Failure 50%
4 Success

Iteration 5 Failure 33%
6 Success
4 Failure

Finite iteration 9 Success 100%
9 Success
13 Success
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For the Google Maps scenario, the DFSA is composed of 64 states and the average
operator identification accuracy rate is 71.73% (see Table 10). Most operators are
correctly identified except the optional one (i.e. optionality of tasks).

7 Conclusion

This paper deals with the development of assistance systems, based on knowledge
extracted from observed usages. With our approach, such assistance systems are based
on task models, generated using interaction traces (logs) represented as finite state
automata. A task represents all the user’s actions performed on a device to achieve a
given objective. A trace represents the history of the user’s actions on the digital
environment. The idea is to consider the traces left by users as sources of knowledge
that an assistance system can employ to perform user-specific assistance, and thus
overcome the limitations of assistance based on intended uses, sealed during the design
phase of a system.

Task models generated from traces could thus be used to guide a user in performing
his task or a designer in adapting the digital environment to the observed uses.

Our contributions are the following 1) the specification of the characteristics of task
metamodels for user assistance, 2) the comparison of well-known existing task meta-
models, that lead us to the selection of the CTT metamodel, 3) the development of a set
of algorithms for the generation of CTT task models from traces and 4), the devel-
opment of an assistance approach, based on task models.

In future work, we plan to deepen the study of existing task metamodels - being
aware that not all of them have been covered. To our mind, UML statecharts support of
identified characteristics strongly deserve to be studied. A comparative study of the

Table 9. Results of the Air France scenario CTT operator identification [1].

Operator Instances Identified instances Rate

Enabling 104 80 76,92%
Disabling 1 0 0%
Choice 49 38 77,55%
Order independency 3 3 100%
Iteration 1 0 0%
Total 158 121 76,58%

Table 10. Results of the Google maps scenario CTT operator identification [1].

Operator Instances Identified instances Rate

Enabling 30 21 70%
Choice 13 10 76,92%
Order independency 2 2 100%
Optionality 1 0 0%
Total 46 33 71,73%
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compliant metamodels, assessing their ability to be quickly understood and manipu-
lated by “novice” - “first time users”, could also be carried out to strengthen the
selection of a given metamodel.

An interesting study about Web task model generation using CTT could be per-
formed in order to compare our approach against another one based on the analysis of
web sites code [14], and for investigating to what extend both of them could be
employed in a complementary manner. We also plan to continue the development and
evaluation of our conversion process and assistance system in using a large corpus of
Web browsing data.
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Abstract. Communication is one important key to successful innovation cul-
ture within companies. We developed three lightweight formats to support
innovation communication – future personas, describing the needs of future
customers, anchorvideos, for giving technological trends “a face” and anchoring
them within a company, and the InnoDeck for efficiently spreading innovative
methods and inspiration in practice. In this work, we extend previous work on
the three topics by describing how the three artifacts work together and can be
combined within a company or in innovation networks. We show this in three
case studies. Two describing how companies use the artifacts internally. A third
case study from an innovation network shows concrete visualization of the
combination of the three concepts. Additionally, we provide new evaluation
results for the innovation communication within the network based on a ques-
tionnaire. Concluding, we illustrate how we will extend and interleave the
concepts for supporting communities of practice in the future.

Keywords: Future persona � Anchorvideo � InnoDeck � Innovation �
Innovation facilitation � Knowledge management � Communities of practice �
CoP � Applied science

1 Introduction

It has shown in various studies, e.g. in the publication by Linke and Zerfass [1], that
innovation is strongly supported by culture and communication can foster a company’s
ability to innovate. However, each company is different and therefore needs a different
set of tools and processes to support innovation. One common challenge across
company boarders is the question how to enable a company with lightweight formats to
create its own communication structures for innovation communication. We tackle this
challenge from three sides: the communication of needs of future customers, the
communication of innovative trends from outside the company, and the communication
of innovation topics from inside the company. This paper is based on three peer-
reviewed papers previously published by the authors: [2–4]. They describe these three
different tools from the field of knowledge management developed in a contract
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research project. The aim of the so-called innovation network digitization for insurance
companies is to enable the digital transformation in the participating companies.
Therefore, the InnoDeck [2] and Future Personas [3] offer valuable content but also
focus on the way this content is presented because we have found that in the context of
innovation and digital transformation format matters and we argue that in our dynamic
environment it is essential for every context. Anchorvideo [4] is a new format in itself
that facilitates the adoption of new trends and topics within an organization. We will
show that an individual combination of all three tools is one key ingredient for effective
and successful innovation communication within the participating companies (Fig. 1).
Additionally, we will provide two case studies, how the members of the network
incorporate the three proposed methods within their innovation process for their
maximum profit. In a third case study we apply the combination in a hackathon within
the innovation network.

In the introduction, we give a quick overview of the innovation network we are
working in and look at research regarding the importance of innovation communica-
tion, knowledge management and innovation management. In Sects. 2, 3 and 4, we
present the three tools we developed. In each case we start with the motivation why the
tool was created, we give an overview of the format, its implementation and use and
discuss the benefits in the end. Adding to previous work we will show how these tools
can be combined together for optimal results. An evaluation of the innovation network
is presented in Sect. 5. This is based on a questionnaire and includes new facts and
figures. Additionally, we describe three case studies on the combination of the artifacts.
We conclude with an outlook to future work in Sect. 6. It handles the innovation
network as a community of practice, and shows how the three created tools are con-
nected to it.

Fig. 1. Interleaving lightweight innovation communication artifacts InnoDeck [2], future
personas [3] and anchorvideos [4] for tailored innovation support and individual communication
strategies.
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1.1 Overview Innovation Network

The innovation network digitization for insurance companies (Innovationsnetzwerk
Digitalisierung für Versicherungen) has been founded 2016. The Fraunhofer Institute
for Industrial Engineering IAO stands for applied research and is the main contributor
in the consortium. It prepares input and projects for 5 to 6 insurance companies
represented by 50–80 people in total. The companies’ benefits are shared cost for the
content that can be base of their future products and activities and networking per se.
Aim of the project is to advance the participating insurers innovation ability by pro-
viding relevant insights in future trends, especially of digital nature but also training the
project participants in new technologies and innovation methodology [5].

One director per insurance company and one director from the applied research
institution form the steering committee that regularly jointly agrees upon the next core
areas of work as proposed by the researchers’ project team. Activities in the project are
adapted to the needs of the companies in an agile manner. Figure 2 shows the structure
of the project. Fraunhofer IAO as applied research partner moderates the network,
provides know-how and services, is responsible for the aggregation of the results and
organizes project events. The insurance companies communicate their requirements,
general demand and questions and bring in domain specific know-how as well as
assessment of the results. Other experts and service providers are included as needed
bringing in external know-how and solution elements.

The major results of the innovation network are soft skills and knowledge anchored
in the people participating in the project. Additionally tangible assets are created within
the network and available for the insurance companies, e.g. reports and newly devel-
oped methodologies like the ones presented in this paper. Moreover, the innovation
network has published a popular scientific study on future trends [6].

steering committee

applied research 
- moderation
- services
- know-how
- results
- events

insurance companies
- demand
- requirements
- questions
- know-how
- assessment

expert network
- interest
- know-how
- solution-elements

innovation 
network

mutual  
contract 

Fig. 2. Structure of the innovation network
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1.2 Related Work

The innovation network has more and more developed into a community of practice
[7]. The network’s common goal lies in learning about innovation in a community.
Innovation processes being highly interactive require simultaneous networking across
companies, functional groups and business units [8]. Managing the knowledge within
the network on the one hand and the bringing in trends from outside the network to
spark innovations shape the characteristics of the network.

Innovation Communication. Communication issues are imperative for successful
innovation management. Product innovation involves synthesizing and reusing existing
knowledge and information. However, skills developed during the design and devel-
opment process are often lost after the project is finished. Furthermore, many organi-
zations face difficulties in transferring knowledge and information from one
organizational unit to another [9].

Another important influencing factor for innovations in our world today is tech-
nology. Whether an upcoming technology is used in a company not seldom determines
the ability to create future-proof products. Underlying technologies for software
development – such as artificial intelligence, internet of things, or blockchain – form
the basis of software innovation. It is of paramount importance to foster the acceptance
and use of new technologies by the employees. The acceptance of a technology is
strongly determined by the way it is introduced to the intended users [10]. An
increasingly large part of innovation in an organization is driven by software –

introduction of new software or software improvement. As software is not tangible, its
“packaging” is especially important. There is a need to focus on communication, on
how information is transported to the recipients, in order to counterpart complexity and
abstractness [4].

Knowledge Management. Nonaka and Takeuchi [11] state that there are two types of
knowledge: explicit knowledge that is written down in textbooks for example and tacit
knowledge within individuals e.g. their intuition. Capturing tacit knowledge and
transforming it to explicit knowledge and the constant creation of knowledge are major
success factors for companies and therefore an important goal of knowledge
management.

A variety of information technology (IT) solutions support the process of
creation/identification, documentation and distribution of knowledge: from document
management tools to content management tools, collaboration solutions or e-learning
platforms [12]. But often these systems lack of participation and contributions as
Standing and Kiniti [13] point out for company-wikis. Ownership and individualization
and the mere length and format of the presented information may be other levers [1].
The lack of time [14] to acquire new knowledge is a current challenge knowledge
management needs to address the easing of the access to knowledge. Another lever is
reducing the time to acquire new knowledge and making it more memorable e.g. by
presenting summaries or new formats like videos [4].
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Innovation Management. “The doing of new things or the doing of things that are
already done, in a new way” is Schumpeter’s definition of innovation [15]. Not only
new products, but also new production methods, new markets, new suppliers or other
new resources or organizational changes can be innovations and are the drivers for
economic growth. Therefore, they need to be managed.

From today’s perspective: Innovation is an outcome, a process and a mind-set and
companies need to concentrate on all of these qualities to be successful innovators [16].
New products, services, business models etc., but also the methods to generate them
and the organizations’ culture towards innovation are necessary. In IT organizations
knowledge acquisition from the customer base enables innovation [17]. Design
thinking is a widely used human-centered process for innovation today and comprises
the following steps: inspiration, ideation and implementation [18]. Especially in the
ideation phase, personas as archetypes of users or customers [19] help product
developers to focus on the needs of the end user. Many use cases for personas prove
their benefits [19] and thus they have been widely adopted [20, 21]. Openness,
servitization and digitization currently transform the innovation landscape [22] and this
requires adaptation of innovation management and the related knowledge management.

Altogether, it can be summarized that various approaches for innovation commu-
nication are possible. Each format has its advantages and disadvantages. It is necessary
to find tailored lightweight approaches, and to the best of our knowledge, a combi-
nation of the three approaches as proposed in this paper has not yet been part in the
current research.

2 InnoDeck: Card Based Innovation Support

2.1 Motivation

It has shown that information in a well-designed format can be grasped and remem-
bered better. Some might fall victim to the prejudice that design is a matter of taste and
therefore not a serious source of information. But pictures and visual elements are an
important means to transport information types like text [23]. A format were we
combine well readable texts with an appealing design and suitable visual elements is
the InnoDeck.

For innovation projects two types of knowledge is necessary – methodological
knowledge on the one hand and inspirational/informative knowledge on the other. We
developed the concept of the InnoDeck as a toolbox a facilitator can choose from to
prepare a workshop or project. The modular InnoDeck approach is therefore suitable for
agile contexts. The InnoDeck offers knowledge as a set of two-sided cards and acts as a
toolbox, a source of inspiration and an idea repository. It is intended to meet the needs of
innovators. Like the design thinking process itself, it is not constructed sequentially, but
allows revisiting certain points and individual deepening as needed. [2]

Design Thinking uses a variety of methods. Which method to use in which stage of
the process not only depends on the problem to solve but also on the people involved in
the project: which methods are they familiar and comfortable with and which methods
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do they actually understand and consider suitable for their challenge? The facilitators
answer these questions for themselves and the design thinking team and provide the
group the corresponding card as quick reference. Due to its shortness a method card can
be read and referred to during a workshop, but it is usually not sufficient to master a
method from scratch. Design thinking facilitators should have experienced the methods
they suggest themselves or at least have further discussed them with an experienced
facilitator. However, with an InnoDeck method card workshop participants after having
experienced the method will have a starting point to facilitate the method themselves.
The InnoDeck therefore is a tool for information sharing and organizational learning.
The handy two-sided format is also used for other information necessary in the
innovation process (inspiration cards). InnoDeck cards can be combined with other
formats and serve as input when it comes to the creation of new products and services
with future personas and formats like anchorvideos. At the same time, InnoDeck cards
[2] serve as a format to sum up workshop results in order to use them as input for
upcoming workshops (Fig. 3).

2.2 Format Overview

To make the InnoDeck as easy to use as possible, we designed a set of categories. Each
card is classified into one category to make it simple for employees to find a suitable bit
of knowledge for their specific need. To keep the complexity on a low level, it is
important to set up a manageable amount of categories. We defined two categories of
cards as they are employed in workshops: (1) method cards and (2) inspiration cards.

Method cards describe empirical, innovation and creativity methods, which come
into operation for example in innovation processes in companies, especially in inno-
vation workshops. On the one hand a method card can contain the brief introduction to

Fig. 3. The InnoDeck cards can either serve as input for anchorvideos or future personas
workshops and all sorts of other innovation workshops or as a result format.
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broad methods like Scrum, Design Thinking or Lean Startup, which is important if
these build the foundation of a workshop. On the other hand, practical method guides
can be provided e.g. for agile estimation, qualitative interviewing and focus groups.
Inspiration cards contain information about trends and technologies and thus serve as
inspiration in the ideation phase, for example in product development workshops. For
example, we produced cards on trends like coworking or virtual reality. Inspiration
cards were also used to present results in a well-arranged way. The InnoDeck overview
lists all the cards available with their name and ID number subdivided into the two
categories (Table 1). The overview card provides a low-threshold access to the existing
cards, making it easy to pick the right card for the particular scenario.

Standardization is an important factor in knowledge management. The most
important formal feature of an InnoDeck card is that it only comprises two pages, so it
can be printed on one sheet of paper. This is in order to make it a quick read, but also
for printed versions not to get separated in a workshop environment. Since the Inno-
Deck is an expandable treasure of knowledge that is intended to be expanded by many,
it is necessary to define formal guidelines that create a uniform appearance and ensure
the discoverability of the cards. Each card is equipped with a definite ID, consisting of
a consecutive number and the letter “m” for method or “i” for inspiration. To provide
transparency concerning the update status of a card, a version number is obligatory.
References need to be specified, as well as the creation date and authors of the card.
Note that InnoDeck cards are not scientific publications – only one or two references
should be stated on a card. Additionally, few other sources may be linked within the

Table 1. Contents and aims of the different card types [2].

Inspiration cards Method cards

Contents
Information about
technologies, trends, events, projects,
companies or whole industries

Information about empirical, creativity and
innovation methods supplemented with
examples and tips

Examples
Coworking
Cultural diversity
Virtual reality
Communication trends
Technology trends
New business trends
Location info
Project results
etc.

Scrum
Agile estimation
Design thinking
Lean startup
Qualitative interviewing
Focus groups
Premortem
Cultural probes
etc.

Objectives
Give inspiration in innovation processes and
encourage employees to share their
knowledge about certain issues and
technologies

Convey methodological knowledge and give
concrete instruction for applying the method
in innovation projects
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text. Both links and references should be an optional read – an InnoDeck card should
be self-contained. As explained before, the InnoDeck cards are classified into different
categories. Using an icon for the specific category helps to assign the particular card to
a certain category. An appealing key visual arises interest, illustrates the topic and
makes it more memorable. Subheadings structure the content and give useful infor-
mation about the particular paragraph. The main headline needs to be as clear and short
as possible. The two-column layout ensures readability and clarity [2].

2.3 Implementation and Use

The InnoDeck concept has been developed and refined within the network of insurance
companies and has come to use in different application areas. For example, the card
deck was handed to selected employees of those companies in order to apply the cards
in seminaries and innovation projects as well as to share the information with their
colleagues [2].

The first set of cards has come to use in a three-day boot camp where participants
used innovation methods to create the next big insurance product. This hands-on
experience was essential to demonstrate the usefulness of the InnoDeck and make the
boot camp participants ambassadors for the InnoDeck and its contents [2].

In June 2018, one of the insurance companies from the network launched in-house
innovation circles. 4 to 7 people of different departments were selected to work together
on all kinds of different innovation projects on products, processes, sales and customer
structures as well as on specific issues like mobility. Before starting the work on the
innovation project, the participants received special training. For the preparation of
these training seminaries, the facilitators used method cards of the InnoDeck. In the
seminaries, the participants were equipped with printed InnoDeck cards. A digital
version of the cards was provided on a project platform for download. Until today, 6–7
seminaries of this kind have kicked off several innovation projects in this insurance
company. We do not have exact data on how often InnoDeck cards have been used
within the proceeded innovation projects, but it has been confirmed that the InnoDeck
has enabled an intra-corporate cultural change towards innovation. In an interview the
facilitators stated that the InnoDeck benefitted the seminaries directly, since the par-
ticipants gained inspirations from the inspiration cards. The method cards served
especially the facilitators by giving them necessary tools for the preparation of the
seminaries. From the facilitators’ point of view, the InnoDeck should be enhanced to
serve as an enduring source of methodical and inspirational content in their companies,
for example by using short videos clips to explain complex issues. The facilitators also
expressed the wish for an easier possibility to share the contents of the InnoDeck with
their colleagues – via intranet, blog or wiki [2].

Another interesting scenario for the application of InnoDeck cards are hackathons.
In February 2018, the InnoDeck was used for the preparation of a network-internal
hackathon dedicated to the development of chatbots in the insurance sector. During the
hackathon, the participants in four different teams were equipped with a set of cards
compiled in order to contribute to the objective of the hackathon. The InnoDeck served
both as a library of methods eligible to evaluate the created concepts and pieces of
software and as a stimulus for the creation of ideas.
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The third setting, where the InnoDeck came into use, were strategic meetings
within an IT department of an insurance company. The meetings in this use case took
place in March 2019 and focused on the restructuring of the IT department. The
initiators knew the InnoDeck from the innovation network and deployed it in this
particular setting to find out about the needs and expectations of the employees
regarding the new organizational structure of the department. The example shows: the
InnoDeck does not only contribute to innovation processes, but can also be employed
in other contexts [2].

2.4 Benefits and Discussion

Golembewski and Selby [24] emphasize the advantages of card-based systems in
design processes, especially by providing general support to overall design process.
Previous experience with the InnoDeck within the innovation network supports this
thesis.

It has shown in our work with companies that the combination of InnoDeck cards
with future personas form a very good basis for workshop design. In some companies,
it has become “normal” to take both artifacts into innovation workshops on various
topics, for example about the future of IT cooperation, the future for innovation process
design, process design in general, and others. When an InnoDeck card is especially
fruitful and useful for a workshop and the contents are of great value to a broader
public, the transition from InnoDeck card to anchorvideo is helpful. This has been done
for example for the topics blockchain and hackathon. The videos give a great insight,
especially for the vivid innovation processes, and insights on the application from
outside trends within a company.

3 Future Personas as a Tool for Designing Products
and Services for the Customer of the Future

3.1 Motivation

For the innovation network we condensed the following six future megatrends i.e.
long-term trends from different sources [25–29]. KNOWing stands for the knowledge
society where knowledge is the most important asset. LIVing includes topics like
health, demographic change and ecology. MOVing addresses mobility but also glob-
alization and urbanization. BEing is about the importance of individualization whereas
WEing is about networks and new work issues. SECURing like KNOWing builds the
brace around the megatrends. Figure 4 shows the representation of our megatrends. We
also created a leporello with tag clouds for each megatrend as a brief enough format to
be used in an innovation workshop. Nevertheless, it remains abstract and hard to
consider at every point of the innovation process.
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In human computer interaction and the design of products and services in general
personas as first described by Cooper [18] are a widely used tool. They ease the
communication about the end-user or customer and therefore this communication
happens more often in the developers’ team and this results in products and services
that fit the customers’ needs.

Personas and future trends and technologies are only two aspects that need to be
considered during the innovation process. To reduce the mental load, we developed
future personas as a concept that combines personas and future trends in a way that
makes it easy to consider both in the innovation process.

3.2 Format Overview

The process of creating a future persona is explorative empiric-analytic [28] and
besides the megatrends a lot of desktop research and analysis of technology trends is
necessary. Additionally, we used a participative-formative approach by sourcing from
expert interviews and discussions involving more than 50 people within the innovation
network. Besides megatrends for the creation of future personas microtrends, e.g. from
the Trendone Trendexplorer [30] are necessary. These can be new technologies, pro-
totypes, products, services, business models, marketing and media innovations from the
present. Such microtrends are very concrete and tangible and necessary to make a good
future persona story.

Creating a future persona is a creative editorial process (Fig. 5). First, a present
persona is created. Individually for each present persona you then must examine if and
how a trend, which was also defined before, will influence the present persona in the
future. We use a matrix of questions and living environments. E.g. for the megatrend
KNOWing one could ask which new data will be available to the persona. And specify
the answer in some or all the different living environments which we adapted from the
Sinus Milieus [31] as follows: work, family, leisure, money, consumption, media and

Fig. 4. Megatrends in the innovation network on which our future personas are based on
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mobility. Questions would be: Which new data will be available to the persona at
work? Which new data will be available for the persona and her family? Etc. The
matrix of questions and living environments makes content creation for the future
persona easy, comprehensible and reproducible.

Unlike (present) personas, future personas are not prepared during an innovation
workshop but are preliminary prepared and made available to the innovation workshop
participants. Future personas serve as communication means in (developer) teams and
are mainly used in innovation and scenario workshops.

3.3 Implementation and Use

Figure 6 shows the (present) persona Erkan Bilgin – a 15 year old student. Basis for
this persona was a workshop with 15 year old high school students. Several fictional
personas were created and discussed during this workshop. The present persona is
represented on two pages which are both clearly marked with the year number – here
2017. The title on the first page consists of name, age and occupation of the persona.
A picture and a profile are placed directly underneath. The profile contains hobbies,
marital status, source of the persona and target group segment. For target group seg-
mentation we used Sinus Milieus [31], which are widely used in product development
and communication. These target groups are not as concrete as personas are, but
besides the focus group observation and discussion which we used here, Sinus Milieus
provide a good data based foundation for personas.

Core of the persona representation are several paragraphs of text that narrate dif-
ferent aspects of the persona’s life in correlation (storytelling). Possible topics are the
living environments of the transposition matrix: work, family, leisure, money, con-
sumption, media and mobility. The persona representation is finalized by a typical

Fig. 5. Concept of transposing a present persona into a future persona by using future trends e.g.
from InnoDeck cards – extended by interaction with other formats, original in [3]
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quotation and a photo collage that depicts life and mood of the persona. These visual
elements are especially important, because they offer nonverbal, quick and good to
remember further perspectives for the user of the persona. The persona thereby
becomes more concrete and dense.

Instead of a photo collage the future persona in Fig. 7 uses a graphic, that repre-
sents the weight of the megatrends in this individual persona. Each megatrend is
represented by a symbol and the size of the symbol stands for its importance. Key-
words are added to clarify which megatrend-aspects the future persona incorporates.
The manifesting trends are described in the written out text. The weight of the
megatrends is also added to the quick profile below the hobbies. The future persona
also has a portrait, since this is essential for the credibility. Furthermore, the future
persona includes three new technologies, products or services, which are sourced from
todays’ microtrends. These are represented through a short headline, a picture and a
shortlink that provides a more detailed description of the microtrend.

Fig. 6. Example for a present persona from [3]

Tools and Insights from an Innovation Network 483



3.4 Benefits and Discussion

Despite the structured way of creation, future personas are not intended to depict
representative people of the future or predict the use of technologies or other devel-
opments in the future. Future personas are supposed to be a tool and inspiration source
for innovation.

Especially when products and services of a faraway future are supposed to be
created, future personas reduce the complexity for the developers. They must not think
about the end-user, his future and future trends at the same time. Future personas are
inspirational, comprehensive and save time.

Of course, several aspects need to be considered and offer room for extending and
improving the concept of future personas. Future personas could be created from the
perspective of certain sectors, although we prefer a universal view. A-B testing must
show if the present persona can be omitted from the final result, making future personas
50% briefer and quicker to grasp. The megatrends representation in the future persona
could be replaced by microtrends that are more comprehensible. A process to auto-
matically choose from a pool of microtrends would therefore be helpful. Although
based on long-term trends, the life period of future personas must be defined. To map
people’s diversity, a future persona database would be reasonable.

Fergnani [32] recently published an own concept of future personas as an add-on to
enrich future scenarios. His future personas derive directly from the scenarios in a
much lighter process than the one used by us, but considering the effort to create the
scenarios the total invest is probably similar to ours. The two approaches could produce

Fig. 7. Example for a future persona from [3].
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very similar personas that have the same purpose: to make the incorporated knowledge
remembered, used and applied.

Since future personas have been published, several consultancies have adopted the
method [33, 34]. And most importantly, future personas have become one of the most
used assets from the innovation network within the participating companies. This is for
sure because of its easy to grasp and appropriate format.

4 Anchorvideos

4.1 Motivation

Identifying, assessing and adopting new software and technologies plays an important
role for the innovation capability of an organization. People are probably the most
important factor when it comes to the diffusion of technological innovations in orga-
nizations [1, 35].

The anchorvideo format is aimed at the goal to attract interest and engage the
employees in software and other departments and in consequence to foster innovation
in the organizations. In the working context videos need to overcome an invisible
barrier. Employees might not want to watch a video; they might just not be interested in
the specific topic their organization wants to convey. In addition, long-term employees
and elder staff members might face new technologies with some fear or aversion. In
order to increase acceptance for software and new technology in companies it is
essential to engage future users as an active part in the process of transformation.
Anchorvideos combine the concept of engaging future users with the idea that, besides
explaining a technology using animated graphics, people should stand in the spotlight
to attract interest. One of the main characteristics of the novel format is involving staff
members as talking heads in the video. Thereby the technology literally gets “a face”
that functions as contact point for coworkers. At the same time, the employees will
identify with one out of their own lines; reputation of the talking head makes follow
their remarks with more attention [36]. Curiosity and some voyeurism might increase
chances to watch a video a colleague participated. Anchorvideos anchor the innovative
technology they give a stage within an organization. Persons providing statements
within the anchorvideo (the so-called talking heads) become anchorwomen and
anchormen for the presented technology. They are not necessarily involved in the
initiative that further works on investigating the technology but they can refer any
interested person to the right contact person within the organization. [4]

4.2 Format Overview

Anchorvideos usually consist of three parts. The videos start with a quick explantion
and definition on what technology they are about, e.g. using an animation. This
introduction is followed by possible areas of applications and examples for the use of
the technology, which can be presented as animations, as real footage of the technology
in action or as talking heads, i.e. in person employee statements. Examples of use are
not limited to the companies’ sector, since innovation often includes transferring an
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idea from another sector. The last part of the anchorvideo consists of talking heads of
employees, which convey their vision of how the organization should apply the
technology. Within the video itself or in the context in which the video is embedded, it
is possible to include a call to action: What should the spectator do? The length of the
video should be just a few minutes and its content despite being correct should not state
every detail. It should be acted on the maxim of keeping it short and simple [4].

It is advisable to produce the talking head material for an anchorvideo as part of a
workshop on the same topic, e.g. a new technology like blockchain. Figure 8 shows the
general anchorvideo concept. On the organizational level, the participants of such
workshops typically come from the same department and if the results are not shared
throughout the company similar workshops may occur in other departments. The
explanatory part is best produced by somebody experienced in animation software or
by using self-service explainer-video-tools. By collaborating with the workshop par-
ticipants and picking up their thoughts and views, the video contents become more
individual and offer specific information. [4].

The produced video is supposed to be widely shared throughout the company by
email or other internal communication tools. In the context of open innovation,
anchorvideos may be publicly available. Although a clear contact (topic lead) should be
given with the distribution of the anchorvideo, the talking heads will instantly become
contact points for their direct co-workers. They must refer relevant information to the
topic lead [4].

Fig. 8. The anchorvideo concept based on [4] extended by the aspect of useful input from
InnoDeck cards and future personas.
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4.3 Implementation and Use

We first applied and refined the anchorvideo concept within a network of insurance
companies. Ten participants from four companies attended a two-day seminary
“Blockchain and Distributed Ledger” to explore the new technology for their industry.
Besides the direct training on the topic, an anchorvideo on blockchain was produced
and distributed within the four companies. Preparing the in person statements for the
talking heads in the video was incorporated in group work during the seminary.
Condensing the group’s opinions to statements proved beneficial for everyone’s
understanding and must not be regarded as extra-work for the video. The questions to
be answered in the video (application fields in general and vision for the company) are
part of the concept and must not be altered. An external expert who gave a talk at the
seminary was also videotaped with his one sentence definition of blockchain [4].

4.4 Benefits and Discussion

In general, we observe that results including videos are clicked more often than e.g.
slides or documents. The participants of the seminary requested the blockchain video
before it was even finished. We see that moving image is an appropriate format for
transferring complex content. Fuchs and Graichen [37] point out that cognitive infor-
mation processing in audiovisual content is far more effective than purely visual or
auditory content. A video has advantages over other formats as it can prevail in the
general sensory overload by sending out strong stimuli [38]. In the recent years, videos
have become a popular and time efficient resource not only for information but also as a
learning tool. As Guo, Kim and Rubin [36] found out, certain video properties and
production styles affect the engagement of students in a positive way. When an
instructor’s talking head is displayed, the video is more engaging than if it contains
slides alone.

5 Evaluation

5.1 Interleaving of InnoDeck, Future Personas and Anchorvideos

Inspirational cards from the InnoDeck can fuel and enrich the representation of future
personas. To transfer a future persona into a wide use throughout a company an
anchorvideo can be used, where e.g. the employees involved in the creation of the
future persona present the content to their coworkers.

It has shown that anchorvideos are especially useful for showing results of inno-
vation workshops based on innovation methods like described on InnoDeck cards or
technologies likewise to a broader audience. Future personas are often used as basis for
storytelling a service or product idea within an anchorvideo, efficiently supporting the
video creation process.
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5.2 Innovation Network Evaluation

As described above, the formats presented have been developed and used as part of an
innovation network. Therefore, the application scenarios often refer to cross-company
workshops and the participants of the network have evaluated projects and the benefits
of the formats. Nevertheless, the findings can be transferred to an intra-corporate use of
the formats. The predominant part of the evaluation took place in 2017, at the end of
the first contract phase.

Since innovation capability of an organization is always closely linked to people,
we aim to reach as many employees as possible with the methods, topics and materials
from the network. An indicator of the benefits of the formats in the innovation process
and therefore for the successful spread of innovative content is the extent of its dis-
tribution. To measure the extent of the distribution, we questioned the participants
about the amount of people they spoke with in their company about the topics from the
innovation network. The results show that, with over 70%, the majority of the par-
ticipants told more than 10 people about topics from the network (Fig. 9).

In addition to the reach, the use of methods and results for later innovation projects
certainly allows conclusions to be drawn about their benefits. More than half of the
respondents state that they have been able to integrate knowledge from the innovation
network into their daily work (Fig. 10).

Fig. 9. The distribution of contents by participants of the innovation network (n = 25).
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5.3 Evaluation of InnoDeck, Anchorvideos and Future Personas

In the evaluation, we see high acceptance of the formats. Figure 11 shows that almost
70% agree on the statement, that the result “Blockchain and Distributed Ledger”
represents benefits for their company. The result comprises the seminary as well as the
anchorvideo on the topic. Nearly 50% of the respondents called the result “Future
Personas” beneficial for their company. Due to the time of the evaluation in late 2017,
the result “InnoDeck” could not be evaluated as the first set of cards has come to use in
early 2018.

Fig. 10. Usefulness of the knowledge for daily work (n = 26).

Fig. 11. Evaluation of the results “Blockchain anchorvideo and seminary” (n = 18) [4] and
“Future Personas” (n = 29) by the participants of the innovation network.

Tools and Insights from an Innovation Network 489



Asked about their assessment of the video format in general, 80% of the respon-
dents stated that it is a useful and way to communicate the results of the innovation
network within the company (Fig. 12).

To evaluate the benefits of the InnoDeck, we asked the users of the InnoDeck
separately about the advantages of the format. The evaluation presented here focuses
on the way the InnoDeck is used in the companies participating in the innovation
network. The method cards in particular are often used in workshops - either for
distribution to the participants or to prepare the facilitators. 70% that means 14 of 20
respondents stated that they had applied the methods of the InnoDeck. This result
underlines the usefulness of the method cards. 60% said, they had read InnoDeck cards
to inform themselves. Only 35% answered that they downloaded the cards to hand
them to colleagues. This result shows that there are still obstacles when it comes to the
sharing of information. [2]

Despite the high level of acceptance, we also see room for improvement. The users
ask for mechanisms to select the suitable cards for the specific workshop or project. In
addition, the users wish for a possibility for easier distribution [2]. In further evaluation,
we need to focus on this aspect and develop alternative formats and identify alternative
channels to transfer contents not only to direct members of the network but also to

Fig. 12. Assessment of the video format for representing results (n = 30).

Table 2. The InnoDeck in use [2].

How have you used the InnoDeck so far? (n = 20)

Usage Approval rate (“I agree” and “I strongly agree”)

Applied methods of the InnoDeck 70%

Downloaded InnoDeck cards to hand them to colleagues 35%

Read InnoDeck cards to inform myself 60%
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other employees of their organizations. Nevertheless, the results show clearly that the
InnoDeck makes an important contribution to the innovation culture within an orga-
nization [2].

The future personas tool was developed to accompany an industry working group
and was validated by the participants from five participating companies with regard to
the requirements provided in the concept. In addition, future personas were applied in a
workshop and discussed with the workshop participants. Finally, the opinion of the
workshop participants was collected using a questionnaire. Table 3 shows that almost
all workshop participants (90%) see future personas as a useful or rather useful tool for
the development of future products. Only one out of thirty participants disagreed with
the statement. The first evaluation of future personas briefly outlined here confirms the
concept as well as its high relevance for and acceptance by users [3].

5.4 Individual Use of the Three Tools

Communication is unique for every company. However, in the first phase of the
network, when there were less artifacts available (fewer InnoDeck cards, no anchor-
videos, fewer future personas) the innovation communication posed a challenge for the
participants of the network. This was the starting point for the current toolset of these
three tools, as the feedback showed room for improvement beforehand.

In three case studies, we show the combination and use cases for the three intro-
duced artifacts InnoDeck, anchorvideos and future personas. We present the use cases
of two companies and their individual strategies for incorporating these artifacts within
their processes. The third use case describes how we used the three artifacts to support
a hackathon within the innovation network. Figure 13 illustrates how several tools can
be individually combined to fit a company’s specific needs.

First case study is company A that likes future personas and established them as a
standard for product development. They refer to the InnoDeck and anchorvideos from
time to time, but rather innovate themselves in own workshops. This forms innovation
islands, which then spread their results within the company if successful. Company B
established an innovation circle, which is spreading the knowledge actively by dis-
tributing the videos and cards. This aims more at targeting the complete company instead
of innovation islands. Depending on the overall strategy, different approaches and

Table 3. Survey after the use of future personas [3].

Future Personas are a useful tool for the
development of future products. (n = 30)

Statements Approval rate
“I agree” and “I strongly agree” 90%
“I partially agree” 6, 7%
“I don’t agree” 3, 3%
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combinations of the concepts may be the fit. Additionally, due to the growing amount of
sheer number of InnoDeck cards, videos and personas, a review and selection process is
part of the innovation strategy an individual company needs to establish.

A third case study C within the innovation network is the chatbot hackathon [39].
For supporting a hackathon on chatbots as described above, InnoDeck cards were
amongst others created for following topics: voice technology, chatbot technology,
premortem, storytelling, virtual reality. Future personas were used as key customers for
various needs for a chatbot. For communicating the results of the hackathon, a video
was created1. For details on the results see [39].

6 Conclusions and Outlook

In today’s dynamic digital world, it is becoming more and more evident that the
survivors in this new age will be those companies who are rigorous in their pursuit of
innovation, in order to develop and deploy new products more efficiently, effectively
and profitability. It is also increasingly clear that the only way to achieve this goal is to
support the employees as enablers of innovation. In order to do this, companies must
provide the appropriate formats and methods in the innovation process to support
people in the best way possible: people matter!

The presented tools are not limited to the domain of insurances and universally
usable in processes towards the digital transformation of organizations and innovation
in general. We summarized the tools in this paper, because of their common funda-
mental that format matters, which we take for granted. However, for the innovation
network the created community is the most important asset.

Fig. 13. Several InnoDeck cards, future personas and anchorvideos [2–4] can be individually
combined and adapted for the specific purpose for tailored innovation support and communi-
cation strategies

1 See https://www.youtube.com/watch?v=yHRLYJ_olZ8
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In 2020 the innovation network is planned for a third phase and like a community
of practice it needs to be cultivated to not enter a phase of stewardship and eventually
end because the need for the participating companies to be innovative is still high.
Wenger et al. [40] propose several principles to keep such a community alive, which
may be adapted for the innovation network like presented in Table 4. We will use the
three described formats and created tailored bundles of information for supporting
especially these communities of practice, by topic and by individual needs.

The platform the innovation network members use to exchange data already
changed between phase one and two and will possibly change again in the next phase
since collaboration means is such an important handle. Although managing all the
involved people is a challenge already, we will involve more outside experts to nurture
the community. The commercial nature of the innovation network and the steering
committee assure that value stays in focus. We have always added new activity formats
to the innovation network and will continue doing this, since it keeps people excited
and this momentum is necessary for innovation. Big gatherings 2–3 times a year remain
important and in addition to the agile project work in-between, a digital rhythm may
keep the spirit high.

The knowledge created in the innovation network and its use must be measured
better and more often in the future. We will especially consider community activities,
knowledge resources and business processes like proposed by Wenger et al. [40]. In
our distributed community, the data must not come from the joint parts, but from the
activities, resources and processes triggered through the innovation network within the
insurance companies.

Table 4. Principles for designing communities of practice [40] and implications for the next
contract phase of the innovation network

Principle of designing CoPs Plans and implications for innovation network

1. Design for evolution allow continuous change by providing better technical
communication and collaboration means and promote
the good of change in the steering board

2. Open dialogue between inside
and outside perspective

reinforce the involvement of outside experts

3. Invite different level of
participation

see 1 – a better communication collaboration tool could
offer new possibilities to get involved

4. Develop both public and
private spaces

consider private spaces for the participating insurance
companies where they only interact with the Fraunhofer
IAO

5. Focus on value put topics relevant for the insurance companies first
6. Combine familiarity with
excitement

preserve some familiar artifacts or activities, but
unconditionally add new things

7. Create a rhythm communicate regular gatherings and agilely plan the in-
between activities, maybe a digital rhythm may also
help
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Abstract. Hackathons are events that have become increasingly common
around the world. This kind of event, described as a programming marathon, is
based on problem-solving that can go beyond the technological boundary. This
paper presents the findings of a global hackathon to aid its organizers to rethink
their strategies to leverage the knowledge management of the teams to solve the
hackathon challenges. Our research is a mixed research approach followed by
ethnography based on a questionnaire, interviews, and observations. The find-
ings point out that the organizers should consider four factors to rethink
hackathons strategies to leverage knowledge management for the event:
knowledge processes, resolving conflicts, individual learning, and experienced
emotions. Moreover, our findings could inspire the tech industry to consider
those factors to leverage the innovation and creativity in the team workers.

Keywords: Knowledge process � Solving conflict � Individual learning �
Emotions

1 Introduction

Hackathon is a typical event to create innovative solutions for social and industrial
challenges. This kind of activity can be described as a programming marathon that aims
to solve a challenge that can go beyond the technological world [1]. Flores et al. [2]
point out that a hackathon is a competition where participants work in teams for a short
time, in which they need to idealize, design, prototype, test, and launch their solutions
to a given challenge. Those events encourage both individual and organizational
learning through innovative ways [3]. Knowledge, then, is considered one of the most
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valuable corporate assets. In this way, the organization that manages its knowledge
benefits from a hackathon, and other activities have a higher possibility of creating
innovative products and services, remaining sustainable in the market in which it
operates [4]. Knowledge Management (KM) is indispensable for stimulating innova-
tion in organizations. KM is a collection of processes that govern the creation and
dissemination of knowledge to achieve organizational team goals [5].

In this paper, we extend our findings presented in [8], deepening our analysis
through data mining techniques, in particular, clusters, and also discussing means to
help the organizers of the hackathons to rethink strategies in order to leverage
knowledge management during the event. Our findings pointed four factors as follows:
knowledge process, solving conflicts, individual learning, and experienced emotions,
once those might impact directly in the solutions proposed during the event. Therefore,
KM is a trigger to increase innovation and creativity in which could improve problem-
solving in the hackathons. Firstly, our findings concerning the knowledge process show
that hackathons provide team members to accomplish knowledge creation, acquiring,
storage, sharing, and use in which are useful to organizers perform KM of the events.
Secondly, the findings concerned solving conflicts, for instance, may help the orga-
nizers to gather information about team member’s conflicts during the hackathon once
it aids the groups to find ways for supporting in the next event. Thirdly, individual
learning happens mainly through the interaction with team members or executing
different activities to solve the hackathon challenge. Finally, emotions experienced,
such as tiredness, lead organizers to rethink about hackathons’ duration. Thus, although
the participants experienced different positive emotions at the event, tiredness was hard
highlighted by them in which might lead.

To show our findings, we organized this article into six sections. Following this
introduction, the second section presents the concepts and related works regarding
hackathons and knowledge management processes, emotions, conflicts, and individual
learning. Section three presents our research method in which we present the empirical
settings, data collection, and data analysis. Section four summarizes the results, and
Sect. 5 presents our discussion. Finally, section six presents our conclusions, followed
by references.

2 Hackathons and Knowledge Management

Hackathons are events in which they use different cultures and expertise concerning
each participant to apply their vision to solve a specific challenge [6]. Facing the
hackathon challenge, the participants have the opportunity to interact with each other,
providing insights into the creation of the content [7]. Thus, hackathons provide means
to share and create knowledge by seeking solutions to everyday problems posed as
challenges by resorting to the production of innovative tech solutions for the benefit of
society [8].

According to Zukin and Papadantonakis [9], hackathons promote the opportunity
for participants to develop new skills, e.g., coding, applications, designs, and mockups,
as well as do networking. In this way, hackathons stimulate the creativity of partici-
pants, who have the opportunity to deal with technology [10]. However, hackathons are

498 N. Tenório et al.



applicable in a variety of settings, as they seek innovative solutions for a real challenge
[11]. In this context, [3] emphasize that hackathons have accomplished in different
areas such as music, fashion, and fitness and even inside of companies by mean of
internal hackathons [12]. The authors further underline that hackathons encourage
experimentations and creativity to figure out different challenges. Hackathons, there-
fore, aim to stimulate innovation as individuals share ideas and looking for solutions to
the nowadays issues [13].

Organizations have to manage their knowledge to get business sustainability in a
competitive market. In this sense, Knowledge Management (KM) can be useful as a
resource for (managing) organizational knowledge. According to [5], KM is the
deliberate and systemic coordination of people, technologies, processes, and organi-
zational structures to add corporate value through knowledge reuse and innovation. So,
the organizations which manage their knowledge to create innovative products and
services remain sustainable in the market in which they act [14]. So, KM arises through
the process of knowledge creation, in which it requires a physical environment to create
new knowledge. Regarding this, it is necessary to highlight two types of knowledge:
implicit and explicit. The implicit knowledge is complex, developed, and internalized
by people over a while, compounded by lifelong learning [15]. Explicit knowledge is
easily communicated, either through product specifications, scientific formulas, or
computer programs [4].

Knowledge creation starts with socialization and passes through the four modes of
knowledge conversions [4]. Firstly, the socialization, which is presented as the sharing
and creation of implicit knowledge through direct experiences. Secondly, the out-
sourcing that aims to articulate tacit knowledge through dialogue. Thirdly, the com-
bination that suggests both implicit and explicit knowledge application. Finally, the
internalization suggests the need to acquire and learn new tacit knowledge in practice.
Since the individual has the knowledge internalized, it is necessary to apply this
experience so that the organization gains innovation and creativity [8]. Therefore,
organizations that use their knowledge properly achieve competitive advantages and
notorious place in a competitive market.

Turban et al. (2006) highlight that KM is a cyclical process because the knowl-
edge’s environment is continually changing and, consequently, the knowledge needs to
be updated to reflect these changes. According to Dalkir (2011), those processes
compose the KM cycles, and they have a relationship with each KM stage representing
the path taken by the information and becoming a strategic asset for the organization.
Providing a knowledge-sharing space can offer significant benefits to organizations as it
helps their employees acquire, distribute, store, and retrieve information during work
routines (Detlor 2000). As the organizational team members seek out new learning
such as knowledge tool resources and sharing practices, it facilitates the creation of an
environment in which individuals talk about knowledge requirements and assist in
measures for the implementation of a knowledge repository which supports the
objectives of the company (Cepeda and Vera 2007).

Thus, KM processes need to be supported by structures or tools based on tech-
nology to assure the efficiency and effectiveness of their functions. Those tools have a
vital extraction role to transform tacit knowledge from people to explicit knowledge
available in the whole company. The cycles of KM are processes formed by some
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procedures that seek to create/capture, store, share and use knowledge efficiently. The
literature presents different KM cycles [5, 16, 17]

From the perspective of the KM, a hackathon group practices for creating, sharing,
and use knowledge once it encourages the participants to work together, sharing
information for generating experience on the challenges. The creation in a perspective
of Nonaka’s theory [18], suggests that knowledge is created from socialization (tacit to
tacit), externalization (tacit to explicit), internalization (explicit to implicit), and com-
bination (explicit to explicit). So, some organizations formally encourage and support
workers’ participation in events like hackathons. Moreover, most of them sponsor
internal or external hackathons around the world. Therefore, hackathons provide par-
ticipants an environment that helps to learn new skills as well as interaction with other
participants and networking, also stimulating its participants’ creativity to solve a real
challenge innovatively.

2.1 Emotions

The emotions are our evolution legacy in which gives us individual impulses for
immediate actions. Thus, emotions refer to feelings and reasoning – psychological and
biological states, and the range of propensities for action. There are hundreds of
emotions, including their combinations, variations, mutations, and shadows [18].

Emotions are a mental state of readiness that arises from cognitive evaluations of
events or thoughts, and that can be perceived by gestures, postures, and facial features
[19]. Therefore, emotion is a natural way of evaluating the environment that surrounds
us and reacts adaptively [20, 21].

Human emotions are negative or positive. One of the theories that explain negative
and positive emotions, namely the theory of control over behavior, considers the view
of the behavior that could show the nature of emotions. The theory suggests how
feelings can arise and function in human behavior [22]. Positive emotions allow an
individual to know what is being done toward a desirable goal. In this context, there is
compelling evidence that positive emotions are not just the result of well-being, but can
also drive success and prosperity [23]. Inversely, negative emotions are the way of
realizing that no behavior, progress, or action is being taken toward goals [22].

Negative emotions occur when we perceive a negative meaning in personal situ-
ation changes or related ones [24–26] in which represents an overall dimension of
subjective suffering and unpleasant engagement. Moreover, that includes a variety of
aversive mood states including anger, contempt, repulsion, guilt, fear, and nervousness
[27] frustrated, angry, depressed, harassed, hostile, worried, and unmotivated [28];
anxious and sad [29]. Positive emotions work as effective antidotes to the persistent
effects of negative emotions, correcting or undo the subsequent effects of the negative
emotions [21, 26]. In this sense, some positive emotions are joy, interest, contentment,
love [29], satisfaction, pleasure, pride, relief, affection, love, hope [19].

Emotions are complex reactions triggered by a stimulus or thought with personal
sensations, an answer involving different components, which is an unusual reaction, a
physiological excitation, a cognitive interpretation, and subjective experience. There-
fore, all human emotions directly influence personal-life as well as work-life.
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2.2 Conflicts

Conflicts may occur in a wide range of settings involving people in the individual or
work-life. Those conflicts are social and psychological phenomena in which they have
different sources, processes, and results. So, various disciplines, such as sociology,
economics, philosophy, and management, try to explain the conflicts in different ways
[30]. Thomas [31] points out that conflict is a process that begins when one party
realizes that the other had frustrated or was about to disappoint some of their concerns.
In this way, conflict is a state, in which disharmonious phenomena trigger hostile
actions, under a state of confrontation or emotion.

Nowadays, conflicts are widespread due to the competition and the growing
expectations of all business stakeholders [32]. Furthermore, conflicts are an indicator of
a lack of reliability of some sources which adopt inappropriate conduct for such sit-
uations [33]. According to Rao [34], conflicts can occur for a variety of reasons, e.g.,
personality clashes, ego clashes, differences of opinion or culture, perceptions, lack of
communication, lack of information, ambiguity in roles and responsibilities, stress, and
lack of resources. In this scenario, conflicts arise when there is a gap between
expectations and realities.

However, if the conflicts are not well solved, they have detrimental effects on the
organization, team, or project progress [35], impacting the creative process [36]. Since
the conflict is a confrontational relationship, it shows up a hard way to achieve the
goals of a project, team, or organization, resulting in excessive waste of time and
expanse of costs [37]. Deal with conflict means effectively solve a disagreement among
individuals, in which it occurs once none of the two equal persons perform and think
the same task in the same way [34]. In this sense, the organizations must pay more
attention to finding out the critical factors of conflicts and related mechanisms.

The conflicts exist in organizations, teams, or projects (i.e., in all that involves
people), and the expertise to deal with such disputes is essential. The lack of conflict’s
experience could cause knowledge loss impacting directly into team creativity and
innovation of products and services.

2.3 Individual Learning

The concept of individual learning as an object of study is still uncommon in the
literature since it is relatively new, and, as of that moment, not much is known about its
conceptualization and empirical [33]. However, individual learning is a lifelong process
that enables us to learn and develop individuals’ cognitive skills [38]. Also, learning is
the personal experience throughout the life that occurs individually, through the per-
son’s interaction with groups of people, or in situations lived in its work environment
[39]. In this sense, all the interactions of the individuals are incorporated into the
person’s lifelong learning. This learning later gets knowledge that might be shared with
other individuals [40].

A unique learning project is one that has a specific time, and that seeks to teach
some relevant subjects to the individual [41]. One of the reasons for using an individual
learning project refers to the fact that individuals need other ones to learn. This context
comes from friends, co-workers, or anyone who contributes to the personal learning
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process by providing models and constructive feedback [42]. Thus, a unique learning
project is in a constructivist approach, in that it can adhere to diverse contexts, e.g.,
personal or work [43]. Collaboration for individual learning is a way out once the help
of one’s specific knowledge in practice [44].

Therefore, interactions with other people may help to acquire individual learning.
So, this learning gets substantial knowledge application when required.

3 Method

To aid the organizers of the hackathons rethink strategies to leverage knowledge
management during the event, we accomplished a mixed approach [45]. Furthermore,
we collected empirical evidence based upon an ethnographically informed [46]. We
collected data between 19 and 22 of October of 2018. Firstly, we conducted a face-to-
face questionnaire regarding the emotions of the participants at the beginning of the
event. Secondly, we observed all teams – one-by-one, during the first phase of their
project definition, and the final solution. Thirdly, on the last day, we conducted face-to-
face interviews with the participants through a semi-structured interview protocol.
Finally, we repeat the face-to-face emotions questionnaire one day after the event. Our
empirical material was recorded, transcribed, analyzed as following.

3.1 Empirical Settings

Hackathons are public marathons that involve participants for hours, days, or weeks to
discuss ideas and develop software or hardware projects that can create or disseminate
productions and especially digital innovations [47, 48]. Usually, such events are
sponsored by entities (public or private), which presents a challenge to the participants,
being related to the most diverse areas of knowledge. They are distributed into teams
that must propose solutions for the proposed trial. Hackathon event is the scenario
behind NASA Space Apps, a NASA-sponsored hackathon. The event was held
between October 19, 2018, until October 21 of the same year and involved profes-
sionals and students from different fields of knowledge. The Space Apps event took
place simultaneously in 75 countries, with more than eighteen thousand participants
[49]. The event was taking place by a University in the city of Maringá, Brazil. During
the three days of the event, several activities took place. On Saturday morning (the first
day of the challenge) mini-courses, workshops and mentoring were held. The partic-
ipants randomly segregated into teams, had twenty-four hours to develop projects on
one of six themes set by NASA: freestyle, better earth, natural impact, big rocks, and
space mindfulness. At the end of twenty-four hours, the teams were previously sub-
mitted to a short pitch with the event’s mentors who assessed each project and selected
the ‘ten best choices’ of them. Those ten best choices presented to all participants and
the referees at the beginning of the afternoon of October 21st to vote the three best
solutions.
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3.2 Data Collection

We collected data through a questionnaire, interviews, and observation. The ques-
tionnaire was conducted face-to-face even though the questionnaire was available in
the google form. We chose face-to-face questionnaire since it is essential to get data
precisely, i.e., avoiding distortions [50]. Moreover, four researchers accomplished 24 h
observation across the teams during the event focused on interaction among the team
members and the design solutions for the challenging choice. The researchers took
notes concerned their impressions of the team interactions. After the presentations – the
last day of the event, we conducted eight different team member interviews following a
semi-structured interview protocol in order to identify the knowledge management in
the hackathon. We recorded all the interviews with the interviewee’s permission and
conducted the interviews at the same local of the event. One day after the event, we
repeated the emotions’ questionnaire to identify how were the emotions of the par-
ticipants after the event.

3.3 Data Analysis

We analyzed our empirical material obeying three steps. Firstly, we analyzed the
emotions of the participants from the google form questionnaire using data mining
techniques. For that, we prepared the data and designed a workflow into the Orange
tool. The Orange is a free intuitive data science tool based on workflow concept [51].
Even though the data coming from google forms, our most laborious task was to get the
data into standards form to be analyzed [52]. Secondly, we transcribed each interview
recorded word-by-word. So, we imported all transcribed interviews to ATLAS.ti and
codified them following coding suggestions of [53]. Finally, we revisited our empirical
notes of the observation to get insights regarding team interactions and challenge
solutions.

4 Results

In this section, we present our results based on the questionnaire – quantitative results,
in which we used data mining techniques to analyze the emotions experimented by the
participants of the hackathon. Next, we present the results of the interviews and our
empirical observations.

4.1 Results Based on the Questionnaire

We conducted a face-to-face questionnaire with twenty participants of the hackathons
for identity positive and negative emotions. The questionnaire data were collected
during [pre, post]-event. The emotions are essential to understand how they impact on
participants’ behavior while the event is running. The questionnaire is comprising of
forty-one Likert scale questions concerned following emotions: Alert, Frightened,
Loving, Distressed, Cheered up, Anxious, In love, Active, Calm, Tired out, Full of
energy, Comfortable, Happy, Determined, Dynamic, Willing, Funny, Enthusiast,
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Hopeful, Happy, Strong, Thankful, Humiliated, Troubled, Restless, Inspired, Angry,
Motivated, Nervous, Proud, Optimistic, Patient, Disturbed, Worried, Spiteful, Relaxed,
Serene, Fearful, Tense, Tranquil, and Vigorous.

We have used data mining techniques to prepare our data for analysis. So, firstly we
prepared a ‘.csv’ file in which containing all forty-one emotions with the answers on a
Likert scale (i.e., strongly agree, agree, non-agree neither disagree, disagree, strongly
disagree) about [pre, post]-hackathon. We have considered the sum of the answers agree
and strongly agree as well as disagree and strongly disagree, discarding the neutral
answers once they were not coming up any novelty concerned the participant’s emo-
tions. Secondly, we loaded the ‘.csv’ files into the Orange data mining tool, splitting the
data in four combinations of flows as follows: pre-agree vs. post-agree; pre-agree vs.
pre-disagree; pre-disagree vs. post-disagree; post-agree vs. post-disagree. Below, we
show four flows executed according to the data set combinations (see Fig. 1).

Thirdly, we execute the four flows using the k-Means algorithm to find out emotion
clusters and the Interactive k-Means to remove the outliers. Based on our data set, the
k-Means step suggested to us automatically a quantity of four clusters. We have run the
k-Means algorithm over four combinations of our data set. Finally, we plotted a
multidimensional scaling to discover the clusters based on those combinations. We did
not observe any difference between the four combinations, i.e., the clusters of emotions
were the same in all of our data sets. The clusters resulted in our four data sets are
presented in Fig. 2 (a, b, c, d).

Fig. 1. Clusters implementation to analyze the answers based on pre-agree, post-agree, pre-
disagree, and post-disagree.
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Thanks to the clusters, we classified the emotions in four categories based on
[25, 54] (see Table 1).

Finally, we calculated the percentual of each category of emotion experienced by
the participants, in which they reported to us what kind of emotions they were feeling
(pre-agree) or not feeling (pre-disagree) at the beginning of the hackathon as well as at
the end of the event – post-agree and post-disagree (see Fig. 3).

Fig. 2. Clusters of emotions based on four data sets of pre-agree, post-agree, pre-disagree, and
post-disagree answers.

Table 1. The categories of the emotions experienced by the participants of the hackathon.

Category Emotions

Opportunity Alert, Loving, Anxious, Comfortable, Dynamic, Willing, In love, Active,
Calm, Full of energy, Hopeful, Strong, Optimistic, Relaxed, Serene, Quiet,
Vigorous

Joy Excited, Funny, Enthusiastic, Motivated, Inspired, Determined, Happy,
Thankful, Patient, Proud, Happy

Fear Tired, Distressed, Fearful, Tense, Worried, Nervous, Restless
Dominance Humiliated, Bothered, Irritated, Frightened, Disturbed, Spiteful
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We observed that most of the participants were experiencing positive emotions
represented by Opportunity and Joy categories. We also observed that, despite a tiny
increase in the negative emotions (1% in category Dominance), there was a curiously
gain of positive emotions. In this way, the data lead us to reflect that the hackathons
bring in most of the participant’s positive emotions even at the end in which the teams
are tired. Therefore, such emotions leverage the participants’ chances of sharing their
knowledge, as well as acquiring and using it, enhancing individual learning, engage-
ment, creativity, and innovative solutions before the challenge.

4.2 Results Based on Interviews and Observations

To identify knowledge management in the hackathon, we interviewed post-event eight
participants from different teams, i.e., immediately after team presentations. Our results
were considerably remarkable once it reinforced our quantitative results presented
previously.

During the interviews, when asked regarding previous knowledge and how they
handle that in the event, the participants reported us that they brought their individual
experience to combine with new knowledge acquired during team discussions. They
reinforced that the new knowledge provided to them a sustainable and competitive
advantage for the problem solve all long of the hackathon. In this context, the
‘Interviewee A’ quoted a previous experience, as observed below.

“Even being my first year at the university, I’ve already applied some of my knowledge that I
have brought from my personal experiences to the hackathon.” (Interviewee A, 21/10/2018).
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Fig. 3. Categories of emotions experienced by the participants.
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“You know, through my previous experience, I contributed to my team in different sort of
discussion. It’s nice because I improved my knowledge regarding astronomy since we discuss
the universe stuff.” (Interviewee B, 21/10/2018).

In this way, we observed that interviewee A able to apply the knowledge acquired
during the first University year in a proper solution and share the knowledge with the
team. On the other hand, group discussions made interviewee B gain considerable
knowledge concerning astronomy. The interviewee ‘C’ reported to us regarding work
in the software development area and applied this knowledge to design solutions in the
hackathon.

“I already work in IT area, and I applied my design and prototype knowledge for a good
solution in my team. I helped them [the team] promptly.” (Interviewee C, 21/10/2018).

Those quotes represent how relevant is the hackathons and how these events are
linked with the processes od knowledge creation, sharing, and application. It is obvious
apparently, but observing the event under the KM processes perspective is possible to
get innovative insights and stimulate creative solutions skills for the participants both
inside or outside of the event. On the other hand, we have missed the knowledge store
process, relevant to the registration of the knowledge and solutions. We observed teams
registering the solutions through knowledge products (i.e., software artifacts such as
diagrams and code). Although we observed physical registration like post-it and notes,
at the end of the event, the teams got rid of that material. This observation saddened us
since this kind of knowledge produced during hard 24 h could be used in future
projects or hackathons or even could be used by the organizers to improve the next
hackathons.

During the interviews, some participants reported several cases of team members’
conflict. Those conflicts comprise different proposals to solve hackathon challenges and
to decide what proposal was ‘the best’ one. The interviewee also reported how they
solved such conflicts, as shown in the quote below.

“I had several ideas, but each team member suggested different ideas, […] that conflict dis-
couraged me.” (Interviewee F, 21/10/2018).

“There was no disagreement in our team, each one of us arrived with three proposals, and we
were tapering them considering positive and negative points. We discussed each one of those
proposals, and we ranked those that would be most interesting until we reached an agreement of
the team members.” (Interviewee B, 21/10/2018).

“There were many different opinions to define the project, so we decided to take place a ‘vote
system’ to support our decision.” (Interviewee C, 21/10/2018).

“[…] we haven’t problems [conflict] with the idea but concerned the technology to use. I know
Java and my colleagues would like Python […] However, I saw an opportunity to learn Python”
(Interviewee D, 21/10/2018).

Two most observed type of conflicts was regarding different project ideas and
technologies to use. Those conflicts referred to divergences of opinion occurred during
the solution design, i.e., when the teams are discussing the hackathon challenge and the
tech to use. Most important than ideas and the tech was the path that the team members
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found out to solve those conflicts and further not discourage the team members – as
quoted interviewee ‘F’. Even though the conflict established in the team of intervie-
wees ‘B’, ‘C’, and ‘D’, they had the maturity to figure those conflicts out. While the
team of the interviewee ‘C’ found a democratic path to solve the conflict, the inter-
viewee ‘D’ saw in the conflict the opportunity to knowledge improvement. It is fas-
cinating since we have observed various conflicts at the beginning of the hackathon and
some ‘crisis’ among the team members.

Moreover, the solution of the interviewee B team seemed more appropriate once
they ranked positive and negative points of each proposal. Our further observations
revealed that most of the team formation was not arranged in the event, i.e., the teams
came to the hackathon already formed. We also observed just three people who came
alone to find a team. So, conflicts may occur due to the degree of friendship between
the teams, or because one team member wants to show more knowledge than the others
to see the idea implemented satisfying the ego.

We know that each hackathon provides means to individuals learning about the
challenge, solution, interpersonal relationship, and tech. Individual learning is the base
of the knowledge once it mixes experience and learning. The learning is visible by the
participants as well as they may see knowledge application. Learning is visible by the
participants as well as they may see knowledge application. The quotes below show
how interviewees ‘E’, ‘G’, and ‘F’ learned in terms of interaction.

“In this hackathon, I have learned a lot how to work in the team and interpersonal relationships
because my team members had different points of view concerned the challenge. Hackathon is
an amazing event” (Interviewee E, 21/10/2018).

“I felt an evolved of my interaction skills in this hackathon because I have negotiated solutions
with my team. I’m proud of me for this because I really learned it [negotiation]” (Interviewee G,
21/10/2018).

“I have learned useful things in this hackathon to be practiced out of here and in my life, such as
interpersonal relationships, technology skills, and fair play” (Interviewee F, 21/10/2018).

We observed the participants learning new matters in the hackathon. Interpersonal
relationships paid our attention since, even the teams having a strong friendship bond,
they had conflicts and learned to manage it. So, hackathons bring people to accomplish
a challenge pushing the participants out and requiring skills such as interpersonal
relationships. It shows us the teams executing the knowledge sharing process and the
knowledge acquisition process.

At the beginning of the hackathon, the participant has demonstrated positive
emotions and such as joy, motivation, happiness. Although our quantitative data have
not demonstrated, after several hours in the event, the participants are before some
negative emotions. Nonetheless, our research is a novel in the context of identifying the
participant’s [post, pre]-emotions in the hackathons. This verification is relevant so that
the organizers could outline some strategies regarding the event to reduce the conflicts
and keep positive emotions. So, when it comes to emotions, the interviewees ‘A’, ‘C’
and ‘F’ revealed some negative of them, such as tiredness.
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“The hackathon was a lot of fun and the motivating environment, but after several hours here, it
gets very tiring” (Interviewee A, 21/10/2018).

“There were disagreements in our team, I think because of tiredness […]” (Interviewee C,
21/10/2018).

“I’m feeling [emotion] pleased to be here [in the hackathon]. However, now I’m tired because
I’m in the event since it started [twelve-hours ago]” (Interviewee F, 21/10/2018).

In this sense, 24 h of ‘keeping push’ the intellectual work cause mental and
physical tiredness in which is a trigger to other negative emotions. For instance, we
observed two of 20 teams giving up the event after 12 h. Moreover, we observed some
team members giving up of the hackathon after 16 h. When we asked why the teams
and members gave up, they told us tiredness. So, our data suggested interesting find-
ings, revealing four factors to be thinking for hackathons as follows: knowledge pro-
cess, solving conflicts, individual learning, and experienced emotions. We discuss
those findings deeply in the next section.

5 Discussion

Looking at this global hackathon closely, we empirical insights based on the literature
to aid organizers manage future events leveraging KM. It is relevant since KM provides
a set of processes capable of improving innovation and creativity, which should
improve the solutions to the challenges. Following, we present our four factors in
which impacts in KM leverage.

Knowledge Process. Looking at our empirical material closely, we observe the fol-
lowing knowledge management processes: creation, acquiring, sharing, storage, and
use [5, 15, 16]. Knowledge use occurs through knowledge acquired and stored is
shared among team members obeying a KM cycle [4] SECI model. The team members
perform socialization, which provides knowledge creation through their interaction
(tacit to tacit), creating knowledge sharing. Externalization is the design and discussion
of the solution of the challenge through schemas, graphs, diagrams, or texts (implicit to
explicit), creating knowledge storage. Internalization, whereas team members under-
stand the answer (explicit to implicit) creating knowledge acquiring; and, finally, the
combination in which team members can use previous experience with new acquire
knowledge to propose solutions to hackathon’s challenge (explicit to explicit) creating
knowledge use. So, in hackathons, the individual’s tacit knowledge is the leading way
to solve the problems once the essence of problem-solving, innovative suggestions,
creativity, design, analysis, and project management is based on more implicit, rather
than explicit knowledge. In this sense, the hackathon organizers must rethink the ways
to potentialize knowledge application to stimulate creativity and, consequently,
knowledge creation, problem-solving, and innovation. They must offer pre-events such
as workshops, training, mentoring, and so on. The NASA hackathon suggests a pre-
event, namely boot camp. The boot camp intends to ‘equalize’ team members’
knowledge to figure out the challenge with innovative solutions. We have observed
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different kinds of hackathons in our region; however, the hackathons which do not
provide pre-events end up less innovative products than those which do.

Solving Conflicts. Team members’ disagreements are frequent mainly over a creative
process when a person wants his idea to overlap others. This kind of dispute results in
lowered creativity [36]. When we look at the conflicts deeply, we observe that those are
relevant to the hackathon’s organizers since they improve the solution quality. So, the
organizers should collect information regarding conflicts among team members during
the event in different moments, such as the beginning and middle, once it involves
different emotions of the participants. It concerns to learn more about discussions and
organize means to support teams to figure their conflict out in the hackathons’ event.
A possibility to avoid team conflict is offering lectures to the participants regarding
interpersonal relationships within the pre-event. Those lectures should be conducted by
inviting psychology professionals and students in which would present techniques of
conflict solving.

Individual Learning. We observed that all respondents reported that a hackathon is an
event in which it facilitates learning practically and interactively. This solid form refers
to the fact that such projects are elaborated and executed during the same period of the
event. Furthermore, the interactive way can be related to the socialization that the event
provides among the participants. Once hackathons are events of challenges based on
basic functionalities due to the short time of the event, [41] highlights that the indi-
vidual learning project is one that has a specific time, seeking to teach something
relevant from the project and interaction with the team. Working on a project, the
individuals might learn in practice, internalizing their knowledge [5]. Thus, hackathons
bring a constructivist approach in which aligned to different personal or work contexts
[43]. So, the hackathon’s organizers should stimulate individual learning in hackathons
offering online courses, tutorials, and materials before the hackathon begins to afford
creative insights for the participants.

Experienced Emotions. The participants experienced different emotions, some of them
positive (i.e., joy and opportunity) [21, 26] in contrast with dominance and fear.
According to [21, 26], the effects of positive emotions share the capacity to enlarge
people’s momentary repertoires and create their enduring personal resources, from
physical and intellectual resources to social and psychological resources. Positive
emotions occur when positive changes are perceived, significantly improving a situa-
tion [24]. The positive emotions reflect how much a person feels enthusiastic, active,
and alert, being a state of high energy, total concentration, and pleasurable engagement
[27]. Also, the other participant highlighted the happiness of attending the event.

However, the hackathons closely, we observed the motivation and engagement of
the participants. On the other hand, we found tiredness and discouragement. Despite an
environment all prepared and conducive to creativity, we noted some team members
are giving up their participation in the hackathon. Unfortunately, we have not inter-
viewed the members who gave up on the event, but we interviewed some of their team
members in which reported us some motivations for the withdrawal of its members,
namely tiredness, discouraged, and afraid to be ashamed of the proposed solution
during the pitches.
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Based on this kind of behavior, we should rethink the hackathon’s design, trying to
avoid those negative emotions (i.e., tiredness, discouraged, and afraid). Hackathons’
organizers should reduce twenty-four hours to twelve-hours proposing short challenges
in a format of mini-hackathons like mini-marathons. Secondly, take place the hacka-
thons during daylight, e.g., three days of eight-hours-day. Finally, allow some mem-
bers, particularly those who feel more tiring, might participate virtually.

Therefore, our findings pointed out that the hackathon’s organizers should rethink
the design of the hackathons considering four factors. The first category, knowledge
process, shows that the hackathon takes place a KM cycle, which converts knowledge
tacit to explicit and vice-versa, providing the store and use of hackathons knowledge
for future events. The second category, solving conflicts, show a fragility of the team
members to handle the clash of ideas and how this is detrimental to the team’s cre-
ativity and coexistence during the event most of the time discourage the team members
from continuing the challenges. The third category brought to us how individual
learning is essential to and should be stimulated before the event to improve the
solutions to afford ideas and creativity to the participants. Finally, the fourth category,
namely experienced emotions, show how relevant is the feelings of the individuals
during the event and how the tiredness can be unfavorable to solve the challenges given
in the hackathon. Moreover, our contribution could be tested within tech (or non-tech)
companies through internal hackathons or even new projects. Table 2 summarizes our
findings of this research.

5.1 Study Limitations

Although we investigated a global hackathon, we limited in just one venue. It might
create a bias in the analysis of our empirical data. So, we encourage researchers to
investigate those four factors in different venues or even hackathons to improve our
understanding of the relation between KM and this sort of event. Moreover, we did not

Table 2. Summarizing the research findings.

Finding Strategy

Knowledge
process

To potentialize problem-solving, innovation, and the creativity of the
participants. A pre-event should offer workshops, training, and mentoring
regarding knowledge management tools and practices

Solving conflicts Gather information regarding conflicts that occurred within team
members to try to avoid conflicts. Offer in pre-event courses or lectures
concerning the interpersonal relationship

Individual
learning

Stimulate individual learning before the event through online courses,
mentoring, and knowledge database (i.e., wiki, yammer)

Experienced
emotions

Try to avoid tiredness and negative emotions rethinking about the period
of the event, maybe reducing from twenty-four hours to twelve-hours
offering short challenges (e.g., mini-hackathon). Alternatively, take place
the event during daylight (e.g., three days during eight-hours by day).
Finally, allow members who feel tiring to continue its participation from
home, i.e., virtually
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analyze the emotions of the participants closely. Finally, for the future works, we
intend to improve our understanding of positive and negative emotions and how
organizers should stimulate positive to avoid the negative ones.

6 Conclusion

This paper presented the findings of an international hackathon to help its organizers
rethink their strategies to leverage KM, aiming to stimulate innovation and creativity to
solve the proposed challenge. To this end, we conductedmixed through a questionnaire –
regarding participants’ emotions and interviews conducted post-event. Moreover, we
observed the participants in the event for 24 h visiting different teams and taking notes.
The results pointed out that organizers should consider strategies for improving knowl-
edge application, conflict resolution, individual learning, and emotions experienced
during the [pre, post]-event. In this way, our findings pointed out four factors in which
should be considered to rethink the strategies of the hackathon to leverage KM and,
consequently, innovation and creativity in this sort of event as follows: knowledge pro-
cess, solving conflicts, individual learning, and experienced emotions.
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Abstract. Studying territorial knowledge can increase decision-makers’ infor-
mation when considering sustainable development implementation. Enterprises
consider territorial resources in terms of sustainability when selecting a location.
This paper proposes a territorial ontology to help the enterprise and organiza-
tions to capture the territorial resources when they want to integrate these
resources into their activities for sustainable development. This application
ontology tested in three organization of sustainable development to validate the
usability of it. These tests validate that territorial application ontology enhances
strategic decision making for sustainability. Moreover, the ontology of the
domain of DOKT, as a guide, provides to capture the territorial knowledge of
every geographic territory. Also, this paper suggests ongoing research for
visualization of territorial knowledge on the site for the usage of all enterprises
and organizations.

Keywords: Territorial knowledge � DOTK � Sustainable development �
Enterprises

1 Introduction

Regarding the increasing role of sustainability, implementation of sustainability is often
difficult because of poor communication between experts from different academic
fields. Moreover, enterprises need to integrate sustainability into their activities for
sustainable development goals [21]. In the literature review and in consulting with
sustainable development’s organization, lack of territorial knowledge is distinguished
as the main problem for improving the sustainability within enterprises. So, it needs to
capture and represent territorial knowledge. Thus, Ontology can facilitate information
sharing and exchange in the various engineering domains by providing concept
structures and clarifications that make explicit and precise important notions. There-
fore, a descriptive ontology of territorial knowledge (DOTK) modeled to prepare a
model for capturing the intangible and tangible resources of each geographic territory
[9]. DOTK aims to provide territorial resources for the needs of sustainable develop-
ment organizations and enterprises.
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This research is centered on sustainable development’s organization embedded in a
territory whining 5 dimensions (5D) of sustainability. Sustainability with 5 dimensions
has been adapted with the environmental, social, economic, political sphere, and ter-
ritorial dimensions [13]. Three-use cases scenario is defined about the usability of
DOTK in cooperation with top-managers of organization. These use cases clarify how
DOTK ontology can use by these organizations to help the sustainable development of
enterprises. To validate of usability of these scenarios, application ontology is defined
by DOTK. Thus, application ontology is extracted the intangible and tangible resources
of Troyes city in France that these organizations located in this geographic territory.
The aim is to demonstrate the usability of DOTK for extracting territorial resources for
sustainable development objectives within industries. Territorial resources of Troyes
are extracted by the essence and meaning of concepts of DOTK that show the usability
of DOTK to explore the resources of each geographic territory.

Extracted territorial resources by application ontology of territorial are validated by
Top-manger of sustainable development organizations that provide the resources for
them to make a sustainable decision at the strategic level.

This paper proposes the visualization of DOTK on the website to use it by every
enterprise or organization in every geographic territory. The different methods of
visualization discuss and one method is selected to visualize DOTK. The first phase of
visualization is the realization of the visualization that is performed. The second phase
is the development of the site that is ongoing work.

2 Implementation of Sustainable Development Within
Industries

The growing attention given to sustainable development is encouraging companies to
integrate sustainable issues into their activities. To increase the performance of this
integration, some literature points out that sustainable aspects should be embedded at
all corporate hierarchical levels, from global strategic decisions by top management,
through planning and organization by tactical management, to daily engineering and
production activities of the operational area [21].

Sustainability issues affect every component from individuals to regional and
global organizations: major ecological or social crises are due to natural resource
overconsumption and rising inequality at both local and global scales [1]. Sustainability
is a system property; therefore products, services, technology or organization cannot be
sustainable on their own but may be elements of sustainable systems [14]. Therefore,
sustainable strategy cannot be considered an independent issue: it must be integrated
into corporate global development strategy. This integration needs to support sus-
tainable goals to be in line with other existing global corporate tendencies and con-
straints. To do so, the company needs to carefully and reasonably break down
“sustainability” into several actions or attributes to help its comprehension [15]. Social,
ecological, economic, territorial and governance dimensions of sustainability are
explored and a set of sustainability principles are integrated into an industrial organi-
zational governance [1].
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It focuses sustainability objectives on human development (social sphere). The
environment is considered as the limiting factor for anthropic activity (ecological
sphere). The economic sphere is investigated as a mean (not a goal), which enables the
realization of social objectives with respect to ecological boundaries. The political
sphere has to define development guidelines and must be strong enough to take
precedence over economic actors. The political sphere is addressed as the place for
public debate and long-term societal orientation and decision-making. In fact, public
policies are the only legitimate way to define public interest and the common good;
consequently, they must coordinate sustainable industrial strategies and expectations
from civil society [7]. The territorial dimension should also be taken into account,
adapting global policy to local specificities to develop appropriate solutions. Over and
above its administrative boundaries, a territory is an evolving and complex combina-
tion of a set of actors and the geographical space that these actors use, landscape and
manage [18]. Moreover, ‘Territory’ is studied as a value creation network where tan-
gible and intangible resources flow [1]. Therefore, it’s need to depth understanding of
structure of territory for sustainable objective by industrial organization to integrate
territorial resources to their activities. So, in the following sub- section, importance of
industrial organization for implementation of sustainable development is explained.

2.1 Industrial Organization for Integration of Sustainability

The integration of sustainability can be improved by developing a coherent and sys-
tematic approach between strategic, tactical, and operational levels. Sustainable inte-
gration could be improved by better cooperative circulation between the different
company levels (strategic, tactical, and operational). The strategic level assists “top
managers” who define the corporate strategic goals that will create multi-values for all
stakeholders. In order to respond to strategic goals, the tactical level analyzes and
organizes the corporate material and immaterial resources (for example cost, knowl-
edge, human resource, relationship with stakeholders, or organization.) and develops an
efficient and implementable roadmap. This matches the strategic goals with specific
technological solutions and identifies related “activity tables/chains” to help meet these
goals. Lastly, the operational level supports the deployment of the process in the
company in accordance with the tactics (and tools) chosen [21]. So, strategy and
tactical level within the industry have the main role to organize and integrate the
material and immaterial resources for sustainability. These material and immaterial
resources are territorial resources as defined.

The strategies aim at facilitating exchanges of tangible or intangible resources
between actors of a local network in order to create value for both the companies and
the territory. Organizational innovation has come to be a key factor for a company and
its stakeholders in a changing, competitive, and constrained environment [2]. More-
over, governance principles in order to facilitate coordination between political, terri-
torial, and company spheres are needed [1].
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The necessary coordination between these three organizational levels supports by
the three principles for sustainable governance proposed by [6]: capability, proximity,
and participatory democracy. Participatory Democracy aims to build a balance between
individual preferences and the common interest in meeting the challenges of sustain-
able development. This reconciles company and social expectations. Capability/
empowerment aims to maintain and develop the capacity of organizations/individuals
to meet their own expectations. Proximity aims to bring together the decision-making
level and the level impacted by the decision. So, the organizational level in industries
has a significant role to coordinate between political, territorial, and company sphere. In
addition, it can help the integration of tangible and intangible resources of territory
within the industrial organization for sustainable goals.

2.2 Necessity of Territorial Knowledge for Sustainability

French public policymakers as a promising both economic and social value creation
consider territorial competitiveness. Companies consider territorial specificities when
selecting a location (e.g. low production costs, highly qualified labor pool) from a
utilitarian perspective. Allais (2015) at her research encourage the companies to con-
sider territory as a value creation network and integrate these latent territorial resources
into the product development process to create value for both the company and its
territory from a sustainable perspective [2]. In fact, he demonstrated from industrial
cases that integration of tangibles and intangible territorial resources into the product
design process adds value for the customer, the company, and its territory. Moreover,
Allais (2015) aids industrial companies to both explore the use of latent resources from
their territory and to their responsibility facing their stakeholders in a sustainable
perspective [2].

In another research by Zhang et al. (2013), better circulation between the different
organizational functions in a company is considered to show the improvement of the
integration of sustainable issues [21]. Moreover, studying a product’s environmental
impact on an interacted territory’s environmental statues can increase decision maker’s
information when considering design for sustainability [19].

There are different sustainable development organizations in Troyes city in France
that implement the sustainable development for companies according to territorial
resources of this city. Troyes is the capital of the department of Aube in north central of
France and Textile companies’ production is a popular clothing brand as the economy
of this city.

These organizations are: Troyes Champagne Métropole (TCM), Biogaz vallée and
Business Sud Champagne (BSC). The organizations are presented in Table 1.
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During of interviews with top-mangers of these organizations, they clarified about
the needs of territorial resources as territorial knowledge to use them for implemen-
tation of sustainable development within companies. For example, there are the
enterprises in Troyes that don’t have enough knowledge about the territorial resources
for implementation sustainable development within their enterprises. Another example
is related to the enterprises that are intended to transfer their companies to Troyes. But
they don’t know about the exiting territorial resources in Troyes. So, they request from
these organizations to implement the sustainable development in their company.
Therefore, these organizations need to know about the types of existing territorial
resources to present them to these enterprises.

In addition, TCM presented an example about the integrating of territorial
knowledge in their projects for urban transport in Troyes (TCAT). TCM is pointed the
problem for capturing of knowledge about all of existing and non- existing territorial
resources in Troyes to implement the sustainable development in TCAT’s projects.
Because TCM helps the TCAT in different social, economic and environmental pro-
jects. While, it is necessary to know which types of these resources can help it in their
project. So, TCM need to know about geographical, human, economic and political
capital of Troyes in order to integrate these resources in the project of TCAT. So, the
general question for the enterprises and organizations is: which types of territorial
resources do exist?

There are somany researches about the territory that didn’t consider the capturing and
representation of territorial resources. Therefore, it can be concluded that it should capture
and make explicit the territorial resources because, at first, there are not enough knowl-
edge about all of existing territorial resources for sustainable development and, secondly,
identification of territorial resources facilitates to make a decision for sustainability.

Table 1. Presentation of organizations of sustainable developments.

Organizations Troyes Champagne
Métroploe (TCM)

Business Sud
Champagne (BSC)

Boigaz Vallée

Sector Sustainable development
of municipalities and
communities

Is the new economic
development agency of
the Aube

An organization that it is
open to all players,
national and
international, to advance
the biogas sector by
creating value in the
territories, in France

Activity and
missions

Economic development
in industrial area,
Landscaping, Social
balance of housing, City
policy, Environment and
sustainable development

The promotion of the
territory, Business
prospecting, Support for
strategic businesses,
ensuring the operational
implementation of the
strategic action plan,
enhance the
attractiveness of the
territory

Accelerate the
connection and
networking, Share best
practices to promote
sustainability, Facilitate
access to financing,
Develop the creation of
skilled industrial jobs,
Stimulate innovation
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So, interviews with these organizations and literature review show that there is not
enough knowledge about the territory’s features, its environment and their integrity for
implementation of sustainable development. They are barriers to search a possible
concept and knowledge in order to improve the sustainable objective of local and
regional companies. Moreover, it wasn’t identified which type of territorial resources
affect the sustainable development of industrial companies. So, the following research
questions are extracted to answer the research problem and needs of organizations for
implementation of sustainable development:

1. Which type of territorial Knowledge affects the sustainability’s goal of industrial
companies?

2. How represent and share this knowledge for sustainability’s objective within
industrial companies?

3. Territorial knowledge helps which level of hierarchical corporate level for sus-
tainable development?

So, it is need to find a tool to capture the territorial knowledge. It is assumed to
represent this knowledge by ontology. In other words, territorial ontology can facilitate
territorial knowledge sharing and justify the resources of territory for implementation
of sustainable development within industries. Moreover, territorial ontology can pre-
sent to these organizations to provide the answer for these research questions and their
needs through the usability of this ontology in their activities for sustainable
development.

The aim is helping the companies’ hierarchical levels in order to increase their
knowledge about their territorial resources to integrate this knowledge into their
activities for sustainable development goal and especially, the decision making of
hierarchical level to create the value for human in regard to existing territorial
knowledge. In the following section, the methodology for modeling a territorial
ontology introduces.

3 Methodology

Ontology is a suitable method for the representation of dispersed knowledge of tangible
and intangible resources of the territory. Ontology is a formal, explicit specification of a
shared conceptualization. So, it provides a common understanding of a domain that can
be communicated between people and the application system [12]. Moreover, ontology
can explicit the assumptions and analyze the domain knowledge [20]. Territorial
knowledge’s ontology is a tool to manage territorial resources and facilitate the con-
sideration of the complex relationships among different types of territorial knowledge
to make the decision toward sustainability.

Therefore, some necessary principles for constructing of territorial ontology are
needed. The first principle for modeling ontology is issues of knowledge representation
to complete the definitions for the categories of objects by descriptive knowledge. So,
Normalizing helps the use of notions and agreement on the meaning of notions by their
explicit descriptions. The second principle is normalizing by necessary and sufficient
conditions. A usual way of normalizing the descriptive knowledge consists of the
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stating of necessary relations between notions. So, the normalizing condition makes the
explicit distance between the intentional definition of a type and its extension. So, the
knowledge normalization must be carried out to assign the complete definitions of
types. The last principle is characterizing the essential and taxonomy. The essence of
notions should capture by assigning the definitions of notions and their essential
properties. Thus, the types are defined by deciding the essential characteristics to build
the ontology of the domain. Also, the meaning of properties must be understood
through its positions in the ontology [3, 5, 10].

Therefore, the methodology for modeling ontology of territorial knowledge
according to the mentioned principles is:

1. The taxonomy of elements of territorial knowledge. This taxonomy is made
according to four categories of geographical, human, economic, and political cap-
ital. Also, their sub-elements are identified in regard to five dimensions of sus-
tainability [8].

2. The second step is the normalizing of these elements based on the foundational
ontology of DOLCE (Descriptive Ontology for Linguistic and Cognitive Engi-
neering) [14] which extracted their basic meaning [9].

3. Finally, the ontology of territorial knowledge is modeled [9].

4 Ontology of Territorial Knowledge

Characterizing the ontological taxonomy of territorial knowledge is made according to
the essence of notions and basic meaning of DOLCE ontology [4] that help to
understand the meaning of territorial knowledge’s concepts through its position in the
ontology. So, a Descriptive Ontology for Territorial Knowledge (DOTK) according to
the mentioned methodology is modeled [10] as can be seen in Fig. 1. DOTK has three
main top entities such as endurant, perdurant, and abstract.

Endurants are wholly present in which they exist and mainly as a physical object. In
other words, they are physical and non- physical, according to whether they have
entities with spatial qualities or not. Perdurants just extend in time by accumulating
different temporal parts, so that, at any time they are present, they are only partially
present, in the sense that some of their proper temporal parts (e.g., their previous or
future phases) maybe not present such as event and processes. Abstracts are entities that
exist neither in time nor in space. In fact, abstracts do not have spatial or temporal
qualities such as fact and attribute [14].

DOTK identifies the meaning and why reasoning of the element of territorial
knowledge. In other words, the essence of each territorial element can follow in DOTK
to understand its meaning. So, DOTK provides more details about the intention of
territorial knowledge taxonomy. Moreover, DOTK is a guide for the identification of
resources of a specific territory. Entities of DOTK assist to extract the resources of the
territory. So, in this way, application ontology is made that the identified resources can
help the hierarchical levels of industries for sustainable development goals.
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Fig. 1. Hierarchy class of DOTK [10].
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Moreover, DOTK provides a response to the first and second research questions. In
fact, types of territorial knowledge are identified by DOTK [8]. Moreover, DOTK gives
the answer to the second research question. It explicates the essence of concepts of
territorial knowledge for actors of hierarchical level of companies and helps their
communications for sustainable development [9].

5 Usability of DOTK for Implementation of Sustainable
Development by Organization

In order to understand how DOTK can help the organization for the implementation of
sustainable development, three use cases are defined. In fact, the aim is to demonstrate
how organizations can use DOTK in their works for sustainable development.

Two use cases for DOTK of Troyes is discussed during of interview with Business
Sud Champagne (BSC). These two use cases can assist the companies in the imple-
mentation of sustainable development by BSC through the identification of territorial
resources by DOTK. So, these two use cases of BSC consist:

1. The enterprises that demand from BSC for implementation of sustainable
development.

2. The organization that search the enterprises for the implementation of sustainable
development

3. Moreover, Troyes Champagne Métropole (TCM) relates another use case to the
urban transport in Troyes (TCAT).

Also, these use cases can find the answer to the third research question.

5.1 Use Case 1: The Enterprises that Demand from BSC
for Implementation of Sustainable Development

There are the enterprises in Troyes that they request from the BSC for implementing
sustainable development in its company. So, the following steps show the imple-
mentation of sustainable development by BSC as is shown in Fig. 2:

1. In the first step, the BSC considers the company’s needs. In other words, the first
step is the analysis of needs.

2. At the second step, BSC need to consider the requires of the company according to
the existing territorial resources.

3. So, at the third step, BSC can develop or find the resources of Troyes by DOTK
through the essence and meaning of entities of DOTK to answer the needs of the
enterprise for sustainable development. Therefore, the application ontology of
DOTK of Troyes (DOTK of Troyes) should model to provide the territorial
resources of Troyes (development of application ontology is explained in Sect. 6).
So, in this way, the BSC can find the resources or one alternative solution to
respond to the demand of the enterprise.
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So, it is clarified how the BSC uses the application ontology of DOTK of Troyes
for executing sustainable development in different projects of companies. Therefore,
BSC by this application could aid the decision making for sustainable development
within companies. The sequence model this use case is demonstrated in Fig. 3.

5.2 Use Case 2: The Organization that Search the Enterprises
for Implementation of Sustainable Development

BSC, also, searches the other companies in the other geographical territory to transfer
them to Troyes and help them for implementing sustainable development. The scenario
of this use case explains below and it is demonstrated in Fig. 4.

1. At first, BSC needs to consider all of the existing territorial resources in DOTK of
Troyes.

2. In the second step, the BSC searches the enterprises that can be interested in these
territorial resources in a particular domain.

Enterprise Contact with organization 
for implementation in the 

territory

Expert of organization

DOTK ontology of Troyes

Study for 
implementation within 

enterprise

Fig. 2. Scenario of use case 1.

Enterprise Organization Expert of organization DOTK ontology of Troyes

Demand for implementation of 
sustainable development Demand from experts within 

organization to consider the 
requirement of enterprise Analysis of needs of enterprise

Resources ( human, geography, politic),
Means ( economy, geography, rules, 
societies, intellectual, culture, skill, 
behavior et etc.)

Study by
expert 

Response according to requirements, resources and  means of territory

Fig. 3. Sequence model of use case 1 [11].
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For example, the park logistics of Troyes is one of the territorial resources that are
mentioned in the DOTK of Troyes. There are the sub-resources and clear objectives for
the park logistic of Troyes that is clarified by DOTK of Troyes. Thus, BSC can present
the existing resources of logistics to the companies that want to transfer to Troyes.
Therefore, DOTK can facilitate the presentation of resources, and then, the BSC can
prepare the report for the companies based on the existing resources to bring the
enterprises in Troyes (Fig. 5).

Therefore, in this way, BSC can help the implementation of sustainable develop-
ment and decision making of the strategic level of enterprises for their transformation to
Troyes. Figure 6 shows the sequence model of the scenario of use case 2.

Enterprises

Organization

DOTK ontology of Troyes

Search the enterprises 

Study the resources 
and means of 

territory

Contact with 
enterprises to present 

the resources & means

Fig. 4. Scenario of use case 2.

EnterprisesOrganization of sustainable 
development

DOTK ontology of Troyes

Consideration the needs of enterprise  

Contact with enterprises (resources, means)

Consultation of resources ( human, geography, 
politic), Means ( economy, geography, rules, 
societies, intellectual, culture, skill, behavior et 
etc.)

Search the 
enterprises

Response: what it is needed

Response according to requirements, resources and  means of territory

Study by 
experts for 

implementation

Fig. 5. Sequence model of use case 2.
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5.3 Use Case 3: Usage of DOTK of Troyes for TCAT

As mentioned, TCAT cooperates with TCM to apply the global travel policy in Troyes.
TCM implements sustainable development for a different project of TCAT in the
following steps.

1. In the first step, TCM considers what TCAT needs for its project.
2. In the second step, TCM searches the existing and non-existing territorial resources

in DOTK of Troyes about the project of TCAT.

Then, TCM develops the resources for the improvement of the project of TCAT.
Therefore, DOTK of Troyes helps the TCM to analyze the real resources, real needs,
and develop the resources for its project of sustainable development. These steps are
shown in Fig. 6.

Therefore, resources of DOTK of Troyes in the project of TCAT cover the three
dimensions of sustainable development (social, economic and environmental) because
there are the resources such as culture, behavior, social object, environmental regula-
tion, rules, the quaternary economy in the DOTK which justify the usability of all
dimensions of sustainable development.

It is concluded from three use cases that DOTK of Troyes gives the strategic
development viewpoint to top-managers for implementing sustainable development
within companies. The existing territorial resources of Troyes help the top-manager
during their communication with the strategic and tactical level of the enterprise to
decide for sustainability. It is concluded that DOTK of Troyes could help the decision
making of the strategic and tactic level of companies through the top-mangers of
organizations indirectly.

Organization

DOTK ontology of Troyes

Consider the needs, 
resources and means

Send of needs of 
project

Respond to 
correspond needs 

according to resources 
and means

TCAT

Fig. 6. Scenario of use case 3.
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Besides, providing the DOTK of Troyes for organizations aid them to know the
existing resources of Troyes. In the following section, the methodology for modeling
DOTK of Troyes presents.

6 DOTK of Troyes for Implementation of Sustainable
Development by Organizations

This step aims to make application ontology to show how DOTK provides territorial
resources for organizations and companies. In other words, this application ontology
can be used by organizations in three use cases mentioned. Two phases consider in this
section. The first phase is modeling the application ontology of DOTK to extract the
intangible and tangible resources of the geographical territory of Troyes. The second
phase is a survey interview with mentioned organizations about the usability of
extracted resources of Troyes by DOTK in their activities.

6.1 Phase 1: Modeling an Application Ontology of DOTK (DOTK
of Troyes)

According to the necessity of territorial knowledge for the organizations of sustainable
development in Sect. 2.2 and three defined use cases in Sect. 5, the application
ontology of DOTK is modeled to extract the territorial resources of Troyes. So, this
application ontology helps the mentioned organization to know about the existing and
non-existing resources in Troyes for the implementation of sustainable development
within industries.

The methodology for identifying territorial resources of Troyes is to search in the
Internet websites according to concepts of DOTK. So, each concept of DOTK assists to
find the corresponded territorial resource in Troyes according to its meaning. In this
way, DOTK of Troyes is modeled which is consisting of intangible and tangible
resources of Troyes for the sustainable goal of companies as shown in Fig. 7. The
entities with the blue bolded frame show the resources of Troyes that are extracted by
the concepts of DOTK [9].

So, this ontology provides all resources according to 5 dimensions of sustainability
that can be used by organizations to perform sustainable development within compa-
nies in Troyes. Thus, in the following section, the usability of extracted resources of
Troyes through the survey with top-manager of organization investigates.

6.2 Phase 2: Finding from Survey Interviews with Organizations

In this step, a multiple-choice survey conducted by researchers enabled the evaluation
of DOTK of Troyes. The main goal of the survey was the presentation of territorial
resources of Troyes to understand whether the extracted resources of Troyes by DOTK
are useable for their sustainable development goal or not.
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Fig. 7. Entities of application ontology of DOTK of Troyes [9].
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The interviews were performed with the top-managers of each organization sepa-
rately. The extracted resources of Troyes by DOTK were investigated by the top-
managers. The entities of DOTK were explicated for them because the essence and
meaning of these entities guide them to add other resources of Troyes to the application
ontology of DOTK.

Moreover, it is confirmed by the top-managers that they could find the most of the
resources for the sustainable development of companies in the DOTK of Troyes. SO, it
is justified the usability of the application ontology of DOTK in their works for the
implementation of sustainable development.

The questions of this survey are listed in Table 2 and the answers are presented by
top-mangers.

DOTK of T.royes gives the strategic development viewpoint to top-manager for
implementing sustainable development within companies. The existing territorial
resources of Troyes aid the top-manager during their communication with the strategic
and tactical level of the enterprise to decide for sustainability. It is concluded that
DOTK of Troyes could assist the decision making of the strategic and tactic level of
companies through the top-mangers of organizations indirectly.

Table 2. Survey of interviews with organizations.

Asked questions from top- managers of organizations
Questions Answers

1. Can DOTK help you for sustainable
development?

The extracted resources of Troyes by the
concepts of DOTK can help and they are
confirmed

7. Do the concepts of DOTK and DOTK of
Troyes is explicit?

The essence and meaning of these entities
guide us to add some other resources to the
DOTK of Troyes

8. Does DOTK help to add other elements to
resources of Troyes for sustainable
development?

We can find other resources through the
essence and meaning of entities

9. Do the resources of DOTK of Troyes are
useable in your work for sustainable
development?

We could find the most of entities and
resources for sustainable development of
enterprise in DOTK

10. DOTK helps to which level of
hierarchical level of enterprises?

Aid the strategic and tactic to make a
decision for sustainability

Asked questions by top- managers of organizations
1. Can the DOTK adapt with the demand of
every enterprise for different project?

The nature of entities of DOTK covers the
different essence and meaning of different
territorial resources and it can adapt with
different projects

2. Can the DOTK implement on other case
studies (other geographic territories)?

The essence of elements of DOTK can guide
to search the resources of any geographic
territory and respond to demand of
organizations for sustainable development
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Also, one of the questions of the top-managers was about the adaptability of DOTK
with the demands of companies according to their project for sustainable development.
It was important for them to know whether the concepts of DOTK can be adapted to the
demands of companies for the project of sustainable development in every geographic
territory or not. This question is answered by the nature of the entities of DOTK.
DOTK covers the different essence and meaning of different territorial resources
because it has: (i) has a large scope, (ii) can be highly reused in different modeling
scenarios, (iii) is conceptually well-founded, and (iv) is semantically transparent.

So, these results of the survey conducted to validate the usability of DOTK of
Troyes in activities of sustainable development of these organizations. Moreover, it
was concluded that the DOTK ontology of Troyes could assist the tactical and strategic
levels of companies. Moreover, DOTK ontology can utilize in the scenario of three use
cases, which explained.

7 Visualization of DOTK of Troyes

Visualization of DOTK of Troyes provides the opportunity to put the ontology on the
websites to use directly by companies and organizations. In this way, all companies or
organizations can find the concepts of DOTK and territorial resources of Troyes on the
websites to integrate into their activities for sustainable development. Moreover, it is
not possible to put the DOTK of Troyes on the website as Fig. 7. So, it needs to find a
method for visualization of concepts of DOTK of Troyes.

Data visualization helps to represent a set of complex data in order to make it
understandable graphically. So, several criteria make it possible to separate different
data visualization techniques.

There are 2 different types [16]:

• Quantitative data are data that can be measured and represented in quantities.
• Qualitative data is categorized separately.

• Ordinal qualitative data can be prioritized (for example, the degree of satisfac-
tion of a user is an ordinal).

• Nominal qualitative data describe a name or category and are not a priori uniquely
hierarchical (there is a multitude of ways to represent them hierarchically).
Nominal data are often analyzed by linking them to other types of data [17].

So, the concepts of DOTK are nominal qualitative. Moreover, there are different
types of representation of vitalization such as comparative, hierarchical, relational,
spatial, temporal and textual.

Roughs have been explored in several ways: the nested hierarchical representations,
in the form of Treemaps or Sunburst diagram, which allows to visualize trends
according to categories, as well as more conventional node tree techniques allow us to
highlight the relationships between different classifications and entities. The Sunburst
diagram is a representation of Treemap in a circular form. It maximizes the space
available for each element of territorial resources.
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The implementation has two main stages: the realization of visualizations and the
development of the site. So, it is necessary to find tools and solutions to realize the
graphical representations and to develop the site.

Fig. 8. Circular sunburst diagram of DOTK of Troyes for endurant’s territorial resources.
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Application of RAWgraphs1 as open-source application in the university of tech-
nology of Troyes allows visualizing the concepts of application ontology of DOTK of
Troyes. So, the hierarchical concepts of DOTK of Troyes entered in RAWgraphs.
Then, RAWGraphs generates a raw Sunburst diagram in a vector image format. Fig-
ure 8 shows the circular sunburst diagram of the DOTK ontology of Troyes, which can
be visualized on websites.

RAWgraphs as open-source application in the university of technology of Troyes
allows visualizing the concepts of application ontology of DOTK of Troyes. So, the
hierarchical concepts of DOTK of Troyes entered in RAWgraphs. Then, RAWGraphs
generates a raw Sunburst diagram in a vector image format. Figure 8 shows the circular
sunburst diagram of DOTK ontology of Troyes, which can be visualized on websites.

The next step is the development of the site. It is found from the literature review
that D3.js library can use for the realization of the site because it is an extremely
comprehensive data visualization library and provides the ability to create a table
nesting from a simple table. This step is an ongoing step that allows realizing the
visualization of DOTK of Troyes on the websites.

8 Conclusion

This article lays the foundation for capturing of territorial knowledge to search the
possible concepts for sustainable development of companies. It appears from an
organizational case that the integration of tangible and intangible territorial resources
into their activities helps the better implementation of sustainable development within
companies. Therefore, the strategy for extracting territorial knowledge was adapted
with 5 dimensions (environmental, economic, social, politic and territorial) of sus-
tainability. To support this strategy, it assumes that an ontology can explicit this
territorial knowledge for actors of the organization to integrate this knowledge in their
activities. This proposition aims to support organizations with territorial resources
through ontology. Therefore, three scenarios of usability of the ontology of territorial
knowledge define to supply the needs of organizations and companies for the imple-
mentation of sustainable development. These defined scenarios justify the usability of
DOTK by organizations in their activities and project. Application ontology defines to
prepare the tangible and intangible resources of the territory. This application ontology
provides the territorial resources of Troyes city in France for the organizations of
sustainable development in this city.

The main contribution of this research was the usability of identified territorial
resources in the activities of organizations. Therefore, the second survey interview with
top-mangers of organizations proves the defined scenarios use cases. Also, it is justified
the identified territorial resources by DOTK can help the strategic decision of enter-
prises for sustainability. Also, it is confirmed by the top manager of these organizations
that the essence and meaning of DOTK help them to extract other territorial resources.
Also, DOTK can be used for every geographic territory to identify their resources.

1 http://app.rawgraphs.io/.
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Finally, the different method considers visualizing DOTK on the website. The first
step of visualization is made and the second step for the development of the website is
ongoing research. As future work, this research will be interested to consider how
DOTK can help the operational level of companies.
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Abstract. Food industries are required to face both increasing demand from a
growing population with social development and enhancement of its sustain-
ability. Farm animal welfare has become an important aspect of sustainable
business development, but is still an unfamiliar concept for consumers in Japan,
although Japanese society is under pressure to catch up with global trends.
Researchers have been working around the world to explore consumer behavior
concerning animal welfare in markets, but few such studies have been per-
formed in Japan. In this study, we explored factors influencing consumers’
intention to purchase animal welfare friendly beef products (AWFBP) in Japan,
by considering them as food products purchased involving ethical decision-
making and empathy for beef cattle and farmers. An online questionnaire was
used to identify consumer characteristics and perceived attributes of AWFBP
among 620 consumers in the three largest cities in Japan. Based on the Theory
of Planned Behavior, we found that perception of attributes perceived behavioral
controls, and empathy for beef cattle were likely to influence consumers’
intention to purchase AWFBP.

Keywords: Animal welfare friendly products � The theory of planned
behavior � Consumer intention to purchase � Online questionnaire

1 Introduction

Farm animal welfare (FAW) has been increasing its impacts on stockbreeding and the
food business sector. Japan is known as a market that has paid less concern to this world
trend, and the relevant business standards are seen as risks for market growth. In summer
2021, Japan will host the Olympic and Paralympic Games in Tokyo and other satellite
venues in several other cities. These massive events with global attention have been
expected to be opportunities to raise the standard of FAW as one of their “legacies” in
this island-country in East Asia; however, changes have not met expectations [1].

However, the increasing global attention on FAW as an environmental, social, and
governance indicator for companies in their investment decisions has forced Japanese
food companies to respond to FAW concerns. It will be important to understand
consumers’ behavior in regard to FAW-friendly products for those companies who
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want to succeed in future business. Thus, we explored factors influencing consumers’
intention to purchase animal welfare-friendly beef products (AWFBP).

This paper is an extended version of the paper presented at KMIS2019 [2]. Further
analysis and discussion were made since the conference for this extension. We applied
linear multi-regression analysis (MRA) to explore factors which influenced consumers’
intention to purchase AWFBP, and discussed the possible market implementation to
increase consumers’ intention for the purchase.

1.1 Farm Animal Welfare

The definition of animal welfare (AW) published by the World Organisation for
Animal Health (OIE) is the most accepted worldwide. According to their Terrestrial
Animal Health Code, AW refers to “the physical and mental state of an animal in
relation to the conditions in which it lives and dies.” The OIE’s Terrestrial Code set
“the Five Freedoms” which consist of the following: (1) freedom from hunger or thirst;
(2) freedom from discomfort; (3) freedom from pain, injury or disease; (4) freedom to
express normal behavior; and (5) freedom from fear and distress [3]. They are five
major aspects of AW under human control, and are accepted internationally as a
standard definition of AW.

Animal welfare should be considered as “actual states of animals” or “the quality of
life which individual animals experience” in a scientific context, although it tends to be
considered as humanitarian demands to take care of animals in general public. Sonoda
et al. set an example for better understandings; if a wild animal is suffering from illness
or low-nutrition, even if the situation is not caused by human beings and there is no
ethical demand on human beings, scientifically the animal’s welfare is considered to be
low [4]. It is the responsibility of humans today to improve the welfare of animals that
are under human control through livestock production and other means.

Balancing productivity in volume and quality, economic efficiency, and FAW in
stockbreeding is strongly demanded in today’s world. Initiatives toward AW
improvement in relation to companies’ business have become a concern for investors.

1.2 Effects on Japanese Stockbreeding and Food Business

Environmental, social, and governance (ESG) factors are increasingly recognized as
critical determinants in the success or failure of corporations of every type, together
with traditional indexes represented by finance statements [5]. Institutional investors,
e.g. pension funds, who invest their large-scale and long-term funds now pay attention
to ESG as benchmarks to evaluate corporate sustainability and business-creation
opportunities. Principles for Responsible Investment (PRI), established by the United
Nations in 2005, is the world’s leading proponent of responsible investment. It contains
a set of six principles that offer a menu of possible actions for incorporating ESG issues
[6]. In Japan, the Government Pension Investment Fund signed to PRI in 2015, and this
has led to Japanese corporations paying more attention to ESG [7]. Among investors in
North America and Europe, it has become popular to take account of FAW in ESG for
stockbreeding and food-related enterprises.
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Farm Animal Investment Risk and Return (FAIRR) initiatives is an investor net-
work that aims to include factory farming as an ESG agenda, established by the Jeremy
Coller Foundation in 2015. The FAIRR issues the Coller FAIRR Protein Producer
Index every year, which is a livestock industry-related initiative for institutional
investors with 176 organizations worldwide and total assets under management of more
than USD 20 trillion. Based on the Sustainable Development Goals announced by the
United Nations, this grading system has been applied to nine items – greenhouse gases,
deforestation and biodiversity loss, water use and scarcity, waste water and pollution,
antibiotics, animal welfare, working conditions, food safety, and sustainable protein –

on a trial basis since 2019 using a four-point scale: best practice, low risk, medium risk,
and high risk. According to the ratings from the latest announcement in September
2019, 39 out of 60 meat and fish food companies were rated as “high risk”, as were all
three evaluated Japanese companies: Nippon Suisan Kaisha, Prima Ham, and Nippon
Ham [8].

The Business Benchmark on Farm Animal Welfare (BBFAW) is another corporate
rating indicator that addresses AW. This has assessed and published the annual results
of the world’s major retail, wholesale, food production, food manufacturing, and food-
related companies’ commitments to AW since 2012. As of the end of August 2019,
there were 31 credit rating agencies worldwide with total assets under management of
GBP 2.4 trillion. Benchmarks evaluate the feeding environment and transportation of
livestock animals; methods, targets, and practices of supply chain management and
supervision; and customer satisfaction; and also reports on the performance of AW
initiatives. The evaluation criteria are ranked from Tier 1, a group of global leadership
companies, to Tier 6, a group of companies that are not recognized as a business
challenge. The BBFAW 2019 Benchmark, the latest edition at the time of writing,
evaluates all five companies from Japan (out of a total of 150 companies) that are
ranked in Tier 6: Aeon Group, Maruha Nichiro, Meiji Holdings, Nippon Ham and
Seven & i Holdings. However, foreign companies operating in Japan and also trans-
forming their business to AW friendly are included in higher tiers: Nestlé is in Tier 2,
Unilever, and McDonald’s are in Tier 3, and Kraft Heinz is in Tier 4 [9, 10].

Thus, in order for food companies to gain international competitiveness, it is
essential to respond to AW in terms of both corporate financing and corporate value. If
the current situation is left unaddressed, this will certainly affect livestock farmers and
general consumers of the products of the companies. It is important to investigate the
factors influencing consumers’ intention to purchase AW-friendly products in order to
develop effective communication of relevant information with consumers. In Japan,
only a few researches have made to investigate consumer acceptance of AW-friendly
products. Sonoda et al. examined the relationship between willingness to pay for the
labels indicate AWFBP and consumers’ personal values, and it has been the only study
was made for beef specifically until today [1]. This present study may bring better
understandings of consumers’ acceptance and insights for the market implication in
Japan.
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2 Theories

In this study, our challenge was to explain AW-friendly products, which are not well-
recognized in the Japanese market, to Japanese consumers. To overcome this problem,
we decided to explain AW-friendly products as a type of organic food that is consumed
ethically with empathy for farmers and livestock.

2.1 Ethical Consumption

According to the Ethical Association, ethical consumption in Japan refers to “thinking
and acting with consideration for people, society, the global environment, and the local
community.” [11] Based on the report of the Consumer Affairs Agency in 2015, ethical
consumption is a broad class, and under the large umbrella called “ethical consump-
tion” there is a wide range of consumption forms, such as fair trade, organic, local
production for local consumption, products that help people with disabilities, tradi-
tional craft, AW, endowed products, recycling, and ethical finance [11, 12]. According
to Carrigan et al., it is difficult to sum up the full range of activities that can possibly be
included under the term “ethical consumption”, but it is the conscious and deliberate
choice to make confident consumption choices due to personal and moral beliefs [13].
In addition, Ethical Consumer, the world’s largest non-profit and multi-stakeholder
ethical consumption promotion activity founded in 1989 and based in Manchester, UK,
lists three activities to be targeted: environmental issues (e.g. environmental pollution,
wildlife conservation, and climate change), human rights issues (worker rights pro-
tection, corporate tax avoidance, and excessive lobbying), and AW against animal
testing and industrial animal husbandry [14]. In the same way, high AW products are
sometimes positioned as a type of organic food [15, 16]. Therefore, in this paper, we
consider purchasing behavior of AW-friendly products as a kind of purchasing
behavior of organic food, which is a part of ethical consumption, and attempt to discuss
this type of consumer behavior in the form of a systematic behavior theory that is often
used.

2.2 Theory of Planned Behavior

The Theory of Planned Behavior (TPB) is a major theory applied in consumer behavior
research. According to TPB, an individual’s intention to take a certain action has a
great influence on whether or not the individual takes an action. Furthermore, it is said
that the intention to take action is formed by the attitude of an individual toward his/her
action, the pressure from society that he/she feels they should/should not take the
action, and the consciousness of whether he/she can actually take the action [17]. The
main factors that constitute TPB based on Ajzen [17] are described below.

Attitude toward behavior (attitude) is the first factor that shapes an individual’s
intention toward behavior (intention). An assessment of the consequences of an indi-
vidual’s beliefs and actions shapes an attitude toward action. Subjective norms are
those that are influenced by an individual’s perception of behavior, particularly by the
evaluation of others that are important to the individual. Social trends, reputation, and
awareness of others’ expectations of the individual shape this factor. Behavioral
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controllability (behavioral control) is an awareness of the ease/difficulty with which
individuals act. With regard to the purchase of food, factors such as price and con-
venience of access to the place where it is sold may form this factor. According to the
TPB, these three factors influence each other to form an intention to perform behavior,
and the intention to perform behavior guides an individual’s action.

The TPB has been used to explain consumer behavior in relation to the selection of
production-sustainability related products, such as organic foods and ethical products.
Ma et al. tried to explain the purchasing behavior of young women in the United States
in regard to fair trade products using this theory. They concluded that beliefs about the
concept of fair trade and the nature of the product, attitudes toward the purchasing
behavior of fair trade products, and perceived control over the purchasing behavior of
fair trade products were all important factors in shaping the purchasing intent con-
cerning fair trade products [18]. Voon et al. attempted to explain the purchasing
behavior of organic food among Malaysian consumers during the early period of
organic food proliferation by using TPB. An analysis of 406 questionnaire samples
collected in Kuching, the capital of the largest state in the country, identified factors
affecting the formation of consumers’ purchase intentions and concluded that the
influence of behavioral controllability factors was small and that subjective normative
factors of consumers played a significant role in the formation of purchase intentions
[19]. Because this study is one of the few similar studies conducted in Asia, we refer to
this study and extend TPB by adding additional factors.

The TPB is a theoretical model which is “open to the inclusion of additional
predictors” [17]. Studies have exploited this property to attempt to explain more
complex consumer behaviors by introducing additional factors. Using TPB as a basis,
Shaw and Shiu introduced “ethical obliteration” and “self-identity” as additional factors
in an attempt to explain the decisions of ethically conscious consumers in the United
Kingdom [20, 21]. McEachern et al. attempted to analyze consumers’ purchasing
behavior for a specific brand of AW-friendly products and concluded that consumer
ethical responsibility for food animals and consumer location influence consumer
choice [22]. Based on these previous results, we considered it appropriate to introduce
new factors and expand the model in this study. In this paper, “empathy” is assumed as
a new factor.

2.3 Empathy

Hoffman explained empathy as an individual’s affective response more appropriate to
someone else’s situation than to one’s own [23]. Empathy is considered to influence
consumers’ ethical decision-making or prosocial behavior. Previous studies have
shown that empathy affects consumers’ ethical decision-making and prosocial behav-
ior, which is voluntary behavior by individuals for society. Mencl and May concluded
that the experience of empathy for the subject has a positive effect on ethical decision-
making [24]. Davis et al. concluded that individual personality traits and emotional
reactions that lead to empathy play an important role in strategic thinking in response to
a need for help [25]. Verhofstadt et al. found that empathy by supporters plays a role in
social support activities [26].
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Debate continues on the structure of empathy as a psychological response that
affects human behavior. According to these studies, empathy can be broadly divided
into two different cognitive responses. Stern found that the effects of drama advertising
were caused by emotional empathy and cognitive sympathy [27]. According to Stern,
empathy is a participatory response toward another person with less differentiation
from oneself, whereas sympathy is an identificatory response involving more differ-
entiation and detachment. Following this study, Escalas and Stern concluded that
cognitive empathy is perceived prior to emotional empathy, and that both cognitive and
emotional empathy positively influence attitudes toward drama advertising, with
emotional empathy being stronger [28]. Tamaki examined the impact of emotional and
cognitive empathy on purchasing intent for ethical products in Japan [29]. A survey
was conducted on the purchase of products that contribute to the maintenance of local
industries and the environment as well as improvement of the welfare of prefectural
residents, targeting the members of a consumer cooperative that engages in local
development, the advance maintenance of the environment, and the welfare of pre-
fectural residents. An analysis using a sample of 736 collected questionnaires con-
firmed that consumers with greater emotional and cognitive empathy were more likely
to purchase ethical products.

According to these previous studies, when considering consumers’ behavior based
on empathy, it is thought that factors affecting the behavior can be examined in a more
detailed manner by considering the nature of the psychological distance that consumers
feel from the subject of empathy.

2.4 Objectives

The literature review showed that TPB was appropriate for the examination of con-
sumer behavior regarding high AW products, and there was scope to include empathy
in the discussion. The present study investigated determinants of willingness to pur-
chase high AWFBP in the three greater urban areas in Japan. We set the objectives as
using TPB to (1) explore the factors influencing willingness to purchase high AW
products and (2) explain how empathy influences consumer behavior.

3 Methodology

In this study, we explored factors influencing consumers’ intention to purchase
AWFBP through statistical analysis of data collected through an online questionnaire.

3.1 Data Collection

The data collected through the online questionnaire are summarized in Table 1. In this
paper, AWFBP are defined as beef products produced through AW-friendly processes
from feed to food processing. All 620 samples were used in the analysis because the
online survey was unable to provide incomplete responses. Also, when checking
complete individual data, no strange response patterns or outliers were found.
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3.2 Questionnaire Design

The questionnaire was primarily based on the original questionnaires designed and
used in Voon et al. [19] and Tamaki [29], and our literature review. We translated their
questionnaire into Japanese and also modified some of the questions to adjust for the
AW-friendly products and the cultural background of Japan. We made repeated
translations and had them reviewed by other Japanese native speakers until we had
confirmation that Japanese people would easily understand the translated version.
Details of questionnaire design and structure were explained in our previous conference
paper [2].

3.3 Analysis Flow

At first, we conducted exploratory factor analysis (EFA) to extract factors from
questionnaire items and to calculate factor scores for each factor. Then we applied
linear multi-regression analysis (MRA) to explore factors which influenced consumers’
intention to purchase AWFBP.

4 Results

4.1 Efa

The EFA was applied to identify and confirm the factors within each component
(Table 2). Factors were extracted with the Maximum Likelihood method, and Promax
rotation was used based on a prediction of a high correlation between factors. Items
with loading smaller than 0.4 were eliminated from further analysis. Likewise, items
loaded with more than one factor were assigned to the factors where they achieved the
highest factor loadings. The Kaiser–Meyer–Olkin (KMO) measures of sampling ade-
quacy had a value of 0.911 and Bartlett’s test of sphericity was significant (p < 0.01),
indicating that the data were suitable for factor analysis.

Table 1. Summary of data collection.

Period 25–26 March 2019

Data collection An online questionnaire through a market research company
Target Consumers aged 20–69 years residing in Tokyo, Osaka, and Nagoya

Prefectures (evenly allocated to gender and age layers)
Screening Eligibility to eat beef products (e.g. allergy and religion)
Total sample size N = 620
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Table 2. Components and scale reliability for consumers’ perception (N = 620).

Factors and questionnaire items Alpha

Intention to purchase AWFBP .884
I am willing to buy animal-welfare friendly products even though choices are limited.a .886
I am willing to buy animal-welfare friendly products because the benefits outweigh the
cost.a

.784

I would still buy animal-welfare friendly products even though conventional alternatives
are on sale.a

.689

I do not mind spending more time searching for animal welfare friendly products.a .569
Perception of AWFBP attributes .848
Purchasing animal-welfare friendly products improves the quality of farmers’ lives.a .846
Purchasing animal-welfare friendly products improves the welfare of livestock.a .788
Consuming animal-welfare friendly products positively affects my healtha .675
Purchasing animal-welfare friendly products improves the quality of my life.a .537
Animal-welfare friendly products taste better.a .437
Empathy and sympathy for cattle .879
I feel as if the beef cows’ feelings are my own.a .920
I feel as though the beef cows’ situation and problems are happening to me.a .812
I try to understand the beef cows’ feelings.a .528
Concerns about food production processes .820
I am concerned about the type and amount of nutrition in the food that I consume daily.a .811
I am concerned about food additives.a .792
I care about cholesterol and fat.a .727
I am concerned about how food is processed.a .548
Trust in AWFBP .818
If there is a certification system for animal-welfare friendly products, I can trust the nature
of the products.a

.769

I trust that those selling (or will be selling) organic food are honest about the animal
welfare related to their products.a

.698

I trust the information on animal-welfare friendly product labels.a .670
I trust that the producers of animal welfare friendly products are practicing animal welfare
concerned production.a

.629

Perceived behavioral control .726
The stores where I frequently shop do not sell a variety of animal-welfare friendly
productsa

.691

Animal-welfare friendly products are only available in limited stores/markets.a .663
Animal-welfare friendly products are beyond my budget (or will be beyond my budget
shortly).a

.631

Buying animal-welfare friendly products is highly inconvenient.a .587
Only consumers with higher income can afford animal-welfare friendly products.a .438
Sympathy for farmers .849
I try to understand the situation and problems of farmers using animal welfare practices.a .937
I try to understand the motivation of farmers using animal welfare practice .712
a Scale used: 1 (strongly disagree) to 5 (strongly agree)
Cronbach’s alpha value is shown beside each factor, and factor loadings are shown beside each item
Exploratory factor analysis: Promax rotation with Kaiser normalization; loadings less than 0.4 are not
shown
KMO = 0.911
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Seven factors were extracted in total. Although several items were dropped due to
low factor loadings, most of the remaining items that were expected to measure a
similar construct did indeed load the same factor. In order to assess the reliability of the
items in measuring the factor, Cronbach’s alpha value for each factor was calculated
(Table 2). Reliability was assured because the Cronbach’s alpha values (0.73–0.88)
exceeded the minimum threshold of 0.7.

4.2 Linear MRA

Linear MRA was applied with intention to purchase AWFBP as the dependent variable.
Initial explanatory variables were socio-demographics variables (gender, age group,
marital status, number in household, resident prefecture, household income, occupation,
and education history), perception of AWFBP attributes, empathy and sympathy for
cattle, concern about food production processes, trust in AWFBP, perceived behavioral
control, and sympathy for farmers. Reliability for factors were confirmed using variance
inflation factor (VIF). Outliers were examined using Cook’s distance larger than 1 after
first analysis. The final model was chosen using stepwise selection including exploratory
variables expressing a P-value larger than 0.05 and excluding exploratory variables
expressing a P-value smaller than 0.10. The result is shown in Table 3.

5 Discussion

The results of MRA suggested the factors influencing consumers’ intention to purchase
AWFBP. Each of these factors is discussed, and actions that may be effective in
enhancing purchase intent are also mentioned.

Table 3. Coefficients selected from MRA.

Coefficient b S.E. p b VIF

Perception of AWFBP attributes .481 .045 .000 .474 3.016
Empathy and sympathy for cattle .295 .028 .000 .293 1.236
Perceived behavioral control -.333 .032 .000 -.305 1.367
Concern on food production process .257 .032 .000 .254 1.544
Trust in AWFBP .119 .045 .008 .115 2.895
(Constant) .012 .025 .625

R2 .703

Adjusted R2 .699

df 5
N 620
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5.1 Attitudes Promote Consumers’ Intention to Purchase AWFBP

Consumer attitudes toward AWFBP were found to promote consumers’ intention to
purchase.

Perception of AWFBP Attributes. It was shown that consumers’ attributes perception
of AWFBP promoted willingness to purchase. In an experiment on organic beef, the
information presentation to consumers on an all organic production system promoted
more expectations of consumers than partial information on AW and environmental
pollution [30]. In this way, the effects from various aspects obtained by improvement of
AW will shape consumer expectations. In addition, the same study points out that the
main concerns of consumers, such as product safety, consideration of AW, and envi-
ronmental pollution, are mutually taken positively by assimilation. Although the
increase in willingness to pay for products with organic certification labels is largely
explained by consumer ethical considerations, Sirieix and Tagbata point out that the
positive impact of such information also depends on intrinsic quality and perception of
quality [31]. It was suggested that to increase consumer expectations of AW, it is
effective to enhance positive impressions other than AW, such as taste.

Concern about the Food Production Process. It was shown that the interest in the
food production process promoted consumers’ purchase intention regarding
AWFBP. Previous studies indicated that willingness to pay for grass-fed beef is pos-
itively influenced by consumers’ knowledge of nutrition and is also influenced by the
health condition of the consumer or family members within the household [32]. Thus,
consumers who are highly interested in the nutrients contained in their regular foods
may be promising targets for AWFBP.

Trust in AWFBP. It was suggested that trust in AWFBP would promote consumers’
intention to purchase. The importance of product labeling as a source of information used
by consumers to obtain information about AW-friendly products was pointed out in past
studies, including in Europe [33–35]. A study conducted in Italy, the United Kingdom,
and Sweden found that labeling on products and in-store information were important.
This study also points to the importance of a product’s AW rating to consumers. An
attempt to rank livestock products has actually been made in Europe. In some regions,
livestock products on the market are ranked in three levels and displayed as labeling. In
Japan, measures will be necessary to enhance the credibility of AW-friendly products.

5.2 Perceived Behavioral Control Obstructs Consumers’ Intention
to Purchase AWFBP

Farm practices that consider AW are expected to result in higher production costs than
conventional feeding methods. Some studies suggest that the value of AW is negative
from a rigorous economic point of view because unmitigated costs are incurred by both
producers and consumers [36]. McInerney, however, states that consumers are not
always looking for cheap food; they are looking for the greatest value for money for the
amount they intend to pay [37]. In a study of Italian consumers’ willingness to pur-
chase organic food, Napolitano et al. cited higher prices due to the greater space
required for production, feed costs, and small-scale production systems as major
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limitations to purchasing organic beef. In addition, they pointed out that it may be
effective to provide ethical value to consumers by labeling in conjunction with con-
ventional livestock production methods [38].

Regarding the availability of products, the duality of having the consumers’
intention to purchase while not taking any buying action can be explained by the
limited number of products that can be distributed to the market in response to the
growing consumer concern about AW [39, 40]. Therefore, in actual product sales, it is
necessary to reduce the sense of high cost and to make consumers feel that they can buy
without much effort.

5.3 Empathy and Sympathy for Cattle Promotes Consumers’ Intention
to Purchase AWFBP

It was suggested that empathy and sympathy for cattle would promote consumers’
intention to purchase. Previous studies suggested that positive information about farm-
based practices can influence consumer preferences for meat [41, 42] and that infor-
mation about farm practices can influence expectations in regard to organic certification
and associated high quality [30] for value-added growth-oriented practices such as
organic and grass-fed beef. Similarly, it may be possible to promote consumers’
empathy toward beef cattle and increase intention to purchase by reminding consumers
of the situation in which beef cattle are actually raised.

6 Limitations and Future Research

Our study had several limitations. First, the data are based on a limited number of
samples from online surveys. By increasing the sample size and performing the
analysis, it would be possible to approach actual market conditions.

We attempted to explore factors that affect consumers’ purchase intentions, but the
relationship between the extracted factors could not be examined. It would be possible
to explore more complex relationships by examining the effects of factors through such
methods as structural modeling.

Consumer surveys of purchasing and willingness to pay indicate that the results are
affected by part-whole bias and also by warm-glow bias. It should be noted that our
results may be distorted by bias [43].

Finally, behavioral research using TPB often shows discrepancies between inten-
tion and actual behavior [44, 45]. In other words, there is a problem that although
positive opinions are given in answer to a question of whether a certain action is
desired, the intention may not necessarily lead to actual behavior. This is the case when
an individual wants to take a particular action, but is blocked by the possibility of
action control, for instance by money, time, or convenience. In this paper, we focus on
the formulation of intention to purchase in TPB, and do not discuss the relationship
with actual purchasing behavior. In the future, it will be desirable to conduct additional
research such as experiments with more realistic environmental and product prepara-
tions, and use test marketing of actual products.
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We are planning interviews with actual consumers in the future, and anticipate that
results of this qualitative survey will deepen our understanding.
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