
Probabilistic Color Modelling
of Clothing Items

Mohammed Al-Rawi and Joeran Beel

Abstract Colormodelling and extraction is an important topic in fashion. It can help
build a wide range of applications, for example, recommender systems, color-based
retrieval, fashion design, etc. We aim to develop and test models that can extract
the dominant colors of clothing and accessory items. The approach we propose has
three stages: (1) Mask-RCNN to segment the clothing items, (2) cluster the colors
into a predefined number of groups, and (3) combine the detected colors based on
the hue scores and the probability of each score. We use Clothing Co-Parsing and
ModaNet datasets for evaluation. We also scrape fashion images from the WWW
and use our models to discover the fashion color trend. Subjectively, we were able
to extract colors even when clothing items have multiple colors. Moreover, we are
able to extract colors along with the probability of them appearing in clothes. The
method can provide the color baseline drive for more advanced fashion systems.

Keywords Color clustering · Deep learning · Clothing · Fashion trends ·
k-Means · Gaussian mixture model

1 Introduction

Colormodeling and extraction (Fig. 1) has long been an important topic inmany areas
of science, business and industry. Color is also one of the fundamental components
of image understanding. Due to problems of color degradation over time and the
possibility of having a large number of colors in every image, this area is still under
extensive research [9, 18].

Color is one of the important cues that attracts customerswhen it comes to fashion.
Fashion designers and retailers understand this and they usually make use of color
services, such as the catalogs provided by Pantone (pantone.com).Moreover, fashion
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Fig. 1 Colors and their possibilities are extracted from the image shown to the left. Sweatshirt
colors’ names are: ‘Egyptian blue’, ‘Rosso corsa’, ‘Old gold’, and ‘Spanish viridian’; pants color
name is ‘USAFA blue’. Best viewed in color

and AI have found a common ground in recent years. In this regard, companies race
to build products and services to serve customers. The impact of deep learning and
the development of other AI methods provide companies with unprecedented means
to achieve their goals. Amazon and StitchFix are providing their customers with the
so called “Personal Styling Service,” which is semi-assisted by fashion stylists [7,
10]. Facebook is building a universal product understanding system where fashion is
at its core [3, 4]. Zalando researchers proposed in [22] a model for finding pieces of
clothingworn by a person in full-body or half-body imageswith neutral backgrounds.
Some other companies are dedicated to build sizing and fitting services [14, 28, 32].
However, efforts dedicated for explicitly making use of color values in fashion AI
are somehow limited. This is because most, if not all, products/works rely on the
use of color tags. In addition, deep learning models, which are now the cutting edge
technology used for several fashion AI apps, are color agnostic. That is, they do
a remarkable prediction job without explicitly extracting the color values. This is
because the color feature is implicitly extracted alongside other spacial features at
the convolution layer.



Probabilistic Color Modelling of Clothing Items 23

Several works treated color as a classification problem. Color classification has
been the topic of [27]. Other works used deep learning to predict one of eleven basic
color names [29] and one of 28 color names [31]. Clearly, color classification has
the disadvantage of dealing with a small number of tagged colors. This is a serious
problem because of the failure to keep pace with themillions of colors that the human
vision system can perceive [17]. This suggests that color extraction should be treated
as a regression and not a classification problem.

There are a few works dedicated to extracting the main color values from images
using regression methods. The authors of [23] presented a method for extracting
color themes from images using a regression model trained on color themes that
were annotated by people. To collect data for their work, the authors asked people
to extract themes from a set of 40 images that consisting of 20 paintings and 20
photographs. However, such data-driven approach may suffer from generalization
issues because millions of colors exist in the real world. The authors of [33] used
k-means algorithm on an input image to generate a palette consisting of a small set
of the most representative colors. An iterative palette partitioning based on cluster
validation has been proposed in [18] to generate color palettes.

Clusteringmethods have been proposed to extract colors from imagesmuch earlier
than classification and regression methods. Automatic palette extraction has been the
focus of [12, 13] in which a hue histogram segmentation method has been used. The
hue histogram segmentation has a disadvantage not only that it is affected by the
saturation and intensity values, but also singularities when the saturation values are
zero.Otherworks, as in [8], pointed out the advantages the fuzzy-c-means canprovide
over k-means even though they aimed at using it for color image segmentation. The
main problem with clustering algorithms is knowing the number of colors a prior.
Choosing a low value will result in incorrect color values if the image has more
colors than the one used to build the clustering model. On the other hand, using a
high number of clusters has the drawback of extracting several colors, some with
proximate hue values. This makes it really difficult to extract colors accurately.

In this work we propose a multistage method intended for modeling and extract-
ing color values from the clothing items that appear in images. Our pipeline makes
use of Mask-RCNN [15], which is a deep neural network aimed to solve instance
segmentation problem, to segment clothing items from each image. Next, we cluster
the colors into a large number of groups; and then, merge the resultant colors accord-
ing to their hue and probability values. We use a probabilistic model because it is
possible for clustering algorithms to yield more than one color value for each pure
color.

2 Color Modelling and Extraction

Stored as images, the colors of clothes usually suffer from severe distortions. The life
of a clothing item, color printing quality, imaging geometry, amount of illumination,
and even imaging devices affect how colors appear in images. Additionally, clothing
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items differ in material, fabric, texture, print/paint technology, and patterns. Below,
we introduce the mathematical intuition behind the color distribution, followed by a
method for extracting colors from clothing items.

2.1 Mathematical Modelling

Without regard to complexity and color distortions, the single color and single chan-
nel image should have a Dirac delta density distribution defined as follows:

δ(x |μ, σ) = lim
σ→0

1√
π |σ | exp

(−(x − μ)2

σ 2

)
, (1)

where μ is the intensity value. RGB color images have three channels; hence, we
write the density distribution of a single-color RGB image is given by:

�(x|μ, �) = lim
�→0

1√
π |�| exp

(
− (x − μ)T�−1(x − μ)

)
, (2)

where � is a q × q sized covariance matrix, q is the number of channels (q = 3 for
an RGB image), μ and x are q sized vectors, and |�| is the determinant of �. The
distribution in (2) is a point in 3D space defined by the valueμ. In the real world, and
evenwhen the imaging setting is typical, the color distribution of each channel will be
normally distributed around μ. This can be denoted for the one channel single-color
case as follows:

n(x |μ, σ) = 1√
2πσ

exp
(−(x − μ)2

2σ 2

)
, (3)

where σ parameter relates to color dispersion. For a single-color RGB image, the
density is a multivariate Gaussian distribution given by:

N (x|μ, �) = 1√
2π |�| exp

(
− (x − μ)T�−1(x − μ)

)
. (4)

And for a multicolor image, we model the colors as a Gaussian mixture model prior
distribution on the vector of estimates, which is given by:

p(x) =
K∑
i=1

φiN (x|μi , �i), (5)

where
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N (x|μi , �i) = 1√
(2π)K |�i|

exp
(

− (x − μi )
T�i

−1(x − μi )
)
, (6)

K denotes the number of colors, and the ith vector component is characterized by
normal distributions with weight φi , mean μi and covariance matrix �i .

Expressed as a Gaussian mixture model, the color distribution also becomes
extremely complicated when the clothing item has more than one color. However,
the distribution may become more complicated because there is a possibility of fre-
quency deviation of the colors during the imaging process. In this case, the Gaussian
mixture model prior distribution on the vector of estimates will be given by:

p(x) =
K ′∑
i=1

φiN (x|μi , �i)), (7)

where K ′ denotes the total number of colors or model components such that K ′ =
K + K f , and K f denotes the number of new (fake) colors generated during image
acquisition. In fact, even the human vision system can perceive extra/fake colors due
to the imaging conditions. One example is the white reflection we perceive when
looking at black leather items. Another problem that perturbs the Gaussian mixture
model is the use of 8 bits per pixel by both imaging devices and computers. This
8-bit representation for each channel results in truncating the pixel values close to the
lower-bound and/or upper-bound, i.e. values close to 0 or 255 for an 8-bit per pixel
image. This indicates that there will always be some incorrect color distributions in
real-world images. This suggests that the estimation of K ′ has to always be heuristic.

Itwould be useful ifwe can adopt themodelwederived in (7) to extract colors from
clothing items. Although unsupervised clustering from Gaussian mixture models of
(7) can be learned using Bayes’ theorem, it is difficult to estimate the Gaussian
mixture model of the colors without knowing the colors’ ground-truth and the value
of K ′.Moreover, thesemodels are usually trapped in localminima [16]. Luckily, it has
been shown in [26] that k-means clustering can be used to approximate a Gaussian
mixture model. We are going to make use of k-means as part of our multistage
method, and the full pipeline is illustrated next.

2.2 Clothing Instance Segmentation

We train a Mask-RCNN model [15] to segment all clothing items from an input
image. Let this procedure be denoted as:

S = M(f), (8)
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where:

• f denotes the input image, which is a vector of (triplet) RGB values.
• M denotes the Mask-RCNN model.
• S = {s0, s1, ...} is a set of images. Each element in S is a vector that denotes a
segmented clothing item. We remove the background from each element in S and
we store it as a vector of (triplet) RGB values.

Then we use the trained Mask-RCNN model to segment clothing items at color
extraction phase.

2.3 Extracting the Main Colors

After segmenting the clothing items of f, we extract the main/dominant colors in
each of them. Our color extraction still has a few phases. We first use a clustering
algorithm to to obtain the main RGB color components in the clothing segment.
Clustering allows us to reduce the number of colors in the image to a limited number.
We denote this procedures as follows:

c = �k(s), (9)

where:

• �k denotes the clustering model.
• s denotes a vector of one clothing item that we obtain via (8); we drop the subscript
i from si to simplify notation.

• c = [c0, c1, ..., ck] is the resultant cluster centers.

Let Nci be the number of pixels of color ci and Ns be the total number of pixels in s,
we estimate the probability of each color as follows:

pi = Nci

Ns
, (10)

where i = 0, 1, ..., k. Letp = [p0, p1, ..., pk]be a vector that contains the probability
values of each color in c.

Clearly, the number of resultant colors equals to the designated number of clus-
ters, k. We use k-means++ clustering algorithm [2, 25] to obtain the main RGB
color components in the clothing segment. k-means++ is highly efficient and able
to converge in O(log k) and almost always attains the optimal results on synthetic
datasets [2]. We also use fuzzy c-means clustering [6] as an additional comparison
method. Fuzzy c-means is much slower than k-means but it is believed to give better
results than the k-means algorithm [6].
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The main problem in clustering algorithms is the estimation of the value of k, i.e.
how many colors are there in the clothing item. Choosing a low value will result in
incorrect color values if the image has more colors than k. Choosing a high k value
will result in more colors than expected, some of which have the same color but
differ in tint/shade. Hence, our approach is to chose a high k value, and then merge
the colors according to the hue value and probability of each color. This is illustrated
next.

2.4 Merging Pure Colors that Have Different Tints/shades

Our next step is to determine whether or not to merge the resultant colors c in (9).
Towards this end, we use a 1D clustering approach that relies on the variations
between different color hues. This allows us to merge the colors based on hues that
are similar, if any. We denote the procedure as follows:

G = 	(h), (11)

where:

• 	 denotes a 1D clustering method.
• h = [h0, h1, ..., hk] is a vector containing the hue components calculated for each
color value of c.

• G is a set containing subsets {G0,G1, ...}. Each subset has labels grouped accord-
ing to the hue values such that: gi ∈ {0, 1, ..., k} and Gi ∩ G j = ∅.

To implement 	, we try two different methods:

(1) Mean-Shift [30]. The Mean-Sift method is feature-space analysis technique that
can be used for locating the maxima of a density function. It has found applica-
tions in cluster analysis in computer vision and image processing [11, 24].

(2) We also propose a novel 1D clustering algorithm based on differentiating the
hue values, and then finding the extreme points according to the maxima of the
derivative. We do this as follows:

G = argmax
index

h′, (12)

where h′ denotes the derivative of h.

2.5 Probabilistic Modelling

After clustering and color merging, we use the color probabilities given in (10) to
estimate the final color. Our suggestion here is driven by the fact that colors with
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higher likelihood should dominate the final color. Accordingly, we propose to extract
the colors according to the following probabilistic model:

d j = E
i∈G j

[p × c], (13)

where j = {0, 1, ...|G|}, p is given in (10) and c in (9). The Mean-Shift method also
results in a G set, one can similarly use (13) to estimate the colors. The final colors’
probabilities can then be calculated using:

p̂ j = Ndj

Ns
, (14)

where Ndj is the number of pixels of color d j . Hence, ourmerging algorithm averages
the RGB values according to the category and probability of each hue. As a simple
example illustrating this approach, one can imagine the color produced by mixing
10% dark blue with 90% light blue in oil paints.

2.6 Color Names

We use the CIELAB color space to match a query RGB value to a lookup table of
color names, i.e. color names dictionary. It is believed that CIELAB color is designed
to approximate human vision [5, 21]. For a query color value, the best match is the
color with the minimal Euclidean distance in CIELAB color space to a color in a
dictionary of colors. We build the color name dictionary from “Color : universal
language and dictionary of names” [19].

3 Results

We perform a few experiments to investigate the methods we propose. To reduce
clutter, we do not show the color names in most of the figures. We opt instead
to provide the probability associated to each extracted color. As there are no color
ground-truth, the performance is, unfortunately, subjective. The implementation code
can be found in [1].

3.1 The Effect of Number of Clusters

Figure2 illustrates the effect of only using the k-means compared to our multistage
probabilistic approach. Using k = 20, one stage k-means extracts different degrees
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Fig. 2 Use of k-means versus our proposed multistage method ‘k-means+Diff’. We use k = 20 in
all these tests. The dress has three colors; white, black, and gray as shown in (a). Our method is
able to extract two colors of which 46% black and 54% gray as shown in (e). Using only k-means
gives 16 shades of gray as shown in (d). The jacket has one color (blue), and we are able to extract
96% blue and 4% gray as shown in (g). Using only k-means on the Jacket gives 13 shades of blue
as shown in (f). For comparison, we show the results of using the TinEye Color Extraction Tool in
(b) and (c). Best viewed in color
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of blue from the ‘jacket’ that the lady worn, and different degrees of black and gray
from the dress. For the same jacket, our method results 94% blue and 4% gray. For
the dress, our method results in 54% light gray and 46% black. In all our models, we
remove the color if its probability is less than 1/2k. We do this to reduce the number
of colors based on color probability, i.e. as low probability indicates trivial/incorrect
color. This is one reason we get lower than k colors when only the k-means is used.
Clearly, the multistage clustering we propose helps reduce the colors further as we
merge colors of similar hues.

3.2 Comparison with Color Extraction Tools

We compare the colors we extract using our proposed method with some of the
available commercial tools. For this purpose, we choose Canva (canva.com) and
TinEye MultiColor Engine (tineye.com). Canva is one of the commercial design
tools that is equipped with a color extractor. TinEye is an image search engine that
is based on color features. It must be noted that our color comparisons are subjective
because the color ground-truth values do not exist. Figure3 shows a comparison of
our method with that of TinEye. The input image is a picture of a lady wearing a
multi colored dress. To highlight these colors for the reader, we manually marked
at least 10 colors in the segmented dress, shown in Fig. 3. Results of using TinEye
MultiColor engine does not producewhite, dark blue, and other degrees of black. Our
proposed methods outperform the TinEye MultiColor Engine as the latter and was
not able to extract white color and different degrees of black. Moreover, our method
extracts more representative colors than that of TinEye. In Fig. 4, we compare our
method with Canva tool. Again, our method is able to extract better representative
colors. The upper part of Fig. 4 shows that Canva tool did not extract one of the
colors in the t-shirt (the ‘Jazzberry jam’ color) and also produce some false colors
(Silver and Dark Slate).

3.3 Color Distributions of Fashion Data

Investigating the color distribution of fashion is important. It can be used, among
other things, to explore fashion trends. We present in Fig. 5 color distributions of
selected items of ModaNet. Although each item may have more than one color, we
present the distributions of the colors with the highest probability, these denote the
dominant colors. Using only colors with the highest probability simplifies the graphs.
We color each point, mimicking one item, according to the extracted color. These
graphs provide a nice visual representation about fashion items.
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Fig. 3 Comparison of color extraction methods. We manually marked at least 10 colors in the
segmented dress shown in (b), Results of a commercial color extraction tool are shown in (c).
Variants of our proposed method are shown in (d), (e), (f) and (g); FCM denotes using Fuzzy-C-
Means. Our proposed methods outperformed the Multicolor Engine (tineye.com), as the latter was
not able to extract the white color and different degrees of black. Best viewed in color
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Fig. 4 Comparison of our proposed method with Canva color extraction tool. In each row, colors
extracted using our method (lower-right pie-chart) and Canva commercial package (top-right array-
chart; www.canva.com). We extract colors from one clothing item segmented out via Mask-RCNN
model. To reduce clutter, we did not include the color names, although we can obtain them via the
ColorNames class. For example, colors of the t-shirt image are: ‘Dark cornflower blue’, ‘Rufous’,
‘Blue sapphire (Maximum Blue Green)’, and ‘Jazzberry jam’. Best viewed in color

www.canva.com
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Fig. 5 Estimated color distributions in HSV space. Distributions generated for each item from
Clothing Co-Parsing dataset. Titles above each sub-figure are: number of clothing item, item name,
colr_0 is the dominant color (highest probability), followed by mean ± standard-deviation of
probabilities. Best viewed in color

3.4 Fashion Color Trend

We make use of the methods we propose to obtain fashion color trend from a set
of images. We extract the color trend from Chanel’s 2020 Spring-Summer season.
The images we use are from https://bit.ly/2WQzKwp. We use Mask-RCNN that we
trained with ModaNet dataset to segment clothing items. Each pie-chart denotes one
segmented item. We present the results in Figs. 6, 8, and 7.

https://bit.ly/2WQzKwp
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Fig. 6 (Dress) Fashion color trend we extracted from Chanel’s 2020 Spring-Summer season. We
use Mask-RCNN that we trained with ModaNet dataset to segment Dresses. Each pie-chart denotes
one segmented item. Original model images can be reached via https://bit.ly/2WQzKwp. Best
viewed in color

4 Discussion and Conclusion

4.1 Gaussian Mixture Model Versus K-Means

Although the k-means method has long been used in color extraction, we wanted to
find a link between k-means and the color model we present in (6). It seems that a
recent study [26] has found that link. The authors showed that k-means (also known
as Lloyd’s algorithm) can be obtained as a special case when truncated variational
expectation maximization approximations are applied to Gaussian mixture models
with isotropic Gaussians. In fact, it is well-known that k-means can be obtained as a
limit case of expectation maximization for Gaussian mixture models when σ 2 → 0
[26]. Bur according to our color model in (1), σ 2 → 0 indicates that the clothing item
is imaged in a an idealistic conditions; and that’s intractable in reality. Nevertheless,
the work of [26] gives some legitimacy and justification for using the k-means as an
approximation of Gaussian mixture models.

https://bit.ly/2WQzKwp
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Fig. 7 (Pants)Color fashion trend thatwe extracted fromChanel’s 2020Spring-Summer season.We
useMask-RCNN thatwe trainedwithModaNet dataset to segment Pants. Each pie-chart denotes one
segmented item. Original model images can be reached via https://bit.ly/2WQzKwp. Best viewed
in color

4.2 Probabilistic Color Model

One of the biggest problems in color extraction from digital images is dealing with
the many colors that a color extractor may reveal. Each clothing item has a set of
colors that are, at least, distinctive to the human vision system. And even if we
exclude clothes of complex colors and a fractal pattern shapes, the problem remains.
One can think of the clustering approach as finding the colors’ outcome by averaging

https://bit.ly/2WQzKwp
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Fig. 8 (Outer) Fashion color trend that we extracted from Chanel’s 2020 Spring-Summer
season. We use Mask-RCNN that we trained with ModaNet dataset to segment Outer
(coat/jacket/suit/blazers/cardigan/sweater/Jumpsuits/ Rompers/vest). Each pie-chart denotes one
segmented item. Original model images can be reached via https://bit.ly/2WQzKwp. Best viewed
in color

the neighboring color values. However, using a low k value may result in averaging
different colors of the clothing item. This may lead to loosing the pure colors, if
any. Setting k to a high value may result in more colors, such that some colors have
similar hues but different shades and/or tints. This variation is expected due to the
imaging conditions, amount of light and shadows. Therefore, using a high k value is
a better option because it can generate more pure colors. Then, reducing the number
of pure colors based on the hue values and associated probability is one way that
we find successful to generate more representative colors. The probabilistic model,
E[p × c], we propose in (13) not only performed well in merging colors of similar
hues, but has also a natural intuition. This can be justified by the fact that colors
appear in a probabilistic manner and can therefore be extracted in the same way.

https://bit.ly/2WQzKwp
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4.3 Making Use of Color Extraction in Fashion

It is possible to make use of the extracted colors to build color distributions and
trends. A color distribution provides a global view of the colors used in a fashion
collection. This can be used across different fashion collections in order to have
an idea about the colors in each collection. We can see for example how the shoes
and bag distributions have a similar shape, which might reflect the color matching
between the two groups.

Color value extraction can be highly beneficial if augmentedwith other predictions
obtained via deep learning. Such augmentation can be used to retrieve clothing items
from online stores in the event that the items do not have color tags; Or, when
items contain many colors in certain percentages. For example, some customers, or
fashion designers, may be interested in searching online stores for an item that has the
following colors: 40% navy blue, 30% gold yellow, 20% baby pink, and 10% Baby
blue eyes. Such palette can be extracted from an item they have seen; similar to the
street2shop use-case paradigm [20]. In addition, this probabilistic color palette can
be used to build fashion matching models that can be used as part of recommender
systems. Clearly, colors extracted from clothes can find numerous applications in
the fashion industry. They can be used to help designers in their work, to retrieve
clothing items alongside other attributes predicted by AI models, be part of personal
shopping and styling apps, and as a vital component of recommender systems.

4.4 Color Perception and Evaluation

Color is usually stored as triplet values in images identified by the red, green and
blue channels. However, obtaining the churn of these triplet values via deep learning
is a difficult task, although it may seem simple. This is because the extracted colors
should conform to the color perception in human vision. Therefore, regression will
be better than prediction models. Furthermore, colors should be provided as palette
or theme values and not as a few number of tags; which is not yet the case in several
fashion datasets. The major problem is that (1) a model that extracts the exact color
values is not available; (2) the colors ground-truth is also not available; and (3) if we
build a model that extracts the color values, we do not have the colors ground-truth
to verify it. This led us to use a subjective measure to judge colors extracted from
clothing items. It must be noted that the use of subjective scales may be problematic
due to the wide range of millions of colors and differences of opinion.
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4.5 Future Prospects

There are many ways to improve this work. For example, if we know the material or
fabric type of the piece of clothing, then we can extract colors based this trait. We
can do this using a parametric model that takes into account the color that we want to
recover according to a parameter denoting the trait. Returning to the Gaussian model
mentioned earlier, we can rewrite (3) as follows:

N (x |ci , σ, γ ) = 1

|γ σ |√2π
exp

(
−(x−ci )/2γ σ

)2

, (15)

where γ is a parameter that one can use to modulate the material type. This is based
on the perception that the materials used in the clothes affect the amount of light the
camera sensor receives. For example, when leather is thematerial in use, there will be
quite a few reflections camouflaging the real color. Hence, color extraction methods
would benefit from γ to either estimate the correct number of colors in the item, or
quantify the degree of glittering or shininess. This case would also be interesting if
a customer wants to search and retrieve an item with these glittering and shininess
traits.

We previously indicated that evaluating color extraction methods is an intractable
task unless the data set and its ground-truth are derived from a large number of colors.
We aim in our next work to create a large dataset characterised by a large number of
colors. Color values are derived from several distributions and are then manipulated
to generate true colors. This is done by applying filters that simulate the imaging
process. These filters can be generated using image processing tools; or empirically
via acquiring printed versions of computer generated source color images. The print
quality, imaging device, and many other conditions (i.e. indoors or outdoors imaging
locations) will affect the acquired images and the computed inverse filter(s). This
way we will be able to generate the source, computer generated, and (degraded)
ground-truth colors. The dataset can then be used for comprehensive evaluation of
our probabilistic color extraction method, as well as other color extraction methods.
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