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The Importance of Brand Affinity
in Luxury Fashion Recommendations

Diogo Goncalves, Liwei Liu, João Sá, Tiago Otto, Ana Magalhães,
and Paula Brochado

Abstract Recommender systems in the context of luxury fashion need to have expert
domain knowledge to offer the informed experience expected by the customers of
this sector. Fashion experts have a strong understanding of the intricacies of the
fashion scope. The brands and designers are some of the most important features of
this landscape and the affinity between them is not always easy to grasp. This paper
proposes an application of state-of-the-art NLP techniques to map the knowledge
provided by experts in the form of texts. The outcome was a process to extract
brand embeddings which mirror the semantic adjacency between all the brands in
a catalogue. To test the utility of such an approach, we conducted extensive offline
and online tests which have proven the positive reaction of the customers to the new
feature. We applied the embeddings as boosting to a base recommender system and
we observed an engagement uplift of up to 10%, and applied the embeddings as a
content-based recommender to obtain an engagement uplift of up to 3%. Overall,
we are confident of the importance of brand affinity information in recommender
systems in the luxury fashion domain.
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1 Introduction

Across the whole fashion e-commerce sector, customers should experience more
and more recommendation systems to be tailored to their needs and fashion tastes
[5]. In this luxury fashion context, and particularly at Farfetch, customers expect not
only a personalised experience, but also an informed opinion regarding latest trends,
new arrivals and fashion understanding. Farfetch is the leading platform for online
luxury fashion shopping. We count with the biggest catalogue of luxury items in the
World with more than 3 million products and more than 10 thousand brands and
high-end designers. Moreover, we sell products worldwide to more than 2 million
customers. Our customers expect the highest standards regarding shopping and they
usually pursue great experiences in their journeys as clients.

Luxury fashion is a form of art, and that has to be taken into consideration when-
ever we are recommending a product to a possible customer. Experiences and expec-
tations in luxury fashion might be closer to music and beaux-arts than to fast fash-
ion shopping. Designers are artists and the work they do in their brands lead to
legions of fans to follow them closely and rejecting the idea of art directors moving
between brands [13]. Therefore, it’s paramount that the recommender systems in
such a domain have the strongest fashion understanding of what a brand means on a
global and on a personalised scale.

In this context, pure collaborative filtering (CF) approaches are expected to fail
due to the behavior of the luxury customer who wants exclusivity. There are many
products in a luxury catalogue that contain very few items in stock, being sold-out
after just one purchase. This particularity causes products to no longer be available
at the time a CF algorithm identifies them as good recommendations to a user. This
scenario leads to the need for content-based hybrids, which leverage the users and
items information to deliver the level of personalisation needed by a recommender
system in the fashion context. There are many ways to incorporate content in rec-
ommender systems to create hybrid solutions. However, the quality of the outcome
is very dependent on the quality of the provided information.

Our proposal is to implement a neural network embedding model to extract the
fashion experts’ knowledge regarding brands and incorporate it in our recommender
systems. To train our embedding models, we used a curated dataset composed by
brands andproducts descriptionswritten byFarfetch fashion experts, aswell as highly
referenced opinion articles about the brands and designers present in our catalogue.

We conducted an offline experiment to compare the embeddings generated by
three well known state-of-the-art algorithms—Word2Vec, FastText and Glove [1,
11, 12]. We found that the most suitable approach to present to our customers in
an online setting were the embeddings mapped by the Word2Vec model. Then, we
conducted an A/B test to expose the users to the new models. We experimented with
two settings: (1) recommend products from similar brands at product listing pages
(PLP) following a content-based approach; (2) Boosting the current recommender
systems at product detail pages (PDP) with contextual information regarding brand
affinity. The results showed that this approach has greatly improved the engagement
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of the users with our recommendation system, leading to uplifts of up to 10% in our
engagement metrics.

The main contributions of this work are (1) enlightening the importance of brand
affinity in the success of luxury fashion recommendations; (2) presenting that map-
ping brands as word embeddings learned from fashion experts texts mirrors the
fashion affinity between brands; (3) boosting recommendations with extra signals
is a fast and effective way to understand the relevance of a feature in recommender
systems.

2 Related Works

Embedding methods have been extensively used with great success in various Nat-
ural Language Processing (NLP) tasks [1, 11, 12]. Mikolov et al. [11] proposed
Word2Vec, a pair of unsupervised algorithms (Skip-Gram and CBOW) able to learn
a representation for a word in a dense vector space, in which vectors representing
words semantically similar are closer to each other, whereas vectors for words with
semantic differences are projected further away. Joulin et al. [1] have revisited the
Skip-Gram method from Word2Vec and presented FastText. This algorithm gener-
ated the semantic representations not only of the words in the vocabulary, but also
of the letters and symbols composing the words in that Corpora. Finally, Pennington
et al. [12] proposed a new approach to learn word embeddings called GloVe (Global
Vectors for Word Representation). This method is inspired by the Matrix Factoriza-
tion of co-occurrence of the words in sentences. The authors claim that this approach
mirrors the global semantic meaning of a word better than Word2Vec due to the
word-word co-occurrence score across all Corpora.

Regarding the specific context of brand representations modelling, Yang and Cho
[14] proposed the Brand2Vec approach. The work is an application of the Para-
graph2Vec (or Doc2vec) algorithm proposed by Le and Mikolov [7] where the para-
graph ids are the brand ids and the texts are the reviews posed by customers from
a marketplace. Although Paragraph2Vec work refers the consistent superiority of
PV-DM (Paragraph Vectors - DistributedMemory) over PV-CBOW (Paragraph Vec-
tors - Continuous Bag of Words), the authors of Brand2Vec chose the PV-CBOW
approach. We are not considering the paragraph modelling for this work mainly due
to the interchangeability between brand representations in the texts. For example,
the text written by an expert describing a particular brand or designer can include the
relationships to other brands. Hence, if the brands are mapped correctly to a single
token, aWord2Vecmodel should be sufficient to map the brand id embedding. More-
over, PV-CBOWandPV-DMare considerablymore expensive computationallywhen
comparing to Word2Vec approaches due to the need for embedding computation for
the paragraph’s representations.

Other automatic feature extraction techniques have been explored in a myriad of
machine learning domains. In particular, on fashion related problems, Marcelino et
al. [10] proposed the use of a sequence model based on a Long-Short-Term-Memory
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(LSTM) neural network to extract features to power a semantic search engine. Unlike
[10], we focused on extracting the fashion concept of what is a brand and not on
parsing a general query. On a computer vision setting, one can use a Convolutional
Neural Network to extract product related visual features from images and use them
as side information to hybrid models to power an automated outfit generation [4,
8], or even, a more straightforward task of retrieving the nearest neighbors over the
embedding space as a pure content-based filtering recommender [3]. Finally, those
visual features could be employed joining with our embeddings to further improve
our recommendation engines.

This work’s objective is to map the expert domain knowledge from our fashion
experts regarding the understating of brands. Given the high availability of textual
data, we found that the approach should be focused on NLP techniques. Therefore,
we selected three of the more renown methods to explore the brand embeddings
learning—Word2Vec, FastText and Glove [1, 11, 12].

3 Methodology

3.1 Data Collection

The main goal of this work is to create an embedding representation of the brands
present in our catalogue which could mirror the fashion understanding of the experts.

For that matter, we collected five sources of text data, written in English language
by fashion experts as an attempt to reflect the domain knowledge:

• Product information, accounting for more than 3M products:

– Short description;
– Long description;
– Gender;
– Category levels.

• Brand descriptions, accounting for more than 10k brands;
• Brand DNA, with top brands attributes annotated by Farfetch fashion experts on
a set of 200 most popular brands:

– Art director;
– Fashion position of the brand;
– etc.

• Fashion Taxonomy graph, a work conducted at Farfetch leveraging fashion terms
and their relationships at both product and brand level. For example, blue is an
attribute to a product, but a brand with several products of the color blue will have
a strong edge towards that color and can be a brand attribute. This relationship can
be constructed to all the concrete and abstract fashion attributes/terms.
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• Fashion articles fromwell renowned sources such as BoF,1 referring to brands and
designers present on the Farfetch catalogue.

3.2 Data Preparation

All five sources of data had the same six preprocessing steps:

1. The text was normalized, accents and special characters were removed and the
whole text converted to lowercase;

2. All brands were mapped to a single token, if a brand name has multiple words,
the space between them will be connected, e.g. “Yves Saint-Laurent” maps to
“yves_saint_laurent”. This operation is key for the success of this implementation.
If the brand name is not mapped to a single token it will be impossible to obtain a
word embedding referring to a brand name. For the case of “Red Valentino”, we
would have two word embeddings, one for “Red” and another for “Valentino”,
even though in this case Red is an acronym for “Romantic Eccentric Dress” and
not the colour red.

3. The sentences were tokenized;
4. The stopwords were removed;
5. The resulting tokens were stemmed using Snowball method.
6. Finally, some single tokens were joined into pairs (bigrams) in order to improve

the semantic representation of frequent pairs of words.

These transformations were applied to the whole data gathered previously and a
dataset of 3,806,894 sentences was obtained—the sentence dataset.

Two additional datasets were created from the sentence dataset:

• sentence_keep: the result fromapplying a filter to sentence dataset,which removes
all sentences that have no term found in the Brand Names, Fashion Taxonomy,
or Brand DNA—3,263,292 sentences. The hypothesis to test with this dataset is
to understand how different are the embeddings representations of a brand when
using only sentences referring it.

• sentence_keep_syn: synonym mapping between all the words of sentence_keep
and fashion synonyms identified by experts in Fashion Taxonomy and Brand DNA
data—3,263,292 sentences. The hypothesis to test with this data is that if we reduce
sparsity, the resulting brand embeddingswill have a better semantic representation.

3.3 Brand Affinity Modelling

Mikolov et al. [11] coined the term “word embeddings” on their seminal work pre-
senting the family of non supervised algorithms called Word2Vec. These algorithms

1https://www.businessoffashion.com/.

https://www.businessoffashion.com/
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Fig. 1 Word2Vec architectures [11]

aimed at creating probabilistic models with the objective of projecting the whole
vocabulary of a Natural Language on the same multi-dimensional space. The train-
ing process can be formulated in two ways as observed in Fig. 1:

• Skip-Gram: given a word, the model has to be able to predict which words form
its semantic context. For example, in any sentence, the model has to predict the
neighbor words next to a given word.

• Continuous Bag-Of-Words (CBOW): given a context of N words in a sentence,
the model has to predict which word is placed in that context.

The authors observed that the semantic representation of the words using Skip-
Gram approach wasmore accurate and at a small additional computational cost when
using parallel processing [11]. Therefore, Skip-Gram architecture seems to be the
most promising approach to be applied in this work for learning theword embeddings
of the fashion experts data.

3.4 Boosting Recommendations with Brand Affinity
Information

There are many ways to introduce side information to a recommender system. One
can use it as inputs during the training process, but it requires a more complex
implementation and resultingmodels.Anotherway is relyingon ensemble techniques
where scores from multiple models are combined into a single final score. In this
work,we decided to choose the latter option. Themain reason relies on experimenting
the importance of a feature before investing heavily in increasing the complexity of
the models currently in production.

The objective is to obtain a final score P(i |c) for a given product, i from the
catalogue, taking into account the context, c. Context can be any type of information
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regarding the current navigation intention of the user, such as gender, categories,
brands, products, and so on. Hence, P(i |c) can be formulated by the Eq.1:

P(i |c) = (1 − α) · P ′
c(i |c) + α · P ′

b(i |c) (1)

• i: item id;
• c: context;
• α: weight to the brand information;
• P ′

c and P ′
b are the normalized scores from control and brand recommenders.

where P ′
c is the normalized predicted score by our control recommender system; and

P ′
b is the normalized score given by a content-based recommender using solely the

brand embeddings trained by Word2Vec in this project. Both scores are point-wise
and related to given product, i , considering the context, c.

Both recommenders are separately trained andα is decided offline before an online
test via click propensity optimization using logged data. α is a tunable parameter
which represents the strength of the new information to the final recommendations.

4 Offline Experiment

The experiments conducted in this work covered both offline and online settings to
fully assess the impact of the different approaches within the recommender system’s
main objective of escalating our fashion experts’ knowledge to our users.

4.1 Offline Setup and Model Selection

In this section, we cover the offline settings, where three algorithms were tested to
learn the word embeddings on the aforementioned Corpora—Word2Vec, GloVe, and
FastText.

For each algorithm,we tested two different sizes for the embeddings, 120 elements
and 300 elements. Considering the three datasets described above (sentence, sen-
tence_keep and sentence_keep_syn), 18 data-algorithm combinations were tested
to understand which approach should be considered to test in a live randomized field
trial, in the context of an A/B testing framework.

The offline evaluation of semantic learning is not a straightforward task due to
its inherent subjectivity. We decided to follow three different evaluation approaches,
one qualitative and two quantitative analysis.

First, we generated pure content-based recommendations using the embeddings
obtained by the NLP algorithms by selecting the top 5 nearest neighbors for each
brand present in the catalogue. Then, we used two types of pure collaborative rec-
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ommenders to compare the results with. Note that these recommenders were used
solely for the offline experiment.

One of the recommenders was built using navigation data to map the brand-brand
relationships from user-product interactions. We built four different recommenders,
one for each different source: clicks, add to wishlist, add to bag and orders. We then
aggregated the results obtained by each recommender by summing the similarity
scores.

The other type of recommender was based on outfit data curated by Farfetch team
of stylists. From a pool of 300k outfits, we built a bipartite graph between the brands
and the outfit ids to map the co-occurrence of brands in the outfit data which contains
expert domain knowledge solely.

For each variation of the NLP algorithms, we computed the offline metrics such
as Precision@5, Recall@5 and nDCG@5 between the auxiliary models (navigation
and outfits) and the nearest neighbors based on the learned embeddings. For the
final model selection, we used the Borda optimal ranking method to aggregate the
different sources of results and select a single winner [2].

For subjective analysis, we used the common t-SNE projection of the embeddings
to inspect the brands and their neighbors to understand if they make sense regarding
the fashion context of the Corpora. This approach is standard practice and can be
seen in many works where item embeddings are created [9].

4.2 Results and Discussion of Offline Evaluation

We conducted an offline evaluation of the set of data-algorithm combinations to
understand which would be the best approach to implement in a live setting and
present it to our users.

Table1 presents the results for the top 10 best combinations of the models com-
paring to the navigation based models referred above.

As we can see, the overall results for Precision, Recall and nDCG are very low
when comparing the top-5 recommended brands by the fashion experts embeddings
to the navigation-based models. Since the latter focus only on the collaborative rela-
tionships between users and brands, it seems fair to assume that user interactions
derive substantially different results than the recommendations obtained by the fash-
ion experts information.

Nevertheless, the Skip-Gram Word2Vec seems to outperform the competitors
regarding all metrics. Regarding the embedding size, it seems that 120 elements tend
to outperform larger embedding vectors. At last, the dataset providing better metrics
is sentence which had no extra steps of preprocessing.

Table2 presents the results for the top 10 best combinations of the models com-
paring to the recommendations based on outfit data. Overall, the metrics of Table2
are higher than those presented in the results of the navigation data (Table1).

One of the reasons for this to occur might reside in the argument that the brand
embeddings proposed in this paper contain expert domain knowledge and the rec-
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Table 1 Top 10 offline results comparing to navigation data

Algo. Size Dataset Prec.@5 Rec.@5 nDCG@5 Borda
Count

Word2Vec 120 sentence 0.0069 0.0070 0.0238 9

Word2Vec 300 sentence 0.0067 0.0069 0.0229 8

Word2Vec 120 sentence_keep_syn 0.0067 0.0069 0.0232 7

Word2Vec 300 sentence_keep 0.0066 0.0068 0.0228 6

Word2Vec 120 sentence_keep 0.0065 0.0066 0.0232 5

FastText 300 sentence 0.0061 0.0064 0.0212 4

FastText 120 sentence 0.0061 0.0063 0.0211 3

FastText 120 sentence_keep_syn 0.0056 0.0057 0.0190 2

FastText 120 sentence_keep 0.0052 0.0054 0.0180 1

GloVe 120 sentence 0.0038 0.0038 0.0135 0

Table 2 Top 10 Offline results comparing to outfits data

Algo. Size Dataset Prec.@5 Rec.@5 nDCG@5 Borda
Count

Word2Vec 120 sentence_keep_syn 0.0101 0.0125 0.0339 9

Word2Vec 120 sentence 0.0094 0.0117 0.0317 8

Word2Vec 120 sentence_keep 0.0090 0.0110 0.0307 7

Word2Vec 300 sentence_keep 0.0087 0.0108 0.0307 6

FastText 120 sentence_keep_syn 0.0086 0.0104 0.0285 5

Word2Vec 300 sentence 0.0086 0.0107 0.0304 4

FastText 120 sentence 0.0085 0.0107 0.0290 3

FastText 300 sentence 0.0083 0.0107 0.0279 2

FastText 120 sentence_keep 0.0079 0.0096 0.0270 1

GloVe 120 sentence 0.0046 0.0054 0.0154 0

ommendation based on the outfit model too. Hence, it’s expected that the neighbors
found in both settings aremore alike. Similarly to the navigation data results, theSkip-
GramWord2Vecwith an embedding size of 120 seems to outperform the competitors
regarding all metrics. Regarding the dataset preprocessing, sentence_keep_syn gen-
erates embeddings closer to the results provided by the outfit data.

Regarding the subjective analysis of the quality of the embeddings, we had pro-
jected a 2D t-SNE so we could present in this paper for reference. We plotted generic
fashion terms and brands in the same space to understand if the terms and the brands
wouldmake sense from a fashion point of view (with the help of fashion experts). For
the interest of clarity, we’re presenting only the embeddings projections ofWord2Vec
with 120 components, using the sentence dataset.

Figure2 shows the brands which are neighbors to the term “cartoon”. As we can
observe, the nearest brands are mostly related to kids’ clothing, such as Monnalisa.
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Fig. 2 t-SNE 2D projection of word embeddings emphasizing the term “cartoon”

Fig. 3 t-SNE 2D projection of word embeddings emphasizing the term “gothic”

Another example presented on Fig. 3 is emphasizing the term “gothic”. It’s clear
that the closest brand to this term is Alexander McQueen. This designer is widely
known by the usage of skulls’ representations in his designs.

This sort of qualitative analysis is very useful to have a general overview of how
much sense the semantic representation of the words make. Overall, the embedding
representations make sense. Moreover, our in-house fashion experts tended to agree
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Table 3 Model selection via Borda count method

Algo. Size Dataset Borda nav. Borda
outfits

Borda final

Word2Vec 120 sentence 9 8 17

Word2Vec 120 sentence_keep_syn 7 9 16

Word2Vec 120 sentence_keep 5 7 12

Word2Vec 300 sentence_keep 6 6 12

Word2Vec 300 sentence 8 4 12

on the neighbors found for a set of the brands, but, unfortunately, we don’t have
sufficient survey data to backup their votes and present in this paper.

The decision making process to define which model should we invest in an online
experiment has considered the Borda count ranking method. When summing the
Borda scores for eachvariation andoffline experiment,weobtain the results presented
in the following Table3.

The final Borda count score selects as the best candidate the solution of Skip-
Gram Word2Vec with an embedding of 120 elements, using the sentence dataset.
Both first and second candidates of the final rank seem reasonable for experimenting
in a live setting. Nevertheless, to support the choice of the first alternative, we present
two additional arguments:

1. We can observe a small difference regarding the offline metrics, but it does not
justify the extra complexity of the ETL for processing sentence_keep_syn.

2. The productization costs are considerably lower when annotated data, like syn-
onyms, is not necessary.

In conclusion, we productized the following approach:

• Algorithm: Skip-gram Word2Vec with an embedding of 120 elements;
• ETL: the process to generate the sentence dataset, performing the transformations
referred in the Data Preparation (Sect. 3.2).

• Content-Based recommender: using as features the embeddings obtained by the
training of the Word2Vec algorithm.

5 Online Experiment

A proper assessment of the impact of different approaches of a recommender system
requires a variety of evaluation vectors, from objective to subjective aspects, consid-
ering user recommendation interfaces and last but not least, the ultimate intention of
the user that can be affected by external factors [6]. For a thorough evaluation of the
chosen final algorithm and its impact—Skip-GramWord2Vec with an embedding of
120 elements—the online experiment was carried out in the form of four random-
ized field trials in a live environment. The A/B framework chosen focused on all the
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users reaching the https://farfetch.com portal which were then assigned randomly
(probability of 0.5) to the control or alternative groups of each of the experiments.

5.1 Online Setup

The online experiment was composed of four independent streams, as to allow a fair
estimation of the algorithms’ fitness to fulfill the myriad of touch-points, channels
and user interaction points within its journey.

First, the resulting algorithm was interpreted as a content-based recommender on
a specific set of listing pages, recommending related brands to the very specific use
case of brand listings with very few items. This would be our most aggressive setting
as the user’s expectations were already frustrated and a successful algorithm would
reconvert the user back into continuing the navigation. The null hypothesis, H0, for
this use case was then “the users are not prone to explore similar brands once their
expectations have been thwarted”.

Next, the algorithm was tested as a boost applied to the current product recom-
mender systems in the following scenarios: two different types of product detail
pages with the same null hypothesis, H0, where “users are equally engaging with the
control group recommendations and with recommendations that are enriched with
brand affinity data”.

Lastly, an edge case for our recommendation system was tested also considering
the brand embeddings as a boost for the control recommender system in the form of
a operational email. In this case, the user had already purchased and the goal would
be to establish the fashion authority by suggesting products from related brands. The
H0 for this use case states that “the users are not susceptible to brand similarity after
the purchase”.

All the impressions and interactions with the recommendations carousel (as
depicted in Fig. 4) are recorded and a comparison of the predetermined engage-
ment metrics2 dictated, blindly, which alternatives could be productized. However,
the outcomes of the four streams of online testing reflected a strong engagement gain
from the users to this new source of information, across the board.

Fig. 4 Example of the recommendations carousel

2We reserve the right to not share the metrics in detail due to legal protection.

https://farfetch.com
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Table 4 Summary of the online experiments conducted

Recommendations approach User phase space Touch-point

Content-based Consideration Low-stock listing pages

Brand Affinity Boost Consideration Product detail page with stock

Brand Affinity Boost Consideration Product detail page without
stock

Brand Affinity Boost Post-purchase Operational Email

5.2 Results and Discussion of Online Evaluation

As mentioned previously, the online experiments were executed from, essentially,
two perspectives on the same brand embeddings: content-based recommendations
and brand affinity boost applied on product recommenders. In Table 4, a summary
is presented for each of the test settings, which contributed to a full impact analysis
on all aspects of the recommender system.

5.2.1 Content-Based Recommendations

The A/B testing framework was configured so that an even split of 50–50% of
random visitors would see alternative A, the control, with no recommendations of
related brand and, on alternative B, products from the top two adjacent brands we
recommended at the bottom of the low-stock listing page.

Figure5 shows the PDF of the binomial derived from the logged data (impres-
sions and conversions) of the A/B testing outcome on the low-stock PLP page. The

Fig. 5 A/B test results of content-based recommendations
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engagement metric presented is not a click-based metric of recommendations since
the control group has no recommendations to be clicked. Hence, the null hypothesis
can be rejected with a p-value of 1.15 × 10−16. The distribution of the differences
between alternatives expects an engagement uplift between 1.8and 3%, considering
the confidence interval of 95%.

These results proved to be very robust in making use of, and enhancing the,
subjective relationships between brands on the luxury fashion world within a context
of a user that actively looked for a specific brand and was dissatisfied. Such results
indicate that fashion-savvy users recognized the validity of the affinity between
brands as given by the chosen algorithm to test.

5.2.2 Brand Affinity Boost Recommendations

Using the brand embeddings as a brand affinity boost was implemented in three
experiments from two distinct user phases: consideration (two experiments) and
post-purchase (one experiment).

From the consideration phase, the two tests were quite similar even though they
represented opposite user experiences, mainly at a layout and design level, given the
two product detail pages are quite different as they represent distinct states of the
product. On both, however, the same overall testing strategy was used: alternative
A, the control, represented the current recommendation strategy without the boost
from this new brand affinity information. On alternative B, the brand affinity boost
was applied to current recommendation strategy, which was the same base strategy
as alternative A.

Figure6 shows the PDF of the binomial distribution derived from the logged data
(impressions and conversions) of the A/B testing outcome on the PDP page. The

Fig. 6 A/B test results of brand affinity boosted recommendations
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metric presented in this A/B test was more quality of recommendations oriented
than “Metric A”, since the control group was also showing recommendations with
the exact same recommendations carousel layout. The null hypothesis can be rejected
with a p-value of 0.9 × 10−60. The distribution of the differences between alternatives
expects an engagement uplift between 7.4 and 10.6% for the product detail page
without stock experiment, and for the product detail page with stock experiment the
same engagementmetric expected uplift was between 5.1 and 6.1%, both considering
the confidence interval of 95%.

Finally, the post-purchase phase consisted of another experiment executed via
email. This test has non-standard configurations and the results are not, in nature, as
detailed as the traffic split of a website or device in a live environment. The experi-
ment configuration consisted in an alternative A with a version of an algorithm that
showcased only products of the same brand as an input product, whereas alternative
B applied the brand affinity boost to another algorithm that did not promote same
brand products. In fact, the test here allowed for a direct comparison between same
brand vs related brands impact. The engagement metric revealed that the algorithm
that used the brand affinity boost, alternative B, was able to outperform alternative
A by approximately 15%.

The three brand affinity boost approaches tackled different combinations of user
experience and user’s expectation. At a product detail page level, the attention of the
user is lower as it is in full exploration mode, whereas at the post-purchase phase the
expectation was already fulfilled and therefore the intention to engage again is at its
lowest. However, in all the three settings, the results showed the user was actively
interested in the products that were of a related brand—to note this behaviour towards
brands’ importance has not been observed in other product attributes of previous
experiments. Brand affinity as implemented in this work, proved to be successful on
all randomized tests carried out to date.

6 Conclusion and Future Work

In this paper, we presented an effective way of extracting and using brand embed-
dings, using it as side information to complement more complex recommender sys-
tems with the fashion authority expected in the luxury fashion context. The online
results have shown a great acceptance from the users exposed to this information.
In all the A/B tests performed, the alternatives using the brand affinity information
alwayswon against control. Themain takeawaywas the understanding of brand affin-
ity in the improvement of fashion recommender systems, in the particular context of
luxury fashion.

The offline results helped to decide which approach should we choose to take
to an online test. However, these decisions are often counterfactual and we cannot
derive how well the other approaches would perform in a straightforward manner.
Even more evident, it’s when the new feature being implemented forces the re-rank
of a base recommender updated regularly which drastically changes the outcome.
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We find it hard to foresee the outcome of an online test when the new recommender
is considerably different than the control. As next steps, we plan to conduct an
offline counterfactual evaluation to understand if other NLP approaches would have
performed better and run the necessary online experiments to solidify our under-
standing. Moreover, we have A/B tests ready to start with different variations of
the NLP models against the models derived for offline evaluation to understand the
relationships between offline and online metrics.

As other future work, we plan as well to incorporate the brand information
extracted by these embeddings in our hybrid recommender systems and other rec-
ommendation tasks such as outfits generation. We want to conduct a thorough study
regarding ensemble optimization and ways to incorporate different sources of infor-
mation to power recommendations in a straightforward and robust way without
exploding in complexity. Finally, we plan to improve the personalization of brand
affinity by considering more user navigation signals to improve the context mapping.
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Probabilistic Color Modelling
of Clothing Items

Mohammed Al-Rawi and Joeran Beel

Abstract Colormodelling and extraction is an important topic in fashion. It can help
build a wide range of applications, for example, recommender systems, color-based
retrieval, fashion design, etc. We aim to develop and test models that can extract
the dominant colors of clothing and accessory items. The approach we propose has
three stages: (1) Mask-RCNN to segment the clothing items, (2) cluster the colors
into a predefined number of groups, and (3) combine the detected colors based on
the hue scores and the probability of each score. We use Clothing Co-Parsing and
ModaNet datasets for evaluation. We also scrape fashion images from the WWW
and use our models to discover the fashion color trend. Subjectively, we were able
to extract colors even when clothing items have multiple colors. Moreover, we are
able to extract colors along with the probability of them appearing in clothes. The
method can provide the color baseline drive for more advanced fashion systems.

Keywords Color clustering · Deep learning · Clothing · Fashion trends ·
k-Means · Gaussian mixture model

1 Introduction

Colormodeling and extraction (Fig. 1) has long been an important topic inmany areas
of science, business and industry. Color is also one of the fundamental components
of image understanding. Due to problems of color degradation over time and the
possibility of having a large number of colors in every image, this area is still under
extensive research [9, 18].

Color is one of the important cues that attracts customerswhen it comes to fashion.
Fashion designers and retailers understand this and they usually make use of color
services, such as the catalogs provided by Pantone (pantone.com).Moreover, fashion
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Fig. 1 Colors and their possibilities are extracted from the image shown to the left. Sweatshirt
colors’ names are: ‘Egyptian blue’, ‘Rosso corsa’, ‘Old gold’, and ‘Spanish viridian’; pants color
name is ‘USAFA blue’. Best viewed in color

and AI have found a common ground in recent years. In this regard, companies race
to build products and services to serve customers. The impact of deep learning and
the development of other AI methods provide companies with unprecedented means
to achieve their goals. Amazon and StitchFix are providing their customers with the
so called “Personal Styling Service,” which is semi-assisted by fashion stylists [7,
10]. Facebook is building a universal product understanding system where fashion is
at its core [3, 4]. Zalando researchers proposed in [22] a model for finding pieces of
clothingworn by a person in full-body or half-body imageswith neutral backgrounds.
Some other companies are dedicated to build sizing and fitting services [14, 28, 32].
However, efforts dedicated for explicitly making use of color values in fashion AI
are somehow limited. This is because most, if not all, products/works rely on the
use of color tags. In addition, deep learning models, which are now the cutting edge
technology used for several fashion AI apps, are color agnostic. That is, they do
a remarkable prediction job without explicitly extracting the color values. This is
because the color feature is implicitly extracted alongside other spacial features at
the convolution layer.
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Several works treated color as a classification problem. Color classification has
been the topic of [27]. Other works used deep learning to predict one of eleven basic
color names [29] and one of 28 color names [31]. Clearly, color classification has
the disadvantage of dealing with a small number of tagged colors. This is a serious
problem because of the failure to keep pace with themillions of colors that the human
vision system can perceive [17]. This suggests that color extraction should be treated
as a regression and not a classification problem.

There are a few works dedicated to extracting the main color values from images
using regression methods. The authors of [23] presented a method for extracting
color themes from images using a regression model trained on color themes that
were annotated by people. To collect data for their work, the authors asked people
to extract themes from a set of 40 images that consisting of 20 paintings and 20
photographs. However, such data-driven approach may suffer from generalization
issues because millions of colors exist in the real world. The authors of [33] used
k-means algorithm on an input image to generate a palette consisting of a small set
of the most representative colors. An iterative palette partitioning based on cluster
validation has been proposed in [18] to generate color palettes.

Clusteringmethods have been proposed to extract colors from imagesmuch earlier
than classification and regression methods. Automatic palette extraction has been the
focus of [12, 13] in which a hue histogram segmentation method has been used. The
hue histogram segmentation has a disadvantage not only that it is affected by the
saturation and intensity values, but also singularities when the saturation values are
zero.Otherworks, as in [8], pointed out the advantages the fuzzy-c-means canprovide
over k-means even though they aimed at using it for color image segmentation. The
main problem with clustering algorithms is knowing the number of colors a prior.
Choosing a low value will result in incorrect color values if the image has more
colors than the one used to build the clustering model. On the other hand, using a
high number of clusters has the drawback of extracting several colors, some with
proximate hue values. This makes it really difficult to extract colors accurately.

In this work we propose a multistage method intended for modeling and extract-
ing color values from the clothing items that appear in images. Our pipeline makes
use of Mask-RCNN [15], which is a deep neural network aimed to solve instance
segmentation problem, to segment clothing items from each image. Next, we cluster
the colors into a large number of groups; and then, merge the resultant colors accord-
ing to their hue and probability values. We use a probabilistic model because it is
possible for clustering algorithms to yield more than one color value for each pure
color.

2 Color Modelling and Extraction

Stored as images, the colors of clothes usually suffer from severe distortions. The life
of a clothing item, color printing quality, imaging geometry, amount of illumination,
and even imaging devices affect how colors appear in images. Additionally, clothing
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items differ in material, fabric, texture, print/paint technology, and patterns. Below,
we introduce the mathematical intuition behind the color distribution, followed by a
method for extracting colors from clothing items.

2.1 Mathematical Modelling

Without regard to complexity and color distortions, the single color and single chan-
nel image should have a Dirac delta density distribution defined as follows:

δ(x |μ, σ) = lim
σ→0

1√
π |σ | exp

(−(x − μ)2

σ 2

)
, (1)

where μ is the intensity value. RGB color images have three channels; hence, we
write the density distribution of a single-color RGB image is given by:

�(x|μ, �) = lim
�→0

1√
π |�| exp

(
− (x − μ)T�−1(x − μ)

)
, (2)

where � is a q × q sized covariance matrix, q is the number of channels (q = 3 for
an RGB image), μ and x are q sized vectors, and |�| is the determinant of �. The
distribution in (2) is a point in 3D space defined by the valueμ. In the real world, and
evenwhen the imaging setting is typical, the color distribution of each channel will be
normally distributed around μ. This can be denoted for the one channel single-color
case as follows:

n(x |μ, σ) = 1√
2πσ

exp
(−(x − μ)2

2σ 2

)
, (3)

where σ parameter relates to color dispersion. For a single-color RGB image, the
density is a multivariate Gaussian distribution given by:

N (x|μ, �) = 1√
2π |�| exp

(
− (x − μ)T�−1(x − μ)

)
. (4)

And for a multicolor image, we model the colors as a Gaussian mixture model prior
distribution on the vector of estimates, which is given by:

p(x) =
K∑
i=1

φiN (x|μi , �i), (5)

where
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N (x|μi , �i) = 1√
(2π)K |�i|

exp
(

− (x − μi )
T�i

−1(x − μi )
)
, (6)

K denotes the number of colors, and the ith vector component is characterized by
normal distributions with weight φi , mean μi and covariance matrix �i .

Expressed as a Gaussian mixture model, the color distribution also becomes
extremely complicated when the clothing item has more than one color. However,
the distribution may become more complicated because there is a possibility of fre-
quency deviation of the colors during the imaging process. In this case, the Gaussian
mixture model prior distribution on the vector of estimates will be given by:

p(x) =
K ′∑
i=1

φiN (x|μi , �i)), (7)

where K ′ denotes the total number of colors or model components such that K ′ =
K + K f , and K f denotes the number of new (fake) colors generated during image
acquisition. In fact, even the human vision system can perceive extra/fake colors due
to the imaging conditions. One example is the white reflection we perceive when
looking at black leather items. Another problem that perturbs the Gaussian mixture
model is the use of 8 bits per pixel by both imaging devices and computers. This
8-bit representation for each channel results in truncating the pixel values close to the
lower-bound and/or upper-bound, i.e. values close to 0 or 255 for an 8-bit per pixel
image. This indicates that there will always be some incorrect color distributions in
real-world images. This suggests that the estimation of K ′ has to always be heuristic.

Itwould be useful ifwe can adopt themodelwederived in (7) to extract colors from
clothing items. Although unsupervised clustering from Gaussian mixture models of
(7) can be learned using Bayes’ theorem, it is difficult to estimate the Gaussian
mixture model of the colors without knowing the colors’ ground-truth and the value
of K ′.Moreover, thesemodels are usually trapped in localminima [16]. Luckily, it has
been shown in [26] that k-means clustering can be used to approximate a Gaussian
mixture model. We are going to make use of k-means as part of our multistage
method, and the full pipeline is illustrated next.

2.2 Clothing Instance Segmentation

We train a Mask-RCNN model [15] to segment all clothing items from an input
image. Let this procedure be denoted as:

S = M(f), (8)
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where:

• f denotes the input image, which is a vector of (triplet) RGB values.
• M denotes the Mask-RCNN model.
• S = {s0, s1, ...} is a set of images. Each element in S is a vector that denotes a
segmented clothing item. We remove the background from each element in S and
we store it as a vector of (triplet) RGB values.

Then we use the trained Mask-RCNN model to segment clothing items at color
extraction phase.

2.3 Extracting the Main Colors

After segmenting the clothing items of f, we extract the main/dominant colors in
each of them. Our color extraction still has a few phases. We first use a clustering
algorithm to to obtain the main RGB color components in the clothing segment.
Clustering allows us to reduce the number of colors in the image to a limited number.
We denote this procedures as follows:

c = �k(s), (9)

where:

• �k denotes the clustering model.
• s denotes a vector of one clothing item that we obtain via (8); we drop the subscript
i from si to simplify notation.

• c = [c0, c1, ..., ck] is the resultant cluster centers.

Let Nci be the number of pixels of color ci and Ns be the total number of pixels in s,
we estimate the probability of each color as follows:

pi = Nci

Ns
, (10)

where i = 0, 1, ..., k. Letp = [p0, p1, ..., pk]be a vector that contains the probability
values of each color in c.

Clearly, the number of resultant colors equals to the designated number of clus-
ters, k. We use k-means++ clustering algorithm [2, 25] to obtain the main RGB
color components in the clothing segment. k-means++ is highly efficient and able
to converge in O(log k) and almost always attains the optimal results on synthetic
datasets [2]. We also use fuzzy c-means clustering [6] as an additional comparison
method. Fuzzy c-means is much slower than k-means but it is believed to give better
results than the k-means algorithm [6].
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The main problem in clustering algorithms is the estimation of the value of k, i.e.
how many colors are there in the clothing item. Choosing a low value will result in
incorrect color values if the image has more colors than k. Choosing a high k value
will result in more colors than expected, some of which have the same color but
differ in tint/shade. Hence, our approach is to chose a high k value, and then merge
the colors according to the hue value and probability of each color. This is illustrated
next.

2.4 Merging Pure Colors that Have Different Tints/shades

Our next step is to determine whether or not to merge the resultant colors c in (9).
Towards this end, we use a 1D clustering approach that relies on the variations
between different color hues. This allows us to merge the colors based on hues that
are similar, if any. We denote the procedure as follows:

G = 	(h), (11)

where:

• 	 denotes a 1D clustering method.
• h = [h0, h1, ..., hk] is a vector containing the hue components calculated for each
color value of c.

• G is a set containing subsets {G0,G1, ...}. Each subset has labels grouped accord-
ing to the hue values such that: gi ∈ {0, 1, ..., k} and Gi ∩ G j = ∅.

To implement 	, we try two different methods:

(1) Mean-Shift [30]. The Mean-Sift method is feature-space analysis technique that
can be used for locating the maxima of a density function. It has found applica-
tions in cluster analysis in computer vision and image processing [11, 24].

(2) We also propose a novel 1D clustering algorithm based on differentiating the
hue values, and then finding the extreme points according to the maxima of the
derivative. We do this as follows:

G = argmax
index

h′, (12)

where h′ denotes the derivative of h.

2.5 Probabilistic Modelling

After clustering and color merging, we use the color probabilities given in (10) to
estimate the final color. Our suggestion here is driven by the fact that colors with
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higher likelihood should dominate the final color. Accordingly, we propose to extract
the colors according to the following probabilistic model:

d j = E
i∈G j

[p × c], (13)

where j = {0, 1, ...|G|}, p is given in (10) and c in (9). The Mean-Shift method also
results in a G set, one can similarly use (13) to estimate the colors. The final colors’
probabilities can then be calculated using:

p̂ j = Ndj

Ns
, (14)

where Ndj is the number of pixels of color d j . Hence, ourmerging algorithm averages
the RGB values according to the category and probability of each hue. As a simple
example illustrating this approach, one can imagine the color produced by mixing
10% dark blue with 90% light blue in oil paints.

2.6 Color Names

We use the CIELAB color space to match a query RGB value to a lookup table of
color names, i.e. color names dictionary. It is believed that CIELAB color is designed
to approximate human vision [5, 21]. For a query color value, the best match is the
color with the minimal Euclidean distance in CIELAB color space to a color in a
dictionary of colors. We build the color name dictionary from “Color : universal
language and dictionary of names” [19].

3 Results

We perform a few experiments to investigate the methods we propose. To reduce
clutter, we do not show the color names in most of the figures. We opt instead
to provide the probability associated to each extracted color. As there are no color
ground-truth, the performance is, unfortunately, subjective. The implementation code
can be found in [1].

3.1 The Effect of Number of Clusters

Figure2 illustrates the effect of only using the k-means compared to our multistage
probabilistic approach. Using k = 20, one stage k-means extracts different degrees
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Fig. 2 Use of k-means versus our proposed multistage method ‘k-means+Diff’. We use k = 20 in
all these tests. The dress has three colors; white, black, and gray as shown in (a). Our method is
able to extract two colors of which 46% black and 54% gray as shown in (e). Using only k-means
gives 16 shades of gray as shown in (d). The jacket has one color (blue), and we are able to extract
96% blue and 4% gray as shown in (g). Using only k-means on the Jacket gives 13 shades of blue
as shown in (f). For comparison, we show the results of using the TinEye Color Extraction Tool in
(b) and (c). Best viewed in color
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of blue from the ‘jacket’ that the lady worn, and different degrees of black and gray
from the dress. For the same jacket, our method results 94% blue and 4% gray. For
the dress, our method results in 54% light gray and 46% black. In all our models, we
remove the color if its probability is less than 1/2k. We do this to reduce the number
of colors based on color probability, i.e. as low probability indicates trivial/incorrect
color. This is one reason we get lower than k colors when only the k-means is used.
Clearly, the multistage clustering we propose helps reduce the colors further as we
merge colors of similar hues.

3.2 Comparison with Color Extraction Tools

We compare the colors we extract using our proposed method with some of the
available commercial tools. For this purpose, we choose Canva (canva.com) and
TinEye MultiColor Engine (tineye.com). Canva is one of the commercial design
tools that is equipped with a color extractor. TinEye is an image search engine that
is based on color features. It must be noted that our color comparisons are subjective
because the color ground-truth values do not exist. Figure3 shows a comparison of
our method with that of TinEye. The input image is a picture of a lady wearing a
multi colored dress. To highlight these colors for the reader, we manually marked
at least 10 colors in the segmented dress, shown in Fig. 3. Results of using TinEye
MultiColor engine does not producewhite, dark blue, and other degrees of black. Our
proposed methods outperform the TinEye MultiColor Engine as the latter and was
not able to extract white color and different degrees of black. Moreover, our method
extracts more representative colors than that of TinEye. In Fig. 4, we compare our
method with Canva tool. Again, our method is able to extract better representative
colors. The upper part of Fig. 4 shows that Canva tool did not extract one of the
colors in the t-shirt (the ‘Jazzberry jam’ color) and also produce some false colors
(Silver and Dark Slate).

3.3 Color Distributions of Fashion Data

Investigating the color distribution of fashion is important. It can be used, among
other things, to explore fashion trends. We present in Fig. 5 color distributions of
selected items of ModaNet. Although each item may have more than one color, we
present the distributions of the colors with the highest probability, these denote the
dominant colors. Using only colors with the highest probability simplifies the graphs.
We color each point, mimicking one item, according to the extracted color. These
graphs provide a nice visual representation about fashion items.
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Fig. 3 Comparison of color extraction methods. We manually marked at least 10 colors in the
segmented dress shown in (b), Results of a commercial color extraction tool are shown in (c).
Variants of our proposed method are shown in (d), (e), (f) and (g); FCM denotes using Fuzzy-C-
Means. Our proposed methods outperformed the Multicolor Engine (tineye.com), as the latter was
not able to extract the white color and different degrees of black. Best viewed in color



32 M. Al-Rawi and J. Beel

Fig. 4 Comparison of our proposed method with Canva color extraction tool. In each row, colors
extracted using our method (lower-right pie-chart) and Canva commercial package (top-right array-
chart; www.canva.com). We extract colors from one clothing item segmented out via Mask-RCNN
model. To reduce clutter, we did not include the color names, although we can obtain them via the
ColorNames class. For example, colors of the t-shirt image are: ‘Dark cornflower blue’, ‘Rufous’,
‘Blue sapphire (Maximum Blue Green)’, and ‘Jazzberry jam’. Best viewed in color

www.canva.com
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Fig. 5 Estimated color distributions in HSV space. Distributions generated for each item from
Clothing Co-Parsing dataset. Titles above each sub-figure are: number of clothing item, item name,
colr_0 is the dominant color (highest probability), followed by mean ± standard-deviation of
probabilities. Best viewed in color

3.4 Fashion Color Trend

We make use of the methods we propose to obtain fashion color trend from a set
of images. We extract the color trend from Chanel’s 2020 Spring-Summer season.
The images we use are from https://bit.ly/2WQzKwp. We use Mask-RCNN that we
trained with ModaNet dataset to segment clothing items. Each pie-chart denotes one
segmented item. We present the results in Figs. 6, 8, and 7.

https://bit.ly/2WQzKwp
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Fig. 6 (Dress) Fashion color trend we extracted from Chanel’s 2020 Spring-Summer season. We
use Mask-RCNN that we trained with ModaNet dataset to segment Dresses. Each pie-chart denotes
one segmented item. Original model images can be reached via https://bit.ly/2WQzKwp. Best
viewed in color

4 Discussion and Conclusion

4.1 Gaussian Mixture Model Versus K-Means

Although the k-means method has long been used in color extraction, we wanted to
find a link between k-means and the color model we present in (6). It seems that a
recent study [26] has found that link. The authors showed that k-means (also known
as Lloyd’s algorithm) can be obtained as a special case when truncated variational
expectation maximization approximations are applied to Gaussian mixture models
with isotropic Gaussians. In fact, it is well-known that k-means can be obtained as a
limit case of expectation maximization for Gaussian mixture models when σ 2 → 0
[26]. Bur according to our color model in (1), σ 2 → 0 indicates that the clothing item
is imaged in a an idealistic conditions; and that’s intractable in reality. Nevertheless,
the work of [26] gives some legitimacy and justification for using the k-means as an
approximation of Gaussian mixture models.

https://bit.ly/2WQzKwp
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Fig. 7 (Pants)Color fashion trend thatwe extracted fromChanel’s 2020Spring-Summer season.We
useMask-RCNN thatwe trainedwithModaNet dataset to segment Pants. Each pie-chart denotes one
segmented item. Original model images can be reached via https://bit.ly/2WQzKwp. Best viewed
in color

4.2 Probabilistic Color Model

One of the biggest problems in color extraction from digital images is dealing with
the many colors that a color extractor may reveal. Each clothing item has a set of
colors that are, at least, distinctive to the human vision system. And even if we
exclude clothes of complex colors and a fractal pattern shapes, the problem remains.
One can think of the clustering approach as finding the colors’ outcome by averaging

https://bit.ly/2WQzKwp
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Fig. 8 (Outer) Fashion color trend that we extracted from Chanel’s 2020 Spring-Summer
season. We use Mask-RCNN that we trained with ModaNet dataset to segment Outer
(coat/jacket/suit/blazers/cardigan/sweater/Jumpsuits/ Rompers/vest). Each pie-chart denotes one
segmented item. Original model images can be reached via https://bit.ly/2WQzKwp. Best viewed
in color

the neighboring color values. However, using a low k value may result in averaging
different colors of the clothing item. This may lead to loosing the pure colors, if
any. Setting k to a high value may result in more colors, such that some colors have
similar hues but different shades and/or tints. This variation is expected due to the
imaging conditions, amount of light and shadows. Therefore, using a high k value is
a better option because it can generate more pure colors. Then, reducing the number
of pure colors based on the hue values and associated probability is one way that
we find successful to generate more representative colors. The probabilistic model,
E[p × c], we propose in (13) not only performed well in merging colors of similar
hues, but has also a natural intuition. This can be justified by the fact that colors
appear in a probabilistic manner and can therefore be extracted in the same way.

https://bit.ly/2WQzKwp
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4.3 Making Use of Color Extraction in Fashion

It is possible to make use of the extracted colors to build color distributions and
trends. A color distribution provides a global view of the colors used in a fashion
collection. This can be used across different fashion collections in order to have
an idea about the colors in each collection. We can see for example how the shoes
and bag distributions have a similar shape, which might reflect the color matching
between the two groups.

Color value extraction can be highly beneficial if augmentedwith other predictions
obtained via deep learning. Such augmentation can be used to retrieve clothing items
from online stores in the event that the items do not have color tags; Or, when
items contain many colors in certain percentages. For example, some customers, or
fashion designers, may be interested in searching online stores for an item that has the
following colors: 40% navy blue, 30% gold yellow, 20% baby pink, and 10% Baby
blue eyes. Such palette can be extracted from an item they have seen; similar to the
street2shop use-case paradigm [20]. In addition, this probabilistic color palette can
be used to build fashion matching models that can be used as part of recommender
systems. Clearly, colors extracted from clothes can find numerous applications in
the fashion industry. They can be used to help designers in their work, to retrieve
clothing items alongside other attributes predicted by AI models, be part of personal
shopping and styling apps, and as a vital component of recommender systems.

4.4 Color Perception and Evaluation

Color is usually stored as triplet values in images identified by the red, green and
blue channels. However, obtaining the churn of these triplet values via deep learning
is a difficult task, although it may seem simple. This is because the extracted colors
should conform to the color perception in human vision. Therefore, regression will
be better than prediction models. Furthermore, colors should be provided as palette
or theme values and not as a few number of tags; which is not yet the case in several
fashion datasets. The major problem is that (1) a model that extracts the exact color
values is not available; (2) the colors ground-truth is also not available; and (3) if we
build a model that extracts the color values, we do not have the colors ground-truth
to verify it. This led us to use a subjective measure to judge colors extracted from
clothing items. It must be noted that the use of subjective scales may be problematic
due to the wide range of millions of colors and differences of opinion.
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4.5 Future Prospects

There are many ways to improve this work. For example, if we know the material or
fabric type of the piece of clothing, then we can extract colors based this trait. We
can do this using a parametric model that takes into account the color that we want to
recover according to a parameter denoting the trait. Returning to the Gaussian model
mentioned earlier, we can rewrite (3) as follows:

N (x |ci , σ, γ ) = 1

|γ σ |√2π
exp

(
−(x−ci )/2γ σ

)2

, (15)

where γ is a parameter that one can use to modulate the material type. This is based
on the perception that the materials used in the clothes affect the amount of light the
camera sensor receives. For example, when leather is thematerial in use, there will be
quite a few reflections camouflaging the real color. Hence, color extraction methods
would benefit from γ to either estimate the correct number of colors in the item, or
quantify the degree of glittering or shininess. This case would also be interesting if
a customer wants to search and retrieve an item with these glittering and shininess
traits.

We previously indicated that evaluating color extraction methods is an intractable
task unless the data set and its ground-truth are derived from a large number of colors.
We aim in our next work to create a large dataset characterised by a large number of
colors. Color values are derived from several distributions and are then manipulated
to generate true colors. This is done by applying filters that simulate the imaging
process. These filters can be generated using image processing tools; or empirically
via acquiring printed versions of computer generated source color images. The print
quality, imaging device, and many other conditions (i.e. indoors or outdoors imaging
locations) will affect the acquired images and the computed inverse filter(s). This
way we will be able to generate the source, computer generated, and (degraded)
ground-truth colors. The dataset can then be used for comprehensive evaluation of
our probabilistic color extraction method, as well as other color extraction methods.
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Abstract One of the challenges in fashion recommendations is how to incorporate
the concepts of fashion and style to provide a more tailored personalized experience
for fashion lovers. Despite that these concepts are subjective, our fashion experts
at Farfetch have defined a few key sets of aesthetics which attempt to capture the
essence of users’ styles into groups. This categorization will help us to understand
the customers’ fashion preferences and hence guide our recommendations through
the subjectivity. In this paper, we will demonstrate that such concepts can be pre-
dicted from users’ behaviors and the products they have interacted with. We not only
compared a popularmachine learning algorithm—RandomForest with amore recent
deep learning algorithm—Convolutional Neural Network (CNN), but also looked at
3 different sets of features: text, image, and inferred user statistics, together with their
various combinations in building such models. Our results show that it is possible
to identify a customer’s aesthetic based on this data. Moreover, we found that the
use of the textual descriptions of products interacted by the customer led to better
classification results.
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Fig. 1 Street aesthetic and
feminine aesthetic wear
examples

1 Introduction

Recommender systems have been an increasingly important part in e-commerce.
Some websites are designed to follow a personalized recommendation experience
flow [4], such as Netflix (which reported that 75% of the views originate from their
recommendations) and Amazon (with 35% of the revenue coming from personal-
ized recommendations). In fact, recommender systems have played such a role in a
customers’ shopping journey, that today they expect to see recommendations during
their interaction with e-commerce websites.

Performing fashion recommendations poses a challenge for those who need to
reflect a customer’s unique sense of style and preferences in order to enhance a per-
sonalized experience for a fashion lover. When a customer visits the website, we
should aim to recommend products considering their style preferences and current
demand. Recent studies [8] showed that incorporating a user’s style into recom-
mendations had mitigated the popular item bias problem in some recommendation
domains.

Moreover, in fashion we need to inspire the customer to discover pieces that
resonate with their own style and preferences. This has been a mission at Farfetch, an
online luxury fashion retail platform that sells products from thousands of boutiques
and brands across the world.

Our fashion experts have defined a set of key aesthetic concepts aiming to reflect
our current and target customers’ style trends. For females, there are six aesthetics:
Arty, Classic, Edgy, Feminine, Minimal and Streetwear. While for males, four aes-
thetics: Edge, Minimal, Smart and Streetwear (examples in Fig. 1). Each of these
themes have a product listing page and when customers navigate the page they can
start to browse a list of products associated with each of the aesthetics.

This is a great way to capture a customer’s style interests. Based on this data,
we build models to identify customer’s aesthetics and extend the predictions to the
rest of our customer base. Once we know which aesthetics a customer belongs to,
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we not only can identify our customer “neighbors” more accurately, but also can
suggest products more tailored to their aesthetic(s). Similarly to [8], we could add
this aesthetic as a feature for our recommendation engine.

In this paper, we present how we can identify customers’ aesthetics from their
online shopping behaviors and the products they have shown interests in.We compare
the performance of our models when using 3 completely different sets of features,
namely: text, image, and inferred user statistics. We, also, looked at different com-
binations of those features. On top of this, we explore the performance difference in
using a popular classification algorithm—Random Forest (RF), and a more recent
deep learning algorithm—Convolutional Neural Network.

We defined this classification problem as a multi-label classification, since cus-
tomers can show their interests to multiple aesthetics. For example, a customer can
associate thyself with both being Classic and Minimal. When a customer is purchas-
ing for others, the aesthetic interests can be very different, they can even be aesthetics
from a different gender as well.

Our results show that it is possible to identify a customers’ aesthetic based on their
navigational patterns. Moreover, we found that the use of the textual descriptions of
products interacted by the customer led to better classification results.

The main contributions of our work are twofold: (1) a comprehensive characteri-
zation of fashion customers based on their behavior on our platform; (2) a comparison
of various models over a rich set of features, capable of classifying a customer into
a predefined aesthetic.

The rest of this paper is as follows. Section2 discusses some related work, while
Sect. 3 defines our methodology. Our experimental evaluation is discussed in Sect. 4.
Section5 summarizes the paper and outlines our future work.

2 Related Work

Multi-label classification is the task of assigning a subset of predefined categories
to a given item. Classical approaches are based on binary relevance learning (i.e.,
construct a binary classifier for each category) [3] or a label powerset, by transforming
the problem into a multi-class problem with one multi-class classifier trained on
all unique label combinations found in the training data [10]. There is more effort
focusing on using deep neural networks in recent works. Nam et al. [17] show that
a simple NN model trained using cross entropy loss performs, as well as, or even
outperforms, state-of-the-art approaches on various textual datasets. Liu et al. [11]
present a deep learning approach, based on a Convolutional Neural Network (CNN)
model tailored for multi-label classification to tackle the problem of Extreme multi-
label text classification (when the number of labels is very high). They show that
the proposed CNN approach is scalable to large datasets, and produce competitive
to superior results with other state-of-the-art in literature. Here, we compare both
classical methods and NN ones in our fashion domain, discussing the pros and cons
of each one.
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Incorporating user’s style into recommendations has been delivering promising
results on mitigating popular item bias, for example, Iqbal et al. [8] incorporates user
style into a Variational Autoencoder recommendations framework, and found that
this addition allowed more diverse recommendations while maintaining relevance
in e-commerce context. There are, also, some studies which tackle the problem of
assigning a style to a cloth image [5, 7, 12, 20]. For example, Hadi et al. [12] created
a crowd sourced dataset to classify clothes according to five different styles. Hsiao et
al. [7] propose an unsupervised approach to learn a style-coherent representation for
items. The method leverages probabilistic polylingual topic models based on visual
attributes to discover a set of latent style factors. Unlike them, in this work, we aim
to assign a style to a user, not an image. Other works [9, 13, 23] focused on building
representations for items that capture somehow the style of the clothes. We focused
on understanding the user and their aesthetic preferences.

3 Methodology

Out of many algorithms that work on multi-label classification, we have selected
Random Forest which has been a popular choice and we trusted it to give us a good
baseline, and a deep learning model with CNN as in Liu et al. [11], which has shown
promising results.

Since aesthetics are gender-specific, and also a customer could be purchasing
products for others, especially from another gender, we have decided to model cus-
tomers based on the product gender they have interacted with regardless of the cus-
tomers’ gender. As a result, a customer can be modelled for both Female and Male
aesthetics. Unfortunately without purchase context or intention data, we are not able
to divide the modelling into a more refined manner. Those kinds of context data are
very hard to obtain in an e-commerce environment without disturbing customers’
shopping experience.

Having those twomain algorithms inmind and a pool of customerswith indication
of their aesthetic preferences, the rest is an open question on how to choose the
training features for the prediction and what variations to explore to obtain the best
offline model possible. In this work, we tried 3 different sets of features:

• Users statistics, the categories and brands they have interacted with
• Image embeddings
• Word embeddings

The rest of this section will explain in detail how we used each feature with each
of our two classification algorithms.
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Fig. 2 Architecture used in this paper, graph adapted from [11]

3.1 General Users Statistics Model

In the users’ statistics type of features, we have aggregated features per customer and
applied the Random Forest algorithm to build a classifier. The features used include:
the number of sessions, number of clicks (within six months), number of orders
(within two years), number of returned items, the average discount a customer’s
purchases, the total gross margin values, etc. We also included the categories and
the brands a user has interacted within the selected date range. Bearing in mind the
curse of dimensionality problem, as the categories and brands data suffer a typical
long-tail problem (i.e., the most popular categories cover the majority of the clicks).
In this work, we only used the top 100 most popular categories, and the top 100 most
popular brands as features.

When using categories or brands as features, their values are normalized weighted
actions counts, here we use a category as an example:

V (u, cat) =
∑

a∈all Actions wa ∗ Count (a, u)
∑

a∈all Actions wa
(1)

where, u is representing the customer, a is a particular action (i.e. click, order, add
to wish list, add to bag, return) and Count (a, u) the count of how many times the
customer performed this action. Each of the actions has a weight wa based on its
importance on our platform. Generally, the weight for click action is the smallest,
and order action is the largest.
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Fig. 3 ResNet50 architecture with residual units, the size of filters and the outputs of each convo-
lutional layer [6, 15]

3.2 Image Embedding Model

CNN have been successful in solving computer vision problems in recent years
[6, 21, 22]. There are a few well-known network architectures such as VGG16,
VGG19 [21], ResNet50 [6], Inception V3 [22] pre-trained on the ImageNet dataset.
In this work, we used the last convolutional layer of ResNet50 for the image feature
extraction due to our previous success in other projects in practice. All the product
image embeddings are represented as a 1 × 2048 dimensional vector (Fig. 3).

Here, image embeddings were treated in different ways in order to extract relevant
information so that they can be used as features. First, we tried to aggregate all the
products image embeddings together per user, i.e., calculating the average,minimum,
maximumor quantile of the embeddings of all the products a user has interactedwith.
This will finally provide a 2048 vector per user, which is then used as a feature.

We also tried to cluster all the products within each category when using image
embeddings, on the assumption that the products of a category belonging to a certain
aestheticmay share somevisual similarity. For example, 3 clusterswere formedunder
the Tops category, and named as cluster_tops_1, cluster_tops_2, and cluster_tops_3,
and these 3 nameswill be features for the Tops category. Hence, the final features will
be all the clusters out of all the categories, and the values of these features per user
are whether that user has interacted with a product from that cluster or not. In this
work, K-means clustering and also variations of the image embedding dimensions
using PCA are also experimented. Both sets of image features are used as input for
Random Forest algorithm.
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3.3 Word Embedding Model

Product descriptions are used as another alternative to generate features on the
assumption that there would be some indication of the style of products from the
way they are described. We first tried to use term frequency—inverse document
frequency (TF-IDF) to prepare the values of each token. The tokens are generated
through a series of NLP processes such as converting words to lower case, removing
punctuation, stemming and finally transforming to tokens.

In the next iteration, FastText [1] was used to generate the embeddings for each
word. Since most brands in our text are non frequent occurrences, FastText is a better
choice in comparison with word2vec [16] or GloVe [19]. FastText represents words
as the sum of a bag of characters of n-gram.

FastText vectors are then used as input to Random Forest and we also trained
a CNN model using them. The architecture for training this neural network can be
observed in Fig. 2.

The model consumes the embedding of the words/tokens from each product
description out of all the interacted products per user using a pre-trained FastText
model, which is followed by a spatial dropout and a convolutional layer with different
filters. Then a global max pooling layer, which was flattened out and passed to a fully
connected layer. Finally, we reach the output layer corresponding to the number of
aesthetics. The multi-label loss function following the Eq.1 [11]:

min
�

−1

n

n∑

i=1

L∑

j=1

yi j log
(
p̂i j

) = −1

n

n∑

i=1

∑

j∈ y+
i

1
∣
∣ y+

i

∣
∣
log

(
p̂i j

)
(2)

where � represents model parameters, y+
i represents the set of relevant labels of

instance i and
(
p̂i j

)
is the model prediction for user i on label j .

4 Experiments and Results

4.1 Dataset and Evaluation

Each of the aesthetic concepts has its own URL link which will lead to a list of prod-
ucts associated with that aesthetic on Farfetch website. We defined that a customer
is interested in some aesthetic when they navigated to an aesthetic listing page and
then proceeded to click in at least one of the listed products, considering the last six
months period. For simplicity, only information about Female Aesthetics are shown
here. As you can see in Fig. 4, the total number of users that interacted with each of
the aesthetic concepts is quite balanced, with Streetwear having the highest number
of users (more than 7000) and Artistic the lowest numbers of users (a few more than
5000).
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Fig. 4 Total number of users
that interacted with each
female aesthetic concept

Fig. 5 Total number of
users by number of aesthetic
concepts they interacted with

There are 31,900 users that clicked in aesthetic listing pages from female gender
and interacted with the products presented in those pages. Typically, 50% of those
users have done more than 230 actions that can be just clicking in the product, adding
it to the wishlist/bag or purchasing it.

Nonetheless, most of those actions seem to be related to products belonging to the
same aesthetic concept as, on average, each user has interacted with 1.18 aesthetic
concepts, as shown in Fig. 5. In fact, more than 85% of the users only interacted with
one aesthetic and respective products.

Moreover, as shown in Fig. 6, it is clear that the aesthetic concepts do not have any
correlation between them, i.e. the labels are independent of each other. This proves
to be very important when it comes to the modelling task because it supports the
idea of using multiple binary classification models (one for each label), rather than
training a single multi-label model.

We randomly splitted our data in 75% for training and 25% for testing, in a 5-fold
cross-validation setting. Precision, Recall and F1were used as the evaluationmetrics.
In the case of binary models, we used micro aggregation on those three metrics.
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Fig. 6 Correlation between
aesthetic concepts (labels)

4.2 Discussion

Experiments were carried out testing on a few main variations, aiming to help us to
understand what could be the best model for productization. Only the results from
modelling Female Aesthetics are shown here, for the interest of clarity. The Male
Aesthetics results achieved similar outcomes when it comes to modelling purposes.

4.2.1 Multi Label Configuration

We conducted preliminary experiments to determine what is the best technique to
approach our multi label problem. We tested with both classical approaches (binary
relevance and label powerset) and, also, with the default scikit-learn implementation
of random forests (that supports multi label classification1).

Overall, models trained using binary relevance strategy performed slightly better
than models that employed the power set technique. To our surprise, we noted that
in some cases, the scikit-learn multi-label model had very odd performance. For
example, when using TF-IDF features, the recall is almost 1, i.e. almost all the
predictions are 1 for all classes. This indicates that just averaging impurity reduction
across all the outputs could not be enough to build a reliable multi label model for
our scenario. So, we decided to use binary relevance for training all the Random
Forest models.

1It builds a single generalized model capable of processing output correlations. To build a tree, it
uses a multi-output splitting criteria computing average impurity reduction across all the outputs.
To the best of our knowledge, this could be viewed as a kind of greedy label powerset technique.
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Table 1 Evaluation results when applying different treatments for data imbalance with general
stats in binary Random Forest classification models

Treatment F1 Precision Recall

No treatment 0.043 0.771 0.022

Class_Weight
Balanced

0.442 0.360 0.572

SMOTE 0.400 0.345 0.476

SMOTE combined
with Class_Weight
Balanced

0.402 0.347 0.478

4.2.2 Dealing with Data Imbalance

When creating a classifier for each class, our dataset may become imbalanced, as all
other classes will represent negative samples. As shown in Fig. 5, the percentage of
users having more than one aesthetic is small, less than 15% of the whole population.
Therefore, 85% of the samples are considered the negative class. This could cause
imbalance problems models, so we tested with some strategies to deal with this
problem.

We first tried to use the “class_weight” parameter in Random Forest implemen-
tation to automatically adjust the class weights inversely proportional to class fre-
quencies in the input data [18]. We also tried to use SMOTE [2] which aims to create
synthetic data to help to reduce the data imbalance problem. Our results, summa-
rized in Table1, confirm that there is a significant improvement when we balanced
the dataset, either using class weight or SMOTE. In fact, the first approach seems
to produce better results. We did try different options under the SMOTE domain,
all of which produced very close results. This set of experiments were all carried
out using general stats features in Random Forest binary classifiers, although very
similar results could be obtained in each of the feature sets.

4.2.3 Impact of the Choice of Training Features

This set of experiments looks into how the same model performs under different
feature sets. We trained one model for each feature set combination for female aes-
thetics using Random Forest. We also trained an additional Random Forest model
over a random generated feature set. This could be seen as a lower bound for our
metrics (in fact, as expected, all the models outperformed the random one). Table2
shows the approximate size of each feature set.

Table3 shows our results. In general, word embedding (TF-IDF) performs better
than other models using a single feature set, without any dimensionality reduction.
From the reasoning of features choices, it makes sense that features generated from
product descriptions perform well, since some words could be a strong indication of
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Table 2 Approximate size of each feature set

Feature set Approximate size

General stats 300

Image embedding (clusters) 2048

Word embedding (TF-IDF) 455K

Word embeddings (FastText) 300

Table 3 Evaluation results when using different sets of training featureswith binaryRandomForest
classification models

Features F1 Precision Recall

Word embedding (TF-IDF) 0.525 0.586 0.476

Word embedding (TF-IDF) +
Image embedding

0.524 0.585 0.474

General Stats + Word embedding
(TF-IDF) + Image embedding

0.507 0.513 0.500

General Stats + Word embedding
(TF-IDF)

0.503 0.521 0.486

General Stats 0.442 0.360 0.572

General Stats + Image embedding 0.420 0.382 0.467

Word embeddings (FastText) 0.418 0.335 0.554

Image embedding (clusters) 0.348 0.295 0.424

Random 0.257 0.197 0.370

aesthetics. Interestingly, when using FastText the results decrease, this could indicate
that there are some words with a special meaning in the fashion domain that have
not been captured by an embedding model trained over a more general text dataset.
An in depth analysis of this fact is out of scope of our objective and is defined as a
future work.

The general stats feature model results seem promising, particularly on recall,
indicating that users in a particular customers’ aesthetics share some navigation
patterns.

On the other hand, models based on image features are performing the worst. The
main reason might be because in the same aesthetic concept those features can be
too generic since the products can look very different, i.e. with different patterns,
different shapes, etc.

Finally, some variations we tried seemed to show no sensitivity in the outcome,
as we can see in the image embedding and general stats combination (Table3). This
could indicate that those features do not have complementary information that could
be exploited by the Random Forest algorithm.
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Table 4 Evaluation results when using Random Forest comparing to using a CNN deep learning
model with different time length in multi-label classification

Data time
range

Features Algorithm F1 Precision Recall

6 months Word
embedding
(TF-IDF)

RF 0.525 0.586 0.476

3 months Word
embedding
(TF-IDF)

RF 0.505 0.555 0.463

6 months Word
embedding—
FastText

CNN 0.404 0.680 0.288

3 months Word
embedding—
FastText

CNN 0.307 0.687 0.199

4.2.4 CNN Results

Deep learning models seem to be another promising way of modelling, especially
with the recent multi-label classification development [11]. With that in mind, we
compared Random Forest with CNN (Sect. 3.2) in a multi-label classification setting.
To do so, we chose the best Random Forest model trained over a single feature set—
Word embedding (TF-IDF)—and tested it against the CNN model trained on the
same feature set.

As you can see on Table4, the deep learning models tend to need more data, we
tested using the last 3 and 6 months of products that a user has interacted with. This
increase in data had little impact on Random Forest, but helped CNN to significantly
improve recall. In general, the results seem promising. CNNmodels performed better
on precision at the cost of recall leading to a worst F1 when compared with Random
Forest. It is possible that with experiments using a bigger dataset the CNN model
can be further improved. Also, our CNN model is not fully optimized, in particular,
we did not conduct a deep study on the impact of the class imbalance on the CNN
model which may affect its performance. In future iterations, we plan on exploring
different techniques to tackle this problem.

4.2.5 Different Loss Functions

We have hypothesised over using binary cross entropy or categorical cross entropy
as the loss function in a multi-label classification setting. The authors in [11] used
binary cross entropy, on the other hand [14] mentioned that categorical cross entropy
seems to perform better. We tried both in our CNNmodel and, in our case, the binary
cross entropy loss function had a better F1 score (Table 5).
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Table 5 Evaluation results when using different loss functions for CNN deep learning model
trained using word embedding—FastText

Loss function F1 Precision Recall

Binary cross-entropy 0.404 0.680 0.288

Categorical
cross-entropy

0.284 0.702 0.178

Table 6 Evaluation results breakdown by Female Aesthetic for Random Forest with word embed-
dings (TF-IDF)

Aesthetic Frequency F1 Precision Recall

Streetwear 0.230 0.635 0.739 0.557

Classic 0.207 0.589 0.671 0.524

Feminine 0.203 0.483 0.554 0.428

Edge 0.196 0.484 0.551 0.431

Minimalist 0.192 0.499 0.583 0.437

Artistic 0.158 0.442 0.525 0.383

4.2.6 Aesthetic Result Breakdown

In order to evaluate howwell the bestmodel—RandomForest withword embeddings
(TF-IDF)—perform in each Aesthetic label, we present the F1, Precision, and Recall
on Table6. We can see that there is a positive correlation between class frequency
and the evaluation metrics which might be an indicator that more popular aesthetics
are easier to classify.

As you can see from the example of Fig. 7, a user thatwas interested in the products
presented was correctly labeled as belonging to the Feminine Aesthetic. Looking at
the products, we can say that they look like very feminine products, however, the
images are very diverse between each other. This observation, might sustain the
fact that image embeddings do not provide useful information to the models when
compared with other features.

On the other hand, if we look at the product descriptions, we can see that there are
some words in common between products like “midi” and “dress” that were crucial
for the model to classify the Aesthetic correctly.

5 Conclusion and Future Work

We have explored identifying customers’ style preference through aesthetic concepts
in various ways. We demonstrated that those aesthetics could be inferred from the
customer’s online shopping behaviors and the products they have shown interests
in. In the end, using Random Forest with binary relevance to tackle this multi-
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Fig. 7 List of products that a user, correctly labeled as Feminine Aesthetic, interacted with

label problem seems like the best option for the dataset we currently have available.
Also, using text features generated from product description seems to have a better
performance when compared with other feature sets (image embedding, user general
stats).

As a future work, we will carry out a customer survey aiming to collect more data
on our customers perception about their aesthetics. With this type of data, we can
evaluate our models with customer survey data to see whether the results will align
with what we have found in this paper. Moreover, we will further explore our CNN
model, in particular, we want to study the class imbalance problem and the reason
why FastText embedding performs worse than the TF-IDF feature set.
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Sizing and Fit in Online Fashion



Towards User-in-the-Loop Online
Fashion Size Recommendation with Low
Cognitive Load

Leonidas Lefakis, Evgenii Koriagin, Julia Lasserre, and Reza Shirvany

Abstract One of themajor challenges facing e-commerce fashion platform is that of
recommending to customers the right size and fit for fashion apparel. In this work we
study this topic in depth and demonstrate its various complexities focusing in particu-
lar on the challenging cold-start problem that arises when no order history is available
for a specific customer. We demonstrate the multifaceted value of data obtained by
involving the customer in the loop and show how it allows for an effective cold-start
recommender system. We highlight our findings via detailed experiments performed
on hundreds of thousands of customers and items in real world e-commerce sce-
narios. In addition, results and discussions are provided investigating the trade-off
between the recommender’s effectiveness and the customer’s experience with the
goal of introducing accurate solutions with low user cognitive load.

1 Introduction

Finding fashion apparel online with the right size and fit is challenging for many cus-
tomers. It is actually oneof themajor factors impactingnot only customers purchasing
decisions, but also customers satisfaction with e-commerce fashion platforms. The
underlying difficulties mean that either customers remain reluctant to engage in the
purchasing process, in particular with regards to new articles and brands they are
not familiar with, or they purchase articles in multiple neighboring sizes to try them
out and return the ones that are not fitting. Compounding the issue, customer prefer-
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ences towards perceived article size and fit for their body remain highly personal and
subjective which in turn influences the definition of the right size for each customer.

In order to achieve these goals, major fashion platforms are experimenting
with providing size and fit advice to steer customers’ behavior using a variety of
approaches. One of the simplest methods used is that of size tables and aggregated
article measurements [1] provided per brand and article category. This approach
requires customers to find what fits them best themselves and relies on various body
measurements, such as “bust”, “waist”, “hip”, also typically measured by the cus-
tomers themselves. However, these charts rarely help a customer select the best
size [2]. Another emerging approach is that of directly addressing customers, for
example via questionnaires or dialogue windows [3] to provide a size advice based
on customers’ explicit data. Such approaches have been recently adopted by major
e-commerce platforms [4–6], and require customers to explicitly provide personal
information, such as age, weight, height, tummy shape, hips form, body type, favorite
brand, fit preferences (such as slim vs. normal), customers usual sizes, and so on,
used to provide size advice for the customers. In a similar vein of asking customers
for explicit body data, computer vision and 3D approaches [7–10] have also shown
promising results in providing virtual-fit advice. Such solutions require customers
to submit, typically high definition images or videos of their bodies, in predefined
poses and tight fitting clothes. Such strict requirements are necessary to allow the
currently available technology to infer relatively accurate body measurements, size
and shape. In contrast to these approaches are the recent work that do not require any
explicit data from customers to provide size advice but rather exploit customers rich
order history in order to infer the appropriate size advice [11–17] on future orders.

Each of these various approaches typically rely on disparate assumptions making
each appropriate for different customer segments and experiences. In particular it is
obvious that the data used by each of these approaches is very different in nature and
each require a different level and type of engagement from the side of the customer.
Certainly a comprehensive comparison of all these approaches would be a high-
value to the community- this remains out of the scope of this paper and constitutes a
great future research direction. Here we aim to investigate the size recommendation
problem in the so called cold-start scenario in which there is little to no order history
for each customer, and thus, customers are part of the solution by providing explicit
information through some sort of questionnaire. We also aim to create a solution
that comes with a low cognitive load for the customers in a way that we burden the
customers as little as possible while providing quality size advice.

The contributions of this work are 4-fold: 1. We analyze the sizing characteristics
of apparel from hundreds of brands available in fashion e-commerce context and
formulate major challenges faced in building large-scale reliable size recommender
systems with or without order history; 2. We demonstrate the multifaceted value of
customer metadata in effectively tackling the cold-start problem by leveraging said
data to build an effective cold-start recommender comparable with those state-of-
the-art solutions that have privilege access to customers order data; 3. We leverage
the trade-off between the size recommender effectiveness and the required customer
data and propose, for the first time to our knowledge, an accurate large-scale size
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recommender with low customer cognitive load which has been rolled out in six
European countries covering various size system conventions. 4. With experimental
evidence we furthermore demonstrate how current state-of-the-art size recommen-
dations benefit from our findings from the cold-start problem even in a hot-start
setting.

2 Complexity of the Size and Fit Problem at Scale

In order to highlight the scale of the size recommendation problem, we analyzed
fashion articles and orders in the category of Female Upper Garments which encom-
passes a large variety of different fashion apparel, from dresses to denim jackets, and
is strongly representative of the complexity of fashion in general and of the many
obstacles that arise in personalized size recommendations in particular. In Fig. 1 we
present a bar plot of the number of distinct apparel sizes, in the female upper garment
category, from around 2000 brands available on a large-scale e-commerce fashion
platform during the 2015–2019 time period. In this plot we see that when we aggre-
gate the list of all possible sizes for all brands (composed of all the different size
systems such as numeric 38–39-40, ... standard S,M,L, ..., fractions 41 1/3, 42.5, ...
confection sizes 36–38, 40–42, ... country conventions EU, FR, IT, UK ...), we reach
the upper bound of 17k sizes. We also see that the scale of the size recommendation
and size selection problem has grown continuously and rapidly with the number
of distinct sizes more than doubling within this category over last 4 years. Diving
deeper, Fig. 2 represents the bar plot of the number of distinct sizes per brand for
80 popular brands. Here each vertical bar represents the number of sizes offered by
one distinct brand. Brands create these distinct sizes due to multiple underlying (and
often undisclosed) business and product optimization rationals [2, 18]. We can see
that, already in this category, some brands offer upward of 30 different distinct sizes,
leaving customers to face a challenging decision with regards to which exact size

Fig. 1 Bar plot of the
number of distinct apparel
sizes, in women upper
garment category, from
hundreds of brands with
different size systems and
country sizing conventions
during 2015 to 2019 time
period. The scale of the size
recommendation and
selection problem continues
to grow rapidly in recent
years
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Fig. 2 Bar plot of the
number of distinct sizes per
brand, in women upper
garment category, for 80
major brands in e-commerce
fashion. Each vertical bar
represents one distinct brand

to select when shopping within those brands, and most notably what this means for
them when shopping those brands with much fewer sizes to select from.

As fashion e-commerce is increasingly growing, assisting customers in buying the
right size presents a huge opportunity for research in intelligent size and fit recom-
mendation systemswhich can directly contribute to increasing customer satisfaction,
reducing environmental footprint, and helping business profitability.

3 Prior Work

Although customer-centric product recommendation is a well-studied field (see [19–
23]), size recommendation is still in its infancywith only a few approaches addressing
parts of this problem during the past few years [7–17, 23–26]. A large family of
these approaches depend on historical data of customer orders and returns either
using statistical [11–13] or deep-learning [16, 17, 27] methods, often concentrating
on finding suitable embeddings to represent customers and orders [15, 24, 25]. Such
approaches have the advantage of not asking customers for explicit data, thus involve
a low cognitive effort from the customer. However, such solutions invariably suffer
from the cold-start problem which affect thousands of existing and new customers
visiting the shopping platforms everyday for which no prior order history is available
in hundreds of brands and tens of fashion categories. The cold start problem has
been widely studied in the context of user item recommendations [26]. Prior work
has typically focused either on the article side [17], or on entering a dialogue with
the customers [3–9]. The former approaches, i.e. exploiting attributes of articles,
allow to alleviate the cold-start problem by using content-based filtering [23] and
come with a low cognitive load by design. However, in the context of personalized
size recommendations, article data does not bring sufficient information to tackle the
problem. The latter approaches come with the advantage of allowing customers to
become an direct and integral part of the recommendation system but on the other
side either require customers to share a considerable amount of sensitive personal
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data (such as age, weight, height, tummy shape, hips form, body type, favorite brand,
fit preferences, etc.) [4–6] or require multiple high resolution images, videos, and in
some cases 3D scans, of customers bodies in tight clothing and canonical poses [7–9].
Such imagery or 3D data is often used to create virtual-fitting solutions using recent
3D human body estimation and reconstruction approaches [28, 29]. As such, these
approaches come with a high level of cognitive load for customers by demanding
strong engagement and willingness from them to share images and scans of their
bodies with fashion platforms.

A comprehensive comparison of these diverse approaches would be of high value
to the community, but this remains out of the scope of this paper and constitutes a great
future research direction.Here, in particularwe focus on the the size recommendation
problem in the so called cold-start scenario in which there is little to no order history
for each customer. The cold-start problem in personalized size recommendation is
a new emerging field and the underlying importance and necessity of requiring a
diverse set of personal and body data for providing these recommendations requires
deeper discussion and investigation in the fashion recommendation systems. Here
we aim to investigate the size recommendation problem in this cold-start scenario,
by involving customers in the loop through some sort of questionnaire and to create
a solution that comes with a low cognitive load for the customers in a way that we
burden the customers as little as possible while providing quality size advice.

4 Size Recommendation Without Order History

Wemodel the problem of cold-start size recommendation as a categorical classifica-
tion task, where each size is a possible class. The idea is to directly involve customers
in the process by leveraging those for which we have both customer data and pur-
chase data to learn a mapping from customer data to ordered sizes, thus allowing us
to predict appropriate sizes for any new customer.

Customer Data: We use a comprehensive set of customer data gleaned from
questionnaires presented to customers as part of a specialized online fashion styling
service wherein customers are paired with professional stylists who then curate per-
sonalized outfits for them. These questionnaires cover a wide variety of fashion
related areas, and for this study we extract from the customers’ answers the subset of
information related to size and fit and use it to build a feature representation for each
customer. This subset consists of 20 attributes for each customer falling into three
categories as can be seen in Table1. A total of 450k questionnaires are available,
each from a distinct customer which self-identified as female. The questionnaire
data is projected onto an input space by calculating a vector representation for each
customer. Of the 20 size-related questions on the questionnaire, 7 result in categor-
ical variables and are one-hot encoded while the remaining 13 result in numerical
variables and are normalized by mean and standard deviation.

Order data: The order data used in this work is composed of roughly 7.4 million
orders placed on an e-fashion platform in the female upper body garment category.
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Table 1 Features in the Questionnaire Data

Type Features

Overall Upper body Weight, height, age, gender top size, shirt collar
size, shirt fit, prop. belly, top fit, prop.
shoulder-waist, bust number, bust cup size,
prop. shoulderhip, blazer size

Lower body pants size, jeans length, jeans width, prop.
waist, pants waist-height , shoe size

This dataset is anonymized and is not public due to various customer privacy chal-
lenges and proprietary reasons. We split these orders into training and test sets based
on order timestamps. Of these 7.4 million orders, the oldest 5.6 million comprise the
training set while the most recent 1.8 million form the test set. All ordered articles are
associated with a numerical size in [34, 36, 38, 40, 42, 44, 46]. Both in training and
testing, the target variable is the size bought by the customer. There are cases where
different target values correspond to the same input vector as customers will at times
buy different sizes. Nonetheless allowing the classifier to handle such ambiguity was
found to be the best strategy, as opposed for example to using themedian ormean size
in training. Using the output of the Hot-Start recommender [13] (presented below)
as a target value also proved sub-optimal.

Classifier: We experimented with a variety of multi-class classifiers and found
Gradient Boosted Trees to perform best in practice. This choice comes with the
added benefit of having an easily interpretable classifier, which as we shall show in
the following can prove very useful. The hyper-parameters were tuned using a grid-
search and cross-validation (splitting the Training Data into Train and Validation
sets). In particular we found that performance saturated at 500 trees, and did not
observe any over-fitting effect when growing the ensemble beyond this point. Each
tree in the ensemble has a depth of 3,while the trees themselves are built, sequentially,
using a learning rate of 0.01 and a sub-sampling rate of 0.5.We note that performance
on the validation set was largely robust to the latter two hyper-parameters.

Hot-Start recommender baseline: The size recommender system introduced
in [13] has shown to be robust and effective in a large-scale fashion e-commerce
context; we thus employ it as a Hot-Start recommender baseline (built on order
history data). It follows a hierarchical Bayesian approach that models jointly the
probability of a size and return status (kept, too small, too big) given a customer
and an article. This approach enjoys the advantages of Bayesian modeling, and in
contrast with [11, 12] which have to predict the fit (good fit, too big, too small)
for all possible sizes one by one, it can directly predict the probability of any size
given a customer-article pair, conditionally on those articles being kept (good fit). It
naturally fails in the case of new customers or customers with scarce order history.
As one might expect however, the order data falls into the long tail problem, and as
such, this shortcoming of current Hot-Start recommenders is quite pronounced in the
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Fig. 3 Plot of the number of
customers versus the number
of prior orders. The long tail
nature of the problem is
evident where the vast
majority of customers are
cold-start customers with
little to no order history

Fig. 4 Brand Size Offsets
for the 80 most popular
brands on the e-fashion
platform. The standard
deviation is plotted against
the mean

context of online fashion where a large percentage of customers are in the cold-start
category with none-to-scarce order history as shown in Fig. 3.

Brand Size Offsets: Most brands suffer a high variance between their nominal
and actual sizes caused by multiple design and business related factors, and as such
the knowledge of customers’ “usual” size alone is often insufficient information
for providing both intra- and inter- brand size recommendations. We make use of
customers return trends to gain a better understanding of various brands behaviour
with respect to size and fit. Customers often tend to order, for a certain brand, their
“usual” size and one size up or down, either within the same order or in a later order if
they returned the first-ordered size. Therefore, using data regarding kept and returned
articles, one can readily define an article offset as the difference in the sizes from
the (reordered) kept articles and the ordered (but not kept) articles. An offset for a
brand is then defined as the weighted average of all the article offsets in that brand.
We weigh the contributions of each article by the number of sales so that the highest
selling articles contribute the most to the final offset of the brand, and calculate a
weighted mean (μ) and a weighted standard deviation (σ ) to fit a Gaussian. We show
the range of brand offsets in Fig. 4, where μ and σ are calculated for 80 popular
brands using 10k distinct women upper-garment purchases per brand. We highlight
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the importance of exploiting brand offsets in Sect. 5 where we present our results on
cold-start recommendation.

Recommender predictions: The trained classifier is combined with the brand
offsets presented above resulting in our Cold-Start recommender. To obtain the final
prediction of the Cold-Start recommender, the predicted class c of the trained ensem-
ble is combined with the brand offsets by adding the brand offset mean μbrand to
the ensemble prediction and the final size recommendation is obtained by rounding
c + μbrand to the closest size. We note that we use brand offsets for the baseline
Hot-Start recommender too, as they were found to be advantageous.

5 Experimental Results and Discussion

In this section, we evaluate the recommender systems based on the accuracy metric,
defined as the percentage of times the recommender correctly predicts the size bought
by the customer on the orders in the test set.

5.1 Hot-Start and Cold-Start Performances

In Fig. 5 we present a comparative study of the baseline Hot-Start recommender and
the proposedCold-Start recommender.We plot the accuracy of themodels against the
number of prior orders of each customer in the training data (as we employ temporal
split of the data into training and test set, we can also speak of training and test time).
As can be seen, for low number of orders regime (<10) the Cold-Start recommender
(in blue) clearly outperforms the Hot-Start one (in yellow), even in cases when a
customer has a substantial amount of prior orders (>10, <20). We re-iterate that the
Cold-Start recommender does not use any knowledge of prior orders. The Hot-Start
recommender only starts outperforming the Cold-Start recommender after about 20
prior orders. This is due to thehard limitations ofmost currentHot-Start recommender
approaches where they need a minimum set of orders per each sub-level category to
perform, as has been duly noted in [13, 15], effectively restricting Hot-Start solutions
to loyal customers with rich order history. Overall the performance is 58% accuracy
for the Cold-Start recommender and 54% for the Hot-Start recommender (see Cold-
Start (All Data) and Hot-Start (Baseline [13]) in Table 3).

In Fig. 6 we present the confusion matrix of the Cold-Start recommender. We
note that, even when wrong, the predictions are seldom off by more than a size.
Furthermore the classifier struggles most with the more popular sizes (e.g.. 40, 42).
Figure7 shows the equivalent confusion matrix for the Hot-Start recommender. The
same observations as for the Cold-Start recommender can be made, highlighting the
inherent ambiguity and complexity of the right recommendation for popular sizes.
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Fig. 5 Comparison of the Cold-Start recommender system presented here to the Hot-Start system
presented in [13]. On the x-axis are the number of prior orders (specifically the number of prior
orders of each customer in the training set). On the y-axis is the accuracy defined as the percentage
of times the recommender correctly predicts the size bought by the customer on the orders in the
test set

Fig. 6 Cold-Start
recommender’s confusion
matrix, in black. The subplot
below shows the distribution
of sizes in sales, and the one
on the right hand side shows
the accuracy of the
Cold-Start recommender per
size

5.2 Impact of Brand Size Offsets

As noted, the proposed Cold-Start recommendermakes great use of the brand offsets.
To highlight the contribution of these offsets in the performance of the recommender,
we present in Fig. 8 the accuracy of a Cold-Start recommender based only on the
ensemble method which does not exploit the brand offsets (Cold-Start RecoWithout
Brand Offsets), and the accuracy of the proposed Cold-Start recommender which
adds the brand offset’s mean to the ensemble output.We plot these accuracies relative
to a lower threshold on the standard deviation, whereby for a given threshold θ we
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Fig. 7 Hot-Start
recommender’s confusion
matrix, in black. The subplot
below shows the distribution
of sizes in sales, and the one
on the right hand side shows
the accuracy of the Hot-Start
recommender per size

Fig. 8 Accuracy of the
Cold-Start recommender
depending on whether brand
offsets are exploited to refine
size recommendations

only include those brands which have a standard deviation above θ to calculate the
accuracy. As can be seen there is a clear advantage to exploiting brand offsets when
making recommendations.

In Fig. 9 we present the percentage of brands for which we observe improved
accuracy when adding the brand offset means relative to the standard deviation of
the offsets. Again we plot against a lower threshold on the brand standard deviations.
As can be seen in the case of brands with an offset standard deviation of at least
0.15 adding the brand offset means results in improved accuracy in approximately
66% of cases. As expected, the positive effect of using brand offsets diminishes as
the standard deviation rises. As the standard deviation reaches 0.5 the brand offsets
means lead to improved performance only in approximately 33%of cases. To address
this limitation, a future work direction is to directly use the article offsets for brands
suffering from such high standard deviations.
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Fig. 9 Percentage of brands
for which adding the brand
offset increases accuracy
plotted against a lower
threshold on the std

Fig. 10 Comparison of the
Cold- and Hot-Start
recommender systems
relative to the percentage of
customers covered (customer
coverage)

5.3 Customer Coverage

In order to get a better understanding of the percentage of customers covered by
various order segments1 we plot in Fig. 10 the accuracy of the recommender systems
relative to these percentages. By taking all customerswe achieve a customer coverage
of 100% although in this case theHot-Start Reco performs quite poorly as can be seen
in the plots. On the other hand taking only those customers who have a large number
of prior orders results in a Hot-Start recommender that outperforms the Cold-Start
recommender but at the cost of having a low customer coverage.

1The orders in the test set are segmented based on the number of prior orders in the training set of
the corresponding customer.
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Fig. 11 Comparison of the
Cold- and Hot-Start
recommender systems
against the confidence level
of the Hot-Start system

5.4 Hybrid Recommendation Systems

These numbers make a strong case for the incorporation of the Cold-Start recom-
mender system for customers with limited order history. Based on these results, a
hybrid system can be envisioned with each recommender providing a recommenda-
tion for the customers it performs best on. One simple yet effective strategy would
switch between recommenders according to the size of the customer’s order history.A
more elaborated strategywe experimentedwith is to use theHot-Start recommender’s
confidence as a hyper parameter, switching to the Cold-Start recommender whenever
the Hot-Start recommender has relatively low confidence in its predictions. Figure11
presents the accuracy of the two recommenders plotted against the confidence of the
Hot-Start recommender system. To achieve this we segment orders according to the
confidence of the Hot-start recommender and plot the performance of both systems
on those segments. The Hot-Start recommender outperforms its Cold-Start counter-
part in those cases where it is very confident, on the contrary when it exhibits low
confidence (e.g..<0.5) the Cold-Start recommender proves to be more reliable. Note
that this confidence-based hybrid approach, with an overall performance accuracy
of 59%, is more effective than using the size of the order history (overall accuracy
of 58%, see Hybrid (Orders) and Hybrid (Confidence) in Table 3).

5.5 Minimizing Customers’ Cognitive Load

A crucial aspect of any user-in-the-loop recommendation system is the amount of
cognitive load it burdens the customers with. Thus beyond the performance of the
system with respect to accuracy, in practice it is of major importance to minimize
the customer’s cognitive load when they interact with the platform. The cold-start
recommender presented in the previous section makes use of 20 explicit customer
data points such asweight, height, etc.which is in reality too high. Inwhat follows,we



Towards User-in-the-Loop Online Fashion … 71

Fig. 12 Comparison of the Cold-Start and the Hot-Start systems. On the x-axis are the number of
prior orders (specifically the number of prior orders of each customer in the training set)

deep dive and investigate what performance can be obtained using a small subset of
attributes towards providing a low cognitive load and critically reducing the intimate
data requirements from the customers on their body shapes, etc. As mentioned in
Sect. 4, one of the added benefits of using Gradient Boosted Trees is that they result
in an interpretable model, which allows us to estimate the Gini importance of each
individual feature in the resulting ensemble. In turn, the attributes that come out as
key are Top Size, Weight and Height.

Given the importance assigned to the Top Size attribute by the ensemble, the
obvious question that arises iswhether the customer provided top sizewould suffice to
predict the size bought by the customer themselves in any future orders.We therefore
cross validated this explicit customer information with the sizes a customer actually
buys on the fashion platform. We found that in fact customers only buy the size they
provided in the questionnaire in roughly 57% of all orders. This observation runs
counter to the intuition that customers should be good predictors of their own sizes
and highlights one of the many complexities of the size recommendation problem.
As customers themselves are only 57% likely to order in their provided sizes, this
leaves a remaining 43% of orders where customers are unsure of what size to order
and would require accurate support in the form of a size advice.

Figure12 shows that using solely the size provided by the customer leads, as dis-
cussed above, to an under-performing recommender system (marked “Top Size” in
the plot). We added a minimum information to it, in particular the brand information,
which in turn enables us to use the brand offsets. As can be seen this results in a
significantly better recommender system (marked “Top Size + Brand” in the plot)
and highlights the importance of exploiting brand offsets when making a recommen-
dation. As expected, the Cold-Start recommender system which has access to the
full questionnaire outperforms both these systems.
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Table 2 Production results in different countries

Country Germany Austria Switzerland Netherlands Belgium Sweden Overall

Accuracy 58.36% 57.66% 56.56% 69.50% 68.71% 66.97% 63.90%

Figure12 also shows the performance of other flavors of the cold-start recom-
mender system using the identified top three attributes: “Weight + Height + Top
Size” in purple and “Weight + Height” in red. It is evident that asking only for
Weight and Height is not enough to reliably provide a size recommendation. How-
ever, we do note that using Weight, Height, and Top Size performs closer to the full
Cold-Start recommender than other flavors, and achieves an overall accuracy of 57%
instead of 58% (see Cold-Start (W+H+TS) and Cold-Start (All Data) in Table 3).

While “Weight + Height + Top Size” could constitute a good trade-off between
high recommender accuracy and lowcognitive effort on the side of the customer, how-
ever it comes with an underwhelming customer experience which involves having
to provide two intimate and privacy sensitive questions on an e-commerce shopping
platform. On the other hand “Top Size + Brand” performs closely to that of “Weight
+ Height + Top Size”. This not only highlights the importance of exploiting brand
offsets when making a recommendation, but it also comes with the great advantage
of not requiring intimate body data from customers. Instead customers are simply
asked for their top size in one of their favourite brands. We consider this approach
to be the best trade-off between accuracy and customer experience.

5.6 Performance in Production

Following the experiments shown in previous sections and given the encouraging
results, we have rolled out our Cold-Start recommender to production in January
2020 on a large e-commerce fashion platform for the Adult Upper Garments cat-
egory (both Men’s and Women’s categories). The model is currently live in six
countries; Germany, Austria, Switzerland, Netherlands, Belgium, Sweden, serving
approximately 3000 orders per day with an overall accuracy of 63.90%. As can be
seen in Table2 accuracy on a per country basis can vary greatly, potentially high-
lighting the cultural aspect of the size and fit problem which further complicates an
already complex problem. This provides an exciting dimension for future work.
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Fig. 13 Accuracy of
MetalSF (Original [27]),
MetalSF (All Data), and
MetalSF (W+H+TS) based
on the customer predicted
size against the number of
prior orders in the training
set

5.7 Leveraging Customer Data for Hot-Start
Recommendation

Hot-Start recommender systems, even in the presence of rich order histories, struggle
to provide highly accurate size advice. We investigated whether customer data could
also be helpful in this case. TheHot-Start baseline [13] cannot readily ingest customer
data so we adapted a state-of-the-art Hot-Start deep learning recommender recently
proposed in [27] (denoted MetalSF), and show that our findings transfer well to
MetalSF. Naturally, customer data helps in the absence of prior purchases, where
the accuracy goes from 29% when using the most popular size as prediction to 56%
with customer data, on par with our Cold-Start recommender. More interestingly, we
plot in Fig. 13 the accuracy against the number of prior orders for various input data:
only order history/no customer data (in blue), order history and customer data (in
yellow) and order history + Weight + Height + Top Size (in green). Customer data
helps significantly up to 10 prior purchases and marginally after 20. Additionally,
restricting the customer data to Weight, Height and Top Size has no impact on the
performance, indicating that these variables are indeed sufficient to significantly
enhance the customers’ experience, even where prior purchases are available.

5.8 Summary

The overall performance of the models discussed in the study can be seen in Table 3.
Cold-Reco (All Data) refers to the cold-start algorithm that uses all the customer data
available andHot-Reco (Baseline [13]) to theBayesianHot-Start recommender base-
line. Cold-Reco (W+H+TS) refers to the cold-start algorithm using Weight Height
and Top Size only, Hybrid (orders) to the Hybrid recommender based on the num-
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Table 3 Results of various approaches studied

Cold-
Reco (All
Data)

Hot-Reco
[13]

Cold-Reco
(W+H+TS)

Hybrid
(Orders)

Hybrid
(Confi-
dence)

MetalSF
[27]

MetalSF
(All Data)

MetalSF
(W+H+TS)

57.89% 53.64% 57.15% 58.41% 59.27% 57.51% 61.45% 61.49%

ber of prior orders, Hybrid (Confidence) to the Hybrid recommender based on the
confidence of the Hot-Start recommender. Finally, MetalSF (Original [27]) refers to
MetalSF without customer data, MetalSF (All Data) to MetalSF with all customer
features, and MetalSF (W+H+TS) to the use of Weight, Height, and Top Size.

6 Conclusion

We addressed a major challenge for the online fashion industry, that of user-in-
the-loop personalized size recommendations with low cognitive load. With the aim
of building an accurate recommender system that requires only a minimum set of
explicit customer data, we further investigated 20 different customer attributes such
as weight, height, top size, tummy shape, etc. for the task at hand. We experimented
with different versions of the cold-start recommender system and benchmarked them
against the state-of-the-art recommender systems with privileged access to rich cus-
tomer order history. We presented a deep dive on the trade-off between a recom-
mender’s performance and a customer’s cognitive load, and proposed a solution
capable of providing accurate size advice for thousands of new and existing cus-
tomers with bare minimum customer data needs. Finally we presented our results
in a production environment covering six European countries and demonstrated that
our approach scales up to large-scale production requirements, performs in practice
at the level predicted by the experiments presented here, and to the level of industrial
requirements.
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Abstract Avoiding returns in e-commerce platforms has become a critical issue in
terms of both increasing customer satisfaction and decreasing carbon footprint. In the
online fashion industry a very large part of the returns is due to size and fit issues that
arise from the underlying complexities of shoe and garmentmanufacturing combined
with subjective preferences of customers towards what fits them best. In this context,
size recommendation systems capable of estimating a customer’s size in thousands
of available brands and categories ahead of purchase time are deemed invaluable
in dramatically reducing the number of returns related to size and fit. We present a
flexible and scalable size recommendation approach that overcomes some limitations
of current state-of-the-art work by building upon recent advances in natural language
processing and casting the size recommendation problem as a kind of “translation”
problem (from articles to sizes) using an attention-based deep learningmodel for size
and fit prediction. Through extensive experimental results, overmillions of customers
and articles, we demonstrate how this approach is capable of dealing with multiple
customers buying from a single account, leveraging cross-category and temporal
information to make better predictions, and providing explanations on the final size
predictions it produces, thereby helping reduce the potential emotional costs of such
predictions for customers.
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1 Introduction

When shopping for fashion online, customers need to purchase garments and shoes
without trying them on to see and feel how they fit. This leads to a great deal of
uncertainty in the buying process and to the hurdle of returning articles that customers
love but do not fit. Thus, many customers either have to return several purchased
articles or remain reluctant to engage in the purchase process altogether. Being able to
accurately predict sizes can therefore significantly contribute to increasing customer
satisfaction and business profitability through reducing returns, which also reduces
the carbon footprint of fashion e-commerce platforms. As an increasing number of
people use online fashion stores to shop for articles, these platforms try to support
their customers better by providing size information and advice in a passive or active
form such as: (1) Size tables and aggregated article measurements [1] provided per
brand and article category—this approach requires customers to measure different
parts of their body and determine the right size themselves for desired articles by
cross referencing their measurements with the size tables; (2) Customer-engaging
questionnaires, dialogue-like mechanisms or processing textual feedback [2–4]—
customers are asked to provide various explicit personal data such as age, height,
weight, tummy shape, hips form, body type, favorite brand, usual sizes, fit preference,
etc. to receive a size recommendation; (3) Computer vision and 3D approaches [3,
5–7] providing virtual fit-like solutions based on recent progress in 3D human body
estimation [8, 9]—customers are required to provide personal information (as in
approach 2.) and/or to take one or multiple pictures of their bodies in tight fitting
clothes so a simulated avatar of their body can be built and their measurements
predicted to recommend a size; (4) Approaches that leverage existing customers’
purchase histories for size recommendation [10–17]—customers with a purchase
history automatically receive a size recommendation without any need for providing
explicit personal data or images.

All the aforementioned approaches have their own advantages and limitations and
the comparison of these radically different methods in tackling the size and fit prob-
lem remains out of the scope of thiswork. In thisworkwe focus on the fourth category
of approaches where customers are not required to actively engage in the solution
and the size recommender system leverages customers’ existing purchase history to
provide size recommendations at scale for millions of customers and thousands of
brands and articles. Although recommending personalized articles to customers has a
long history within machine learning and recommender systems, using methods that
can automatically learn from data for size and fit recommendation has only recently
received attention [10–17]. What is more, the problem of predicting the right size
based on previous purchases is very challenging as: (a) Purchase data is very sparse-
a customer only buys a tiny fraction of all the possible articles and sizes that exist;
(b) It is also very noisy- a customer can buy various articles for multiple friends and
family members in close and neighbouring sizes to their own; (c) The right size for
a customer is very subjective- two customers with the exact same purchase history
might still buy two different sizes for the same new article based on their perception
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of the right size; (d) Customers may have a high degree of emotional engagement
with the sizing topic—even an accurate size recommendation can come with a high
emotional cost for the customer when the recommended size differs from their own
expectation.

In this work, we draw inspiration from recent successes of attention-based mod-
els in Natural Language Processing (NLP) [18–20] to bring forward a flexible and
scalable approach to size and fit recommendation that overcomes the limitations of
current state-of-the-art solutions.We propose tomodel the size prediction problem as
an unconventional many-to-one “translation” problem, “translating” from an article
to a size given a source sequence of articles (the context). Within this formulation,
we take the input source sequence to be a customer’s previous purchase history, con-
sisting of all the articles purchased so far, along with the corresponding timestamps
and sizes. Then, at a given time, a “query” article is provided to the model and it
has to predict (or decode) the correct translation, that is, the right size of this query
article for that particular input sequence of articles (which defines the customer in
question).

Contributions: The aim of this work is not only to show that the proposed archi-
tecture surpasses state-of-the-art performance, but also to highlight the potential and
flexibility of a well designed attention-based model in the size and fit problem space.
The contributions of our work are as follows:

(1) We demonstrate, for the first time to the best of our knowledge, the value of
attention-based approaches in tackling existing challenges of personalized size
and fit recommendation in fashion e-commerce. We show such approaches are
capable of efficiently leveraging scarce, subjective and noisy purchase data to
provide accurate size recommendations.

(2) Our proposed approach overcomes several major limitations of current state-
of-the-art approaches. It is trained once for all categories altogether and can
digest new data online without having to be fine-tuned for new customers or
articles. It takes advantage of the contextual aspect of the problem to leverage
cross-category correlations, which is necessary when recommending a size for
categories that a customer has never bought before.

(3) We show how explicitly paying different amounts of attention to each previous
purchase not only enables predicting sizes more accurately than state-of-the-
art size recommendation methods but also enables customers to gain valuable
insights as to why a particular prediction has been made for them (in single
as well as multi-user behind an account scenarios), thereby moving towards
reducing the emotional cost of unexpected size recommendations.

(4) We demonstrate how the adaptability of our approach leads to accuracy improve-
ments on the difficult cold-start problem (new fashion category/user in an
account/customer) and low number of previous purchases regime.

The outline of the paper is as follows. We present related work in Sect. 2 and our
approach in Sect. 3. In Sect. 4, we provide extensive details on the data and the
experimental setup used to build a comprehensive set of experiments. In Sect. 5 we
present our results alongside both naive and state-of-the-art baselines, and discuss
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results on public datasets in Sect. 6.We finally draw conclusions and lay out potential
future work in Sect. 7.

2 Related Work

There has been growing literature about size and fit recommendation in recent years.
In previous work, a size is always predicted by combining (through a dot product or a
concatenation for example) a customer representation with an article representation.
Those works can be split into two categories arising from a major conceptual differ-
ence: (1) Those which reduce the customer representation to a single vector (either
by design, by averaging over past purchases, or by using Gaussian modeling, etc.)
[10–16], and (2) Those which build flexible customer representations by considering
a list of vector representations of a customer’s past purchases [17]. Our work belongs
to the latter category.

In the first category, a major series of work focuses on predicting if an article in
a given size will be either fit, small or large for a given customer using their past
purchase history. References [10–13] all suggest estimating the “fitness” (Small, Fit,
Large) between a customer representation and the representation of an article in a
given size. While [10, 13] use latent factor models coupled with ordinal regression
or metric learning, [11, 12] use Bayesian models with the difference that [12] uses a
hierarchical structure and allows directly predicting the probability of any size given
a customer-article pair, conditionally on the article being kept (good fit) in contrast
with [10, 11, 13] which have to predict the fit (good fit, too big, too small) for all
possible sizes one by one. All these works require a numerical mapping of sizes to
be applied to other fashion categories than shoes. Finding such a mapping can be
difficult and is in itself a research topic [21].

In another line of work, [14] and the Product Size Embedding (PSE) model [15]
learn article embeddings for each article-size combination and customer embeddings
which are then combined to predict which size of an article would be most likely
kept by a customer. Reference [14] pre-trains a skip-gram based Word2Vec [22] per
fashion category to learn article embeddings whereas [15] learns them end-to-end,
and both get a customer embedding by averaging their purchased article embeddings.
In [14], the customer embedding and article embedding are concatenated along with
additional article and customer features, and a Gradient Boosted Classifier [23] is
trained to classify whether a customer will keep a specific size of an article, whereas
in [15] inner products between the customer embedding and the embedding of an
article in all possible sizes are computed to obtain scores that are then normalized
into probabilities using a softmax.

More recently, a Siamese-like neural network architecture SFNet was introduced
in [16] that is able to leverage cross-category correlations. The neural network used
first encodes separately the customer and the article, then concatenates the two
embeddings and feeds them to fully connected layers before predicting the size.
The meta-learning approach MetalSF [17] also learns article embeddings along with
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size embeddings using fully connected layers, combined with a linear projection to
map an article from the latent article space to the latent size space. This mapping is
learned using linear regression on the customer’s embedded past purchases, and a
size is predicted by feeding the projected latent size representation of a new article
to fully connected layers which output a distribution over sizes after a softmax.

One category, one model: All aforementioned approaches [10–12, 14, 15],
except SFNet [16] and MetalSF [17], suffer from separate model training require-
ments (one model per fashion category) and expert size mapping development for
each category. Aside from the computation costs, having to train multiple models
separately dramatically reduces the amount of information available as input to each
model (since to predict the size for an article in a given fashion category, only the
articles from that same category can be considered). By restricting the number of
articles considered in the purchase history of a customer to single categories, such
approaches forbid leveraging cross-category information that is potentially useful
for predicting the right size for a new article.

Multi-user accounts: The aforementioned methods have different strategies for
explicitly dealing with multi-user accounts. Some use manually set thresholds on
the range of the sizes purchased by a customer [14] while others use more advanced
methods such asGaussianmixturemodels [15], Dirichlet processes [12] or hierarchi-
cal clustering [10]. In contrast, SFNet [16] relies entirely on the customer embedding
to somehow incorporate the information from different accounts during training and
later use it at test time.MetalSF [17] does it implicitly through the encoding of gender
and category.

Unlike [10–12, 14, 15], the model we present in this work does not have to be
trained for different gender-category pairs separately. When given a query article
for which we wish to predict the size, we let the model decide—using an attention
mechanism—which articles in the previous purchase history are relevant to make a
size prediction for that specific query article. This allows us to handle implicitlymulti-
user accounts and cross-category purchase histories within the predictive model
without any additional work to identify multiple users, regroup articles per fashion
category, or map sizes to numerical values.

In the remainder of this section we take a closer look at [16] and [17], as our
model is similarly trained once for all categories and genders, can effectively utilize
cross-category information, and uses deep learning to learn article and customer rep-
resentations, but yet still bears significant conceptual and architectural differences
with those works. The proposed approach differentiates notably from [16] and [17]
in that it relies heavily on attention mechanisms [18] (self-attention and source atten-
tion) which enables very different types of abstractions compared to that of the fully
connected layers [16, 17] and the linear regression used in [17]. A major difference
between our model and MetalSF [17] on the one hand, and SFNet [16] on the other
hand, is that even though in [16] the sequence of past purchases of a customer is
taken into account in some part of the model (when learning customer embeddings),
SFNet does not have direct access to this sequence when predicting the size for a
new article (no direct comparison to other articles of the purchase history is pos-
sible), thereby relying solely on the aggregated information and losing the specific
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information about each individual article purchased by a customer. This distinc-
tion is analogous to the one which originally led to the introduction of attention
mechanisms [24] in the decoding part of neural machine translation systems using
recurrent neural networks, inducing major improvements in machine translation. In
the proposed attention-based model, all past purchases of a customer are given as
input context when predicting the size for a new article, irrespective of the articles’
genders or categories. The model uses this information flexibly to provide predic-
tions that always depend on the context of previous purchases and not on a single
embedding that summarizes the whole purchase history of a customer as in [14–16].
This also implies that, in contrast to SFNet [16], our model can ingest any additional
purchase at prediction time without any fine-tuning.

We further outline major leaps in the proposed approach compared to the recent
MetalSF [17]. In [17], a customer is represented by their history of past purchases,
which are embedded independently of the context of the other purchases. In contrast,
the self-attention mechanism we employ embeds past purchases mutually based
on the context of the other purchases in the history of a customer. Additionally,
in [17], the order of purchased sizes in time is not leveraged by the model as the
past purchases of a customer are defined as a set. In contrast, the attention-based
architecture we put forward is inherently designed for sequential problems (e.g.
NLP tasks), allowing us to consider the purchases as an ordered sequence and thus to
leverage important information on the evolution of customers’ size and fit preference
over time. Finally, in [17], the size representation of the query article is obtained
through a linear combination of the (context-independent) size representations of
the previous purchases with weights that can take any value, whereas our model
uses a convex combination (linear combination with positive weights which sum
to one). In [17], the weights of the linear combination are obtained by solving a
linear regression problem from the representations of articles and sizes, whereas the
weights of the convex combination in our model are obtained through an attention
mechanism computed on article representations (involving multiple projections and
non-linearities), which can yield more powerful representations. In the remainder
of this work we demonstrate how the aforementioned critical characteristics of our
approach play a strong role in advancing the state-of-the-art in a diverse set of real-
world scenarios.

3 Proposed Approach

We build on recent advances in attention models and adapt [18] to the problem of
size recommendation. A sentence is the sequence of past purchases of a customer
C , referred to as support purchases, and is annotated with the associated sizes.
When C is faced with a new article, referred to as query article, their support
purchases are used to infer the size they should purchase this new article in. More
formally, for a given sample, the sequence of support purchases of a customer C is
denoted by (p1, p2, . . . , pn), where n depends on the sample, and where a purchase
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Fig. 1 Attention-based
model architecture

pi = (Ti , Ai , Si ) consists of the timestamp Ti , the article Ai and the size Si purchased
byC . The query articleqn+1 is definedby (Tn+1, An+1) and consists of time and article
information. Note that in practice, many different samples of support/query pairs can
be constructed from the list of all purchases of a customer C . Time information is
included as input to enable themodel to learn howacustomer’s size andfit preferences
or body shape might evolve over time.

The architecture of our model is sketched in Fig. 1. The 3 components are an an
encoder, a decoder and a size predictor. (1) The encoder takes as inputs the support
purchases of a customer, defined as a sequence of processed vectors including arti-
cle, time and size information, as described in Sect. 3.1. Each support purchase is
encoded into a numerical vector using self-attention to leverage the context of the
other purchases. (2) The decoder takes as inputs the sequence of encoded support
purchases and a query article, the size of which should be inferred. The query article
is a processed vector including article and time information as described in Sect. 3.1.
The decoder uses source-attention to leverage the relevant information contained in
the encoded support purchases and encodes the query article. (3) The size predic-
tor applies a linear transformation followed by a softmax operation to convert the
encoded query article into size probabilities. In practice, the set of available sizes for
a particular article is a small subset of all the sizes known to the model and a size
mask is used to normalize the size probabilities appropriately (all the mass is given
to the sizes available for a given article). The size actually purchased by the customer
for that query article is used as target size to compute a categorical cross-entropy
loss (Fig. 2).

In this paper, a query article is an article actually purchased (and kept) by C , for
whichwe know the timestamp of the purchase and the target size. In contrast, in a real
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Fig. 2 Category cold-start
sample

production setting, the query article would be a new article that a customer would
be willing to purchase and the timestamp would be the current date. The correct size
of this query article for that customer would then be unknown and the model would
be asked to produce a recommendation.

3.1 Inputs and Embeddings

This section describes how the raw data is transformed so it can be processed by the
encoder and the decoder.

Timestamps. The integer representation Ti of timestamps is given by the number
of days between the timestamp itself and afixed reference date.Note that the reference
date is arbitrarily set to a date prior to any purchase in the dataset, but its actual value
has no impact on the performance.

Articles. Articles Ai are defined by a set of categorical attributes, namely high-
level category (textile, shoes, sports, etc.), gender (men, women, unisex), fashion
category (jeans, sweaters, sneakers, etc.), brand, season and supplier. Each attribute
is one-hot encoded and the resulting vectors are concatenated to produce the article
representation of dimension 4, 621.

Sizes. Sizes Si are one-hot encoded into a 1, 162 dimensional vector- the list of
sizes includes all the different size systems present in the dataset: numeric (38, 40),
standard (S, M), fractions (41 1/3, 42.5), confection (36–38, 40–42), etc.

Article, timestamp and size are each embedded independently into a numerical
vector. For size and article, simple embedding matrices are used to convert the vector
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representations into vector embeddings ai = Wa Ai and si = WsSi . For time, we
use the positional encoding made of sines and cosines described in [18], where
we have replaced the index of the position of an element in the sequence by the
time representation (difference in days to a reference date), clamped to a maximum
value M = 1825 (� 5 years), so that ti = fpos(Ti ). Note that we have used capital
letters for the raw representations and lower case letters for the embeddings. All
embeddings are of dimension d = 256. The matrices Wa and Ws are learned as part
of the model’s parameters and are, along with the positional encoding fpos, shared
across support purchases and query articles. As shown in Fig. 1, the representation
of a support purchase is the sum of the embeddings for timestamp, article and size.
The representation of a query is the sum of the timestamp and article embeddings
only.

Keeping the size embeddings separate allows us to map all sizes to a common
continuous latent space, the analysis of which is left for future work. Additionally, it
allows us to tie the weight of the linear transformation of the size predictor to the size
embedding weights, which was shown in [25] to improve performance on language
models. Summing up the embeddings is a design choice, concatenating them led to
comparable performance. Note that these embeddings are based on generic features
such as brand, category, time and not on hashes, so themodel can process new articles
without fine-tuning. Similarly, a customer is represented by a list of purchases and
not by a hash, so new customers can be directly handled.

3.2 Encoder and Decoder Layers

Both the encoder and decoder use N = 2 identical layers, with N distinct sets of
parameters, stacked on top of one another. Each layer has 2 blocks: for the encoder,
1. a multi-head self-attention block with h=4 heads, 2. a position-wise feed-forward
block; for the decoder: 1. a multi-head source-attention block with h=4 heads, 2.
a standard feed-forward block (the position is not needed as there is a single query
article). The source-attentionweights are computed using the encoder representations
of the support purchases as both key and values following the scaled dot-product
attention used in [18]. The feed-forward blocks are composed of a 2-layer neural
network with a hidden layer of dimension d f f = 512 and GELUs activation [26],
as used in [19]. All blocks have output dimension d and are followed by a residual
connection [27] and layer normalization [28]. The depth shown in Fig. 1 shows the
number of attention heads within a layer, not the N layers.

Let us denote, for each support purchase pi , xi = ti + ai + si the sum of the
three embeddings. Then, denoting f encθe

the encoder function with parameters θe,
the encoder takes inputs (x1, . . . , xn) and produces the sequence of n contextual
representations of the support purchases (r1, . . . , rn) :

(r1, . . . , rn) = f encθe
(x1, . . . , xn) (1)
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We highlight that our model encodes each support purchase using the context of the
other associated support purchases, in contrast to otherworkwhere support purchases
are unaware of one another and have context-free embeddings.

The output of the decoder is a d-dimensional contextual vector representation of
the query article computed using the final source-attention weights (one per support
purchase) in the decoder. More formally, denoting by yn+1 = tn+1 + an+1 the sum of
the time and article embeddings of the query article, and by f decθd

the decoder function
with parameters θd , the contextual representation rn+1 of the query article is given
by :

rn+1 = f decθd
(r1, . . . , rn, yn+1) (2)

The representation rn+1 is linearly transformed into a vector of logits and a softmax
gives the probability distribution over sizes. Following [25], the linear transformation
has no bias term and is tied to the size embedding matrix. In other words, it is given
by WT

s rn+1 where Ws is the size embedding matrix of shape d × nsizes described in
Sect. 3.1.

As shown at the top of Fig. 1, a categorical cross-entropy loss is then computed
between the probability distribution over sizes output by the model, and the target
size actually purchased by the customer. As mentioned in Sect. 3.1, in practice only
few sizes among all possible sizes are available for a particular article. Irrelevant
sizes are thus masked out by setting the associated logits to−∞. Following [15–17],
masking is done during training and at test time.

4 Experimental Setup

This section presents in detail the data, the training pipeline, and the hyperparameters
used for the model.

4.1 Large-Scale Anonymized Data

Weconsider purchase data between 2015 and 2019 from amajor fashion e-commerce
platform for one European country. Only purchases kept by the customers are consid-
ered, the integration of return data is left for future work. This leaves 9M purchases,
380k unique customers, 770k unique articles, 2.2k different brands and 1,162 unique
sizes. This dataset is anonymized and not made public due to various customer pri-
vacy challenges and proprietary reasons which lie outside the scope of this work.
However the important aspects related to the sizing problem at hand are studied to
provide a better understanding of the data. Figure3b (resp. Fig. 3a) shows the dis-
tribution of the number of purchases per customer (resp. per article) in the dataset,
and the corresponding cumulative distribution function. We plotted the distribution
only for customers with fewer than 100 purchases, and articles with fewer than 50
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(a) Purchases per article (b) Purchases per customer

(c) Unique sizes per brand

Fig. 3 Distribution of brands and purchases per customer and article. Left a: Histogram of the
number of purchases per article for articles with fewer than 50 purchases. Middle b: Histogram and
cumulative distribution function (cdf) of the number of purchases per customer for customers with
fewer than 100 purchases. Right c: Number of available unique sizes per brand for the 100 brands
with the highest size diversity. Each vertical bar represents one brand

purchases for readability. This represents roughly 97% of all customers and articles
in the dataset. We observe that a large majority of articles were purchased less than
5 times, and that more than 60% of the customers have fewer than 20 purchases in
their full history of purchases (orange dot on the cumulative distribution function).
In those 20 purchases, articles from both genders can be present, and we often have
only a few gender-category pairs represented. This means that, for systems which
are not able to predict sizes using information from other categories, it would be
impossible to serve recommendations in all fashion categories for many customers,
or it would take a high number of purchases for a single customer before they can
predict a size for most categories, limitations which our model does not suffer from.

Figure3c shows the number of available unique sizes per brand for the 100 brands
with the highest size diversity in the dataset. We observe that nearly all the brands
presented providemore than 50 unique sizes for the customers to select from, thereby
naturally creating a high degree of uncertainty for the customer regarding which size
to purchase evenwithin one brand. On the other hand, even the brandwith the highest
size diversity only offers a fraction (∼25%) of the 1, 162 available unique sizes in
the dataset which adds a great deal of complexity for inter-brand size recommenda-
tions since different brands might offer different types of sizes for the same fashion
category (e.g. numeric vs fractional for shoes).
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4.2 Training, Validation and Test Samples

Train/validation/test split. In order to stay as close as possible to a production setting
we follow the same split as in [17]. Purchases are ordered by increasing timestamp
and the first 80%, denoted Ptrain, are used for training, the next 10% for validation
(Pval) and the remaining 10% for test (Ptest).

Training samples. Purchases in Ptrain are grouped by customer, giving one sam-
ple per customer. Customers with one purchase only are removed and samples are
augmented using the procedure below. For each resulting sample, the last purchase
provides the query article and its target size, while all other purchases are used as
support.

Data augmentation. As noted in Table1 in column Train (augment.), the training
data (only) is augmented similarly to [15]. First we split each customer’s purchase
history into sequences of maximum length L = 40, and consider each sub-sequence
as an independent sample. We then re-split each of those samples nsplits = 5 times.
To achieve that, for a given sample with n purchases, we select uniformly at random
nsplits integers k1, . . . , knsplits between 2 and n, and then for each of those integers
create a new sample by keeping only the first ki purchases. We keep the original
training samples we had before re-splitting and append all the new samples to get
the final set of training samples.

Validation samples. Each purchase in Pval is a query article. The associated
support purchases aremade of all the purchases inPtrain bought by the same customer.

Test samples. Each purchase in Ptest is a query article q coming from customer
c. The associated support purchases are made of subsets of previous purchases from
c. Following [17] these subsets vary depending on the chosen scenario.

1. Offline test scenario. Standard test scenario where the support purchases are all
of c’s purchases in Ptrain.

2. Online test scenario. The online scenario simulates a real life production envi-
ronment where information about a customer is not fixed in time and can be
updated with each of their new purchase. Here, the support purchases are all of
c’s purchases in Ptrain plus all of c’s purchases in Ptest that were made prior to

Table 1 Upper (a): Number of samples for each split. Lower (b): Model and training hyperparam-
eters

Upper (a)

Train Train (augment.) Val Test

#
samples

334,170 2,168,017 784,321 815,405

Lower (b)

N h d d f f L M nsplits Batch
size

values 2 4 256 512 40 1825 5 256
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q’s timestamp. The first query article associated with c will have only support
purchases from the training set, the second query will have a support augmented
with the first query article and so on.

3. Offline (+val)/4.Online (+val) test scenarios. These scenarios mirror scenarios
1 and 2 respectively using Ptrain ∪ Pval instead of Ptrain.

5. Cold-start online test scenario. In this last test scenario, we consider customers
who only have purchases in Ptest and not in Ptrain. It mirrors scenario 2 using the
empty set ∅ instead ofPtrain. That is we start with an empty support sequence for
each customer, and update the supports progressively with each new purchase
in Ptest.

The performance in all of these 5 different test scenarios is summarised in Table5.
Note that the number of samples is the same for the first 4 test scenarios, and that a
sample for a given customer has the same query article and target size in all scenarios,
only the composition of the support purchases of the sample differs across scenarios.
The number of training, validation and test samples are detailed in Table1a. The
cold-start online scenario on the other hand only has 99 k samples as customers who
have purchases in Ptrain are excluded for this scenario.

4.3 Experimental Details

We detail below different parts of the experimental setup we used to produce the
results described in Sect. 5. The code for our Transformer architecture was inspired
by the PyTorch code of the Harvard Annotated Transformer1 [29].

Regularization. We use regularization as in the standard Transformer archi-
tecture: additionally to layer normalization, we apply dropout [30] with a rate
pdrop = 0.3 and label smoothing with a smoothing factor εls = 0.4. For a concise
description of label smoothing, we refer the reader to Sect. 1.1 of [31]. Smoothing is
only applied to the reduced set of available sizes for a particular article, and not to
the the set of all possible sizes, allowing us to use a higher value for the smoothing
factor. Dropout is applied to the sum of the embeddings before feeding the inputs to
the model in the encoder and decoder, and to the output of each sub-block of every
layer in both the encoder and the decoder, before the residual connection and the
layer normalization.

Optimizer. We use the Adam optimizer [32] with β1 = 0.9, β2 = 0.999 and
ε = 10−6, and vary the learning rate ηk in function of the iteration k just as in [18],
using nw = 5, 000 warmup steps: ηk = d−0.5 min(n−1.5

w k, 1/
√
k)

Hyperparameters. Table1b summarizes the values of the model and training
hyperparameters. When batching, we pad all support purchases with zeros up to a
length of L if needed.

1https://nlp.seas.harvard.edu/2018/04/03/attention.html.

https://nlp.seas.harvard.edu/2018/04/03/attention.html
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Hardware and training time. With the values for the hyperparameters described
above, we obtain a model with ∼3.7 million parameters. Training this model on the
∼ 2 million augmented training samples on a single NVIDIA Tesla V100 GPU took
a little less than 3 days for a total of ∼120 K training steps (15 epochs).

5 Results and Discussion

In this section,we present and discuss the results of different experiments and analyze
them following a similar comparative analysis as in [17] to evaluate how our model
performs against different criteria, and then draw conclusions about its advantages
compared to other work.

5.1 Overall Performance Comparison

In this section, we evaluate the model’s performance in the offline scenario (defined
in Sect. 4.1), which we take as our standard performance comparison scenario, com-
pared to the two simple baselines used in [16] and three state-of-the-art methods [12,
15–17], namely: 1. the popularity baseline (for an article, independently of the cus-
tomer, the most purchased size for that article is predicted), 2.the Bayesian model
presented in [12], 3. the Product Size Embedding (PSE) model [15], 4. the Size and
Fit Network (SFNet) [16] and 5. MetalSF [17].

The KDE, Bayesian and PSE methods are trained separately for each category-
gender pair. We consider 3 distinct fashion categories: lower-garments, upper-
garments and shoes, and two different article genders: male and female. This results
in 6 different models for each of these methods. Table2 shows log-likelihood, top-
1-2-3 accuracies and micro-averaged AUC for all approaches on more than 815k
test purchases from all categories in the offline scenario. We use the same mask-
ing of non-available sizes for all methods at test time. The attention-based model
performs best with a relatively large improvement compared to [12, 15, 16], and
a marginal improvement compared to [17]. We show however in Sects. 5.2.2, 5.4,
and 5.5 that the difference in performance increases on the most difficult scenarios.
Note that despite the fact that the attention-based model has higher top-1-2-3 accu-
racies than the other models, it still has lower log-likelihood and micro-AUC than
MetalSF [17]. This shows that even though the model predicts sizes more accurately
than other models, it is not overly confident in its predictions, which is a typical
pitfall of deep learning approaches. This is most likely due to the label smoothing
employed in training, which prevents the model from putting too much probability
on one single size, making it more robust.
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Table 2 Comparison on all categories and size systems in the offline scenario.“log lik.” stands for
log likelihood, “top-k” is top-k accuracy and “mAUC” is micro-averaged AUC

log lik. top-1 top-2 top-3 mAUC

Popularity −2.01 0.29 0.53 0.68 0.69

Bayesian [12] −1.46 0.47 0.72 0.84 0.79

PSE [15] −1.47 0.53 0.77 0.87 0.82

SFnet [16] −1.20 0.55 0.79 0.89 0.85

MetalSF [17] −1.04 0.60 0.83 0.92 0.89

Attention-
based

−1.11 0.61 0.84 0.93 0.88

5.2 Cross-Category Performance

One advantage of our model, compared with PSE [15], is that it is able to lever-
age cross-category information to predict sizes. In addition, we show here that our
approach performs significantly better than SFNet [16] and MetalSF [17] in exploit-
ing and explaining these cross-category correlations. This advantage can enhance
standard size recommendation by using information from other fashion categories
than that of the query article, but more importantly can helpwith the difficult problem
of cold-start category recommendation which [12] and [15] cannot tackle. We show
below how our attention-based approach is able to deal with both those settings.

5.2.1 Standard Cross-Category Recommendation

We start by showing in Fig. 4a an example where the model attends to different
categories to make a prediction in the context where the category of the query article
(men’s jeans) is also part of the support purchases (rightmost article in the support).
Figure4a is composed of the following. Top row: (left) query article with its gender
and target size, (right) model’s output probabilities (only the sizes with a probability
higher than 10−3 among the top 10 sizes are displayed for readability). Second row:
support articles with their genders and sizes. Four bottom rows: weights of each
attention head. We observe that the model overall attends mostly to the men’s jeans
article present in the support, but also pays attention to the men’s sweatshirt (3rd
article from the right) and the men’s t-shirt (2nd article from the right), thereby
showing that it does use information from other fashion categories to predict a size.

5.2.2 Category Cold-Start Performance

To quantify the advantage of our approach, we focus here on the category cold-start
recommendation problem for upper and lower garments. We show that customers
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Fig. 4 Size predictions and attention weights. Left a: on a standard cross-category sample. Right
b: when removing different articles from the support

who have never bought in one of these categories can be given a better prediction
than with other methods if they have shopped in another category. We compare the
performance of our method with the popularity baseline (which the Bayesian, KDE
and PSEmethodswould return since they cannot deal with category cold-start recom-
mendation), SFNet [16] andMetalSF [17], and build two datasets (a and b) which are
subsets of the test set used in the standard offline scenario described in Sect. 4.1. For
dataset a (resp. b) we keep the samples from the offline scenario for which the query
article is an upper-garment (resp. lower-garment) and the corresponding customer
has no upper-garment (resp. lower-garment) purchase in Ptrain ∪ Pval. Results are
reported in Table3a for upper garments and Table3b for lower garments. The results
show that our approach can leverage cross-category information to predict sizes
much more accurately than the popularity baseline, SFNet [16] and MetalSF [17].
An example where our model uses information from other categories to predict a
size in the cold-start category setting is shown in Fig. 2, which is composed the same
way as Fig. 4a.

5.3 Attention Adapts to Changes in the History

We show here how our model adapts its attention when the context (the support
purchases) is modified. In Fig. 4b we take an initial purchase history and remove
articles to see how the model’s attention weights shift. Figure4b has the same com-
position as Fig. 4a, except for the following differences. Top row: (right) predicted
sizes for different article removals. Four bottom rows: averaged attention weights
when removing articles from the support. For each removal, the weights of all 4
heads are averaged at each position in the support to reduce figure size. We remove
the following articles from the support one by one (in this order top-down): a. No
removal, full set of support purchases, b. the white jacket (rightmost article at index
7), c. the burgundy jumper (leftmost article at index 0), and d. the pair of jeans (at
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Table 3 Models comparison on a category of interest for customers who have not bought that
category in the training or validation sets

(a) Upper garments (13k test samples)

Log lik. top-1 top-2 top-3 mAUC

Popularity −1.82 0.31 0.60 0.75 0.64

SFnet [16] −1.43 0.37 0.62 0.77 0.67

MetalSF [17] −1.30 0.41 0.69 0.86 0.73

Attention-based −1.60 0.45 0.73 0.89 0.75

(b) Lower garments (15k test samples)

Popularity −2.54 0.24 0.45 0.60 0.71

SFnet [16] −1.79 0.35 0.57 0.71 0.75

MetalSF [17] −1.60 0.38 0.61 0.76 0.80

Attention-based −1.30 0.40 0.64 0.78 0.81

index 1). We observe that more cross-category attention is needed when removing
the jumper (leftmost article at index 0) from the support, which is from the same
fashion category as the query article. It is also worth noting that when removing the
jacket, the model becomes more sure of its prediction.We hypothesize that the jacket
might run a bit too small which makes the model slightly more uncertain about the
correct size to predict for the query article when it is still part of the support pur-
chases. Other than for this jacket, any article removal from the support makes the
model increasingly less sure of its prediction because it has to rely only on cross-
category information. It is interesting to observe that, even though the model attends
to the jeans with the full set of support purchases, the latter gets roughly twice more
attention each time an article is removed from the support. This shows that the model
is able to use differently the same piece of information depending on what other type
of information is available. Note that the pair of sneakers is actually a unisex article,
but from the sizes of the other articles it seems like the model understands that it
is an article for the female user behind this account, as it starts paying attention to
it when other article are removed, whereas none of the 4 male articles receive any
attention even though some are jumpers like the query article.

5.4 Performance on Multi-user Accounts

To evaluate how well our model is able to deal with multi-user accounts we build 6
different experiments keeping subsets of samples from the standard offline setting. 1.
(resp. 2.) We keep samples where the support has no men’s (resp. women’s) articles
and where the query is a men’s (resp. women’s) article (cold-start with no related
purchase history). 3. (resp. 4.) We keep samples where the support has only men’s
(resp. women’s) articles and the query is a men’s (resp. women’s) article (consistent
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Table 4 Top-1 accuracy on multi-users accounts (>5k test samples per case)

Bayesian [12] PSE [15] SFnet [16] MetalSF [17] Attention-based

Men Women Men Women Men Women Men Women Men Women

Cold-start (no
related history)

0.28 0.28 0.28 0.28 0.32 0.30 0.34 0.30 0.37 0.34

Consistent
(always same
gender)

0.44 0.46 0.50 0.51 0.52 0.54 0.55 0.58 0.59 0.60

Mixed (various
genders in
history)

0.44 0.47 0.49 0.54 0.48 0.55 0.55 0.61 0.54 0.61

purchase history with always the same gender). 5. (resp. 6.) We keep samples where
the support has bothmen andwomen articles and the query is amen’s (resp.women’s)
article (mixed purchase history with various genders). Figure4a shows a sample
from experiment 5, and Figs. 2 and 4b show two samples from experiment 6. In
all these samples, we observe that the model correctly attends to past purchases of
the same gender as the query article. The results of the experiments are presented in
Table4. For experiments 1 and 2 (no related history), the PSE and Bayesian methods
return the baseline prediction. The attention-based approach presents a relatively
large improvement over the other approaches [12, 15–17] in most experiments, and
the similar performance in the consistent and mixed test cases shows that it is not
confused by multiple customers behind an account.

5.5 Online Performance

The attention-based model we propose proves very valuable in an online scenario as
it can digest new customers and new purchases after being trained without having to
be fine-tuned or modified in any way. In contrast, the design of SFNet [16] imposes
that: (1) the network has to be fine-tuned to be able to make predictions for any new
customer, (2) whenever a customer already present in the database buys a new article
and keeps it, the network has again to be fine-tuned to add this new piece of infor-
mation within the customer embedding and then use it for further recommendations.
This is a major advantage of our model for scalability in a practical setting where
both the number of customers and the number of purchases they make grow rapidly.

To quantify the advantage of being able to efficiently process purchases online,
we compare the performance of the same trained model on the 5 test scenarios
described in Sect. 4.1. The results reported in Table5a are obtained after having
trained the model once and fixed all the weights—only the inputs to the model are
modified in an online fashion. They show that, as expected, the model is able to
leverage additional input information to make more accurate recommendations.
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Table 5 Effect of online processing (i.e. updating the customer’s support set after each purchase)
with attention-based models. (a) Standard online vs offline. (b) Online cold-start performance com-
parison

(a) Standard online and offline scenarios

Attention-based Log lik. top-1 top-2 top-3 mAUC

Offline −1.11 0.61 0.84 0.93 0.88

Online −1.03 0.66 0.87 0.94 0.91

Offline + val. −1.09 0.63 0.85 0.93 0.89

Online + val. −1.03 0.67 0.88 0.95 0.91

(b) Online cold-start (100 k test samples)

Log lik. top-1 top-2 top-3 mAUC

MetalSF [17] −1.23 0.59 0.79 0.88 0.87

Attention-based −1.34 0.60 0.81 0.90 0.87

In Table Table5b, we compare the performance of our model to that of Met-
alSF [17] in the online cold-start scenario where customers (never seen during train-
ing or validation) startwith empty support purchases,which are updated one purchase
at a time. In this scenario, nearly 70% of the samples have less than 4 purchases in the
support. The popularity baseline is used for empty support purchases. Our approach
is more accurate than MetalSFin this low number of purchases regime. This is prob-
ably due to the attention mechanism’s ability to quickly adapt to new purchases and
predict accurately for categories/genders which are not part of the support purchases,
as demonstrated in Table3 and Table4, and visualized in Fig. 4b. We leave the analy-
sis of the behaviour on long purchase histories (>40) for future work but hypothesize
that even if the linear regression in [17] benefits frommore data to learn from, it could
still be affected by outliers while the attention model could filter those out if needed.

6 Results on Public Datasets

There are very limited public datasets available for the problem of size and fit, and
those (e.g. [4]) mainly focus on leveraging customer metadata for the task at hand to
predict “fitness” of an article in a given size. As such, the public datasets introduced
in [4] are not directly in the scope of this work as methods evaluated on these use
either customer or article hashes or customer metadata such as height, age, weight,
body measurements to predict too-small, fit or too-big. This is in contrast to our goal,
stated in introduction, of building a model for size prediction based solely on the
past purchases of a customer without any need for providing sensitive personal data.
However, we consider incorporating additional user metadata within our attention-
based approach as a future work avenue, and have thus evaluated the top-1 accuracy,
log-likelihood and micro-auc of our method on these datasets. The corresponding
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Table 6 Performance comparison on the public datasets ModCloth and RentTheRunway
Entity embedding Micro-avg AUC top-1 accuracy Log likelihood

Method/
Dataset

user id Article id ModCloth RentThe-
RunWay

ModCloth RentThe-
RunWay

ModCloth RentThe-
RunWay

LF-ML [4] � � 0.657 0.719 – – – –

SFNet [16] � � 0.689 ±
0.005

0.749 ±
0.004

0.690 ±
0.004

0.760 ±
0.004

−0.758 ±
0.006

−0.610 ±
0.008

SFNet-
ne [16]

× × 0.638 ±
0.007

0.674 ±
0.003

0.683 ±
0.005

0.739 ±
0.002

−0.806 ±
0.009

−0.698 ±
0.006

Attention-
based

× × 0.818 ±
0.003

0.857 ±
0.005

0.683 ±
0.004

0.728 ±
0.009

−0.850 ±
0.011

−0.779 ±
0.015

results with the comparison to LF-ML [4] and SFNet [16] are shown in Table6. As
in [16], since we do not know the splits used in [4, 16], we used 10 random splits
and averaged the results. The performance of our approach is comparable to that of
the version of SFNet [16] without any customer nor article embedding, which we
refer to as SFNet-ne.

7 Conclusion

s In this work, the use of attentionmodels for tackling the size recommendation prob-
lem was shown to address several major challenges of current size recommenders,
such as dealingwithmultiple size systems, cross-categorical andmultiple gender rec-
ommendations. Additionally, the explainability of the predictions made possible by
our approach is a big step towards communicating with customers on the emotionally
engaged topic of size recommendations. Our approach surpasses the state-of-the-art
in large scale experiments, needs only be trained once for all genders and fashion cat-
egories and can easily scale to accommodate new customers and purchases. Future
work will focus on studying in depth the embeddings learned by the model in a
latent sizing space to extract properties of articles, brands, and customers (from a
sizing perspective) as well as on analyzing how integrating pre-trained embeddings
learned through another method (e.g. pre-training with BERT [19] or with a size and
fit specific method) can enhance the system’s performance. We will also study how
the flexibility of our model allows incorporating additional customer metadata when
it is available, otherwise leaving the presented model unchanged when it is not.
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The Ensemble-Building Challenge
for Fashion Recommendation:
Investigation of In-Home Practices
and Assessment of Garment
Combinations

Jingwen Zhang, Loren Terveen, and Lucy E. Dunne

Abstract Fashion is a domain that poses new and interesting challenges for recom-
mender systems. While most recommendation problems seek a single-point solution
(e.g. a product the user will purchase), individual garments must function within a
wardrobe system, and must ultimately be matched with other garments to build an
outfit. The outfit-building challenge is poorly understood in academic literature and
professional practice. Here, we present data from two sources: subjective self-reports
from consumers about their outfit-building practices, and assessments (by expert and
crowd-sourced assessors) of computer-generated outfit combinations pulled from a
real-world wardrobe. Results illuminate the objectives and obstacles of consumers
in the daily dressing decision, and support the complexity of building combinations
from a large set of individual garments.

1 Introduction

“What am I going to wear?” is a question faced daily by a large portion of the world’s
population. For some, the answer is simple and direct, and for others it requires a
complex, resource-constrained decision-making process. Guy, Green, and Banim
[3] describe this process as the “wardrobe moment”, a daily mini-crisis in which the
individual’s wardrobe management techniques are put into play in a time-restricted
problem-solving challenge.

Themotivations that influence consumption patterns and garment choices in shop-
ping contexts are well-characterized in the clothing and retail literature [10, 15] but
little is known about the functional management of those garments at home or the
influence of system management on consumption. Management of such a complex
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system is a non-trivial task involving many inter-related variables [7]. Because of
the many constraints on cognitive resources during the wardrobe moment, users are
likely to employ decision-making heuristics such as satisficing strategies (ceasing
search at a “good enough” solution) or availability heuristics and be influenced by
cue order (prioritization of garments seen first.) They are also likely to be subject
to the size constraints of working memory (generally agreed to be seven ± two
items [8]). These factors lead to the reinforcement of a smaller number of items
that may consequently become disproportionately utilized, while other garments fall
into disuse. This is supported by our prior work with small numbers of participants
[2, 13], which show as little as 5% of the wardrobe in regular use.

The challenge of assembling an outfit from component garments is relatively
under-studied. Approaches like collaborative filtering based on user and garment
attributes [5, 6], classification of “good” (human-generated) from “bad” (artificially
created) outfits [11], and discovery of item compatibility across types [12] have
been implemented toward the goal of developing methods of effectively building
ensembles. However, these approaches often represent an outfit by only one top and
one bottom (neglecting more complex outfits) and are based collections of garments
from online marketplaces or social networks rather than actual wardrobes. The home
wardrobe is a collection curated for the most part by one individual, which may
offer some coherence to the components. However, while outfit-building from online
repositories may be an exercise in creative exploration (assembling an interesting
whole from relatively unlimited resources), managing the homewardrobe is far more
resource-constrained, and relies more heavily on combination and re-combination
of existing elements. Understanding the parameters and scope of that task is vital to
the success of an in-home wardrobe decision-making assistant. Here, we explore the
in-home problem from two angles: first, by investigating the challenges, values, and
strategies of individual decision-makers in order to better understand how individuals
are currently experiencing and managing the complexity of the dressing decision.
Second, we form outfits from permutations of garments in a real individual wardrobe,
and assess the resulting outfits for wearability in order to better understand the full
scope of the decision’s complexity.

2 In-Home Outfit Building Strategies

2.1 Methods

To explore the strategies currently used by individuals to choose clothing daily, we
conducted an online survey of 194 respondents which is the basis of the bulk of the
results presented here. The survey was conducted with participants recruited from
Amazon Mechanical Turk, filtered for location (USA only). Respondents were paid
$0.50 each for their participation. Participants ranged in age from 18 to 63, 128 were
female, and 66 were male. Participants in all instruments used here were assigned a
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score indicating their position on the consumer spectrum according to a distribution
originally described by Rodgers [9] that identifies 5 groups of consumers: fashion
innovators, fashion opinion leaders, mass-market consumers, late fashion followers,
and fashion isolates and laggards. Consumers on the innovative end of the scale are
more likely tomake choices based on a desire to differentiate themselves from others,
while consumers on the lagging end of the scale are more likely to seek conformity
with their social group [1]. To calculate consumer spectrum score, we used a set
of nine five-point Likert scale questions derived from [1, 4], assigning points on an
inverse scale for self-reported behaviors relating to level of creativity in dress, adop-
tion of new fashion trends, and influence on others’ fashion consumption behaviors,
for a total spectrum of possible scores from nine (laggard) to 45 (innovator). The
consumer-spectrum distributions of our survey participants are depicted in Fig. 1.

The survey covered variables related to the wardrobe moment in five categories,
as developed using the preliminary pilot surveys and interviews. The objective of
this survey was to investigate the critical variables of dressing and the wardrobe
moment that had emerged fromour preliminarywork.Thefive categories of questions
included were: (1) Perceived wardrobe size and use; (2) Values and objectives in
dressing; (3)Constraints of thewardrobemoment; (4)Variables at play in the dressing
decision; (5) Outfit-building strategies.

2.2 Results and Discussion

2.2.1 The Wardrobe System

The survey respondents were asked to estimate the size of their “working wardrobe”,
defined as “the overall number of garments you would wear to work/school or your
regular daytime activity”. Participants were directed to include only tops, bottoms,
dresses, and jackets in their estimates, excluding hosiery, undergarments, outer-
wear, accessories, etc. Participants who did not have a regular daytime activity or
who wore a uniform to work were asked to discontinue the survey. Participants
reported average working wardrobe sizes of 25.49 garments (male, SD= 22.08) and
36.72 garments (female, SD = 40.78). When asked to estimate more specifically by
reporting numbers of garments in sub-categories (tops, bottoms, and dresses), these
averages rose slightly to 27.89 (SD = 21.05) for male participants and 42.10 (SD
= 42.31) for female participants. We saw no strong relationships between wardrobe
size and consumer spectrum score for men or for women. This finding contrasts
with earlier studies such as Workman and Johnson [14] who found significant differ-
ences between fashion innovators and fashion followers in need for variety. However,
notably such prior work has assessed self-perceptions and desires in dressing, and
has not related these theoretical perspectives with empirical assessment of wardrobe
contents.
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Fig. 1 Distribution of respondents in terms of calculated Consumer Spectrum Score

Survey respondents estimated the percent of their wardrobe in “regular use”
(defined as garments worn once permonth ormore) at 63.00% for female participants
(SD = 30.41) and 57.92% for male participants (SD = 34.8).

These results show a vast spectrum of system complexity for the wardrobe across
the population. Using a very simplistic combinometrics calculation, a woman’s
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wardrobe of the average size reported by survey respondents (13 bottoms, 24 tops,
and five dresses), assuming half of the tops can be worn under the other half, could
amount to 1,877 outfits (13 * 12 * 12+ 5). However, some real wardrobes may be far
larger andmore complex. Awardrobe of the average size reported in [2] (50 bottoms,
159 tops, and 36 dresses) could amount to 316,036 outfits (50 * 79 * 80 + 36).

2.2.2 Objectives in Dressing

Behind the question of the utility of an in-homewardrobe recommender system is the
question of what the user aims to achieve in dressing.What implicit values should the
system be designed to support? Toward this end, we asked our survey respondents
to rate on a five-point Likert scale the level to which 12 value statements were true
for them. The results for the statements as described below are summarized in Fig.2.

1. I want to look my best or improve the way I look
2. I want to make use of everything I own and waste as little as possible
3. I want to look trendy and keep up with current fashion
4. I want to have fun putting together outfits, be creative, and express myself
5. I want to fit in and look appropriate every day
6. I want to dress to flatter my body
7. I want to reduce my consumption of clothing
8. I want to be comfortable (physically) in my clothes every day
9. I want to look unique and different in the way I dress
10. I want to get dressed as quickly as possible
11. I want to spend less money on clothing
12. I want to do laundry less often.

Fig. 2 Male and female participants’ ratings of value statements
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As Fig. 2 shows, the overall most important objectives for female participants
were comfort and dressing to flatter the body. Comfort was the clear leader for men
as well, followed by a desire to dress quickly. Of secondary interest for both men and
womenwere looking good and wasting as little as possible in the wardrobe. Fitting in
and looking appropriate was of fairly strong interest to both genders, but this factor
was stronger than looking good/decreasing waste for men.

Following current trends was of little interest to men or women, andmen similarly
showed even less interest in having fun/expressing themselves when putting together
outfits.

Some factors showed an influence of consumer spectrum score. For instance, the
value statement “I want to look unique and different in the way I dress” was more
likely to be higher-rated by respondents with higher consumer spectrum scores, as
shown in Fig. 3.

A similar effect was seen for both male and female participants in ratings of the
“I want to have fun” statement, and the “I want to look better” statement, and for
male participants in the “I want to flatter my body” statement. A slight negative
relationship was observed for both male and female participants between consumer
spectrum score and rating of the statement “I want to get dressed as quickly as
possible”, as seen in Fig. 4. No visible effect was seen in the other value statements.

Fig. 3 Influence of consumer spectrum score on importance of uniqueness in dressing
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Fig. 4 Influence of consumer spectrum score on importance of speed in dressing

These results imply that there are some more-universal objectives held by users
across the consumer spectrum in the wardrobe moment. The objective of being
comfortable is perhaps one of the more difficult to capture in a recommender system,
given the lack of standardized metrics of fit and haptic preferences in clothing.
Characterizing “comfort” is a complex and nuanced task. The more-universal value
of looking good, however, implies that many user types would be interested in a
decision-support system that augments their aesthetic abilities, or helps prescribe
outfits that are likely to be aesthetically successful. An open question for the devel-
opment of good recommender systems is the precise influences on aesthetic success.
Women seem to be more sensitive to the role of body shape in aesthetic success
of an outfit than men are, and recommendation systems should likely take body
shape into account for women. Male fashion innovators seemed more sensitive to
the role of body shape in dressing success, while men across the spectrum were
more interested in fitting in and looking appropriate. Women and fashion innova-
tors were more interested in expressive experiences in dressing, at the expense of
efficiency in decision-making. Both genders were interested in decreasing waste in
the wardrobe. This supports the idea that a recommender system might extend to
point-of-purchase decisions, to avoid purchases that are unlikely to provide utility in
outfit recommendations.
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Interestingly, users were much less interested in trendiness in their dressing deci-
sion. Many studies seek to augment the ability to identify and incorporate trends into
fashion recommendation. However, it seems that the majority of users are much less
interested in trend-following than they are in improving their individual appearance.
It is possible, of course, that these two things are intertwined in ways that the user
may not be conscious of. It is also possible that users interpret being “trendy” in
a negative way (either because they don’t perceive their choices as part of a larger
trend framework, or because they seek to differentiate from mass-market trends).

2.2.3 Constraints of the Wardrobe Moment

In our studies, time spent deciding what to wear imposed a significant constraint
on the decision-making process. We found 61.54% of male respondents reported
spending less than five minutes dressing on an average day, and 95.39% spent less
than 10 min dressing. We found 42.97% of female respondents spent less than five
minutes on an average day, and 80.47% spent less than 10 min. On a “special” day,
38.46% of male participants and 60.94% of female participants reported spending
more than 10 min on this decision.

Participants were asked to evaluate on a five-point Likert scale the degree to which
or the frequency with which a set of variables increased the difficulty of their daily
dressing decision. These variables and the average level of influence reported bymale
and female participants are shown in Fig. 5. Unlike the set of values outlined in the

Fig. 5 Male and female participants’ ratings of variables increasing the difficulty of the dressing
decision
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previous section, none of these variables showed a visible relationship to consumer
spectrum score.

For female respondents, the most significant sources of dressing difficulty were
trouble with aesthetics/looking good, finding an outfit that meets today’s needs,
and having too few options. Male respondents showed overall lower levels of diffi-
culty arising from these variables, but the most significant sources of difficulty
were having too few options, finding an outfit that meets today’s needs, and not
having anything clean. Having too many options was the least significant source of
difficulty for both male and female respondents: an interesting result, considering
the evidence discussed above of wardrobe size and percent in use. This may be
evidence of boredom with an over-reinforced subset of the population (a result of
decision-making heuristics at play) rather than a true lack of options.

Interestingly, the sumof all difficulty ratings for each user (total difficulty) showed
no evident relationship to consumer spectrum score. This would indicate that users
across the spectrum experience high and low levels of difficulty in dressing. However,
the variables influencing difficulty are not likely to be consistent across all users, and
must be customized to the individual.

2.2.4 Variables of the Wardrobe Moment

The variables outlined in the previous section describe constraints or sources of
difficulty in making the dressing decision: areas where a recommender systemmight
offer assistance to the user. In addition to these constraints, we queried respondents
about the variables that influenced the decision of what garments should be worn
together and on a given day: variables that will assist the system in generating “good”
recommendations. This brings into play temporal variables that are related to the day
in question, as well as probing individual priorities in evaluating the goodness of an
outfit.

We asked participants to rate on a five-point Likert scale how often or how much
a set of variables factored into their daily dressing decision. Those variables and the
mean of male and female participants’ responses are shown in Fig. 6.

As seen in Fig. 6, the order of relative influence of variables is not exactly the same
between male and female respondents: female respondents prioritize the aesthetic
element of fit over the comfort component, while male respondents rank the aesthetic
component far less influential. For female participants, mood takes precedence over
cleanliness, where for male participants, cleanliness and ease of access are far higher
in priority. We see similar influence of consumer spectrum score on some variables:
fashion leaders are more likely to prioritize overall aesthetic than fashion followers,
but the opposite is true for wearing whatever’s easiest or seen first, as seen in box
plots in Fig. 7.

These data illuminate potential differences in sub-groups of users. Someusersmay
appreciate a pragmatic recommender system that accounts for logistical variables like
weather, activity, and laundry status and prioritizes speed of the dressing decision.
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Fig. 6 Male and female participants’ ratings of variables influencing the dressing decision

Others may appreciate an exploratory system that affords inspiration rather than
prescriptive advice. As might be expected from typical socialization, women seem
more sensitive to aesthetic elements that influence coordination of garments and
suitability for a given body shape.

2.2.5 Outfit-Building Strategies

Lastly, we sought to investigate the strategies at play when respondents began
building an outfit in the wardrobe moment. This category has implications for user
interface design. In our preliminarywork,which involvedmore open-endedquestions
about dressing, many participants reported employing a consistent starting-point in
their outfit-building process. Many users cited starting with a single garment (most
often the bottom) to build an outfit (“I usually pick out one item I think is particu-
larly appropriate, and build an outfit around it.”), but others describe this as a more
emotional choice: “I decide which color would match my mood (i.e. I feel….yellow
today). I then check the weather to see which items I can combine that have that
color and mood and still be practical.” As with most of the factors investigated here,
in the wardrobe moment these heuristics often help the user to limit the immense
quantity of possible options.

Survey participants in this study were asked to indicate which of a set of possible
choices (generated from earlier preliminary work) was their most common starting-
point in outfit building. As seen in Fig. 8, this is most commonly a top or a bottom
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Fig. 7 Influence of consumer spectrum score on importance of overall aesthetic (a) and ease of
dressing (b)
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Fig. 8 Most common starting point in outfit building

garment, but there is some variability between male and female participants, as well
as some evidence of other starting-points in use.

Again here, male users are more motivated by pragmatics and efficiency (starting
with whatever is first seen or clean) than female users, who may start with a color
or a favorite garment. Interestingly, male users were more equally likely to start
with a top or a bottom, while female users had a clear preference for starting with
tops. Together, these results suggest that a recommendation system should start the
interaction by offering (or allowing the user to select) a single garment, and building
an outfit around that garment. However, for some users, other options may be of
interest.

3 Assessing Garment Combinations

The crude combinometrics calculation described in Sect. 2.2.1 at first glance seems
improbably high. How many of those garment combinations are actually usable
outfits? To approach this question, we used the real-life working wardrobe of one
female “fashion innovator” participant and built all possible outfit combinations. A
random sample of outfitswas assessed by a panel of raters to determine the proportion
that is feasibly “wearable”.

3.1 Method

Our test wardrobe consisted of 137 items cataloged from a female user’s wardrobe:
77 tops, 10 bottoms, 10 dresses, and 5 jackets. Tops were categorized as one of 3
layers (inner, garments that are worn under things; middle, garments that can beworn
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Fig. 9 Number of outfits per
garment

alone or above the inner layer; and outer, garments worn above inner and/or middle
garments.)

Each bottom was combined with each inner-layer and middle-layer top, to form
the first set of outfits. Then, middle-layer tops were added to inner-layer + bottom
outfits. Outer-layer garments were then added to all previous outfits. Finally, dresses
were added as single-layer outfits, as well as in combination with each outer-layer
top. This algorithm generated 491,185 total outfits. Garmentswere used in an average
of 22.5 outfits, with a distribution between 1 and 70 garments (Fig. 9).

3.1.1 Rating Outfits

A random sample of 1000 outfits was extracted for evaluation from all possible
outfits. Each outfit was rated on a 5-point rating scale as follows:

5: This is a great outfit; I can imagine someone looking good wearing exactly this.
4: This is an ok outfit. It might have some style problems, or it might be a little

bland, but it’s wearable.
3: This is a wearable outfit, but it has some problems. These garments could

technically be worn together, but the outfit doesn’t work very well.
2: This outfit has serious problems, it would be hard to imagine someone wearing

it, but a few people might.
1: This outfit is not wearable; I can’t imagine anyone wearing it in public.

The objective of this rating scale was to assess whether or not outfits were “wear-
able”—and to avoid to the extent possible individual preference, trend, or styling
assumptions. Garments were photographed individually, lying flat on a surface (not
on a body), and “outfits” were presented as a series of garment photographs. Each
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outfit was evaluated by 5–7 raters (mean 6.64): 3 “expert” raters (members of
the research team, following a calibration exercise) and 2–4 crowdsourced raters.
Crowd raters were drawn from 3 sources: our Apparel Design program, targeted
advertisements on Facebook, and Amazon Mechanical Turk.

3.2 Results and Discussion

Figure 10 shows a histogram of outfit ratings, separated by rater group (expert =
research team, lay = crowdsourced, overall = both).

As seen in Fig. 10 andTable 1, the vastmajority of outfitswere perceived as “wear-
able”. Expert raters trended toward higher scores than lay raters, which may reflect
less of a bias toward personal interpretation of each outfit (a broader perspective on
whether or not a set of garments could possibly be successful on some individual).
Most remarkable is the difference in “5” score outfits (“I can imagine someone
looking good wearing exactly this”)—lay raters found only 2.2% of outfits to meet
this criteria, versus 34% for expert raters. Interestingly, this may point to the crit-
ical “last mile” of fashion recommendation—the gap between a set of garments and
those garments being filtered for an individual wearer and styled effectively. When

Fig. 10 Average outfit score
by rater group

Table 1 Percentages of wearable outfits by rater group

Outfit rating All raters (%) Expert raters (%) Lay raters (%)

>=3 (Could technically be worn together) 90.1 91.6 86.0

>=4 (An “ok” outfit) 61.0 72.5 48.6

=5 (A “great” outfit) 1.2 34.0 2.2
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garments are presented without the context of a specific body in 3 dimensions and
specific styling choices (shirts tucked in or out, accessories added, etc.) it is unclear
how lay users might draw conclusions about the success of an outfit. An expert
may be able to imagine a broader range of options and implementations for a set of
garments than a lay person, and communicating that expertise is critically important
to the resulting dressing decision. This would imply that the best-case recommender
system is able to generate an outfit option visualized on a 3D body, complete with
styling recommendations. However, this obviously introduces far more complexity
into the recommendation and visualization tasks.

It is important to note, however, that while the vast majority of outfits were
perceived as wearable, this method is not able to distinguish between perceptually
similar outfits: e.g. a sweater worn over several inner-layer tops may present visually
the same outfit, but be counted as distinct outfits in this algorithm. Raters did not
compare outfits to each other, and would not have looked for repetition in the test
set. However, given the size of the set of possible outfits, it is unlikely that much
perceptual similarity was present in the test set.

4 Conclusions

The results from our survey of individuals’ experiences with the everyday dressing
decision highlights consistencies and variation across the consumer spectrum and
between individuals in the objectives, obstacles, and strategies employed in the
wardrobe moment. Individuals self-report working wardrobe sizes that are relatively
small compared to other evidence. Nevertheless, even a small working wardrobe can
theoretically produce a vast number of outfit permutations. It is clear that recom-
mender systems can aid users in the efficiency of their dressing decisions and their
wardrobe use, and perhaps in improving the aesthetics of their outfit choices. Other
objectives like comfort may be harder for recommender systems to influence. Our
results also highlight that in some domains, in-home outfit recommendation will
require different approaches for different individuals, in order to account for values
and priorities as well as sensitivities and preferences: for example, some users may
prefer utilitarian systems that prioritize efficiencywhile othersmayprefer exploratory
systems that afford inspiration and creativity.

The results of our outfit assessment show that both crowdsourced and expert
raters find most outfits to be wearable. Even the most conservative assessment—
using the 1.2% of outfits that were rated 5 (a “great” outfit) by both expert and
crowdsourced raters—yields 5,894 successful outfits from our example wardrobe.
However, this result conflicts with user reports of difficulty finding good options
and time spent making a selection. Expert and crowdsourced raters in this study
evaluatedoutfits independent of keyvariables thatmaydetermine the ultimate success
or failure of an outfit (the variables considered by users in their dressing decision,
such as thewearer’s physical attributes, contextual elements likeweather and activity,
and personality aspects that influence aesthetic preferences.) It is clear that there is
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more work to be done to better understand the underlying factors that predict a
successful outfit. Clearly successful outfit recommendation must ultimately account
for the wearer and filter the outfit set accordingly. Understanding these relationships
(between garments/outfits and the wearer’s attributes) is a further challenge for outfit
recommendation.
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Abstract Over the past years, fashion-related challenges have gained a lot of atten-
tion in the research community. Outfit generation and recommendation, i.e., the com-
position of a set of items of different types (e.g., tops, bottom, shoes, accessories)
that go well together, are among the most challenging ones. That is because items
have to be both compatible amongst each other and also personalized to match the
taste of the customer. Recently there has been a plethora of work targeted at tackling
these problems by adopting various techniques and algorithms from the machine
learning literature. However, to date, there is no extensive comparison of the per-
formance of the different algorithms for outfit generation and recommendation. In
this paper, we close this gap by providing a broad evaluation and comparison of
various algorithms, including both personalized and non-personalized approaches,
using online, real-world user data from one of Europe’s largest fashion stores. We
present the adaptations we made to some of those models to make them suitable for
personalized outfit generation. Moreover, we provide insights for models that have
not yet been evaluated on this task, specifically, GPT, BERT and Seq-to-Seq LSTM.
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1 Introduction

The role of fashion is constantly growing. In fact, over the last few years it has become
one of theworld’s largest industries, with new trends, products, platforms, and brands
constantly appearing. With the vast choice of items available in e-commerce, it has
become increasingly difficult for customers to find relevant content, combine it, and
match with a specific style.

Search and article recommendations are traditional systems that alleviate this
problem. However, many consumers shop new items in order to complement an
existing set of garments, or even a full outfit combination. Thus, these customers not
only want to be recommended individual items, but a full outfit which is composed of
a set of items of different types (e.g., tops, bottom, shoes, accessories), where these
items have to be non redundant and visually compatible [5]. For this reason, over
the past few years, many stylist-curated services have emerged, that help customers
create outfits. However, these human-only-based approaches are not scalable in the
growing fashion online market. Further, they may not leverage all the customer
information and data that may be available.

Generating and recommending outfits is a huge challenge since it requires the
items composing an outfit to be compatible with each other. There are multiple
factors that define compatibility or fashion relationship such as brand, cut, color,
visual appearance, material, length, and trends. Besides being compatible, the items
should be personalized for the specific taste of each customer. Over the past years, a
range of work has targeted these problems [3].Many researchers focused on pairwise
compatibility [13, 20], where the outfits are based on item-to-item compatibility.
These approaches have the drawback that outfit compatibility is not computed on an
outfit as a whole, but on pair-wise article combinations, which also makes them less
suited for online serving due to high computation times.

Recently, there has also been work inspired by ideas from the Natural Language
Processing (NLP) community, by applying models such as Recurrent Neural Net-
works (RNNs) [12] to generating full outfits [5]. This has the advantage that the outfit
is considered as a whole and not only as pairs of items. However, considering an
outfit as an ordered sequence poses unnecessary restrictions. More recently, a new
stream of work has used the state-of-the-art model Transformer [19] from NLP, in
order to generate personalized outfits [2]. The Transformer-based models BERT [4]
and GPT [16] have not been tested on this task yet.

Even though there is a significant effort put into tackling the outfit generation and
recommendation problem, to the best of our knowledge, there is no in-depth evalu-
ation and comparison of the performance of different models on this task, including
both personalized and non-personalized settings. Moreover, a lot of previous work
provides results based only on open-source datasets [10], but not on real-world user
data. In this paper we train and evaluate our models using datasets from Zalando,1

one of the biggest online fashion retailers in Europe, with more than 500k articles
and 32M active customers per year.

1https://zalando.com.

https://zalando.com
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The contributions of our work can be summarized as follows:

• We provide an in-depth evaluation and comparison of different algorithms on the
outfit generation task using real-world user data. This includes both personalized
and non-personalized approaches. The algorithms are Siamese Networks, Trans-
former, GPT, BERT, LSTM, and Seq-to-Seq LSTM;

• We adapt the language models BERT, GPT and Seq-to-Seq LSTM to personalized
outfit generation and extend the Siamese Nets architecture to outfit compatibility.

2 Related Work

Fashion has become one of the world’s largest industries. In fact, over the past few
years it has gained a lot of attention both in the research community and the industry.
Wen-Huang Cheng et al. [3] provide an overview of some of the main applications
in the fashion domain, as well as a comprehensive survey of the state-of-the-art
research.

Plenty of previous work has focused on pairwise compatibility [13, 20]. To do so,
many authors have used Siamese Networks [8], which is a neural architecture that
learns an item compatibility function, which in summary computes whether a set of
items fit together or not. Veit et al. [21] use them to learn style compatibility across
categories, using data from Amazon. Vasileva et al. [18] propose an approach to
learning an image embedding that respects an item’s type, and jointly learns notions
of item similarity and compatibility in an end-to-end model. McAuley et al. [13] use
a parameterized distance metric to learn relationships between co-purchased item
pairs and used convolutional neural networks (CNNs) for feature extraction. More
recently, Polonia et at. [15] leverage Siamese Networks for outfit compatibility, but
opposed to previous work, the authors calculate the compatibility score using a fully-
connected neural network. However, all these methods do not consider interactions
among all the items in an outfit at once.

Inspired by the NLP community, several approaches have been applied to outfit
generation. Kuhn et al. [9] propose to use word2vec [14] to learn a latent style
embedding for each fashion item solely from the context in which an item appears,
by exploiting the curations and expertise of their in-house styling experts. Lee et
al. [11] propose Style2Vec, a vector representation for fashion, which learns the
representation of a fashion item using other items in matching outfits as context.

The use of RNNs has emerged as an alternative approach to item compatibility.
Han et al. [5] use them to model outfit generation as a sequential process. However,
considering an outfit as an ordered sequence poses unnecessary restrictions, since
permuting the item positions should not alter their compatibility.

The Transformer [19] is a sequence-to-sequence model which has been widely
used in NLP. Based on this model, Chen et al. [2] present an industrial-scale Person-
alized Outfit Generation (POG) model that learns from the user-item and user-outfit
interactions and generates a personalized outfit on the fly. Laenen and Moens [10]
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propose an attention-based fusionmethod for outfit recommendation which fuses the
information in the product image and description to capture the most important, fine-
grained product features. Other Transformer-based architectures such as BERT [4]
or GPT [16] have also been used to tackle language-oriented tasks. However, there
is no work that evaluates these two models on personalized outfit generation.

3 Algorithms

In this section we describe our outfit generation algorithms in detail. For clarity, we
divide them into two groups: algorithms for item compatibility (we will also refer
to those as algorithms for non-personalized outfits) and algorithms for personalized
outfits. In the first group of algorithms, the learning problem is concerned only with
fashion compatibility of a set of fashion items, while the second group of algorithms
takes the user preferences into consideration, i.e., the item fashion compatibility is
conditioned on the user.

Apart from briefly describing the original architecture that we based our models
on, we include the changes we have implemented to some of them (e.g., Siamese
Nets and GPT and BERT for item compatibility) in order to be able to adapt them to
the outfit generation problem.

We define an outfit x = {x1, . . . , xn} to be a set of fashion items (garments and/or
accessories) with compatible style, where each item can be related to any other item
in the set. Depending on the algorithm, we define a user u either as a sequence or
a set of past actions (such as add-to-cart, add-to-wishlist, click, etc.), pertaining to
items or by questionnaire answers (such as favorite brand, favorite colors, occasion,
etc.).

3.1 Item Compatibility

In this section we describe various algorithms for the item compatibility problem,
where the task is to learn which items are compatible and could fit together in an
outfit. We start by generalizing the Siamese Nets [8] architecture, which we adapt to
consider the compatibility of all items in the outfit rather than pairwise compatibility.
Further, we describe adaptations of LSTM [6], BERT [22] and GPT [16].

3.1.1 Siamese Nets

The Siamese Nets architecture [1] consists of two identical subnets with shared
weights that are inputs to a distance function used for compatibility matching. The
distance function can be fixed (e.g., Euclidean) or learned. The identical subnets
serve as feature extractors that map the input object into a latent encoding space that
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represents aspects of the input that are important for compatibility matching. In case
of learned similarity, these encodings are concatenated and fed to the similarity block
of the network to output the compatibility matching score.

Wemodel the compatibility of two fashion items using aSiameseNets architecture
in a similar way. The identical subnets do not share weights anymore since their
respective inputs are different types of objects, for example one for shoes and one
for pants. We use sigmoid activation function and binary cross entropy to train the
model, where a target of 1 indicates that the items are compatible and 0 otherwise.
As positive examples we use stylist-created outfits. Negative examples are obtained
by swapping uniformly at random up tom items in a positive example with a random
item, where m is the length of the outfit.

Since using this approach models only the pairwise compatibility instead of the
outfit as a whole, it has the disadvantage that some items might not be compatible.
To this end, we generalize it by adding n parallel subnets, one for each fashion
category, for example, shoes, pants, dresses, and jackets. We concatenate the outputs
of each of the subnets as described above and include interactions between them,
namely the squared Euclidean distance and the Hadamard product to obtain the
vector [x y (x − y)2 x · y]. The output of the network is computed in a similar way
as before.

It should be noted that unlike the rest of the models described in this chapter
that are based on predicting score for all items in the vocabulary, Siamese Nets is a
discriminative model and outputs score for a fixed set of items. Hence, it involves
computing forward passes on many candidate sets to find one with a high probability
of being an outfit. This has the drawback that the architecture is less efficient and it
can pose difficulties in online settings where outfit recommendations are generated
in real time.

3.1.2 LSTM

The work in [5] considers outfits as sequences instead of sets, where the order of
fashion categories is fixed. The authors employ an LSTM [6] to model item com-
patibility via learning the transitions between items as a proxy. Given a sequence
of existing items, a forward LSTM is used to predict the next item in the sequence.
Similarly, a backward LSTM is employed to model the previous item in the sequence
in order to be able to construct a complete outfit. A zero item is appended to each
sequence to serve as a stop token. Given an outfit x , the loss function is given by

L (x; �) = − 1

n

n∑

t=1

log Pr
(
xt | x1, . . . , xt−1; � f

) − 1

n

n∑

t=1

log Pr (xt | xn, . . . , xt+1; �b) , (1)

where � = [
� f �b

]
denotes the model parameters of the forward and backward

model and Pr(·) is the probability of seeing xt conditioned on the previous input.
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The outfit generation is autoregressive, i.e, the next item is predicted from an
initial input set of items which then becomes the next input. To generate outfits with
high probabilities, we employ beam search, that works by maintaining a set of so-far
most likely outfits based on perplexity defined as

PP(x;�) = eL(x;�) . (2)

3.1.3 Generative Pre-Training (GPT)

GPT [16] is a popular autoregressive language model based on the Transformer
architecture. It adopts the decoder part including the characteristic self-attention
mechanism.

Equivalent to the NLP use case, given an outfit x we optimize the following loss
function:

L(x;�) =
n∑

i

log Pr(xi |x1, . . . , xi−1;�) . (3)

where Pr(xi | x1, . . . , xi−1) is the conditional probability of an item xi given the pre-
vious items that is modeled using the Transformer decoder network with parameters
�.

The main difference to the original GPT language model is that items in outfits do
not have an inherent order. Hence, we remove the positional encoding that is added to
each token. The outfit sampling at inference time is done in an autogressive fashion
similar to the LSTM.

3.1.4 Bidirectional Encoder Representations from Transformers
(BERT)

BERT [4] is amasked languagemodel based on the encoder part of theTransformer. It
works by pre-training on unlabeled data using two tasks: fill-in-the-blank (FITB) and
next sentence prediction. It has been shown empirically that BERT learns rich internal
representations during the pre-training phase, which aid fast convergence and high
accuracies on different downstream NLP tasks such as named entity recognition.
In the following we outline the differences between the original BERT and our
adaptation.

We modify the training objective and the output representation. Given an outfit,
let M = xi be the event that item xi has been masked. The objective function of our
BERT model for outfits can be written as

L (x;�) = −1

n

n∑

i=1

log Pr (M = xi | x \ {xi };�) , (4)
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where � are the model parameters and Pr(·) is the probability that the model assigns
to xi being the masked item, conditioned on all other items in the outfit.

Similarly to GPT, we have removed the positional encoding of BERT. Further-
more, since there is no equivalent to the next sentence in the fashion domain, we
remove the corresponding pre-training task altogether.

3.2 Personalized Outfit Generation Algorithms

In this section we describe algorithms for personalized outfit generation. This prob-
lemcan be seen as an extension of the itemcompatibility problemwhich now includes
context. This context refers to any information external to the outfit. We distinguish
between two main context types, namely customer actions (e.g., clicks) and explicit
customer preferences in a form of a questionnaire (e.g., preferred brands, colors,
prices, etc.)

To intuitively understand the advantageof providing context to themodel, consider
the following example. Suppose a customer has explicitly expressed that she likes
casual footwear, such as sneakers. Also, she has previously clicked on items with
colorful styles. If we can provide this context to a model it could infer that the
customer prefers comfortable, colorful sneakers, and could generate a personalized
outfit containing a pair of them.

In the remainder of the section, we start by introducing a generic approach to adapt
any algorithm for the item compatibility problem to the personalized outfit gener-
ation problem. We then describe how the LSTM-based algorithm from Sect. 3.1.2
can be naturally extended to take the user context into consideration. Afterwards,
we describe adaptations of the Transformer, and the BERT and GPT models for
personalized outfit generation.

3.2.1 Baseline Algorithm for Outfit Recommendation

Any algorithm applicable to the item compatibility problem can be extended to
personalized outfit generation in the following way. First, for each available item in
the store, we compute y outfits, where y is sufficiently large to ensure these contain
various styles and fashion attributes. Second, given a user u, we rank each outfit with
respect to the user item browsing history, for example, by using learning-to-rank or
simply by defining a similarity function between a user and an outfit. Such baselines
approaches have been already considered in [7]. A particularly effective baseline
based on nearest neighbours, defines the similarity between an outfit x and user u as
follows

1

|x |
∑

x ′∈x
max
x ′′∈U sim

(
x ′, x ′′) .
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where sim(·) defines the similarity between two items, for example cosine similarity
between item embeddings. The outfit with the highest score can be chosen as a
personalized recommendation.

3.2.2 Sequence-to-sequence LSTM

Sequence-to-sequence LSTMs [17] map an input sequence of arbitrary length to
an output sequence of an arbitrary length. This architecture is a straightforward
application of the ordinary LSTM cell to general sequence-to-sequence problems.
The first LSTM is used to read the input sequence to obtain a fixed-dimensional
vector representation of the input. The second one is used to generate an output
sequence, conditioned on the state of the first LSTM.

In order to provide personalization, we provide the action sequence of a user u as
input to the first LSTM. The output is the outfit considered as a sequence, where the
order of fashion categories has been fixed. Hence, the second LSTM learns an "outfit
language model" conditioned on the user behavior. The loss and the outfit generation
process is similar to that in Sect. 3.1.2 conditioned on u.

3.2.3 Transformer

The Transformer [19] is a powerful transducer model based on self-attention with
encoder-decoder structure that translates an input sequence to an output sequence. In
the Transformer adaptation of the personalized outfit generation problem, proposed
in [2], the input to the encoder is the historical user behavior u and the output of the
decoder is an outfit x . Each item in the output is generated based on the previous
items and the output of the encoder encoding u. Hence, the decoder learns the item
compatibility conditioned on the encoded preference signal. The loss function of the
Transformer is given by:

L(x, u;�) = −1

n

n∑

t=1

log Pr(xt+1|x1, . . . , xt , u;�) . (5)

It should be noted that apart from the user-item sequence that has limited length,
the Transformer allows providing more global context, e.g., user segmentation or
affinities for brands, styles, colors, etc. This can be done by assigning fixed positions
in the encoder reserved for additional contextual embeddings.

3.2.4 Contextual BERT and GPT

The BERT and GPT models for outfits described in Sect. 3.1.4 and 3.1.3 are non-
personalized, i.e., regardless of customer preferences or interactions, they generate
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the same outfits. However, we want to be able to condition these models during infer-
ence in order to generate better suited outfits for each customer. The context we are
using is information about the customer such as season, gender, age, weight, height,
preferred brands, preferred colors, and other summarized customer information. We
therefore extend both models and make them contextual in the following way.

We embed the context into a vector space which has the same dimensionality as
the item embedding. For BERT this context is appended as an additional token and
for GPT it is added as a start token. In both cases the models can attend to the context
vector and utilize it for prediction. This method resembles the work in [23], where
binary information about the sentiment of a sentence is injected into BERT.

While GPT can be naturally used to sample outfits autoregressively, BERT has
originally not been designed for generative tasks [4]. Recent works such as [22],
however, suggests employing Gibbs sampling to retrieve full-length sentences from
BERT. We adopt it by iteratively masking out positions in a randomly initialized
outfit and using a trained BERT model to find replacements for them. Note that
many2 forward passes are required for this method, while GPT can generate an outfit
of length n in n + 1 forward passes.

4 Experiments

In this section we provide offline results and insights on the performance of different
algorithms that were introduced in Sect. 3.We first introduce the datasets and the fea-
tures and then evaluate the non-personalized algorithms followed by the personalized
ones.

4.1 Datasets

In this section we present the datasets used to train and evaluate our models. They
come from Zalando, a hub for digital fashion content in Europe. In the online shop,
customers can purchase or seek for inspiration about garments and style via, for
example, outfits.

The hand-crafted outfits we use to train our models are created in three different
ways: (1) outfits from content creators (such as stylists) on the website (Shop the
Look, STL), (2) influencer-created outfits (Get the Look, GTL),3 where influencers

2The exact number of forward passes for sampling a single outfit from BERT depends on the
implementation. We found it to be ideally at least an order of magnitude higher than the outfit
length.
3https://en.zalando.de/get-the-look-women.

https://en.zalando.de/get-the-look-women


126 M. Celikik et al.

Table 1 Comparison of the key properties of Zalando’s GTL & STL and Zalon’s outfit dataset

Dataset Personalization # Outfits #Articles Avg. outfit length

Zalando GTL &
STL

Click history 251,891 64,748 4.50 articles

Zalon Questionnaire 380,808 30,619 4.96 articles

assemble their own outfits, and (3) via Zalando’s personalized styling service Zalon4

where stylists create outfits customized for each customer individually.

• Zalando outfit dataset (GTL and STL): This dataset consists of around 250k
hand-created outfits that have been published on Zalando, containing a total of
1M distinct items. This includes STL styled by Zalando creators, provided as an
inspirational supplement to the item on the product detail page, and the influencer-
created outfits available on GTL. Each of these outfits is composed of a single item
per body part that can be worn together, occasionally accompanied by a fashion
accessory.

• Zalon outfit dataset: A dataset of around 380k recent outfits, each of which has
been handcrafted for a specific customer by a professional stylist. A Zalon stylist
assembles an outfit based on questionnaire answers that a customer provides,
where they express their style preferences, provide body features to the stylist,
and specify price expectations. Based on this information, the stylist creates a per-
sonalized box consisting of two outfits, where each consists of up to seven articles,
for example shoes, pants, t-shirt, sweater, and jacket. There can bemultiple articles
of one type, for example multiple pants or tops, but all of them are compatible
amongst each other. Zalon’s dataset contains about 30k distinct articles from the
Zalando fashion store. To restrict ourselves to this limited set of distinct articles,
we removed the long tail of articles which appear less than eight items.

In Table1 we show a summary of the two outfit datasets we just described. With
the previous datasets, we can solve the compatibility problem. However, in order to
be able to cater for the specific taste of our customers, we also make use of customer
context. The following two datasets contain user specific data in the form of clicks
and questionnaires:

• Zalando click dataset: This dataset consists of user click actions (clicks on arti-
cles, additions to the wishlist, etc.) on a single item and user actions on whole
outfits that are available on Zalando. In total there are close to 1M outfits per
year created on the Zalando web page available to approximately 32M active cus-
tomers. We aggregate the past actions per user over a period of one month and
create training samples consisting of outfit interactions together with the preced-
ing item actions such as click and add-to-wishlist. The outfit actions are taken into
consideration only if there are at least five item actions preceding it and contain

4https://zalon.de.

https://zalon.de
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at least four items, excluding accessories. We exclude fashion items that are rare
and occur less than three times in the action data. This way, we obtain around 6M
valid training samples that contain around 200k distinct outfits and 100k distinct
items.

• Zalon questionnaire dataset: In Zalon, each customer that requests a personal-
ized outfit needs to fill a detailed questionnaire, which gives information about
style preferences, provides body features to the stylist, and specifies price expec-
tations. The total number of features we collect is over 30, with some examples of
questionnaire fields being the shoe size, no-go dress types, favorite brands, favorite
colors, hair color, body height and weight, and the occasion for which an outfit is
needed. The total amount of questionnaires for training ourmodels is around 250k.

Our datasets are proprietary and cannot be released for customer privacy reasons.
The Zalon dataset is distinct from other datasets in the domain because of its rich
questionnaire featureswhich contain significantlymore information about a customer
than their click or purchase history. It is therefore especially promising to use in
combination with personalized models.

4.2 Item Representation

For all our models, we use the same item representation that contains a 128-
dimensional image embedding extracted from the penultimate fully-connected layer
of a fine-tuned ResNet-50 CNN computed from the packshot item image. This vec-
tor is then concatenated with a vector of learned embeddings of categorical item
attributes, in particular: category, brand, season, color, gender, material and pattern.
We use a softmax layer to predict a probability distribution of a subset of the full
vocabulary of items appearing in the training and test sets. We keep only the items
with frequency larger than a predefined threshold of 8 occurrences.

4.3 Non-Personalized Models

In this section we present the results of our experiments on the non-personalized
algorithms. We first describe the implementation details and define the metrics fol-
lowed by evaluation on both the Zalando and the Zalon outfit datasets introduced in
Sect. 4.1.
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4.3.1 Implementation Details

• GPT and BERT: We use four layers with eight attention heads each and set the
model dimensionality dmodel = 128. We use batch size of 512 and a dropout rate
of 1%.

• Siamese Nets: We use two fully-connected layers for the feature-extractor subnets
and two fully-connected layers for the item compatibility part of the network. Each
layer has 64 ReLU units. We generate the negative samples by randomly changing
from one up to n items in each outfit in the training set, where n is the size of the
outfit. We use batch size of 32.

• LSTM: We use the setting from [5]: a single-layered LSTM cell with 512 hidden
units and a dropout of 0.3. We train we batch size of 64.

We randomly split our data into 90% train and 10% validation data.

4.3.2 Metrics

To evaluate the quality of the non-personalized models, we adopt three well-known
metrics:

Perplexity (PP)
The perplexity is a common metric in the NLP domain. It reflects how well the
model has learned an underlying distribution in an autoregressive fashion. In our
case, a low perplexity indicates that the model is performing well at sequentially
generating samples from the approximated outfit distribution. For a single outfit, the
PP is defined based on the average cross-entropy (CE) as

CE (x;�) = −1

n

n∑

t=1

log Pr (xt | x1, ..., xt−1;�) , (6)

PP (x;�) = exp (CE (x;�)) , (7)

where x is a ground truth outfit. To report the PP for the validation dataset we average
it across the outfits. In an effort to make BERT comparable to GPT, we compute the
perplexity for BERTbymasking every itemonce and removing the respective context
to its right.

Fill In The Blank (FITB)
The FITB recall at rank r , also abbreviated as FITB@r , measures the model’s ability
to complete an outfit where one item was masked out. It represents the probability
that the ground-truth article is among the top r predictions made by the model. In
our case, we compute r@1, r@5, r@25, and r@250.

We implement FITB for GPT as follows. First, the masked item xi is removed
from the outfit and the remaining items x1, . . . , xi−1, xi+1, . . . , xn are fed into the
network. The network’s prediction at position n is then interpreted as prediction
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for the masked-out item. Note that this is only reasonable if GPT is trained with
randomly shuffled outfit sequences. To clarify this, assume that GPT is trained with
outfits which are sorted as follows: shoes, pants and shirts. If the pants are removed
and the model is presented with shoes and a shirt to predict the missing pants, this
would constitute an out of distribution case since the model has never seen this
combination in this order before. On the other hand, if the outfits are shuffled, the
model has likely already seen such combinations.

Compatibility Prediction (CP)
The outfit compatibility metric evaluates a model’s capability at distinguishing com-
patible from non-compatible outfits. For each compatible outfit we generate a non-
compatible example by replacing one item at a randomly selected position by another
random item from the vocabulary. This replacement method yields a new dataset of
outfit pairs, where each outfit is labelled as either compatible or non-compatible.
The task constitutes a binary classification problem, where we use the area under
the curve (AUC) of the receiver operating characteristic (ROC) as the CP metric. To
calculate the classification score for BERT, GPT, and the RNN, we compute an outfit
probability as exp (−CE (x;�)) and treat it as a classification score for computing
AUC.

4.3.3 Results

In Table2 we present the results for the different non-personalized algorithms using
the Zalando-outfits dataset. The Siamese Nets serve as a baseline and we can see
that they consistently perform worse than the rest of the models on all metrics (we
do not report on perplexity since they are not a language model). We attribute the
worse performance to the following two reasons: first, unlike the rest of the models,
on prediction Siamese Nets do not produce probability distribution over the entire
vocabulary, but rather each item in the vocabulary must be ranked in isolation. There-
fore, the scores themodel outputs cannot be directly compared to each other and often
sub-optimal choices are made by picking the item with highest score. Second, the
generation of negative examples needed by the Siamese Nets is also suboptimal since
it relies on the strong assumption that randomly changing items in the outfit always
results in set of items that are not compatible.

Table 2 Comparison of non-personalized models on the Zalando outfit dataset

Model PP CP (%) FITB@r1(%) FITB@r5 (%) FITB@r25
(%)

FITB@r250
(%)

Siamese Nets – 73.7 0.4 1.3 5.2 23.7

LSTM 34,290 68.6 2.4 5.8 7.9 13.1

GPT 92 96.9 17.7 26.9 37.0 52.2

BERT 182,586 97.9 49.3 71.7 88.2 98.6
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Table 3 Comparison of non-personalized models on the Zalon outfit dataset

Model PP CP (%) FITB@r1
(%)

FITB@r5
(%)

FITB@r25
(%)

FITB@r250
(%)

Siamese
Nets

– 71.9 0.1 0.2 0.6 4.5

LSTM 28,637 64.1 0.7 1.6 2.9 6.8

GPT 1,212 92.1 2.4 6.7 15.3 40.8

BERT 9,934 89.0 4.8 12.5 26.1 61.9

BERT and GPT show opposite performance on different metrics. While BERT
achieves higher accuracy on the FITB metrics, GPT has a much lower (better) per-
plexity. That can be explained by the fact that BERT is trained on a task similar to
the FITB metric, giving the model a significant advantage, while the GPT is trained
on a loss that resembles perplexity, hence performing much better on this metric.
Although we expected similar performance between GPT and LSTM, we observed
consistently worse performance of the LSTM on both of our outfit datasets.

On the compatibility task (CP), BERT obtains the best results with 97.9%, fol-
lowed very closely by GPT, with 96.9%. The high AUCs are remarkable given that
the training dataset does not contain any negative samples and the models were
never explicitly trained on the task of distinguishing compatible and non-compatible
outfits.

Our results confirm that, similarly to the NLP domain, GPT is much better suited
for generation purposes than BERT. On the other hand, BERT excels at completing
outfits with a single missing item. Investigating the usefulness of the contextualized
internal representations that BERT computes for each item is a topic left as future
work.

In Table3 we present the same results on the Zalon outfit dataset. Comparing the
results from the two datasets against each other, we see that while they are consistent
with respect to the model performance, they are systematically better on the Zalando
outfit dataset.While this deserves further investigation, we believe that the difference
may be caused by the different item distribution in influencer and stylist outfits.
More specifically, the Zalon stylist outfits are created for a personalized customer
and a variety of occasions, which means that they are more diverse. This more
heterogeneous distribution might be harder for the models to learn. Furthermore, the
Zalon outfits in average contain more items than the Zalando outfits.

4.4 Personalized Outfit Generation

In this section we present and interpret the experimental results of the personalized
outfit generation algorithms.We use two different representations of the user context:
action sequences (customer click dataset) and a questionnaire answers. We define
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metrics suitable for outfit recommendation that capture different aspects of the quality
of the generated outfits. Finally, we evaluate the algorithms on past click and purchase
(kept item) data.

4.4.1 Implementation Details

• Contextual GPT and Contextual BERT: We use the same architecture as in the
non-personalized experiments with the addition of the questionnaire embeddings
described in Sect. 3.2.4. Moreover, in order to compare GPT and BERT on our
metrics their sampling methods have to be aligned. Since BERT is sampled with
the fixed length of the original outfit, we apply the same procedure for GPT. That
means, instead of sampling until the stop token is reached, we sample GPT with
the fixed length of the original outfit as well.

• Transformer: Both the encoder and the decoder consist of two layers, with 12
attention heads each. The model dimensionality dmodel was selected to be equal to
the total size of the input embeddings, namely 216. Each position in the encoder
is represented by learned embeddings of the item attributes introduced in the
beginning of the section, concatenated with a one-hot representation of the event
type (item click, wishlist-change, cart-change) and a normalized scalar value for
the action age, counted in number of days between the outfit and the item click.
We use dropout of 0.1 and batch size of 64.

• Personalized Siamese Nets: We adapt Siamese Nets introduced in Sect. 3.1.1 to
include personalization as follows. For each relevant item in the assortment, we
precompute up to 100 outfits and calculate the nearest neighbors between the
browsing history of the user and each of the precomputed outfits that contain
a particular item the user is currently interacting with. The nearest neighbors
are calculated based on Eq.3.2.1 by using cosine similarity between the image
embeddings. We show the top-1 outfit with highest similarity to the customer.

• S2S LSTM: For the encoder and the decoder of the sequence-to-sequence LSTM
we use the same setting from the previous section. We sort the outfits by fashion
category and train a forward and a backward model in order to be able to generate
full outfits from tip to toe.

We evaluate the action sequence based algorithms on the Zalando click dataset
generated from interactions with outfits that complement the main item, which we
call anchor, on the product detail page (see Fig. 1). We evaluate the questionnaire-
based algorithms on Zalon’s order and kept items dataset. We use 10% of 30 days of
aggregated action data for evaluation. We use a time-based split, leaving out the last
few days of data for evaluation and the rest for training.
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Fig. 1 Algorithmic (right) and stylist (left) outfits side-by-side on the product detail page. The item
highlighted in red is the anchor item based on which the Transformer model generated the outfit
taking the customer’s click history into consideration

4.4.2 Metrics

We use the following set of metrics to asses how diverse the generated outfits are and
how well they match individual customer preferences, which is reflected by what the
customer has clicked on or purchased.

Fashion attribute click-through rate (CTR)
Many combinations of items could be compatible with a given anchor item since
compatibility is defined by multiple factors such as brand, style, color, etc. If an
algorithm does not reproduce an exactmatch, it might be due to the large combination
of possible compatible items. Another item might fit perfectly yet be very different
visually to what the user has interacted with in the historical click data. To this
end, we use proxy metrics for assessing the matches that are based on attributes, in
particular the following combinations brand-category, color-category, brand-color-
category. For example, if the generated outfit contains an item with the same brand
and category as the clicked item, then we consider this a brand-category match. The
brand-category hit rate is then the fraction of generated outfits with both, brand and
category match.

Fashion attribute keep rate (KR)
Keep rate refers to the fraction of items a user has bought from a shipped full outfit.
The proxy metrics for exact KR are defined in the same way as those for CTR, based
on matching fashion attributes. These metrics are used in the experiments on the the
Zalon dataset.

Personalization rate
A proxy metric to estimate the ability of the algorithm to personalize, i.e., generate
different outfits for different users. It is defined as the ratio of distinct outfits o among
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Table 4 Personalized action sequence based algorithms evaluated on the Zalando click dataset

Metric Siamese Nets (%) Transformer (%) Seq-to-Seq LSTM (%)

Brand-category CTR 5.8 40.8 9.4

Color-category CTR 9.3 40.2 12.8

Brand-color-category
CTR

2.7 35.6 7.4

Personalizaton rate 10.7 24.1 51.9

Item diversity rate 7.7 31.4 35.7

the outfits recommended to n different users. It would be 100% if every user was
served a unique outfit.

Item diversity
It is a desirable property of an algorithm to generate outfits with diverse items. The
reason for this is: first, showing outfits with a narrow set of itemsmight hurt customer
experience, for example, due to obvious repetition of popular items. Second, the
outfits should inspire the customer with a broader assortment of items available at
the fashion retailer’s catalog. We therefore define item diversity as the ratio between
the number of unique and the number of total items used to generate all outfits for
all users during the offline evaluation.

4.4.3 Results

Table4 reports the results of the action-sequence-based algorithms evaluated on
the Zalando-click dataset. We use the Siamese Nets algorithm as a baseline since
it is widely used in the literature. The Transformer outperforms S2S LSTM and
Siamese Nets on all CTR-based metrics. We attribute this to the ability of the model
to effectively learn the underlying outfit probability distribution and in the same time
learn complex interactions between user click behavior and an outfit the user might
be interested in. Moreover, the Transformer and S2S LSTM generate more diverse
outfits unlike the Siamese Nets which tends to favor certain items. Finally, the S2S
LSTM displays a higher personalization rate albeit significantly lower CTR rate than
the Transformer, the main metric for which we optimize. We hypothesize this is due
to higher instability of the LSTM in learning the underlying outfit distribution since
the LSTM also tends to generate non-valid outfits more often than the Transformer.5

We leave this further investigation and fine-tuning for future work.
In Table5 we compare Contextual GPT and Contextual BERT against their non-

personalized counterparts. Here we use the non-personalized metrics from Sect. 4.3
except for the compatibility, which we have excluded since personal context should
not significantly affect the ability to distinguish compatible and non-compatible out-

5A random algorithm would result in close to 100% personalization rate.
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Table 5 Personalizedmodels compared to their non-personalized counterparts on the Zalon dataset

Model PP FITB@1 FITB@5 FITB@25 FITB@250

GPT 1,212 2.4% 6.7% 15.3% 40.8%

Contextual
GPT

728 3.1% 8.5% 19.8% 49.5%

BERT 9,935 4.9% 12.5% 26.1% 61.9%

Contextual
BERT

15,779 5.9% 14.5% 30.9% 68.1%

Table 6 Results of the personalized, questionnaire-based algorithms on the Zalon dataset. Metrics
are related to purchases; KR stands for keep rate. For example a brand-category KR of 100%would
mean that for every item that was kept by a user there is one item with the same brand and category
in the personalized, predicted outfit for that very user

Metric Contextual GPT Contextual BERT

Brand-category KR 2.0% 0.6%

Color-category KR 2.3% 1.6%

Brand-color-category KR 0.7% 0.2%

Personalization rate 0.5% 0.5%

Item diversity rate 5.6% 33.6%

fits. Regarding the FITB task, we see a significant performance increase for both
algorithms: more than 25% for GPT and more than 10% for BERT. This shows that
the models makes use of the additional information such as preferred color or brand,
to predict an item similar to the stylist’s choice, who have incorporated this infor-
mation into their decision process. Furthermore, the perplexity of Contextual GPT
decreased by 40% for the same reasons, however, BERT’s perplexity increased. This
can be explained as before by BERT being trained on the FITB task. Namely, the
better it gets on the FITB task, the worse its model perplexity gets.

In Table6 we compare Contextual GPT and BERT against each other on the
more fine-grained personalization metrics defined above. Here we see that GPT
performs in general better, i.e., picks items that are more similar to the items the
customer has actually kept. While both models benefit from personalization in terms
of FITB, this improvement does not seem to translate proportionally in both models
in terms of quality of the generated outfits. This might be caused by the different
outfit sampling methods: autoregressive generation is a seemingly more efficient
and effective generation method than Gibbs sampling that we employ for BERT. We
hypothesize that might change if the number of Gibbs sampling iterations is high
enough which we plan to investigate in the future.
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Fig. 2 Two personalized outfits generated by GPT

In Fig. 2 we show two personalized examples generated by GPT. According to
our fashion experts the first one fits perfectly and could have been created by a real
stylist. The second one is acceptable, however, the color match between the cardigan
and the coat could be improved.

5 Conclusions and Future Work

In this paper we have provided an experimental evaluation of Siamese Nets, Trans-
former,GPT,BERT,LSTM, andSeq-to-SeqLSTMon the outfit generation task using
real customer data, both for personalized and non-personalized use-case. We have
presented new adaptations on BERT, GPT, Siamese Nets and Seq-to-Seq LSTMs for
this task and investigated how those have improved the model performance.

Within our extensive experimental results, we have confirmed that GPT outper-
forms BERT on outfit generation, while showing that BERT provides better per-
formance on the FITB task. Moreover, we have compared personalized and non-
personalized approaches, where we have showed that adding personalization does
improve the performance of the algorithmswith respect to expected customer engage-
ment (e.g., CTR), which confirms that customers are not only looking for compatible
outfits, but also for outfits that are of their taste. We have presented that the Trans-
former outperforms other models in terms of CTR, whereas Seq-to-Seq LSTMs
provide higher personalization rate. We have also shown that Siamese Networks are
outperformed in both the personalized and non-personalized approaches.

As future work, we plan to investigate more sophisticated methods for personal-
izing BERT and GPT, such as allowing the models to attend to the personalization
context with weights that differ from the self-attention weights instead of prepend-
ing it to the input sequence. Such changes have potential to lead to even better
personalization. Moreover, we plan to extend our experimental results, while further
improving them on the outfit generation task and providing A/B-test results for both
GPT and the Transformer.
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Understanding Professional Fashion
Stylists’ Outfit Recommendation Process:
A Qualitative Study
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Abstract Unused and underutilized clothing is a major contributor to the environ-
mental impact of the apparel industry. To reduce this underutilization, we need to
implement ways to maximize clothing use. Artificially intelligent decision support
may help users make better purchase decisions as well as daily dressing decisions.
However, learning relationships between user and garment features is challenging
due to the sparsity of data and the lack of validated expert models. One way to bridge
this gap and inform clothing recommender system development is to understand
how professional stylists choose outfits that maximize clothing use and satisfaction
of clients. The purpose of this study was to understand how professional stylists
make outfit and garment decisions for clients. This study used a qualitative approach
to collect data from 12 professional stylists with varying areas of specialization on
their decision-making process. Data were collected through semi-structured inter-
views and analyzed using thematic analysis. Findings show client features, garment
features and the consultation process as the main factors in decision making. Conse-
quently these factors could be integrated in design of recommender systems that
increase consumers’ clothing utilization.
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1 Introduction

The global rate of clothing production has doubled from 2000 to 2014, with average
consumer purchase increasing by about 60% annually and the clothes being kept half
as long as they were 15 years ago [12]. Globally, the average annual loss of revenue
due to underutilization and non-recycling of clothing is over USD 460 billion, with
some garments getting just seven to ten wears [4], and as little as 7% of the wardrobe
in regular use [3]. Most of these unutilized clothes get thrown out to make room for
new ones and end up being reused, recycled, or thrown in landfills. According to the
United States Environmental Protection agency, 11.15 million tons of textiles ended
up in landfills in 2017, this constituted over 8% of total municipal solid waste for the
year [17].

One way to reduce this waste is by improving consumers’ clothing utilization.
Consumers buymore clothes formultiple reasons. This could be because even though
they have lots of clothes in their wardrobe they may not like those clothes, or they
might not fit well. However, Dunne et al. found that a tiny fraction of even the
clothing that consumers liked and thought was in regular use was actually used
regularly [3]. This implies that consumers may not know how to wear what they
have, so they buy more in hopes of finding better outfits. This then means even more
complexity in the decision of what to wear and more underutilized clothes. Finding
ways to improve the utilization of clothing that consumers already own could lead
to reduction in their need to purchase more clothes as they would only purchase
what they need. The purchases they make can then be fully utilized before being
discarded. One solution to this problem would be to use recommender systems.
Recommendations in most fields usually focus on making a single choice usually
based on the user’s preferences or based on how other users have rated items. In the
case of recommending apparel, users may not trust their own preferences (they may
want “expert” advice), and the preferences of others may not apply to their body type
or aesthetics. The recommendation task is also complicated by the need to integrate
each garment with other garments within the wardrobe system. Defining features
for clothing recommendation (such as user features, context of use, and garment
features that define clothing appropriateness) is a challenge that has not yet reached
consensus.

Existing studies of apparel recommender systems each take a different focus.
Some [8, 10] focus on finding matches for clothing using clothing attributes or
images to identify tops or bottoms and find matches for them. While this method
would be applicable for finding single complete outfits, it would not find pieces
that integrate well with multiple items from a wardrobe. The other limitation of
this method is that it does not match an outfit to the user’s features it just matches
it to other garments. Studies that account for context awareness also tend to focus
on a sub-set of influencing factors. The study by [11] extends outfit matching by
using context aware recommendations that considers weather input from the user or
obtained fromweather service websites to suggest outfits that match and that are suit-
able for the selected weather. Another context aware system by [9] uses the occasion
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to make recommendations. In their work, clothing attributes were used to classify
different outfits and make recommendations based on how suitable they would be
for different occasions. The main limitation of these context aware systems was that
while they provide suggestions for individual outfits in the context provided, they
do not consider the features of the user while making suggestions. The systems by
[7, 16] on the other hand, integrate personal features in recommendations. These
studies were on finding the right style for users given their body type, but didn’t
integrate other features like the context of wear or the user’s wardrobe in sugges-
tions. There have been a few studies on recommending from users’ wardrobes. [6]
designed a system that used RFID tagged clothing to implement a smart wardrobe
with features of each garment integrated in it to track which outfits have been worn
andwhere theywereworn to. Although the system trackedwhat users wore andmade
recommendations from the wardrobe it did not use user features or contextual infor-
mation for making recommendations. Although each of these recommenders focuses
on different aspects, there is a need to design systems that put all of these features
together for amore complex decision-making process. Although using recommender
systems that integrate multiple features in purchase and styling recommendations
could help simplify outfit choice and purchase decisions, it is important that the
system uses enough features as well as the right combination of features to meet the
user’s needs. Each of these studies address crucial pieces of the recommendation
task factors with slightly different variations in interpretation. Getting the perspec-
tives of experts might be a way to standardize the inputs and models for each factor.
This would help us determine what the right features are and how they should be
applied in making recommendations that suggest good outfits for improved clothing
utilization.

In order to design recommender systems that provide good outfit recommenda-
tions, we need to understand what good outfits are and what factors determine why
an outfit is good for a user. A good source of information about what makes an outfit
good in a given situation would be professional stylists who make such recommen-
dations for clients daily. Understanding how professional stylists select outfits and
make purchase decisions for clients could provide more insight into how to make
recommendations for consumers on what outfits to wear or purchase. Although there
seem to be numerous books, blogs, and media sources of information with style
rules on how to style and what to wear, there is a lot of variation and contradiction
in these sources. We would like to know how stylists navigate these conflicting or
confusing advice and use them inmaking style decisions. The purpose of this study is
to understand the factors that affect outfit choice from the perspective of professional
stylists. These factors could then be used in designing recommender systems that act
as automated personal stylists could help reduce waste from unutilized or underuti-
lized clothing and reduce the impact of the fashion industry on the environment. The
guiding research questions are:

What factors influence how professional stylists make decisions on outfit
suitability and choice?

Do the outfit suitability and choice factors change if they are integrating the client’s
existing wardrobe or not?
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To address the research questions, we conducted a qualitative study with profes-
sional stylists using semi-structured interviews. We sought to understand the factors
they consider when making outfit choice for clients and their use and expectations
from recommender systems.

2 Research Methodology

This was an exploratory study to understand the perceptions of professional stylists.
The study was based on the interpretivist research paradigm of inquiry. The
researcher’s epistemological position for the study is that information is contained
within the perceptions and experiences of professional stylists. Interaction with
them, therefore, provides the opportunity to understand a complex problem with
multiple themes. This study was conducted using phenomenology. Phenomenology
is a qualitative research approach where you seek to understand the lived expe-
rience of participants [2]. The choice of phenomenology is appropriate here as it
provides a good approach for comparison of participant responses to identify under-
lying themes. Semi-structured interviewswere conducted to understand the decision-
makingprocess byfindingoutwhat experts think andwhy theymake certain decisions
in order to inform recommender systems design.

2.1 Interview Questions

A pilot interview was conducted with 3 colleagues to check for clarity, ambiguity,
estimated length of interviewand tominimize bias in the responses. The key interview
questions were:

• What factors do you think are most important when choosing outfits for a client?
• Could you walk me through your typical consultation process with a first- time

client?
• How do you decide what outfits to recommend to the client?
• Do you integrate the client’s existing wardrobe in deciding what to recommend

or just recommend new purchases?
• How do you integrate the client’s existing wardrobe with new purchase recom-

mendations?
• How would your process be different if you were integrating a client’s existing

wardrobe in your recommendation compared to if you are just making purchase
decisions for a client?

Follow-up questions for the participants were asked to obtain clarification on
issues they raised in their answers.
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Table 1 Details of participants’ area of specialization and years of experience

Participant ID Specialization Years Location

QRI1 Personal shopping 10 Alabama

QRI2 Personal shopping 5 Minnesota

QRI3 Wardrobe consulting 17 Minnesota

QRI4 Author/image consulting 38 Minnesota

QRI5 Image consulting 10 Minnesota

QRI6 Personal shopping 7 Texas

QRI7 Personal shopping/wardrobe consulting 8 Minnesota

QRI8 Image Consulting 19 Louisiana

QRI9 Wardrobe consulting 6 Minnesota

QRI10 Personal shopping/editorial stylist 4 Minnesota

QRI11 Image consulting 4 Pennsylvania

QRI12 Image consulting 20 North Carolina

2.2 Participants

In this study, professional stylists were defined as anyone who had provided a
minimum of 3 years of styling services to clients either as a personal stylist, wardrobe
consultant, or image consultant. A total of 12 Participantswere selected. The distribu-
tion of participants spanned the rangeof different jobdescriptions as shown inTable 1.
Two of the participants were identified through referrals from colleagues. Four of the
participants were identified by referrals from other participants and the remaining
six were identified by a google search for the terms related to job descriptions in the
professional styling field.

2.3 Data Collection

Each interview took between 30min to one hour. Interviewswere conducted virtually
via Zoom or Skype video calls for 11 of the participants and in-person for one
participant. All interviews were recorded. The in-person interview was conducted
in a conference room on campus with the researcher and participant sitting across
each other and a phone placed on the table between them to record the interview.
The virtual interviews were recorded using the built-in software recorders and the
phone voice recorder. Participants were either in their home or office during the video
call. The COVID-19 social distancing restrictions and the geographic location of the
participants during the interviews influenced the decision to interview most of the
participants virtually. One advantage of the virtual interviews was that it allowed a
more diverse set of participants to be included since geographic location was not a
restriction. thus providing a richer source of data and information.
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In order to focus on the participants during the interview notes were restricted to
short insights or reminder words on questions that occurred to the researcher during
the interview. The recordings were then played back within 30 min to one hour
after the interviews. Notes were taken while listening to the recordings. The general
impressions of the interview and context were also included in the notes.

2.4 Data Analysis

Interviews were transcribed verbatim and participant information anonymized using
sequential codes assigned to each participant as shown in Table 1. The interview
transcripts and notes were then imported into RQDA software for further analysis.
The transcripts were read through for familiarity with the main concepts. Coding
began after reading through all interview transcripts. At each stage of data analysis
‘memoing’ was used to reflect on impressions, decisions and thinking process behind
the codes used. Memos also included observations on the data.

Thematic analysis was conducted using inductive coding for the data. The first
phase of coding was done using open coding from the participants own words.
Codes were grouped into categories and patterns identified. The transcripts were
then recoded at a higher level to identify underlying meanings, processes, concepts,
and salient points. At this stage some of the initial codes from the first round of coding
weremergedor redefined.The resulting codeswere analyzed tofindpatterns and code
categories were generated. The code categories were analyzed to find similarities and
differences in responses of participants as well as possible explanations for those
differences where differences were found. The generated themes were analyzed to
answer the research questions.

3 Findings

Professional stylists that participated in this study had 3 major job descriptions.
Personal shoppers took clients shopping or shopped for outfits and sent them to online
clients. Wardrobe consultants helped clients reorganize the clothing in their closet
as well as make new purchases to balance out missing pieces from their wardrobe.
Image consultants worked with clients to build their personal or professional brand,
so the client could portray the image they prefer to others. There were some who
performed in more than one role and some who had other roles that were quite
different from the three roles mentioned, but still related to fashion styling. Ten of
the participants had both online and in-person clients, while two of the participants
only had in-person clients.

From the analysis of the participant interviews threemajor themeswere identified.
These are discussed here with respect to the research questions and results of the
data analysis. A separate theme on trust was also identified that was common to all
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participants and relevant to each of the research questions which is explained in a
separate section after the research questions findings. Quotes from participants are
integrated using the identification assigned to each participant as shown in Table 8.1.

3.1 What Factors Influence How Professional Stylists Make
Decisions on Outfit Suitability and Choice?

The results of the data collected showed three major themes for factors that influ-
ence decisions of the stylists on outfit suitability. These themes were the client style
considerations, garment related considerations and stylist consultation process. Each
theme is explained in this section and a framework for the identified themes and the
relationship between them is shown if Fig. 1.

Fig. 1 Conceptual model of professional stylists’ outfit decision factors
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3.1.1 Client Considerations

Most of the responses in this theme were based on things that related directly to the
client. Two subthemes emerged under this theme. They were personal features and
client lifestyle.

Personal features: Participants responded that the personal features of the clients
played a major role in outfit recommendations. Almost all the participants said they
would first look at the body shape of the client in order to determine what would suit
them. While all except one participant said body shape was important as it affected
what style of clothing was appropriate for the client or if and where on the body,
they could wear patterns, they were not specific about how the relationship works.
This relationship will need to be investigated in more depth. Participants determined
a client’s body shape by visually assessing the body features of the clients during an
in-person consultation or from the client’s image, if it was provided, for an online
client. Participants had different ways for classifying body types, but were consistent
in using the difference in bust to waist to hip ratio as the main principle in their
classification. Two of the participants specifically said that while it was common
practice to use fruits to classify body shapes, they did not like describing women
as fruits but rather just used those principles in their classification, “I don’t like the
‘you’re a pear, you’re an apple’, I don’t really like describing it that way. But it is true
that you know, a person can be curvier on the bottom than on the top. And so things
are going to fit that person differently than curvier on the top than on the bottom or
being a really tall person or super petite.”—QRI9. For participants who worked with
clients online, they said they relied on the client to provide a description of their body
features in order to try and determine their body type when they were dealing with
clients online and couldn’t visually assess the client. “So when I was working with
people in person I can kind of just look and see like, Oh, they have a smaller waist,
or they have wider hips, so this is going to work well. When it’s virtual though, the
way that I tell is [The Company] has another portion kind of like this where you have
to input if you have narrow shoulders, average shoulders or wide shoulders and then
you have to input if you have wider hips, narrow hips or average hips and so based
on that you can kind of tell or they’ll say like ‘Oh, I have a longer torso or shorter
torso, longer legs, shorter legs’.”—QRI2.

Ten of the participants said they did a color analysis for their clients looking at
their hair and skin tones to determine what colors of clothing works best with their
coloring. The most common distinction they made was using coloring to determine
if a client should wear warm or cool colors. Two of the participants said that the best
colors to wear were affected more by the skin undertones of the client than the actual
skin color of the client. “it has to do with your own color, your undertone. Okay,
whether you’re black or white. I have, and obviously I’m Black, I have clients that
are Caucasian that are the same color palette as me.”—QRI6. For participants who
had tools they used for color analysis, their tools varied. Four said they used intuitive
or trial-and-error methods, like draping fabric on the client to see which colors suited
them. Three used strategies based on the color wheel while one participant said she



Understanding Professional Fashion Stylists … 147

uses a commercial color fan that has appropriate colors grouped on it based on the
skin and hair color of the client.

While body shape and color were considered as important by most participants,
other factors were seen as important by fewer participants. Three participants said
age was important to them as outfits they recommended had to be age appropriate.
The main consideration with age was about not recommending something skimpy
or with inadequate coverage for an older client. Three of the participants said that
they considered the client’s personal perceptions of their body issues when making
choices for them. They chose outfits that emphasized body features the client like
while minimizing those features that the client wanted to hide.

Lifestyle: All of the participants had an initial consultation process where they either
asked questions from the client, had them fill out forms that helped them figure out
the lifestyle of the clients or used a pre-filled form from the client that was provided
online. For most participants, the client’s lifestyle played a major role in the choice
of outfits. The lifestyle factors that were mentioned included the client’s profession,
daily activities, budget, culture, personality, style preferences and intended results.
Almost all participants felt that profession anddaily activitieswere important lifestyle
factors to consider. Three of them said the profession of the clientwas importantwhen
purchasing or building a work wardrobe as different fields have different dress codes.
Two of them said the daily activities of the client was very important as it determined
what the client would be doing while wearing whatever outfits they chose. In some
cases, the profession determined some of the client’s daily activities. Participants
said things like: “I need to understand who they are and what they’re doing today
and their life and where they want to go. When I know that, then I go in and assess
their closet”—QRI5, “I ask a lot of questions about where they’re from originally?
What do they do outside of work? Do they have family, children, grandchildren?
What hobbies they do, because I’m trying to get a mental snapshot of my client as
much as possible so that I’m not placing or purchasing clothes on them that don’t fit
who they are, where they’re trying to go”—QRI12, “like what type of Personality
they have, what are they actually comfortable in, you know, how are they interacting?
What is their lifestyle like?”—QRI3. The client’s profession also might determine
the daily activities of the clients in some cases.

Eight participants said they usually considered the personality or style preferences
of the client, as it could determine what the client felt comfortable wearing or just
preferredwearing generally.Although, they also addressed the need to balancewhat a
client preferredwithwhat the stylist feels the client should bewearing to help achieve
their aims. Of those participants that felt personality was important, three said they
would try to balance the client’s personality with what they as professionals felt was
most suitable for the client. For a client who has amore flashy personality but worked
in an environment that has a more traditional dress code one of the participants said
“I would say, why don’t you get a scarf or handbag that will complement, you know,
bring up your personality, but you still wear fairly standard suit and like a shirt,
colored shirt, rather than a plain white shirt.”—QRI11. Participants said they would
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sometimes need to remind the client that they hired them for a reason and try to
explain to the client the reason for the choices.

Nine of the participants felt that the budget of the client was key. It determined
where the stylist could shop for the client. Five of the participants said they usually
started off shopping for most of their clients at second-hand clothing stores such as
consignment or thrift stores. And then, depending on their budget would move on
to departmental stores or boutiques. Culture was mentioned as an important factor
by two of the participants. They spoke about the cultural requirements of their client
being important in the outfit choices they make as different cultures had different
expectations in terms of clothing. In some cases, it meant they had to integrate head
coverings in the client’s wardrobe or make outfit choices that required a lot more
coverage than for most other clients.

3.1.2 Garment Features

Garment attributes: Analysis showed a theme of participant responses related to
garment features. Some said they tried to find outfits for clients based on the garment
attributes that were most appropriate for their personal features and lifestyle features
identified. This meant trying to find the right fabric colors that worked for a person’s
skin undertones, or deciding where to put solids and patterns based on what body
features they wanted to draw attention to. Some chose garments with fabrics or
styles that would make them suitable for what the client was doing daily. This meant
that they might recommend garments made with fabrics with a bit of stretch or a
looser fit for comfort and ease of movement when the client’s activities required a
lot of movement, darker colors if the daily activities meant that clothing could get
soiled easily or a corporate style with darker colors for someone in a formal job.
One participant in choosing clothing for a stay-at-home mom who was an online
client, discussed some things she would consider “So based on that and especially
knowing that she’s a stay at home mom, the things I’m going to prioritize again are
like her hourglass figure for things that are going to compliment that. Things that you
know nip in at the waist a little bit and then also she’s staying home with her kids so
comfort is probably really important to her, even if she is like going out, she probably
wants something that could maybe also work for just staying home”—QRI2. She
also mentioned some mistakes she made in her choices for the client “it looks nice
on paper but isn’t likely going to work well for her in her lifestyle. So a couple of
goofs that I made was, the cardigan is super light gray, almost white and she has 3
kids. So, with three kids, it’s easy to get messy and so she was like yeah, that doesn’t
really work for me. You know, it’s too light of a color. She would have preferred
a darker gray as a neutral.” The client’s profession also could affect what features
of the garment made them appropriate for the client or what colors of clothing you
need, “what do you have to do? Are you going to be speaking in front of people,
do you have to do presentations for work? And do you have to address your boss
about a situation, all those things have to be addressed…So I used to say if you’re
in a meeting with a bunch of guys the last thing you want to do is show up in a pink
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suit.”—QRI5. In this case she said a suit in a darker shade would be most appropriate
for a client who wanted to be taken more seriously.

Brands: Some responses in this theme related to things like how different brands
were more suitable for certain client based on their lifestyle. For body shape they
said the sizing and fit of some brands’ cuts for things like jeans and pants may be
more suitable for curvier women while some brands might have styles that are best
for a petite or taller client. They said things like: “But the more you know about
where to source and know about retailers and designers and how they fit and the cut,
the better and easier it is for you to dress the client.”—QRI12, “I think for instance
I have one client, she loves Eileen Fisher because she’s a shorter, heavier person
and these clothes works for her and so whenever I get some of that brand and it is
especially nice, I will call her”—QRI1. The budget of the client also determined if
you shop at luxury brands, departmental stores or if you used second hand stores
or not.: “Like understanding the range of what your client is willing to invest in,
what they’re willing to buy, and that drives a lot of my decisions of what brands to
recommend when they’re shopping for clothing, and what places I look at when I’m
making decisions for them for styling.”—QRI10. Some participants also said that
different brands catered to different target markets, so some brands might focus on
more formal clothing for work while others might specialize in more casual clothing.

Fashion industry seasons: Some participants said that since designers released new
designs in store at different seasons, their choices depended a lot on what was avail-
able in stores during the consultation. The fashion season determined the fabric or
colors that were in stores. So, for some clients, even if you knew certain colors would
be best for them, those colors may not be in season at the time of the consultation,
“when I talk about colors all their colors are not going to be in season… I mean,
really, because there’s certain times of the year, you’re not going to get browns. Yeah,
maybe Navy’s aren’t in all the time.”—QRI5. The material, fabric and style of the
garments also affected whether they were suitable for cold or warm weather. Some
participants said they start by putting together client’s wardrobe and outfit choices
around the season that they are currently in and then help them select outfits for other
seasons. “So that I’m only focusing on that kind of style or like the materials and if
they’re lightweight for summer or if it’s for winter, if it’s like heavier, mid-weight,
kind of like pull over sweaters and stuff like that.“—QRI10.

Wardrobe basics: For some participants garment features determined how suitable
they were as wardrobe basics for clients based on their lifestyle or needs. This meant
that they had to recommend pieces that were classics. “Classics are going to be
stuff that does not go out of style. Your pinstripe suit, your A-line dress, your black
pumps, stuff that don’t go out of style. Or you could take a pencil skirt and mix it
with anything. Yeah. That’s the stuff that you’re going to spend the most money on.”
—QRI8. For some the wardrobe essentials were independent of body type. Rather
they depended on the industry the client worked in, “So it’s not somuch the essentials
per body type, it’s the essentials per industry. If I get a graphic designer or someone in
the creative arts versus someone in banking, their essentials may be Chino pants and
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maybe a graphic T and a button-down. So it just really depends on the industry, more
so than the body type.” —QRI12. While for some the wardrobe basics are those
garments that they felt every woman had to have in their wardrobe regardless or
occupation or body type, “getting jeans that fit well because most people are wearing
jeans 80% of the time. Getting one great pair of black slacks, whether it’s a pair of
black jeans if you’re going to go that route or black dress pants. Getting some tank
tops and shirts that skim the body, and getting a great blazer, like a jacket that fits
well, and it curves in at the curves and that looks good. It’s good at the shoulders.
Those are some of the very, very basic things that I like to see all of my clients have.
And that blazer can be any color, but it’s just got to be a good fit and something you
can use a lot” —QRI4, “I have what’s called my ultimate wardrobe checklist, which
is a list of garments that I feel every woman should have in her wardrobe for the most
part and we go through and what’s missing can also be the basis of a shopping list.”
—QRI6.

Clothing versatility: We found that based on the lifestyle factors of the client, some
participants said they tried as much as possible to choose clothing that was versatile
for clients. The versatility of the garments depended on how well the attributes of
the garment translate to a different setting or occasion. Considering what the client
was doing daily, they chose outfits that could be versatile enough to work in different
situations with just slight modifications. This meant they might look at how the same
garmentmight translate fromday to night or fromwork to casual just by dressing it up
differently with accessories, “so thinking about her lifestyle, I picked up pieces that
would be comfortable that she could move around in but also pieces that are really
versatile especially since she has that limited budget. So she can mix and match,
she wants to be able to wear this during the day and then when she goes home and
maybe wants to go out with a friend she can keep wearing the same thing or maybe
just change the shoes and not have to put on a whole other outfit.” —QRI2.

3.1.3 Stylist Consultation Process

Stylist specialization:We found that responses fromparticipantswere greatly affected
by their area of specialization. This was most pronounced in the lifestyle factors that
were emphasized by different participants. Image consultants seemed to emphasize
the client’s personal growth internally first then work on the outward appearance. For
them they considered the style personality and the results the client wanted to achieve
as being very important. Their emphasis was on the image the client was trying to
project on the outside. They discussed working with clients on gaining confidence
and building a brand and then designing the client’s wardrobe around that brand.
Personal shoppers felt that the occasion, season, body shape and lifestyle were more
important. They also emphasized the need to help clients make purchases that were
versatile and could be used for different events and occasions. The personal shoppers‘
emphasis on the versatility of clothing was understandable as most of them were not
trying to work with a client’s existing wardrobe, but rather helping clients to shop
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for new pieces for occasions or for their lifestyle. However, they said they might ask
questions about what a client already owned or suggest other pieces that could be
worn with what the client was purchasing. For wardrobe consultants, they usually
were more concerned with things working together with existing pieces. All the
wardrobe consultants said they shopped in the client’s closet first by showing them
what to keep or discard as well as how to wear what they already had differently.
Then they would decide what new pieces needed to be purchased to improve the
client’s wardrobe. All stylists emphasized the need to have clients be comfortable in
whatever they were choosing for them. Outfits needed to show those body parts the
client wanted to emphasize and conceal those parts that the client wanted to hide.
All the participants emphasized the need to teach clients and explain why they made
the recommendations that they did.

Modeof interaction: Themodeof client consultationwas also important in the choices
the participants made. This related to whether they were interacting with the client
virtually or in-person. The main challenge with working with online clients for most
participants was figuring out the color and body type of the client. For online clients
they relied on information provided by clients in forms or on images sent by the client,
and in caseswhere theywere having a video conference then they could try to visually
assess the client’s shape.When it came to identifying an online client’s coloring, they
had to rely on whether the client described themselves as being dark or fair, as well
as on what they could see of the client for online clients, whereas, for in-person
clients they could visually analyze the client or do a color analysis using some of
the tools mentioned previously. Participants also mentioned differences in how they
approached online and in-person clients especially when making recommendations
that integrate existing wardrobe. For online clients, they usually have accessed the
client’s previous purchases and the data the client provided from which they could
build a list of likely pieces to recommend, and if this information was not available
they workedmostly off whatever information the client provided in their forms about
their body shape and lifestyle. For participants working with a client in-person, they
tend to rely more on feedback from the client as they are working together pulling
outfits and trying them on or if they are integrating the client’s wardrobe they ask
what they currently have in their wardrobe or look in the client’s wardrobe to see
what they have.

Client’s objective: The objectives of the client in seeking a professional stylist’s
service was also a major factor for participants in outfit choice. They all said they
tend to ask questions either in person or in the forms the client fills to understand
the client and their main goals or objectives. “You also want to find out what is the
reason for this change? They may be going through a divorce. They may have gone
through cancer. So a lot of questions you want to ask to get to know the customer.”
—QRI8, “I think it’s important that you take into consideration, who you’re working
with, that person and what their actual needs are, because everybody’s needs are
going to be different and you have to respect that.”—QRI4. Some of the information
they were trying to get also included: Do they want to find clothing for their current
lifestyle or just want a total change of wardrobe? Are they trying to dress to achieve
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a certain result e.g. to get a bank loan, get a promotion, start a new career or improve
their chances of getting a promotion? Are they dressing for a specific occasion, or
just trying to get a new style? For some it’s because they have a baby and need to
find new clothing that works with the changes to their body. The client’s motive
also determines whether or not the wardrobe is integrated in the recommendations
that the stylist makes. They emphasized the need to balance the client’s motives,
personality, or preferences with the expertise of the stylist. There could sometimes
be conflict between what was better for the client in the opinion of the stylist and
what the client believes was best. In such cases they sometimes had to remind the
client of the reason why they consulted a stylist in the first place.

Strategies & Formulas: Some of the participants said they had to educate the client
during the consultation on strategies they could use to transform an outfit. These
strategies included showing clients how to mix up different pieces to get more wear
out of the same pieces or how to style a garment differently for work or casual. A few
said they showed clients how to build up mini wardrobe clusters around one piece by
mixing it with other matching pieces. In some cases they would create look books
for the client, so they had something to refer to later. It was important for them to
show these strategies to the clients so they could do the same thing with the garments
on their own later, “oftentimes it’s just putting things together in different ways.
And, you know, being more creative with how you put colors together. If their goal
is to be more professional, showing how you can make an outfit more professional
with accessories, how to use accessories, what kinds of accessories work better for
professionalism and how jackets versus sweaters can change what an outfit looks
like.” —QRI9. In some cases the style and design of the garment may already be
versatile. As one participant said about clothes she sent to an online client,” And then
for the dress I specifically picked this one because it ties at the waist. She’s got an
hourglass figure and its really going to flatter her, and then also it’s reversible which
you can’t tell by the picture but you can actually flip it and it’s like solid navy blue
on the other side.” —QRI2.

3.2 Do the Outfit Suitability and Choice Factors Change
if They Are Integrating the Existing Wardrobe or not?

3.2.1 Existing Wardrobe Effects

Only one participant said that wardrobe integration did not change how she made
decisions or what she recommended to clients, “On paper, a lot of people would think
it does look very different. But honestly, what we’re doing, I think, is the exact same
because if I’m just shopping with someone, I’m still teaching them the things that I
would teach them in the closet, because I’m talking about styling and body type, and
stuff like that the whole time and if I’m in a closet, I’m talking about the things that
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they need like for shopping and we follow up with the shopping list. So it’s kind of
the same, it’s just one’s in their home and one is out buying things.” —QRI7

For all the other participants the factors considered in making outfit suitability
decisions changed if theywere integrating the existingwardrobe. Themain difference
was that when you were just choosing new outfits then you are looking at making
recommendations for standalone outfits, but when you are choosing suitable outfits
with wardrobe integration, you are making recommendations for a more complex
case of new pieces needing to work well with already existing pieces. For standalone
outfit recommendations they said they look mainly at the client’s personal features
like body type and color, then the lifestyle features such as the budget, the personality,
occasion for which the outfit will be worn, they might also look at profession if the
client is shopping for work wardrobe. “With someone who I’m styling some parts of
their wardrobe that they already have, and I know about those pieces I can look for
pieces that I can implement to mix in with those pieces. And rather than doing that
with the other person… I try to focus on what occasion, we’re looking for… And
I try to figure out if the individual has staples that we can mix in with those, or if
they don’t, if I don’t have that information, then I will try to mix in an array of like
bottoms, tops or outerwear”—QRI10. When shopping with wardrobe integration on
the other hand, they consider the factors that were considered for standalone outfits
but may not consider the occasion as much. They would also need to focus more on
the garment features. They look at things like versatility to see how well the new
pieces work with existing pieces and what existing pieces can be paired with the new
ones to change the look of the outfit.

Participants shopping with wardrobe integration would first shop in the client’s
wardrobe to see what is there and how those pieces can be combined to provide
different looks then identify what is missing or what might be needed by the client
before going shopping based on those needed items. Whereas when they are not
integrating the wardrobe, they would go straight to shopping for new things. We
found that although there were differences in the factors that determined suitability,
most of the factorswere still the same. Participants still tried to educate clients onwhy
they choose some outfits for them by showing them how those outfits enhanced their
body or color as well as showing them other ways they could use the same outfits.
Some participants said they would still ask questions about what a client already
owned when they were shopping without wardrobe integration as they wouldn’t
want a client purchasing something too similar to something they might already
have.

Participants said they had more difficulty shopping with wardrobe integration
when they worked with clients online. This was mainly because of the inability to
really see the clothing of the client from an image or video and so they usually relied
more on the past purchase history of the client when that was available. Still they
said that this does not give a full understanding of the wardrobe, as they can only
likely see what the client bought online and not everything they own. In those cases,
they said they tended to rely on asking clients questions about what they have and
may concentrate on purchasing garments that tend to work well with a lot of other
garments and then make suggestions of ways the client might wear them.
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4 Discussion

The purpose of this study was to understand how professional stylists make outfit
choice and purchase decisions. In this section, we discuss two of the key themes
identified: client considerations and garment features.We then discuss the third theme
of the stylist consultation process and effects of wardrobe integration to explain the
implications of this study for design of recommender systems.

4.1 Client Features

Personal features were a key consideration for participants but implementing these
factors in a recommender system requires a lot more research. To design systems
that could automate the styling process using recommender systems, body type and
color would need to be implemented in the system. One way might be to require the
users to fill in their body type but that would not be accurate, as has been shown in
[14]. Their study showed that only about 45.1% of respondents’ description of their
body shape was consistent with their SizeUSA body shape classification. Given that
the system would make predictions based on the body shape entered, the predictions
would likely be wrong for more than half of the users based on this study. We found
that inmost cases the participants mostly relied on visual assessment to determine the
body shape of the client, and when they couldn’t see the client in person they would
ask for descriptive details as well as full body images rather than asking the client
what their body type is. Clearly, to successfully implement body type identification
in recommender systems, a lot more study is required on ways to clearly identify
body types as this cannot be left to the users to determine themselves.

While ten of the twelve participants said that color was an important factor, the
approach, and tools for classifying a client’s color differed. For example, three of the
participants had a draping session to see which colors worked best with a client’s
skin tone, while one participant used color fans. There was also differences in what
participants considered as most important for coloring. Two of the participants who
discussed skin undertones said they felt the undertones of the skin color were more
important than the actual skin tone while seven participants just looked at skin We
can see from these findings that implementing color in recommenders, either as skin
tone or undertones, is important. This could prove very complicated though, as in
spite of recent advances in digital skin color identification, issues such as variation
in screen representation of color and lack of standardized skin color names might
make this difficult to implement. This clearly is an open area for future research.

Implementing some lifestyle features in recommenders would be easy. Budget
can be easily implemented by setting limits on clothing recommended based on
price or recommending from stores that provide clothing with the price range of the
user. Other lifestyle features though could be more difficult to implement. Collecting
accurate information on the user’s physical attributes such as shape and color would
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require more research. Some lifestyle factors like personality, daily activities and
profession might be inferred by having users answer carefully designed question-
naires that classify them but translating these inferred features into garment attributes
would still be quite difficult. There is clearly a need for methods of digitally repre-
senting relationships between garment attributes and the lifestyle or user features
they are suitable for. Although there are studies on using garment attributes in recom-
mender systems [8–10], a lot more study needs to be done on how these attributes
would translate in the kind of complex systems that would be needed to represent
users existing wardrobe, as well as find new garments that could be added to the
wardrobe to enhance it.

4.2 Garment Features

Understanding the relationship between different garment attributes and how they
translate to lifestyle systems is essential in building these complex systems. One
reason for this is that once the issue of how garment attributes and their relationship
to different lifestyle features is addressed, the system can make recommendations
using attribute filtering to find suitable outfits. One approach suggested from the
literature to determine suitability could be using weighted scoring functions. This
approach was used by [5] to find friend suggestions using weighted scores based
on similarity of music interests. In the apparel recommendation case, weights could
be assigned to garment features based on the suitability of those features for client
considerations such as body shape, season, profession, etc. The total scores could then
be used to rank outfits or garments to provide results. Attribute filtering could also be
used to design and integrate versatility in the system to show how different garment
pieces could be paired with others to create a different look. Garments with attributes
that make them suitable for multiple situations could be used in determining the ideal
set of wardrobe basics for each user based on their personal or lifestyle features. It
could also be used formatching outfits usingmeasures of similarity of features to find
good pairs. There is also the added complexity of including diversity in the system
so the user is not restricted to a narrow set of very similar outfit due to overfitting.
The aim is to provide highly accurate recommendations based on user features while
also including high diversity of styles in the recommendation.

One other important factor here is the difference in attribute feature names from
person to person. While a stylist may understand the difference between a flared or
pleated skirt, other users may not. The system needs to anticipate that users might
either not know what different garment features are called or may have different
names for different garment styles and be able to infer the style from the name and
recognize garment attributes from images. Two possible approaches to this could be
using natural language processing or image recognition. Natural language processing
could be used to train the system on similarity in meanings between garment features
while matching those names to garment images that could help users recognize what
they mean so they can find similar items in stores. This would require a large dataset
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of style attribute names which is currently not available. While natural language
could be used for handling name variation, the problem of image recognition is
more difficult. From the literature we found studies using image recognition for
determining garment attributes from images [1, 8]. These studies showed that the
clarity of the images affected how well the system could recognize the garment
attributes and even with clear images there were still limitations in performance
of the systems. This would be especially important for trying to identify garments
already owned by users from images.

4.3 Implications for Recommender Systems Design

All three identified themes are interrelated as shown in the conceptual model in
Fig. 1. The client’s features determine the garment features. A client’s needs and
lifestyle also affect which stylist they contact and the area of specialization of the
stylist. For the stylist to be successful then, their decisions need to be based on the
needs of their clients which affects what factors they prioritize in their decisions.
To a large extent the specialization area of the participant affected which factors
they felt were important. For example image consultants were more likely to look at
profession and intended results in dressing as being more important while wardrobe
consultants and personal shoppers emphasized more on daily activities and style
preference as being important. Looking at the job function of each of these different
fields, you find that the difference in emphasis by different specializations noticed in
the lifestyle factors is understandable. A client would likely engage the services of a
professional stylist that focuses on areas that are closely associated with the needs of
the client. The stylist then places more emphasis on those factors that would increase
the chances of successfully meeting the needs of their clients. This is also true for
recommender system users. Users would likely have different intensions for using
the system. Users looking to reorganize their wardrobe would likely require different
features than those who just want to know what type of clothing works best for their
body shape or color. Some might just want to find novel outfits that they wouldn’t
have thought of on their own, while others might just want to find new ways to wear
what they already have. To provide the best recommendations for users there are
different features that need to be integrated in the system design. The system needs
to adaptable to what the user intends to find recommendations for. This would require
modelling the system to elicit information from the user in order to learn what the
user needs are and then adapt the recommendations to suit those needs.

We found from the study that stylists tend to provide recommendations that inmost
instances are quite different from what the client would typically get. This speaks
to the need for serendipity and diversity in new outfit recommendations. Another
peculiarity of the apparel industry is that style rules and seasonal trends change
constantly. Recommender systems need to evolve with changing fashion rules as
well as with the changes in fashion trends and seasons. There are existing studies on
models that could anticipate and predict seasonal trends [18] which could provide



Understanding Professional Fashion Stylists … 157

the basis for designing the system to evolve in its recommendations. Another method
that’s been shown to work for this is by having the system learn new trends from
recent magazines and social media posts of fashion influencers and integrate that to
provide recommendations [19]. This has the added advantage of improving diversity
and serendipitous recommendations.

In cases where the existing wardrobe affected the stylists’ recommendations,
stylist had to suggest outfits thatwere suitable for the client’s needs and features,while
also ensuring that new items can be used with existing items in the user’s wardrobe.
Recommendations that integrate a user’s wardrobe could be designed with hybrid
models where one part handles new outfit recommendations then another scores the
suggestions based on how well they will integrate with the existing wardrobe. The
outfits with the highest scores could then be returned in a ranked list for suitability.
This has been used for recommendation in other fields for complex system but has
not typically been used in apparel recommenders.

The stylists usually provided strategies and formulas for achieving a good look
during the course of consultation. They also explained to users why they felt a certain
outfit worked better for the client than another. This is important for recommender
systems design as it emphasizes the need to provide explainable recommendations.
This requires modelling the strategies and formulas used by professionals in the
system to provide recommendations that are outside the user’s normal choices while
giving explanations for the recommendations.Using feature-based explanationmight
be preferable here as users can more easily relate to this and understand the explana-
tions. This improves the trust and acceptability of the system and helps users better
understand the choices made [15]. One approach to this could be using a rule-based
algorithm that extracts user features and connect them to garment features from a
knowledge base of professional expert rules based on a similar approach by [13]
in their study. Although their study was done for connecting product features and
user relationships, the same principles can be applied here using the user features
and garment features with the knowledge base of expert rules as extraction rules to
provide the explanation. The limitation of this method is that training the system to
do this would require a large dataset of expert rules on body types and styles that suit
them which is currently not available.

The aim of professional stylists and apparel recommender systems are the same.
They need to find outfits that are ideal for the user. The only difference currently is in
the level of personalization. The main difference is that professional stylists provide
a more personalized experience that is tailored to the client’s features and current
needs while recommender system aim to do the same but in a way that scales to a
larger audience so it may not be as personalized. Personalization of recommender
systems for users can be improved using a threefold approach as shown in this paper.
The first step is knowing which attributes of users to learn Then the system needs
to learn the design-based attributes of clothing. The final step is determining what
clothing attributes are suitable for which user attributes in order to make the right
predictions based on expert provided rules.
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This paper’s main contribution is in helping to better understand which features
to learn and provide suggestions on how to integrate the features in a recommender
system. For some features, integration in a recommender system is a little more
direct, e.g. collecting information on users’ lifestyle and attributes. Requirements
such asmappingof user attributes to garment features, translating context information
such as profession and personality from user information into learnable models,
developing datasets of expert rules for determining suitable outfits, etc. still requires
more research before implementation of such complex systems can be possible.
These areas provide open areas for future research.

5 Conclusions

This study was aimed at understanding how professional stylists make outfit choice
and purchase decisions. Threemain themes of client considerations, garment features
and stylist consultation process were identified as the factors that affect how profes-
sional stylists make outfit choice decisions. Client considerations was found to have
two sub-themes of personal features and lifestyle. The importance of some factors
changed for most participants when existing wardrobe was integrated in the choice
of outfits. While some of these factors have been implemented in existing systems,
some problem areas identified provide areas for additional research in order for
these factors to be fully implemented in recommender systems. Such systems would
allow consumers make full use of their existing wardrobe while ensuring that new
purchases are ideal for the users and integrate well with what the user already has in
their wardrobe. Clearly, there are still a lot of areas that require extensive research
before a fully context aware recommendation system of this can be implemented.
There is also a need for research in well-defined expert styling rules and creation of
rules dataset that could be used in model training for such systems.

The main limitation of this study is that the results are fundamentally the percep-
tions of the participants in the study, rather than the beliefs of professional stylists in
general. The responses might not be generalizable as the participants are not a true
representation of the professional stylist population. In spite of this limitation the
findings could still provide a good basis for understanding the professional stylists’
thinking process and guidance for implementing it in a recommender system.
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