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Abstract A robotic cyber-physical object is an informationally connected set of
physical components, onboardmeasurement systems, onboard executive systems, an
onboard computer systemwith implemented control algorithms, and a control station
with displays and controls. Such an object must have the self-sufficient behavior
that guarantees the fulfillment of a certain mission. The behavior intellectualization
requirement makes us reconsider the logical and mathematical abstractions that are
the basis for building their onboard control systems. The problem of developing such
systems based on pattern theory is relevant. It is shown that this ensures the effective
experience transfer into a cyber-physical system and ensures the compatibility of the
theological approach and the cause-and-effect approach. There are the identification
and pattern model construction problems are considered. It is proposed to use four
information processing points for this purpose, and a method of logical inference on
patterns is developed.

Keywords Decision making · Purposeful systems · Fuzzy judgement · Choice
situation · Cyber-physical system

1 Introduction

A cyber-physical object is an informationally connected set of physical components,
onboard measurement systems, onboard executive systems, an onboard computer
system, with implemented control algorithms, and a control station with displays
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and controls. Such an object must have self-sufficient behavior that guarantees the
fulfillment of a certain mission. It is possible to achieve the desired increase in the
effectiveness of such complexes in an undetermined and poorly formalized envi-
ronment mainly by improving the intelligent component of their control system.
However, it should be noted that the vast majority of research in this area remains
at the theoretical level [1–10]. There is a gap between primitive behavioral models
of artificial entities, for example, in swarm robotics, their interaction models, and
expectations from practice [11–13].

By now, it has become clear that it is possible to achieve the desired sharp increase
in the efficiency of robotic systems, mainly by directing designers’ and scientists’
efforts to improve the control system intelligent component: (1) a set of algorithms
for onboard control systems; (2) algorithms for the activities of the crew that controls
a cyber-physical system. These components form the “cooperative intelligence” of
a cyber-physical system, which allows creating a functionally integral object from
a set of separate systems of onboard equipment aimed at performing the task of the
current session of a functioning robotic system.

An autonomous intelligent system (hereinafter referred to as an agent) showing
human-like behavior is a system that includes the following components (Fig. 1):

• onboard measuring devices (or a set of onboard measuring devices) that function
as sensors which allow obtaining information about the environment state and
their own state;

• onboard execution units (or a set of onboard execution units) that function as
effectors which help the system to affect the external environment and itself;

• means of communication with other systems;
• “onboard intelligence”, which can include onboard computers, their software,

as well as control center operators that are the carrier of a set of algorithms for
solving problems of the subject area obtained due to training and experience

Such a system exists in time and space, interacts with other agents, with the
environment when performing combat tasks and obligations using available mods

Tasks and obligationsA module for communicating
with other systems

Onboard measuring
systems

Onboard intelligence 
(onboard computers, 
algorithmic support) 

Onboard execution 
systems

External environment 
(object domain)

Fig. 1 An enlarged diagram of an intelligent autonomous system
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of action. The agent performs the assigned tasks based on an understanding of his
condition and subjective ideas about the state of the environment and the combat
situation development, as well as the information received through a communication
module. The agent is able to predict changes in the environment affected his actions
and evaluate their usefulness.

2 Requirements for the Autonomy and Intelligence
of Combat Cyber-Physical Systems

The role of automated systems when performing combat tasks should be considered
from the standpoint of their impact on a human. They should help a commander by
making his work easier and more efficient. At the same time, a commander must
be an element of a control system (human in the loop control) of the cyber-physical
system. Their interaction should ensure the experience transfer both from a human
to the system and in the opposite direction, thereby providing the adaptive behavior.
For example, the main difficulty for any autonomous system is the recognition of
situations in the environment. The complexity andmultiplicity of situations that arise
during the mission performance make it impossible to identify them based on the
results of multiple tests and form a knowledge base on their basis. Consequently, it
is necessary to implement an additional monitoring scheme for the cyber-physical
system to identify situation classes and successful modes of action in order to form
behavioral models (patterns) based on data obtained in real conditions [14, 15]. This
scheme guarantees a controlled evolution of self-sufficiency when solving tasks by
combat units that include autonomous cyber-physical systems.

3 Initial Assumptions and Hypotheses

Usually, the situations that an autonomous system faces are difficult enough for their
constructive formalization by traditional formal methods, but they are described well
by natural language means. There also is their resolution experience and description,
for example, by fuzzy logic means. The bearer of such experience is called a leader.
Leaders share their experience through communication tools in the chosen language.
Let us accept the hypothesis that human experience/behavior should be considered
as a function of the interaction between a situation and a human. A situation can be
interpreted as a component of the cause for its subjective reflection in a person. A
person chooses a certain behavior based on a subjective representation of a situation,
influences a situation, and changes it. At the same time, the processes occurring
in a human mind when performing certain actions lead to expanding his ability
structure (knowledge, experience). A cyber-physical system behavior model should
also take into account this phenomenon of mutual influence. With this approach, the
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concept of “typical situation” (TS) turned out to be constructive [16, 17]. This part
of a cyber-physical system operation is functionally closed and has a clearly defined
meaningful purpose. It appears as a whole in various (real) sessions, being detailed in
them according to the conditions and the available ways of resolving problematic sub
situations arising in TS [11]. When a cyber-physical system is fully intellectualized,
TS, and the modes of action form an individual behavioral pattern as a reaction to
it. A person, while mastering his experience, also aims to aggregate it by creating
pattern models. Therefore, a pattern model should be considered as a unit of human
experience, for which a person has a certain degree of confidence in obtaining the
desired states in a situation similar to a typical one (cluster). V. Finn has shown that
an ideal intelligent system should have 13 types of abilities. At the present stage, only
a part of these abilities can be implemented and only in interaction with a person. For
example, “this is a product of the sequence “goal-plan-action”, the ability to reflect,
the ability to integrate knowledge, the ability to clarify unclear ideas, the ability to
change the knowledge system when receiving new knowledge”. He notes that it is
impossible to exclude a person from this mode. Therefore, an intelligent system for
military purposes cannot be completely autonomous and must be considered as a
partner human–machine system with a pattern as the unit of knowledge.

Definition. A pattern is the result of the activity of a natural or artificial entity asso-
ciated with an action, decision-making, its implementation, etc., which was carried
out in the past and is considered as a template (sample) for repeated actions or as a
justification for actions according to this pattern.

4 The Model of a Behavioral Pattern Fuzzy Description

Behavior in TS is associated with a choice that occurs in a purposeful state situation
[12]. Let us consider a behavioral model in the form of a fuzzy description of a choice
situation model. It is proposed to build a possible variant of such construction using
“paradigm grafting” of ideas from other sciences, for example [12, 18]. A purposeful
state consists of the following components:

• a subject who making the choice (agent), k ∈ K .
• choice environment (S), which is a set of elements and their essential properties,

a change in any of which can cause or produce a change in a purposeful choice
state. Some of these elements may not be system elements and form an external
environment for it. The impact of the external environment is described using a
set of variables.

• Available modes of actions ckj ∈ Ck, j = 1, n of the k-th agent that are known
to him and can be used to achieve the i-th result (also called alternatives). Each
mode of this set has a set of parameters called control actions.

• Possible results for environment S that are significant for an agent—oki ∈
Ok, i = 1,m. The results are assessed using a set of parameters called the
output parameters of a purposeful state situation.
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• A method for assessing the properties of the results obtained after choosing a
mode of action. Obviously, the assessment of the result should reflect the result
value for an agent and thus reflect their personality.

• Constraints reflecting the requirements imposed by the choice situation on output
variables and control actions.

• A domain model, which is a set of relationships that describe the dependence of
control actions, parameters, and disturbances with output variables.

• An agent constraint model. It is described in detail in [17]. Regardless of a
constraint description type, we will assume that the agent has a certain degree
of confidence about the possibility of changing a part of constraints towards
expanding a set of possible choice options (alternatives).

For the described components, let us introduce measures to assess the purposeful
state.

1. We will assume that the agent is able to distinguish factors that are environ-
mental characteristics Xk = {

xki , i = 1, N
}
. The agent evaluates the influence

of each factor using a linguistic variable μk
x (x

k
i ) : xki →[0, 1]. Let us introduce a

parameter for the agent to assess his situational awareness in a purposeful state
situation

Esk =

N∑

i=1
μk

x (x
k
i )x

k
i

N∑

i=1
μk

x (x
k
i )

(1)

We can define the following constraint:

σ k(Esk) ≥ σ k
0 ,

where σ k
0 is a certain threshold level of agent’s awareness due to using his own

information sources.
2. We will assume that in order to describe the influence of the selected factors on

the results oki , i = 1,m, the agent uses an approximation in the form of the
following production rules:
If x1 is A

k
r1 and if x2 is Ak

r2 and … and if xN is Ak
rN , then

oki = f kir (x1, x2, ..., xN ), r = 1, R, i = 1,m (2)

whereR is the number of production rules, r is the current production rule number,
oki = f kir (x1, x2, ..., xN ) is an explicit function that reflects the agent’s idea of the
causal relationship of input factors with possible results for the r-th rule; Ak

ri are
fuzzy variables defined on Xk = {

xki , i = 1, N
}
.

Mathematical models, a verbal description, graphs, tables, algorithms, etc. might
be used as a function f kir (·).
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Since ckj it is a function of the external environment state parameters taken into
account and system properties, a set of assumptions about their possible values
forms a scenario of the possible state of the external environment, the system
functionality. The implementation of scenarios, for example, using the rules (2)
allows forming an idea of possible results oki . The ambiguity in choosing a mode
of action might be described as the degree of confidence in the need to apply it
to obtain a result oki . This estimate can be described by the linguistic variable

ψ k
j = ψ k

j ( c
k
j ∈ Ck |si ∈ S → oki ) ∈ [0, 1].

This measure is an agent’s individual characteristic, which can change after
training and gaining experience, as well as a result of the communication interac-
tion of agents with each other and with an operator. Therefore,ψ k

j = ψ k
j ( c

k
j ∈

Ck |si ∈ S, I k → oki ) ∈ [0, 1], where I k is the information available to the
agent at the time point tk .

3. Choosing a mode of action ckj when the agent makes a decision in a purposeful
state situation to achieve a result oki is associated with building a quantitative
assessment of the chosen solution properties, as shown in [12]. The list of prop-
erties and parameters is based on experience, knowledge, intelligence, and the
depth of his understanding of a decision-making situation. A correct description
of the properties and parameters of a mode of action is one of the main condi-
tions for the choice ckj that will lead to the result oki . The choice of the list of
properties and their parameters that characterize them depends on the agent (his
personality). Let us represent the possible results for a given environment for an

agent’s choice in the form oki ∈
{
o k
i j , j = 1, J

}
, where o k

i j is a set of possible

results when choosing the j-th mode of action, i ∈ I is a set of results that the
k-th agent takes into account. It’s obvious that o k

i j = o k
i j (si ), si ∈ S .

4. The value of the oki results. Since oki j = o k
i j (si ) and si = S(ckj ), the value

of the i-th type of result is estimated by the following linguistic variable
φ k

i (o
k
i (c

k
j )) ∈ [0, 1]. The function φ k

i (o
k
i (c

k
j )) for the result o

k
i will be a mono-

tonic transformation since φ k
i (·) it translates the range of the function oki (c

k
j )

into the set of linguistic variable values. Since the base value of the linguistic
variable corresponds to fuzzy variables, this transformation transfers the range
of the function oki into the range of the base fuzzy variables.

5 A Model for Choosing an Agent When Implementing
a Pattern

The three linguistic variables μk
i (x

k
i ), ψk

i j , Ek
i j introduced above form a model of

the agent’s ideas about the purposeful choice situation.
Since ckj it can be described in terms Xk

i and the agent has an idea of the dependence
in the form of a rule base that links ckj the value of the possible i-th result oki , it is
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possible to determine the value of the purposeful state by the i-th result oki for the
k-th agent according to the rule [6, 17]:

Eφk
i =

∑

j∈J
φk
i j (o

k
i j (c

k
j )) · oki j (sk)

∑

j∈J
φk
i j (o

k
i j (c

k
j ))

.

In a similar way, we can assess the purposeful state value for the k-th agent by the
efficiency of the i-th type of result:

EEk
i =

∑

j∈J
EEk

i j (o
k
i (c

k
j )) · ψk

i (c
k
j )

∑

j∈J
ψk
i (c

k
j )

.

The agent’s assessment of the desirability of a purposeful state by the i-th result
and the effectiveness of its achievement in a choice situation is given in the form of
a linguistic variable [19]

χ k
i1 = χ k

1 (Eφk
i ) ∈ [0, 1], χ k

i2 = χ k
2 (EEk

i ) ∈ [0, 1] (3)

We can define the following restrictions:

∑

i

χ k
i1(Eφk

i ) ≥ χ0
1 and

∑

i

χ k
i2(EEk

i ) ≥ χ0
2

where χ0
1 and χ0

2 are the agent’s expectations from the mission that reflect the
balance between costs and achieve results oki .

The model of the agent’s choice situation in TS is the set of structural and func-
tional properties that (in his opinion) the choice situation has and which affect his
satisfaction or dissatisfaction with the situation.

There is another group of factors that determine the result implementation: will,
risk proneness, self-esteem, motivation. These factors make it possible to talk about
such an indicator as confidence ρk

i (o
k
i ) in obtaining a result o

k
i in a situation of choice

when using one of the possible modes of action ckj ∈ Ck .
Based on the hypothesis of rational behavior, the agent forms a decision according

to the rule

Pk
i (s ∈ S) = Argmax

ckj

(
∑

j∈J

Eφi (o
k
i (c

k
j )) − EEk

i (o
k
i (c

k
j )))

ckj ∈ Ck(I it ), I it ⊆ M, oki ∈ Ok

∑

i

χ k
i1(Eφk

i ) ≥ χ0
1 ,

∑

i

χ k
i2(EEk

i ) ≥ χ0
2

σ k(Esk(X)) ≥ σ k
0

(4)
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Since the choice is related to the agent’s ideas about the choice situation, it is
necessary to include the knowledge base (2) in (4).

The relations (4) describe the agent’s (cyber-physical system) behavioral pattern
when striving to achieve the i-th result. The agent considers (4) a pattern as a way
of describing a problem, a principle, and an algorithm for its solution, which often
arises, and its solution might be used many times without reinventing anything.

The value indicators of the purposeful state for the result Eφk
i and the purposeful

state value for the efficiency EEk
i are elements of the integral value indicator of the

purposeful state for the k-th individual
∑

i
Eφk

i · EEk
i . Given his confidence degree

in obtaining a result ζ k
i , an expected specific value indicator will be the following:

EVk =
∑

i
(Eφk

i − EEk
i ) · ζ k

i

∑

i
ζ k
i

(5)

This means that if two subjects are in the same situation of choice, then the
difference in their behavior should be manifested in specific value estimates by the
result and effectiveness and in the degree of confidence in achieving the goal.

The relationships (4–5) mean that when the agent wants to achieve some result,
he has several alternative ways of achieving it with the methods of varying efficiency,
and his confidence in obtaining the desired result is significant.

Such a model of autonomous agent’s individual behavior supposes forming a
knowledge base by learning based on experimental experience, which makes it
possible to implement the “cooperative intelligence” evolution due to an artificial
cognitive process similar to that of natural entities [1, 20]. It should be noted that
this capability is absent in knowledge-based systems since it lacks a computer model
of adaptive behavior. Thus, the general principles of the agent’s reasoning are quite
traditional and include the following three main phases (Fig. 2):

• Perception—receiving data and building a scene model in a loaded world;

Fig. 2 The intelligent agent’s reasoning scheme (TOTE model)
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• Cognition—analysis and forming a scenario of the subject’s actions to achieve
the set goals;

• Execution of the intended scenario with a constant comparison of expected and
observed results.

Unlike other similar systems, the system under consideration implements these
phases through two basic mechanisms closely related to each other: abstraction and
concretization.

6 Modeling Patterns. Basic Modeling Points

6.1 Modeling Patterns

Pattern modeling involves a limited natural language subset including modeling
of case-based reasoning, which forms a specific part of human experience—meta-
experience. To implement the described approach, there is a developed software
system that allows modeling the environment (context) and the agent’s behavior
pattern from different points. We have selected four basic perception points for
collecting and interpreting information in order to identify a behavioral patternmodel.
They are: the first point (a person’s own point of view), the second point (situation
perception from another person’s point of view), the third point (situation perception
from an uninterested observer’s point of view), the fourth perception point implies
considering the situation from the point of view of the involved system.

Since we assume that each point uses different visions of a situation and possible
modes of action, the integration and coordination of viewpoints, allows the agent to
expand his understanding of the purposeful state situation and a behavioral pattern.

Modeling from the first point assumes that a person with experience in fulfilling a
mission implements it in the system independently and examines the pattern(s) used
in this case. A testee shows his behavior by performing voice control of an “avatar”
(see Fig. 3).

Rectangles and the way of their positioning on the avatar are shown in red. The
disadvantage of this method is that the accuracy of object recognition decreases,
but at the same time, this method saves hardware resources and time for calculating
intersections. This scheme for determining intersections will be used similarly to
implement a hit in a fire contact situation. A testee performs actions in accordance
with the scheme shown in Fig. 4.

The implementation of the agent model visual function represents seeing objects
through simple forms, for example, in this case, they are cubes and their vertices, as
well as ignoring objects that are not of value to the model, for example, walls and
others.

The eye is implemented as an empty object that is used as an endpoint for
constructing a visual ray located at the head level. To be realistic, it will also be
animated for the cases of head rotation during character animation.
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Fig. 3 A simplified
representation of an avatar
3D model

Purpose 

Simulated 
environment

Sensors
Perception, aware-

ness

Consciousness
Motivation, needs, obliga-

tions, orders

Consciousness Subjective 
model of a situation

Intentions, goals. 
Desired outcome model

Choosing a behavior scenario Behavioral 

Assessment of the possible outcomeSatisfaction

Building an implementation 
algorithm

Algorithm implementation 
using an avatar

Affecting the environment

Messages

Identified model

The model under research

These functions are for sorting, and therefore for speeding up object processing. 

Fig. 4 A reflexive approach scheme for identifying a behavioral pattern from the first position is
information flows

The entire visual part is reduced to 3 main functions:

1. determining whether the object is in sight;
2. determining the distance to the object;
3. constructing vectors from a simplified object model to an object responsible for

the agent’s eyes.
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Fig. 5 The eye visibility scope

These functions are for sorting, and therefore for speeding up object processing.

6.2 The Function of Object Detection in the Eye Visibility
Scope

The function makes it possible to see those objects that are in the eye visibility
scope, thereby reducing the cost of detailed processing of all objects. A schematic
implementation of the scope is shown in Fig. 5. The agent’s location in the world is
blue. The viewing angle is 120°.

6.3 The Function of Object Detection Within Eyesight

Another function for sorting objects and saving calculation time is an area divided
into priorities (see Fig. 5).

Green is a high priority; objects in this area will always be selected. Now it is
20 m. Also in this zone, the objects will be named.

The yellow and red priority zones will be selected if there are no objects in the
green priority zone. Now, these zones are 50 and 100 m, respectively.

In the future, it might be improved and in terms of time consumption, the objects
that are located farther from the eye may require longer focusing time.
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6.4 The Function of Object-Eye Intersection Detection

The function works on the principle of finding the intersection between the points
of the rough object model and an “eye”. A ray is built between two points; if the ray
hits an object, an “eye” does not see this point. If an “eye” sees at least one point of
the object, then the entire object is visible.

The action pattern analysis is performed from the researcher’s point of view. It
is important to emphasize that in order for the agent to describe already performed
activities according to his own pattern (Fig. 4), the subject in question must leave
his previous activity point and move to a new point that is external in relation to
both already performed actions and the future projected activity. This is called the
first level reflection: considering the agent’s previous position, his new point will be
called the reflexive one, and the knowledge generated in itwill be reflexive knowledge
since it is taken in relation to the knowledge developed in the first point. The above
reflexive output scheme will be the first abstract model characteristic of reflection in
general.

The second position possibly assumes a full imitation of the agent’s behavior,
when a researcher tries to think and act as close as possible to the agent’s thoughts
and actions using the model obtained in the first point. This approach allows under-
standing at an intuitive level the essential but unconscious aspects of the modeled
agent’s thoughts and actions, thus to refine a model. Modeling from the third point
is to observe the modeled agent’s behavior as a disinterested observer. The third
point assumes constructing a model of a mode of action from the point of view of a
specific scientific discipline related to the agent’s subject domain. The fourth position
presupposes an intuitive synthesis of all received ideas in order to obtain a model
with maximum values of specific value indicators by a result and efficiency.

This approach involves implicit and explicit information. It is possible that the
agent knows or understands the essence of some activity but is not able to perform
it (conscious incompetence). Conversely, the agent is able to perform some actions
well but does not understand the way to do them (unconscious competence). Having
a perfect command of skill implies both the ability “to do what you know” and the
ability “to know what you do”. Nevertheless, many behavioral and psychological
elements that ensure the success of agents’ actions remain unconscious and only
intuitive. As a result, they are unable to describe the mechanisms of any abilities
directly. Moreover, some agents deliberately avoid thinking about what they are
doing and how they are doing it due to fear that this knowledge will interfere with
intuitive actions. Therefore, one of the modeling goals is to identify unconscious
competence, and make it conscious in order to understand it better, improve and
transfer a skill.

Cognitive and behavioral competences are modeled either “implicitly” or “explic-
itly”. Implicit modeling involves taking the second point in relation to the subject
of modeling in order to achieve an intuitive understanding of the subjective experi-
ences of a given person. Explicit modeling involves taking the third point in order to
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describe an explicit structure of themodeled agent’s experience so that it can be trans-
mitted to others. Implicitmodeling is primarily an inductive process for accepting and
perceiving the structures of the surrounding world. Explicit modeling is a deductive
process for describing and implementing this perception. Both processes are neces-
sary for successful modeling. Without an implicit stage, there can be no effective
intuitive base for building an explicit model. On the other hand, without an explicit
phase, the modeled information cannot be translated into techniques or means and
be transmitted to others. Implicit modeling itself helps a person develop personal,
unconscious skills in relation to the desired behavior (this is how young children
usually learn). However, creating a technique, mechanism or skill that can be taught
or transmitted to others, requires explicit modeling.

Experimental studies involved relatively simple behavioral and cognitive patterns
models, for example, when controlling an autonomous underwater vehicle, assessing
the combat readiness of special reaction forces, and others. The implementation
of the proposed procedures has resulted in models with synthesized: (a) intuitive
understanding of the agent’s abilities, (b) direct observation of the agent’s work, and
(c) researcher’s explicit knowledge in the agent’s subject domain.
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