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Preface

The main focus of cyber-physical systems development is related to improving
approaches for its modelling and control. New types of systems combining physical
and digital components as well as everywhere data collecting push to rethinking
about procedures for creating, controlling, maintenance, and support during all
lifecycle. The contribution of the book is in presenting scientific research results in
the field of applications for cyber-physical systems design and intelligent control in
different domains.

The book contains 28 original chapters where authors discuss the results cov-
ering both theoretical and practical aspects. The part Cyber-Physical Systems
Modelling includes chapters with fundamental scientific research improving the
design stage of cyber-physical systems. The part Cyber-Physical Systems
Intelligent Control covers theoretical impacts to control theory regarding systems of
Industry 4.0. Excellent results for space cyber-physical systems presented in the
third part of the book named Modelling and Intelligent Control for Space
Exploration. The last part discusses interesting results on the implementation of a
novel design approach and intelligent control approach for such domain as hybrid
electric vehicle design, design of agriculture robots, telecommunication systems,
aircraft manufacturing, complex equipment control, and so on.

The book is directed to researchers and practitioners in artificial intelligence and
machine learning, as it describes results that can be applied in cyber-physical
systems design and intelligent control.

Edition of the book is dedicated to the 130th Anniversary of Kazan National
Research Technological University and the 35th Anniversary of Computer-Aided
Department at Volgograd State Technical University. Also, it is technically sup-
ported by the Project Laboratory of Cyber-Physical Systems of Volgograd State
Technical University.

Volgograd, Russia Alla G. Kravets
St. Petersburg, Russia Alexander A. Bolshakov
Volgograd, Russia
January 2021

Maxim Shcherbakov
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Numerical Simulation of Distributed
Devices for the Processing
of UltraWideband Information

Sergey L. Chernyshev and Igor B. Vlasov

Abstract A mathematical model of a smooth irregular line with distributed param-
eters is considered, on which ultra-wideband information is recorded in the form of a
change inwave parameters. The numerical solution of the differential equationmakes
it possible to determine the law of this change. As a result, when an ultra-wideband
signal is input to such a line, the reflected signal carries the recorded information.

Keywords Ultrawideband signal · Irregular distributed line · Wave parameters ·
Reflection coefficient · Numerical solution · Mathematical model

1 Introduction

Ultrawideband (UWB) technologies are gaining increasing application [1–7]. The
relative frequency band of ultra-wideband signals exceeds 50% [8]. The IEEE
802.15.4a/b standard provides ultra-wideband wireless communications at speeds
up to 500Mbps [9, 10]. UWB devices are also used when processing signals in radar
[11, 12] and when creating antennas [13–15]. In these cases, it is possible to use
digital processing if the frequency band occupied by the signal allows the use of an
ADC. In the case of a wider frequency band, when such ADCs do not exist, either a
stroboscopic signal processing method or UWB irregular distributed lines are used,
on which the necessary information is recorded. The characteristics of such lines are
formed on the basis of cyber-physical principles, due to distributed parameters [16].
Such lines must be synthesized according to a given frequency dependence of the
reflection coefficient [17]. However, one of the main difficulties in creating devices
on such lines is the need to solve a differential equation that describes such lines [18].
This equation has the form of Riccati and does not have a general analytical solution.
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In the particular case, after presentation through power series [19], this solution can
be found, however, a direct solution to this equation is possible only numerically.
This chapter is devoted to this numerical solution and numerical simulation.

2 The Differential Equation of an Irregular Line

Figure 1 shows the dependence of the wave parameters (ρ(x)—wave resis-
tance, β(x)—propagation constant) on the longitudinal coordinate in an irregular
distributed line. An electromagnetic wave propagating along this line receives
numerous reflections, and as a result, a reflected wave is formed that carries
information about the line configuration.

Creating of the necessary configuration allows to record information on the line
that the incident ultra-wideband signal will read. When information is entered into
the incident signal, its corresponding processing in such a line will occur. However,
to record information on an irregular line, it is necessary to develop a method for
synthesizing this line, as a result of which the desired dependence is found. Infor-
mation recording consists in providing the required frequency dependence of the
complex reflection coefficient from the input of the line. For such a synthesis, it was
required to find the dependence of the internal parameters of the irregular line with
this reflection coefficient. The conducted studies consisted in finding a mathematical
model of an irregular line in the form of a differential equation. For such a synthesis,
it was required to find the dependence of the internal parameters of the irregular
line with this reflection coefficient. The conducted studies consisted in finding a
mathematical model of an irregular line in the form of a differential equation.

A Riccati-type differential equation describing an irregular non-dissipative
transmission line has the form [18]:

∂ ln(∂F11(ω, x)/∂S11(ω, x))

∂S11(ω, x)
= 2

(
1

S∗
11(ω, x)

− S11(ω, x)

)−1

, (1)

where S11(ω, x)—is the reflection coefficient from the input of the line with a length
x ,ω—is the circular frequency, F11(ω, x)—is the function depending on the internal

Fig. 1 The dependence of
the wave parameters of an
irregular line from the
longitudinal coordinate
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parameters of the line:

F11(ω, x) =
x∫

0

N (y) exp

⎡
⎣−2 j

y∫
0

β(ω, z)dz

⎤
⎦dy,

where N (x) = 1
2
d ln ρ(x)/ρ(0)

dx —the so-called local reflection function.
Equation (1) represents the differential equation at the partial complex variable. In

this case, the variable depends on two arguments, of which the argument ω is fixed,
and the differentiation of functions is carried out by the argument x . Equation (1)
can be converted into the following form, more convenient for synthesis:

∂2F11(ω, τ)

∂S211(ω, τ)
= 2S∗

11(ω, τ)

1 − |S11((ω, τ))|2
∂F11((ω, τ))

∂S11((ω, τ))
. (2)

Differentiation of complex functions in this equation is carried out in a new private
argument

τ = 2x/V f (x),

where V f (x)—is the phase velocity of the wave propagating in the line. With this
definition, the variable represents the delay time of the wave reflected from the cross
section of the irregular line with coordinate x.

The general form of the solution of Eq. (2) has the form

F11(ω, τ) =
τ∫

0

∂S11(ω, t)

∂t
exp

⎡
⎣

t∫
0

2S∗
11(ω, υ)

1 −
∣∣∣S2)11(ω, υ)

∣∣∣
∂S11(ω, υ)

∂υ
dυ

⎤
⎦dt. (3)

This expression implies integration and differentiation with respect to the current
coordinate, while the integrands assume knowledge of the line configuration, which
is not possible in advance. This fact leads to the need for a numerical solution and
the development of an appropriate synthesis algorithm.

3 Description of the Algorithm

The algorithm assumes the following sequence of actions.

1. The search for the necessary line configuration is carried out as a result of
synthesis. The criterionof optimality is to provide input line reflection coefficients
S11(ωn, θ) given at reference frequencies ωn with a given accuracy.

2. The solution to Eq. (2) is to find the function F11(ω, τ)|τ=θ , where θ =
2L/V f (L)—double wave delay at full line length L.
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3. This function, as shown in [17, 18], allows one to find the function of local line
reflections through the inverse Fourier transform:

4. N (τ ) = 1

2π

∞∫
−∞

F11(ω, θ)e jωτdω, τ = [0; θ ]. (4)

5. The necessary law for changing the wave resistance of an irregular line that
implements a given frequency dependence of the complex reflection coefficient
S11(ω, θ) is determined as follows:

6. ρ(τ) = ρ(0)e
2

τ∫
0
N (t)dt

.

Thus, the described algorithm for synthesizing an irregular line from a given
frequency dependence of the complex reflection coefficient includes a solution to
Eq. (2), which does not have an analytical solution and requires a numerical solution.

In the numerical solution, we use the Newton-Raphson method. When iterating
closer to the solution, the function F11(S11) will take values F11(K )(S11), where k
is the iteration number k = 1, 2, ….. By expanding the function F11(K )(S11) in
a series around the point F11(K−1)(S11)F11(K−1)(S11) and restricting ourselves to a
second-order term, we obtain

F11(k)(S11) = F11(k−1)(S11) + ∂F11

∂S11

∣∣∣∣
k−1

(
S11(ωn, θ) − S11(k−1)

)

+ 1

2

∂2F11

∂S211

∣∣∣∣
k−1

(
S11(ωn, θ) − S11(k−1)

)2
.

If we express the second derivative from Eq. (2), we obtain

F11(k)(S11) = F11(k−1)(S11) + ∂F11

∂S11

∣∣∣∣
k−1

(
S11(ωn, θ) − S11(k−1)

)
⎡
⎣1 + S∗

11(k−1)

1 −
∣∣∣S211(k−1)

∣∣∣
(
S11(ωn, θ) − S11(k−1)

)⎤⎦, (5)

where S11(ωn, θ) is the specified value of the coefficient of reflection from the line
at the reference frequency ωn n = 1, 2, . . . M .

Iterative procedures (5) are carried out at each of the reference frequencies ωn .
For such a solution, it is necessary to set some dependence as the initial depen-

dence N0(τ ). We find this initial approximation based on the equality found in
[19] F11(ω, θ) = e jϕ11(ω,θ)Arth|S11(ω, θ)|, where ϕ11(ω, θ) = arg S11(ω, θ), and
applying Eq. (2). For this line configuration, using chain theory methods we find
S11(0)(ω, τ )—the reflection coefficient from the line of initial.
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Note that the derivative in (5) can be found from expression (3) by differentiating
its left and right parts:

∂F11(ωn, τ )

∂S11(ωn, τ )

∣∣∣∣
k−1

= exp

⎡
⎢⎣

τ∫
0

2S∗
11(k−1)(ω, t)

1 −
∣∣∣S11(k−1)(ω, t)

∣∣∣2
∂S11(k−1)(ω, t)

∂t
dt

⎤
⎥⎦.

The integral in this equation is calculated numerically, since the dependence
S11(k−1)(ωn, τ ), which is the complex reflection coefficient of the line with the length
τ at the (k − 1)-th iteration, is determined for the dependence Nk−1(τ ) that was found
earlier at the same iteration.

The numerical solution occurs relatively quickly, at 3–4 iterations, which is
explained by the choice of a good initial approximation, which is so necessary for the
Newton-Raphson method, which is one of the fastest among nonlinear optimization
methods.

The optimality criterion for this algorithm is to minimize the residuals and fall
into the acceptability region

∑N
n=1

∣∣S11(k)(ωn, θ) − S11(ωn, θ)
∣∣2 < ε, where ε = is

the given accuracy.
Figure 2 shows a simplified block diagram of the described algorithm.
After finding the function F11(ω, τ)|τ=θ , we find the local reflection function

N (τ ) using transformation (4). Knowing N (τ ), we find the law of change in the
wave resistance of an irregular distributed line, which allows you to implement the
information recorded on the line.

As an example, Fig. 3 shows the dependence of the width of a microstrip irregular
distributed line on a substrate 1mmhighwith a dielectric constant of 9.8, synthesized
from a given frequency dependence, the amplitude-frequency and phase-frequency
characteristics of which are shown in Fig. 4a, b.

4 Conclusion

The distributed nature of irregular lines implementing the cyberphysical principles of
processing ultra-wideband information required the solution of a non-linear Riccati-
type equation and the implementation of an algorithm for its numerical solution.
Such a numerical model made it possible to synthesize irregular lines in order to
record the necessary ultra-wideband information.

The information that must be recorded on an irregular line is the aforemen-
tioned frequency dependence of the complex reflection coefficient S11(ω, θ), which
provides the conversion of the signal incident on the line.

So, if the spectrum of the incident ultra-wideband signal is equal a(ω), then the
reflected signal will have a spectrum b(ω) = S11(ω)a(ω), and in the time domain
the signal b(t) = ∫ t

0 g11(τ )a(t − τ)dτ will be reflected, where g11(t) is the impulse
response of the reflection line. The synthesis of such irregular lines based on the
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Fig. 2 The simplified
scheme of the algorithm

Fig. 3 The dependence of
the width of the synthesized
microstrip line
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numerical solution of differential Eq. (2) allows the processing of information of
ultra-wideband signals.
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Fig. 4 Frequency
dependences: a
amplitude-frequency,
b phase-frequency
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Significant Uniformity Digital Models
on the Set of Probabilistic Points

Valery Kuznetsov , Valery Pesoshin, Artyom Gumirov,
and Darya Shirshova

Abstract The applicability of the statistical method for determining the significant
homogeneity of binary sequences under probabilistic moments of any finite order
for solving problems of mathematical modeling of stochastic objects is proved.
Approaches to the construction of the homogeneity criterion in the framework of
various ways of setting probabilistic moments are described. Significant differ-
ences between the Central probabilistic moments’ initial decompositions for systems
of random events of homogeneous character and digital models of processes are
revealed. Brief theses of methods for finding the critical length of samples within
which binary sequences have significant homogeneity over the specified raw or
central probabilistic moments are presented. Areas of application of the concept
of homogeneity of random sequences in classical simulation and creation of objects
of cyber-physical systems are noted.

Keywords Simulation · Probabilistic moment · Raw moment · Central moment ·
Significant homogeneity · Homogeneity criterion · Cyber-physical system

1 Introduction

Traditionally, methods of statistical testing and simulation modeling in modern
settings [1] require the formation of multi-dimensional ensembles of random
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sequences both in terms of the power of the set-theoretic representation in the space
of discrete States, and in terms of the complexity of distributions of durations of
all components in the clock time dimension [2, 3]. In response to the development
of the theory and expansion of the practice of machine experiments in all areas of
activity of individual societies and society as a whole, the phenomenon of global
digitalization has emerged. This was reflected in the info-communication activity of
a person in the areas of management, maintenance, design, production, and opera-
tion of cyber-physical objects, which was formed by the concept of “industry 4.0” [4,
5]. Typical, however, biased by the concepts of “digital doppelganger” and “digital
shadow” had well-known components of the simulation experiment in the form of
digital models of objects and processes oriented to modern technology development
and production implementation of business projects. The mentioned paradigm of a
symbiosis of applied modeling and production organization significantly increases
the requirements for the adequacy of similarity to real objects and processes that
exhibit, as a rule, random behavior [6–8]. The resulting uniqueness of the necessary
probability and correlation properties of processes forces developers of computer
simulation experiments to select programs that are adequate to these algorithms or
develop new ones.

The simplest ways to meet the requirements of the problem setters are imple-
mented by the developers of the machine experiment by selecting a minimum set
of sequences based on the Bernoulli independent test scheme. Technically, this is
achieved by implementing deterministic algorithms for obtaining pseudo-random
numbers [3, 9, 10] or hardware generation of truly random sequences [9, 11–14],
which reproduce the known postulates of Golomb S.W. [9, 15], which approximate
the artificial nature of the generated sequences to the ideal model of a random signal
like “white noise” [11, 12, 14].

Kolmogorov A. N. and Uspensky V. A. gave a strict mathematical form for
describing the Bernoulli properties of binary sequences [16]. They defined three
properties of randomness in terms of set-theoretic representation and algorithmic
computability: typicality, randomness, and stochasticity. Understanding the General
sample as a sequence of infinite length, the authors of the algorithmic randomness
theory attributed these three properties to a particular sample in the form of a chain
of finite length as a fragment of an infinite sequence.

Parallelization of algorithms for pseudo-random sequence generators by orga-
nizing multi-core, vector, cluster, and multiprocessor processing certainly reduces
the time costs of simulation, but it comes at the cost of hardware resources of very
expensive computers. The question arises, is it not possible to use the finiteness factor
of samples of simulating sequences to simplify the algorithms for their formation
and, due to this, combine several different sequences into one?

Indeed, the shorter the sample, the wider the dispersion spread of statistical esti-
mates of probabilistic parameters of different random sequences, among which it
is possible to establish the fact of indistinguishability of two or more samples with
lengths not exceeding a certain critical value, with a given confidence.
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2 Statistically Significant Sequence Uniformity

The task of determining the homogeneity of two sequences of probabilistic-statistical
nature 〈a〉 and 〈b〉 the selected qualifying parameters is set. These parameters can be,
for example, themathematical expectations of the base and alternative sequences (BS
and AS). For binary sequences, they coincide with the probabilities of occurrence of
one, respectively, Pa and Pb. We show the universality of the probability of elemen-
tary and complex events as a qualifying parameter when testing for homogeneity in
moments of not only the first but also higher finite order.

The main independent variable n is the length of the partial retrieval. The simu-
lation model takes the probability from the BS Pa in the form of statistical estimates
at the time of implementation of the n model tact, i.e. Pa → P∗

a (n). Same for AS:
Pb → P∗

b (n). We provide for restrictions of the form τmax when investigating
the homogeneity of autocorrelation properties, via second-order moment functions,
and a limit nmax for n. From the conditions of the paradigm adopted in machine
modeling of a particular class of stochastic objects, a typical level of significance of
the homogeneity criterion α is set, as the probability of an error of the first kind.

The approach used in nonparametric criteria [17–19] is based on calculations of
empirical statistics that are directly proportional to the average values of discrepan-
cies of qualifying parameters and inversely proportional to the value of the variance
spread of estimates of discrepancies. The final procedure of the criterion is to test the
hypothesis of homogeneity by comparing the value of the obtained statistics with a
critical level that takes into account the specified significance.

This problem provides for multiple tests of hypotheses based on statistics in
the form of the ratio of functions of the expected differs in probability estimates
�P∗ → P∗

a (n)− P∗
b (n) and the estimate of the standard deviation of this difference

depending on n, i.e.

temp(n) → M∗
�P∗(n)

/√
D∗

�P∗(n) (1)

The empirical material for this statistics is provided by forming a sufficient set of
samples of elements of the difference sequence of the form:

〈d〉n = 〈a〉n − 〈b〉n, (2)

length n in ascending order from 1 to nmax. The obtained numerical values (1) are
compared with some critical value tcr (α) that gives basis to accept or reject the null
hypothesis H0 about the homogeneity of the tested objects or, rejecting it, chooses a
competing hypothesis H1, according to the conditions:

{ ∣∣temp

∣∣ < tcr, H0, max
⌊
n
(∣∣temp

∣∣ < tcr
)⌋ = ncr ,∣∣temp

∣∣ ≥ tcr , H1, n = 1, nmax .
(3)
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The meaningful result of the test is: “Both sequences on the sample length ncr =
max

⌊
n
(∣∣temp

∣∣ < tcr
⌋
(or at least nmax) are statistically homogeneous (belong to the

same General population) with a degree of significance α”.
Let’s consider the applicability of classical probabilistic moments of finite orders,

paying special attention to binary structured digital models of processes in the form
of binary sequences.

3 Raw Probabilistic Moments

It is accepted [17, 18] to represent the raw probability moment of order r of a discrete
random variable A as

νr (A) =
u∑

i=1

ari · pi , (4)

where u is the number of discreteness levels, pi—is the probability of taking the
value A of ai—level, and the order of r is defined on the set of natural numbers.

The minimum value u = 2 corresponds to the binary character of the value A.
Reducing by unit both summation limits in (4) and defining the alphabet ai ∈ {0, 1}
for i = 0, 1, we present the following probability distribution: P{A = 0} = p0 and
P{A = 1} = p1.

If to put 0r = 0 and 1r = 1, then it is true for any arbitrarily high finite order r in
the form of a natural number:

νr (A) = ν1(A) = M[A] and M[A] = P{A = 1} = p 1. (5)

The system of k random discrete quantities A1, A2, . . . , Ak of the multilevel type
(u > 2) is characterized by a mixed raw moment

νr (A1, A2, . . . , Ak) =
u−1∑
i1=0

u−1∑
i2=0

· · ·
u−1∑
ik=0

ar11 i1a
r 2
2 i2 · · · arkk ik pi1i2...ik , (6)

where r = ∑k
j=1 r j is the order of the moment r j as the sum of the r j orders of the

system elements A j .
For a system of random binary quantities (at u = 2), the fixation of elementary

components r j = 1 for all j = 1 , k is obvious, which ensures that the dimension
of the system is equal to its order, i.e. r = k. Then the mixed raw moment [20] of
the binary system can be expressed based of the expression (6) in the form

νr (A1, A2, . . . , Ar ) =
1∑

i1=0

1∑
i2=0

· · ·
1∑

ir=0

a1 i1a2 i2 · · · ar ir pi1 i2...ir
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or throughmathematical expectation and probability of occurrence of a set of r units:
νr (A1, A2, . . . , Ar ) = M[A 1 A2 . . . Ar ] and

M
[
A 1 A2 . . . Ar

] = P{A1 = 1, A2 = 1, . . . , Ar = 1} = p11...1. (7)

The described moment is focused on single values of binary variables. However,
along with the moment of the form (7), raw moments that allow inverse values of
binary variables have the right to be used independently, for example, for r = 4:

ν4
(
A1, Ā2, A3, A4

) = P{A1 = 1, A2 = 0, A3 = 1, A4 = 1} = p1011. (8)

Such binary combination systems and corresponding r -order probabilistic
moments in 2r quantity form a complete group of events.

4 The Relation Between Central Probabilistic Moments
and Raw Moments

The simulation model, as an object of using random sequences, may require unifor-
mity, not for the raw, but the central probability moment of the r th order of the
general form μr (A) = ∑u

i=1

(
ai − ν1

)r
pi [14, 18]. In this case, binary forms of

elementary variables in the central moment event μr (A) = ∑1
i=0

(
ai − ν1

)r
pi do

not allow one to reduce the homogeneity testing procedure to the same simple and
technological actions with probabilities, as is achieved when specifying qualifying
parameters by raw moments. However, using the expression of the central moment
via the mathematical expectation operator μr (A) = M

[
(A − ν 1)

r
]
, it is possible to

obtain its decomposition into some raw moments of r th and smaller orders. So, in
the literature on probability theory [17, 18], examples of decomposition of several
central moments of small order into raw ones are given:

μ2 = ν2 − ν2
1 , μ3 = ν3 − 3ν1ν2 + 2ν3

1 , μ4 = ν4 − 4ν1ν3 + 6ν2
1ν2 − 3ν4

1 . (9)

The general expression of the central moment through the raw is well known:

μr =
r∑

s=0

(−1)sCs
r νr−sν

s
1. (10)

In this case, randomevents in the abstract formof the probability-theoretic descrip-
tion assume full equality with each other, i.e. each element of the system experiences
interdependence of all the others.

To processes the events of interest to us A j , where j = 1, r , are separated
by unidirectional discrete time τ, which disciplines the formation of a system of
random binary quantities in the form of a chain A1 −→ τ A2 −→ τ . . . , −→ τ Ar .
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Also, for the completeness of the description of the sequence property by mixed
probabilistic moments, it is necessary to introduce time distance control factors in
the form of shifts of elements relative to each other bymultiples of τ steps. One of the
options for setting non-analyzed positions of binary combinations is implemented
by the condition’s validity r j = 0. However, in this case, the binary alphabet of the
sequence elements for the raw moments will trigger a formally undefined “zero to
zero degree” action. To eliminate uncertainty, we change themembership r j from the
set of natural numbers (in particular, from a fixed value of 1) to the set of non-negative
integers 0 and 1, which will allow us to mean 00 = 1 and 01 = 0.

Mutual relations between the events of the sequence are determined by different
time distances (τ, 2τ, 3τ, . . .), which violates their equal relations. However, a
General representation of the sequence, as in the case of the formation of sets of
abstract events decomposition of the central moment of r th order according to the
formula (10), helps single (C0

r = 1) joining the initial point νr = p 11...1︸︷︷︸
r

of the same

order as the term. So, for example, under r = 2 this ν2 = p 11. The formal invariance
of the decomposition (10) also has the last two terms s = r −1, r in the form, which
gives an invariable (r − 1)-multiple occurrence of the r th degree of probability of
appearance of 1 with a minus sign or plus sign depending on the parity/odd order of
r . For example, for r = 3 this 2p31, and r = 4 gives −3p41.

5 Analysis of Decompositions of Central Moments
into Raw Moments for Binary Sequences

The insufficiency of describing the central moments of the sequence in (9) and (10)
is manifested in r ≥ 3 and 1 ≤ s ≤ r − 2. In these cases, it is necessary to include
no more than (Cs

r − s−1)-multiple probabilities of combinations of binary variables
collected in the system of elements with the organization of step time skips that
violate the density of the set of analyzed variables.

The introduced redefinition of elementary orders with r j = 1 on r j ∈ {0, 1}
allows setting the product r1 · r2 . . . r j . . . rr = 1 for dense r th-sets and the product
r 1 . . . r 2 . . . r j . . . rr = 0 for sparse ones. The general form of formulas for deter-
mining mixed moments, both raw and central, to binary values r j and A j , is
represented as:

νr ′(A1, A2, . . . , Ar ) =
2r−1∑

〈i1 i2...ir 〉=0

r∏
j=1

a
r j
j i j
pi1i2...ir = M

[
Ar1

1 Ar2
2 . . . Arr

r

]
, (11)

μr ′(A1, A2, . . . , Ar ) =
2r−1∑

〈i1 i2...ir 〉=0

r∏
j=1

(
a j i j − ν1

)r j pi1 i2...ir = M
[
A

◦r1
1 A

◦r2
2 . . . A

◦rr
r

]
,

(12)
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where 〈i1 i2 . . . ir 〉—is r th-bit binary integer; r ′ = ∑r
j=1 r j is the partial (actual)

order of the moment as the sum of unit values r j ; A ◦
1, A

◦
2, . . . , A◦

r is centered values
A 1, A2, . . . , Ar relative to the general expectation ν1 = p1. Each zero value r j

removes an element A j (or A◦
j ) from the complex combination, increases the time

space between the remaining elements by one step, and reduces by unit the actual
order of the entire probability moment within 1 ≤ r ′ ≤ r .

For example, when r = 3 the second term in the expansion (10) for μ3 causes a
3-fold occurrence ν2. For an abstract event system A j−1, A j, A j+1, this situation
is provided by the combinations A j−1 A j , A j A j+1 and A j−1 A j+1. In a sequence
(if it is stationary), the first two combinations give a component 2p 11, the third
combination corresponds to the raw moment of the second order, which is generally
different from the moments of the first two combinations of the same second order.
Let’s denote this rawmoment p 1 · 1 as the probability of coincidence of two variables
by 1, separated by two steps of the sequence implementation in discrete time due to
the determine of r j = 0.

It is easy to show that the real randomvariable A is equivalent to an abstract system
A1, A2, . . . , Ak of equal events if the binary alphabet applies to them. According to
(5), the expression νr = p 1 is true on condition that r ≥ 1. Then the decomposition
(10) of central moments into raw ones will be written in the following probabilistic
form:

μr = p1

[
1 +

r−1∑
s=1

(−1)sCs
r p

s
1

]
+ pr1. (13)

Specific types of relationships of the central probabilistic moments of the first
four orders with the rawmoments for the binary variable and for r th binary sequence
systempresented inTable 1. The table shows that these expansions differ significantly
for r ≥ 3 with terms written in sums at positions between p1 or p 11...1 and (r − 1)pr1.

To numerically determine the central moment of the r th order of a binary
sequence, you need to find all 2r−1 the raw moments of partial orders from 1
to r . For example, for r = 4 you need to determine 24−1 = 8 probabilities

p 1111︸ ︷︷ ︸
ν4

,

−2︷︸︸︷
p 111 , p 1 · 11 , p 11 · 1︸ ︷︷ ︸

ν3

,

3︷︸︸︷
p 11 ,

2︷ ︸︸ ︷
p 1 · 1 , p 1 · · 1︸ ︷︷ ︸

ν2

,

−4→ −3︷︸︸︷
p 1︸ ︷︷ ︸
ν1

and in multiple

Table 1 Expression of central moments through raw moments (r = 1, 4)

μr For binary A For binary system A1, A2, · · · , Ar

μ1

μ2

μ3

μ4

0,

p1 − p21,

p1 − 3p21 + 2p31,

p1 − 4p21 + 6p31 − 3p41

0,

p11 − p21,

p111 − (2p11 + p1 · 1) p1 + 2p31,

p1111 − (2p111 + p1 · 11 + p11 · 1) p1

+ (3p11 + 2p1 · 1 + p1 · ·1) p21 − 3p41
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Table 2 Binary combinations of complex events in determining the relation between the raw

moments and the central moments for r = 2, 6

r Partial order r ′ = 1, r

1 2 3 4 5 6

2 1 11 – – – –

3 – 1 · 1 111 – – –

4 – 1 · ·1 1 · 11
11 · 1

1111 – –

5 – 1 · · · 1 1 · ·11
11 · ·1
1 · 1 · 1

1 · 111
11 · 11
111 · 1

11111 –

6 – 1 · · · ·1 1 · · · 11
1 · ·1 · 1
1 · 1 · ·1
11 · · · 1

1 · ·111
1 · 1 · 11
1 · 11 · 1
11 · ·11
11 · 1 · 1
111 · ·1

1 · 1111
11 · 111
111 · 11
1111 · 1

111111

quantities include them into μ4 as summands and subtracts (see upper brackets),
which indicates that the well-known representation (9) and in General form (10)
does not apply to the considered sequential events.

Sets of characters 1 and indeterminate characters (marked with dots) that form
the necessary complex events of the sequence for determining the raw moments that
are included in the central moment up to the 6th order are shown in Table 2. The
central moment μr , along with νr = p11...1, includes sets of all smaller orders.

The Central point μr , along with νr = p11...1, includes sets of all smaller orders.

6 Formation of Complex Events for a Criterion
of Homogeneity

It should be emphasized that the homogeneity criterion for probabilistic moments
does not require calculating the numerical values of the moments, for example, in
the form of estimates of the corresponding probabilities.

According to the selected first probabilistic moment it is sufficient to form a
difference sequence type 〈a〉n − 〈b〉n = 〈d〉n (2) of identically formed groups of
elementary random variables BS and AS and to form a number of statistics (1)
criterion of homogeneity for all partial sample of dimension n from to a critical value
using mean values and standard deviations of the set of partial sums of the elements
of the difference 〈d〉n . It is algorithmically obvious to use the described probabilities
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of elementary and complex events ν1 = p1 and νr = P{A1, A2, . . . , Ar } as raw
probabilistic moments of finite order as qualifying parameters Pa or Pb statistical
criteria defined by expressions (1)–(3).

Sequentially generated randomsamples A j−1, A j, A j+1 . . . that takebinaryvalues
are combined by conjunction into groups that form complex events (7) and/or (8),
taking into account the delays between them and inversions. Examples of hardware
formation of 4th order events for representing the raw moments are shown using the
diagrams in Fig. 1.

Sample testing steps. Given the order r and a specific type of raw probability
moment, we determine the necessary transformation function of the form (7) of
both sequences based on the operations of shifts, conjunctions, and, in the necessary
cases for the form (8), inversions. The probability of the resulting combinations of
binary variables represents the specified starting point. From the sequences of events
received from both test sequences, we form a difference sequence, the elements of
which are used as input data for the statistical criterion. We perform a series of
iterations to calculate statistics, the values of which are compared with the critical
level, forming tests of hypotheses. The result of these iterations is a chain (3) of
accepting the null hypothesis, classifying the homogeneity property of the tested
sequences with a given significance by a given raw probability moment.

Using the mathematical expectation operator (11), we obtain a decomposition of
a givenmixed central moment of r th order into a set of rawmoments 2r−1, the type of
which is defined in Table 2 as the contents of cells with single sets of partial orders.
We define all the necessary functions for converting the types of raw moments with
the dimension of partial orders from 1 to r that are included in the given central
moment. We carry out the necessary number of iterations of statistical calculations
for all generated raw moments using the above method. As a result of the complete
series of test iterations, a set of values of critical lengths is formed, the minimum
value of which is the desired critical value. Outside of it, the test sequences are
interpreted as non-uniform for a given central probability moment.

Fig. 1 The formation of events for the coincidence of straight lines (a), with the participation of
inverse (b) and with the inclusion of indefinite (c) values of symbols
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7 Conclusion

Proofs for the applicability of the statistical method for determining significant
homogeneity to binary sequences for probabilistic moments of any finite order are
obtained.

The choice of the raw moment as the main qualifying homogeneity constraint
allows for a single chain of hypothesis tests. If the central moment is selected, the
criterion operation is significantly complicated by the need to check the homogeneity
for all orders from 1 to r inclusive. The full analytical form of the connection of the
central moment of the r th order with the raw ones for the binary sequence has not
yet been established. However, the logic of filling in the table obtained in the work
2 at the algorithmic level completely replaces the mathematical expression in the
problem of practical implementation of the criterion.

Analyzing the contents of Table 2, it is not difficult to conclude that the central
probabilistic moment of the r ≥ 2 order includes autocorrelation dependencies in
the domain of the argument definition τ = 1, r − 1, provided that the probability
is uniform p1. This allows one to use autocorrelation function values as the initial
qualifying data of the criterion along with probabilistic moments.

The procedure for determining the statistical homogeneity of random sequences
applies both to problems of classical simulation modeling and objects of cyber-
physical systems. Providing a time domain for the existence of significant homo-
geneity in the conditions of given probabilistic moments increases the objectivity of
analyzing the properties of digital models in a comparative comparison of several
business projects in a real full-scale production environment.

Of practical interest are also private hardware solutions for digital specialized
tools embedded in a physical object, such as in [5], to improve the safety of aircraft
control. The material given in the chapter is supposed to be used for the synthesis of
information security tools of the expert system of radio identification “friend-foe”.

The mathematical formulation of the problem of statistical indistinguishability of
digital models of processes in General, with a multi-valued alphabet, can become the
formal basis of the algorithm for significant certification of digital doubles [4]. An
obvious condition is the inclusion of a time factor in the matrix of target indicators
and resource constraints used in the synthesis of digital models at the development
stage, and to maintain their adaptive and predictive abilities during the practical
implementation of the project.
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The Multiplicative-Isolating Principle
of Significantly Nonlinear Mathematical
Models Creation

Rudolf Neydorf, Anatoly Gaiduk, and Nikita Gamayunov

Abstract A new principle of mathematical models creation for the technical and
other objects which are characterized by essential nonlinearity of interdependence of
variables is substantiated. It is shown that the use of special analytical functions with
a number of unique properties for the multiplicative transformation of fragmented
mathematical models that approximate certain parts of the modeled dependencies
allows us to obtain new functions that are analytically isolated in their domain of
definition. The analyticity of these functions makes it possible additively to combine
them into a single analytical function that approximates the simulated dependence
in the entire area of its description. In this case, the total approximation error of the
mathematical model of the studied object does not exceed the largest error of frag-
mentary approximating functions. The unique properties ofmultiplicatively isolating
functions provide an almost “seamless” additive union of fragments. This chapter
is dedicated to the study and proof of these properties, which are illustrated by
examples.

Keywords Nonlinear dependence · Mathematical model · Experimental data ·
Approximation · Analytical function · Multiplicative isolation

1 Introduction

Modern control systems for various processes and technical objects are usually
created based on their mathematical models (MM). This approach, in particular, is
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characteristic when using analytical methods for the synthesis of control systems [1–
4]. Currently, such analytical methods are widely used as linearization by feedback
[5, 6], the passification method [7–9], the trajectory-positional approach [10, 11],
the method of quasilinear models [12], and the Jordan controlled form method [13]
and others. In these cases, the required control law is found by solving some systems
of equations that are created on the basis of the requirements for the synthesized
system taking into account the control object’s MM properties. However, analytical
methods of synthesis can be implemented if only the object MM is analytical, i.e.
the functions of its equations are continuous and differentiable. This requirement is
due to the fact that each analytical method for the control systems synthesis implies
some mathematical transformations possibility of the MM equations of both objects
and control systems.

On the other hand, themodern systems quality requirements have increased so that
they can be satisfied only taking into account the nonlinearities that are inherent in
almost all controlled objects. Therefore, theMM of real control objects are nonlinear
[12–14]. Most often, these MMs are determined experimentally by applying some
test actions to the object and fixing its reaction to these actions. The tables obtained as
a result contain experimental point data on the dependence of the object’s variables
from the trial actions and other variables. Very often, these dependencies are very
complex and cannot be described quite accurately by continuous analytical functions
in the entire range of arguments. They have a pronounced fragmentary character, and
neighboring fragments can have different slopes and curvature [14, 15].

Therefore, to obtain MM, these data are approximated at separate intervals by
changes in variables by suitable analytical functions. However, the fragmented MM
of the nonlinear object obtained in this way is not analytical, which does not allow
the use of most of the known methods for the nonlinear controls synthesis.

An example of such a two-dimensional nonlinear dependence f (x1, x2), having a
fragmentary structure with respect to the variable x1, is shown in Fig. 1. As seen here
in the interval x1 ∈ [0 ÷ (4 − 0, 333x2)] derivative ∂ y/∂ x1 is positive, and when
x1 ∈ [(4 − 0, 333x2) ÷ 6] this derivative is negative, i.e. at the boundary of these

Fig. 1 Two-dimensional
dependence y = f (x1, x2)
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Fig. 2 Function fragment
f 0(x)

intervals there is a “kink” of nonlinearity. In such cases, methods are used that can
describe the “kink” with the necessary accuracy. The simplest and most effective is
the piecewise (fragmentary) description [14], which provides any accuracy.

In Fig. 2 shows a fragmentary description y = f0(x)[1(x − 1.5) − 1(x − 3)] of
the nonlinearity of one variable x by some function f 0(x), but only on the interval
1.5 ≤ x ≤ 3. Here, step function 1 (x) is used, but it is not differentiable, therefore
the MM is nonlinearity (Fig. 2) but is not analytic, since it has gaps in the deriva-
tives on the points of the fragments joining, that excludes a possibility of analytical
transformations of such models. The spline approximation also gives a fragmentary
description, but it is also inconvenient for analytical transformations of MM [14,
15]. In addition to the “fragment-oriented” methods, methods are known that are
oriented to the construction of analytical MMs: regression analysis [16], polynomial
decompositions [17], methods of radial basis functions [18], and others. But they
do not provide the necessary accuracy for approximating nonlinearities with kinks,
gaps, and multi-extremums.

In order to overcome these difficulties, Professor R.A. Neydorf developed a
multiplicative-isolating principle for the MM creation of essentially nonlinear
controlled objects. The algorithmic basis of this principle is the original multiplica-
tively isolating function (MIF) developed by him. It allows one to obtain a common
analytical MM of the controlled object using the Cut-Glue approximation method,
which provides an additive “seamless” combination of fragments of experimental
point data [12, 19, 20].

The aim of this work is to study the properties of MIF as the core of the
multiplicative-isolating principle of creating essentially nonlinear MMs.
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2 Multiplicative-Isolating Principle

The multiplicative-isolating principle is a fundamentally new approach to solving
the problem of approximating experimental data, which, due to significant nonlin-
earity, need fragmentation to achieve the required approximation accuracy. It has
two functionally different stages: the stage of preparation and primary processing of
experimental data, as well as the stage of final processingwith creation of the approx-
imating MM. The experimental data array is split into fragments at the preparatory
stage. Then each fragment is subjected tomathematical description by locally approx-
imating functions. These functions are usually found in the class of analytic func-
tions. The local approximation process is implemented using well-known classical
methods [16–18].

At the stage of final processing, the experimental data undergo a multiplicative
transformation using multiplicatively isolating functions. On the one hand, MIFs
isolate the fragments created at the first stage, and on the other hand, they combine
these fragments into a single analytical function. These operations are schematically

Fig. 3 Point array of experimental data

Fig. 4 Results of multiplicative transformation (1)
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Fig. 5 The resulting single
function F(x)

shown in Figs. 3, 4 and 5. In this case, two fragments are cut from the point experi-
mental data as shown in Fig. 3. Each of these fragments is approximated by a suitable
analytic function (Fig. 4), which are then combined (are glued) into a single contin-
uous function (Fig. 5). These operations are an essential, distinctive feature of the
multiplicative-isolating principle, which determines its approximating capabilities
and uniqueness.

Thus, the processing of experimental data in accordance with the multiplicative-
isolating principle consists in “cutting” them into separate fragments, local approx-
imation of these fragments and then these fragments are glued into a single contin-
uous function with analytical properties. Therefore, the practical implementation of
this principle was called the “Cut-Glue Approximation” (CGA) method. Further we
will consider in more detail the main stages of the multiplicative-isolating principle
implementation.

The initial array of experimental data on a certain object, the model of which must
be created, is represented by point values y(x1) − y(x10), shown in Fig. 3. The entire
array of experimental data does not lend itself to sufficiently accurate approximation
by known methods. This is caused by multi-extremums (minimum at the point x�1

and maximum at the point x�2), and also a rather sharp “kink” of nonlinearity at the
point x�1. Therefore, the array is cut, in this case, into two fragments. Values y(x1) −
y(x�1) refer to the first fragment, and values y(x�1) − y(x10) to the second fragment.

Each of the shown fragments is described with a sufficiently high accuracy by the
analytical locally approximating functions ϕ1(x) and ϕ2(x). This operation corre-
sponds to the application of the well-known piecewise approach to the approxi-
mating nonlinear data problem [14, 16]. However, the paradigm of themultiplicative-
isolating principle is to obtain the final result—MM, in the form of a function with
analytical properties. This condition implies additional steps to combine (glue) the
approximating functions of the selected fragments.

For this purpose, approximating functions of each individual fragment of experi-
mental data is exposed to the isolating transformation. The essence of this transfor-
mation lies in the fact that the approximation created within the limits of the exper-
imental data region limited by the fragment is preserved, and outside the fragment
boundaries the multiplicatively isolating function provides practically zero value.

The result of the isolating transformation is new analytical functions— f (x),
which are formed from ϕ(x) by multiplying each ϕ(x) on a special function E(x):
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f1(x) = ϕ1(x)E1(x), f2(x) = ϕ2(x)E2(x). (1)

This operation determined the use of the term “multiplicatively”. Figure 4 shows
the functions f1(x) and f2(x), obtained as a result of applying the multiplicative
operation (1).

Finally, the functions f1(x) i f2(x) are glued together into one analytical
expression by simple summation:

F(x) = f1(x) + f2(x). (2)

The result of their addition—function F(x), is a single continuous curve, which
is shown in Fig. 5.

As can be seen from expressions (1) and (2), the function Ei (x) performs two
operations simultaneously: (1) multiplicatively selects each fragment ϕ(x), keeping
the values of the approximating function in its definition domain; (2) multiplica-
tively “zeroes out” all values of this locally approximating function ϕ(x) outside the
fragment, forming new multiplicatively transformed functions f (x). This provides
the actual fragment “isolation” ϕ(x) in the experimental data array. Therefore the
function Ei (x) from (1) is called the multiplicatively isolating function.

The transformed functions (1) are independent from each other and from other
fragments. Thus, the operation addition of themultiplicatively transformed functions
f1(x) and f2(x) (2) becomes correct both in the mathematical sense and in the sense
of the multiplicative-isolating principle’s paradigm.

Thus, the multiplicatively isolating function (MIF) is the most essential element
of the multiplicative-isolating principle implementation, so we pass on to a detailed
consideration of its properties.

3 Properties of the Multiplicatively Isolating Function

This function should have the following ideal properties as a means of implementing
the multiplicative-isolating principle. First, it should have a value ideally equal to 1,
on the segment of its argument [xi−1 , xi ], i.e.

∀ x ∈ [
xi−1 , xi

] → E I
i (x) = 1. (3)

Secondly, in the rest of the its definition area, the condition of its values (ideally,
exact zeroing) tending to zero must be fulfilled, i.e.

∀ x : xi−1 > x > xi → E I
i (x) = 0. (4)

Function Ei (x) at the interval boundary points xi−1 and xi should ideally have an
average value between its minimum and maximum values throughout the fragment,
i.e. 0.5. Then, when adding and at the edge points of the segments, values equal to
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1 will be obtained. Therefore, the function E I
i (x) must, in addition to the argument

x , contain additional parameters—area coordinates to be cut out, here called the
“fragment”. In this way

E I
i (x, . . .) = E I

i (x, xl , xr ), (5)

where xl , xr are the left and right fragment boundaries, “cut out” from the exper-
imental data array. Accordingly, function E I

i (x) (5) should ideally be described by
the following conditional-logical expression:

E I
i (x, xl , xr ) =

⎧
⎪⎨

⎪⎩

1, ∀ x ∈ (xl , xr );
0.5, ∀ x = xl , xr ;
0, ∀ xl > x > xr .

(6)

The real function Ei (x) was developed and presented in works [13, 19, 20] and
many others. In the general case, it is described by the following expression:

Ei (x, S) =

[
x − xl +

√
(x − xl)2 + ε2l

]
·
[
xr − x + √

(xr − x)2 + ε2r

]

4 ·
[√

(x − xl)2 + ε2l

]
·
[√

(xr − x)2 + ε2r

] . (7)

The main argument of function (7) is the coordinate variable x , and the set S
contains parametric settings that provide the functional of themultiplicative-isolating
principle.

In the one-dimensional case (x—scalar) MIF (7) contains the minimum number
of parametric settings required for multiplicative processing S = {

si |i = 1, 4
}
. Here

s1 = xl , s2 = xr—left and right boundaries of the approximated fragment; s3 = εl ,
s4 = εr—parameters of the experimental data fragment left and right boundaries
approximation error, respectively.

Settings xl and xr ensure the formation of the one-dimensional fragment bound-
aries when it is “cut out”, and εl = εr—the fulfillment of the conditions for the MIF
existence [19]. The study of function (7) as a multiparameter dependence shows
that it really has all the properties important for the multiplicative-isolating principle
implementation. It should be noted that, provided εl = εr , function (7) has symmetric
left and right fronts of the “cut out” fragment, therefore the function Ei (x, S) with
εl = εr is called “symmetric”. Accordingly, function (7) with εl �= εr is called
“asymmetric” [19, 20].

Let us consider the main features and properties of multiplicatively isolating
function (7):

(1) MIF (7) in the interval (xl , xr ) takes values close to one. Moreover, the prox-
imity of its values to one is effectively adjusted by the parameters εl , εr . In ranges
(−∞ , xl) and (xr , ∞) MIF (7) takes on values as close to zero as desired.
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Moreover, both the proximity of the function value to zero and the proximity to
the edge points are also adjusted by the parameters εl , εr .
This MIF property is illustrated in Fig. 6, which shows the MIF (7) graph at
xl = 14,xr = 21 and at εl = εr = ε. It is clearly seen: the smaller value of ε,

the MIF values in the interval x ∈ (xl , xr ) closer to 1, and if x /∈ (xl , xr ),
then the values of Ei (x, xl , xr , ε) (7) are closer to zero. In this case, the graph
of function Ei (x, xl , xr , ε) (7) is symmetrical about point xsm = 17.5, which in
this case is the midpoint of the interval (xl , xr ).

(2) Function (7) symmetric at εl = εr about the middle of the interval (xl , xr ) and
has a single maximum at point xsm = (xr + xl)/2 [19, 20]. This is also clearly
seen in Fig. 6, where point xsm = 17.5.

(3) At boundary points xl , xr MIF (7) takes a value from 0.25 to 0.5, which, in
turn, depends on the width of the fragment | xr − xl | and value εl , εr [20].

(4) Function (7) of the asymmetric MIF has a single maximum at point xam , which
is shifted to boundary xl or xr , which has a smaller parameter εl or εr . This
MIF property is illustrated in Fig. 7 by graphs E1(x, S) and E2(x, S) where
xl = −0.5, xr = 0.5 and εl1 = 0.1, εr1 = 1.0, εl2 = 0.3, εr2 = 0.01.

Fig. 6 Symmetric MIF with different values ε

Fig. 7 Asymmetric MIFs
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As you can see in Fig. 7, the MIF curves are essentially non-symmetric. The
extremum point xam of function E1(x, S) really shifts towards a lower value εl
or εr . So, if εl1 = 0.1, εr1 = 1.0, then extremum E1(x, S) corresponds to the
point xam = −0.265, if εl2 = 0.3, εr1 = 0.01, then the extremum corresponds
to point xam = 0.403. Extreme function value E(x, S) becomes much less than
1 with an increase in the average value (εl + εr )/2 and approaches to 1 as this
value decreases.

(5) MIF (7) is infinitely differentiable, like any radical-fractional function.

Examples of creating mathematical models based on the multiplicative-isolating
principle can be found in [12, 19] and others.

4 Conclusion

The multiplicative-isolating principle of creation of mathematical nonlinear models
based on experimental data is an effective approach that has no analogues in world
practice. A practical implementation of this principle is the Cut-Glue approxima-
tion method, in which the fundamental properties of the multiplicatively isolating
functions are used. This method is perspective and, that is important, an effective
way of the mathematical description of experimental data, and also the subsequent
creation of analytical models of significantly nonlinear objects. The features of the
multiplicative-isolating principle are considered above allow to solve the problems
of minimization of approximation error and increase in accuracy of the description
of experimental data.

Acknowledgements Chapter is prepared on the results of the projects creation with support of the
RFBR grants No. 18-08-01178\20 in DGTU and No. 19-08-01226 in LLC “SRI MVUS”.
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Abstract The chapter considers an approach to numerical integration of the second
kind nonlinear coupled Schrödinger equation system, written taking into account
second-order dispersion and Raman scattering, which differs from the often-used
approach based on the method of splitting into physical processes. The main advan-
tages of the proposed method are its absolute stability through the use of an implicit
computing scheme, an integrated mechanism for refining the solution at each step;
automatic selection of integration step. Besides, there is a noticeable performance
gain (or time resolution) up to three or more orders of magnitude because there is
no need to produce direct and inverse Fourier transforms at each integration step, as
is required in the method of splitting according to physical processes, which is very
important for cyber-physical systems with minimum time response requirement. An
additional advantage of the proposed method is the ability to calculate the interaction
with an arbitrary number of propagation modes in the fiber.
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1 Introduction

The propagation of light in optical fiber is described by the nonlinear Schrödinger
equation, where the nonlinearity arises due to the Kerr effect. In particular, this is the
task of delivering an ultrashort optical pulse of high power [1–4]. Nonlinearity is also
a problem when transmitting information over long distances with the currently used
modulation formats in fiber optic communication. Directly proportional to a signal
intensity increase, its nonlinear distortions due to crosstalk also increase, which
limits the possibility of restoring the transmitted information at the receiver input
[5–7]. Researchers are faced with the task of compensating for nonlinear effects in
order to provide a high speed of information transfer. So far, two main approaches
to solving this problem have been proposed: the first consists in mitigating nonlinear
effects by special methods [8], the second in special coding of information in the
eigenmodes of the nonlinear channel [9], which is based on the integration of the
nonlinear Schrödinger equation.

The propagation of light, taking into account its polarization dynamics, is
described by theManakov equations, which are valid for modern fiber-optic commu-
nication lines under certain conditions. These equations are a special case of the
Schrödinger equations [10–12].

The most common method for solving the system of nonlinear Schrödinger equa-
tions is the method of splitting into physical processes [13–15], which consists of a
mixed numerical-analytical approach and is a numerical integration of the equation
system. The method of splitting into physical processes is based on the assumption
that when the optical field propagates over a short length, dispersive and nonlinear
effects can act independently [15]. The method consists in the fact that with a small
integration step, it is assumed that the propagation of a perturbation can be divided
into two steps, wherein the first step only non-linear effects act, and in the second—
only dispersion effects. The solution at each step of integration is found as the result of
the inverse Fourier transform of the product of the analytical solution for the linear
term multiplied by the Fourier transform of the nonlinear part, where the Fourier
transform is calculated in the time domain in either case [16].

Thus, the splitting method into physical processes from the point of view at the
numerical methods and finite-difference schemes can be characterized as a method
having the first order of accuracy in the integration step and using data of the previous
integration step to calculate the values at the current integration step. The latter gives
grounds to classify the splittingmethod according to physical processes as an explicit
finite-difference method with all its inherent shortcomings, such as the conditional
stability of a method. The computational complexity of the splitting method into
physical processes is determined mainly by the computational complexity of the
algorithms of direct and inverse Fourier transforms, which must be carried out at
each step of integration.

Replacing the splitting method into physical processes by the method of direct
numerical integration using an implicit finite-difference scheme allows eliminating
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several shortcomings of the splitting method. As the two most important disadvan-
tages, the following should be noted. Firstly, it is an ability to ensure the absolute
stability of the integration method through the use of the implicit finite-difference
scheme. Secondly, this is a reduction in the computational complexity of the method
due to the replacement at each step of the integration of two (direct and inverse)
Fourier transforms by solving a system of linear equations by the sweep method.
The remaining, no less important, but less obvious benefits of the proposed method
of direct numerical integration are presented in the conclusion to the chapter.

2 Formulation of the Problem

A model of a fiber optic channel with distributed nonlinearity and linear distor-
tions due to chromatic dispersion can be represented using the Manakov system of
nonlinear equations [10, 17–19]:

⎧
⎪⎪⎨

⎪⎪⎩

∂E1

∂ξ
= −i · β2

2
· ∂2E1

∂τ 2
+ iγ · 8

9
· (|E1|2 + |E2|2

) · E1 + α

2
· E1

∂E2

∂ξ
= −i · β2

2
· ∂2E2

∂τ 2
+ iγ · 8

9
· (|E1|2 + |E2|2

) · E2 + α

2
· E2

E1 = E1(ξ, τ ), E2 = E2(ξ, τ ) (1)

where ξ—a spatial coordinate along a central axis of the optical fiber, τ—time, E1

and E2—polarizations, each of which is a complex function, i—the imaginary unit,
α, β2, γ—given process constants. Under given boundary conditions in the form:

E1(L , τ ) = E01(τ ), E1(ξ, 0) = E1(ξ,T0) = 0,

E2(L , τ ) = E02(τ ), E2(ξ, 0) = E2(ξ,T0) = 0. (2)

where L—the length of an optical fiber cable, T0—the propagation time. The
boundary conditions at the end of L are specified as functions E01(τ) and E02(τ),
specified in discrete-time samples as values of functions E01(τn) and E02(τn), with n
= τ0 + �τn, �τ = T0/N, n = 0, N.

The task is to find a solution for backscattering, [5] in the form of dependencies:

E1(0, τ) u E2(0, τ), (3)

which can also be determined at discrete points in time.
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3 Equation System

To change from the formulation of the problem (1) in dimensional quantities to
dimensionless quantities, the variables were changed:

x = E1√
P

, y = E2√
P

, t = τ

T0
, z = − ξ

L
, P = |β2|

8
9γ T

2
0

, L = 2T 2
0

|β2| . (4)

where L and T02 are related by L = 2T02/|β2|.
The system of equations in dimensionless quantities will be written as (5):

⎧
⎪⎪⎨

⎪⎪⎩

i
∂x

∂z
= ∂2x

∂t2
+ 2Φ(x, y)x

i
∂y

∂z
= ∂2y

∂t2
+ 2Φ(x, y)y

, (5)

where the nonlinear term is written in the form of the product of the desired function
to the nonlinear part, for which the notation is introduced (6):

Φ(x, y) = iα + |x |2 + |y|2. (6)

The boundary conditions, in this case, will take the form:

x(−1, t) = x0(t), x(z, 0) = x(z, 1) = 0,

y(−1, t) = y0(t), y(z, 0) = y(z, 1) = 0 . (7)

The formulation of the problem in terms of the initial conditions is initially given
on a discrete set of points, it is logical and the solution would be to look numerically,
writing the initial relations in a finite-difference form.

4 Difference Scheme

The classical implicit difference scheme Crank-Nicolson (Fig. 1) was used to write
Eq. (5) in the finite-difference form. The choice of the difference scheme is due to
the fact that it is implicit, which makes it absolutely stable. Another advantage of
the Crank-Nicolson scheme is that when integrating the equations of mathematical
physics with the first derivative with respect to one and the second derivative with
respect to another variable, it leads to the need to solve a system of linear equations
with three diagonal matrices at each integration step, which is performed by a simple
tridiagonal matrix algorithm [6].

In the Crank-Nicolson scheme, the coordinate grid is used in space and time,
in the scheme in Fig. 1, the variable n is used to designate the layers in time and
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Fig. 1 The finite-difference
scheme used to solve the
system of equations: the
rhombus in the figure
indicates the point for which
the equality of the system of
equations is written;
circles—nodes of a
finite-difference scheme

the variable k in space. The parameters on the k + 1 layer of the coordinate grid
are considered known, at the same time, the known values should be the initial and
boundary values for k = K (z = −1), n = 0 (t = 0), n = N (t = 1). In Fig. 1, the
known values are indicated by gray circles, the values that need to be determined are
the unfilled circles.

For the system of Eqs. (5), the integration scheme, written in a completely implicit
form, not only does not lead to the three-diagonal system of linear equations but does
not even lead to a linear system of equations. Let us write the system of Eq. (5) in the
finite-difference form, using the six-point Crank-Nicolson scheme, having entered
two parameters σ and θ, changing in the range [0, 1], the defining position of a shift
for writing the finite-difference relations between the two (known and unknown)
layers of integration.

The parameter σ is responsible for the implicit record of the linear part of Eqs. (5),
and the parameter θ is separately allocated for the implicit record of a nonlinear
multiplier 
(x, y). The first derivative in space is written by first-order precision
relations for a node (k + 1/2, n). The first derivative with respect to the variable z for
the node (k + 1/2, n) is approximated by the central difference, which has a second
approximation order.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

i ·(xnk+1−xnk )
�z − σ ·(xn−1

k −2xnk +xn+1
k )+(1−σ)·(xn−1

k+1−2xnk+1+xn+1
k+1 )

�t2

= 2 · (
θ
n

k + (1 − θ)
n
k+1

) · (
σ xnk + (1 − σ)xnk+1

)

i ·(ynk+1−ynk )
�z − σ ·(yn−1

k −2ynk +yn+1
k )+(1−σ)·(yn−1

k+1−2ynk+1+yn+1
k+1 )

�t2

= 2 · (
θ
n

k + (1 − θ)
n
k+1

) · (
σ ynk + (1 − σ)ynk+1

)

(8)

To record the finite-difference relations of the second time derivative on each
spatial layer, the first-order accuracy relations are used, which are written in the
grid nodes as (k, n) and (k + 1, n). By setting the σ (8) parameter to a value of
1/2, the second time derivative and the linear multiplier on the right-hand side of
the nonlinear term can be agreed, also for the node (k + 1/2, n). The combined
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explicitly-implicit difference Crank-Nicolson integration scheme (8) at each node of
the finite-difference grid can be rewritten as (9), for the tridiagonal matrix algorithm:

an · xn−1
k + bn · xnk + cn · xn+1

k = dx
n ,

an · yn−1
k + bn · ynk + cn · yn+1

k = dy
n ,

k = 1, K , n = 1, N . (9)

where:

an = −σ,

bn = 2 · σ − i · �t2

�z
− 2 · σ · (θ · 
n

k + (1 − θ) · 
n
k+1),

cn = −σ,

dx
n = (1 − σ)

(
xn−1
k+1 − 2xnk+1 + xn+1

k+1

) − i�t2

�z
xnk+1

+ (1 − σ)
(
θ
n

k + (1 − θ)
n
k+1

)
xnk+1,

dy
n = (1 − σ)

(
yn−1
k+1 − 2ynk+1 + yn+1

k+1

) − i�t2

�z
ynk+1

+ (1 − σ)
(
θ
n

k + (1 − θ)
n
k+1

)
ynk+1 (10)

In order to match the recording of the nonlinear multiplier in (8) for the same
node of the difference grid (k + 1/2, n), it is also necessary to give the parameter
θ in (8) the value equal to 1/2, which leads to the fact that system of Eq. (9) with
respect to unknown quantities becomes nonlinear. To avoid such a problem helps the
choice of the parameter θ equal to zero. The simultaneous choice of parameters σ

= 1/2 and θ = 0 provides practical stability of the finite-difference scheme with the
simultaneous possibility of reducing the system of equations at each integration step
to a system of linear equations solved by the tridiagonal matrix algorithm [6].

The final system of equations takes the form (9) with the values of the tridiagonal
matrix coefficients in the form (11):

an = −σ, bn = 2 · σ − i · �t2

�z
− 2 · σ · Φn

k+1, cn = −σ,

dx
n = (1 − σ)

(
xn−1
k+1 − 2xnk+1 + xn+1

k+1

) − i�t2

�z
· xnk+1 + (1 − σ) · Φn

k+1 · xnk+1,

dy
n = (1 − σ)

(
yn−1
k+1 − 2ynk+1 + yn+1

k+1

) − i�t2

�z
· ynk+1 + (1 − σ) · Φn

k+1 · ynk+1 (11)

For the coefficients at the edges, it is necessary to take into account the boundary
conditions (7), and correct the coefficients b, which in general terms can be written
as:

dbx1 = dx
1 − a1 · x0k , dbxN−1 = dx

N−1 − cN−1 · xN
k ,
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dby
1 = dy

1 − a1 · y0k , dby
N−1 = dy

N−1 − cN−1 · yNk . (12)

For (9) and (11), the integration is carried out along the spatial coordinate, and
the system of equations is solved on each spatial layer.

Thus, the obtained difference scheme is a generalization of a special case of the
Crank-Nicolson difference scheme, in which all linear terms of the equations are
written according to an implicit finite-difference scheme, and the nonlinear term is
taken from the previous computational layer. The integration is carried out in layers,
from k + 1 to the k-th layer along the z coordinate.

5 Initial and Boundary Conditions

The initial conditions for solving the system of Eqs. (9) with (11), (12) are the given
values of the x and y arrays at k = K (z = –1) for all values of n = 1, N. In terms
of the problem statement, the initial conditions (given values of the distribution
of x and y as a function of time at the remote end of the optical fiber at z = 1)
determine the shape of the optical signal received at the remote end [20]. Let’s set,
for example, at the remote end of reception of the ideal signal in the form of 16QAM
with switching the information signal for x and for y. The system of Eq. (1), even if
written in the discrete-difference form (9) with (11), (12), requires that the desired
functions x and y be continuous, along with their second derivatives with respect to
time and first derivatives with respect to space. Switching the information signal to
16QAM implies a discontinuity of both the function itself and its derivative. The use
of a knowingly discontinuous function as initial conditions for solving the system
of equations formulated for continuous functions immediately leads to unreliable
results. In order to avoid the problem of breaking the initial data curves, the smooth
joining technique of two discontinuous curves was used. The classical function that
is conveniently used for these purposes is the hyperbolic tangent [21]:

S(t, p, q) = 1 − tanh(q(t − p))

2
, (13)

where t—an abscissa, alongwhich it is necessary to sew two functions on the interval
[t0, tN]; p—a point from the interval [t0, tN], determines the location of the joining;
q—parameter responsible for the degree of smoothness of the joining.

For single switching information signal, the initial distribution and for the x and
y represents the joining four functions in the interval [t0, tN ]. The first interval is
x(t) = 0, y(t) = 0 for t0 < t ≤ tB; the second segment is x(t) = 16QAMi1(t), y(t)
= 16QAMj1(t) for tB < t ≤ tM; the third segment is x(t) = 16QAMi2(t), y(t) =
16QAMj2(t)), y(t) = 16QAMj2(t) for tM < t ≤ tE; the fourth segment is x(t) = 0, y(t)
= 0 for tE < t ≤ tN. The initial and final parts specified by zero values of x and y are
determined by the requirements of the boundary conditions (7).

The initial distribution is given by discrete samples:
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xn = Amaxe
− jωtn

× (S(tn, pM , qM)QAM16(iB) + (1 − S(tn, pM , qM))QAM16(iE ))

× (1 − S(tn, pB, qB))S(tn, pE , qE )

n = 1, N (14)

In (14), the first multiplier forms the unmodulated carrier frequency, the second
multiplier describes the switching at the pM point of the 16QAM signal from the
value determined by the iB index to the value determined by the iE index, with the
smoothing parameter qM. The third factor in (14) determines the switching of signals
with zero boundary values at the points pB and pEwith the corresponding smoothing
parameters qB and qE.

Figure 2 shows the dependence of signal intensity x on time for its real part at the
remote end of the fiber. The imaginary part of x, as well as the distribution for the
real and imaginary parts of y, are not shown in Fig. 2, since the imaginary and real
parts of the signal are shifted relative to each other by a quarter of the period, and
the distribution for y is similar to the distribution for x.

A fragment of the graph illustrating ensuring continuity when switching the
16QAM information signal is shown in the inset of Fig. 2. This shows that the
smoothing technique provides both the continuity of the function itself and its deriva-
tive. In the places where switching from the information signal to the zero value,
similar requirements of the continuity of the sought functions are provided together
with their derivatives.

Fig. 2 The initial conditions for the real part x at the remote end of the optical fiber: the initial
distribution and switching of the information signal from “0000” to “1001”
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6 Ensuring the Necessary Accuracy of the Integration

Two layers along the spatial coordinate are the values of the sought functions on the k
and k + 1 layers for all values of n= 1,N over which integration is performed at each
computational moment. Despite the absolute stability of the implicit Crank-Nicolson
scheme, it is necessary to be sure that during the transition from layer to layer there
is no loss of calculation accuracy and accumulation of error, which can become
significant with a sufficiently large number of integration steps along the spatial
coordinate. In addition, it is necessary not to lose sight of the fact that the scheme
proposed above does not use a purely implicit, but a mixed Crank-Nicolson scheme.
There is an approach that helps to minimize the disadvantage that the nonlinear
addend is used in the scheme in an explicit form.

The transition at each integration step from k to k + 1 layers in space is carried out
according to the following algorithm. The first step of the algorithm is to calculate
the values of the sought functions x and y on the k-th unknown layer, using the values
for the implicit multiplier (6) with k + 1 of the calculated layer from the explicit
scheme. Denote the calculated values of the functions on the k-th layer:

(xnk )i and (ynk )i for n = 1, N , (15)

where i—an iteration number taken after the first iteration step is a value equal to
one.

Further, an iterative process is organized to find the desired functions x and y on
the k-th unknown layer at the i + 1 iteration. In this case, the implicit multiplier (6)
in the computational scheme is corrected each time as if its value on the k-th layer
is already known. The value on the k-th layer itself is taken as the half-sum of the
values on the k-th and k + 1 layers, but calculated at the previous iteration:

(Φn
k )i+1 = (Φn

k )i + (Φn
k+1)i

2
, for n = 1, N (16)

The iteration process is carried out until the maximum difference between the
values calculated on the i and i + 1 iterations is less than the predetermined error:

max
(
max

∣
∣(xnk )i+1 − (xnk )i

∣
∣,max

∣
∣(ynk )i+1 − (ynk )i

∣
∣
)

< ε, for n = 1, N (17)

The proposed iterative process is rapidly converging and requires 3–7 iterations,
depending on the specified error value.
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7 Integration with a Variable Step

Another factor that allows increasing the accuracy of calculations is the mechanism
for automatic selection of the integration step. In this case, it is the automatic choice
of the integration step by the spatial coordinate—�z. The use of a variable integration
step allows us to take into account the behavior of the solution and reduce the total
number of stepswhilemaintaining the required accuracy of the approximate solution.
Thus, the amount of work and machine time can be reduced and the growth of
computational error is slowed down [22].

The algorithm for automatic selection of the integration step is traditional, where
two sets of values of the sought functions are compared in the norm—the calculated
two integration steps with a step �zj, and the calculated one integration step with a
double step 2�zj. In case the norm is lower than the specified error, the integration
step is increased 1.1–1.3 times, and the current values are recorded. At the norm
above the specified error, the integration step decreases by 0.7–0.9 times, and the
integration steps are recalculated.

Combining integration with variable steps and an iterative process that levels the
use of the explicit-implicit scheme gives quite good results.

8 Numerical Results

To implement the proposed numerical method, a computer program was written in
the C++ programming language. Figure 3 shows screenshots of the working area
of the program, at all time points at different distances from the remote end of the
optical fiber. In the left part of the program working area, the dependencies of the
sought functions x and y on time are displayed at different distances. On the upper
right graph, the distribution of the perturbation of the function x (real—blue and
imaginary—red parts) along with the fiber from the time at point 0.45 sr. units from
the beginning of the fiber counted from the beginning of one. Service messages are
displayed in the lower right part of the program, control buttons are located and
calculation parameters are set.

Despite the fact that the discussion of the results of calculations is beyond the
scope of the objectives of this chapter, below are some analysis results of this work.
First, there is a noticeable influence of nonlinear distortions, which consist of a
blurring of wavefront and the distortion of the switching front of the information
signal for 16QAM. Figure 3 shows a noticeable shift of the signal to the beginning
of the time axis, with increasing distance from the far end of the optical fiber, which
agrees well with the physical conditions for the propagation of optical disturbance
in the fiber. The boundary conditions in the form of (2) or (7) determine that there
was no disturbance in the entire fiber at the initial and final moments of time, in other
words, there was a complete absence of a signal. However, the initial perturbation
indicates that all perturbation is inside the fiber section. Therefore, the numerical
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a) 

b) 

Fig. 3 The working screen of the numerical integration program of the equation system (5) for
different values of the fiber length: a at the fiber end (initial distribution); and at a distance: b 50
× �z, c 674 × �z, d 881 × �z from the remote end. The task parameters are: �t = 10−4, �z =
2.5−7, N = 10,000, σ = 0.5
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c) 

d) 

Fig. 3 (continued)
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calculation is possible only up to the moment when the signal was introduced into
the optical fiber. Figure 3b) shows that with continued integration beyond the fiber
section in which the perturbation is introduced, the perturbation is reflected from the
beginning of time t = 0, which leads to results explained from a physical point of
view.

Figure 4 shows the calculations for the initial conditions, describing a singleGauss
of a similar pulse in time, given only for the real part of the function x. The initial
values of the imaginary part of the function x and the real and imaginary parts of the
function y are set equal to zero.

The shape of the deformation signal of the similarGaussian, the nature and formof
the appearance of its imaginary part, corresponds to the results outlined in the works
of other authors [7], which further indicates the correctness of the assumptions made,
the chosen integration methods and the correctness of the results obtained.

9 Calculations for a Long Section of Optical Fiber

Distribution of the disturbance along the time axis from its current position to the
beginning of the time reference point imposes a restriction on the possibility of
calculations for extended sections of optical fiber. Combating this restriction directly
leads to the need to dramatically increase the length of the arrays used to store
information of the time interval containing all the disturbances from the beginning
to the end while ensuring that there isn’t the disturbance in the entire fiber at the
initial and final points in time.

However, there is an approach that can provide continuous integration for long
sections of optical fiber. For this purpose, it is necessary to consider a time segment
with a sliding integration window [23]. Figure 5 shows a diagram-explanation, which
makes it possible to implement calculation algorithms for long sections of optical
fiber without the need to increase the size of arrays.

The one-dimensional array that forms the sought functions on the k-th and k + 1
spatial layers contain discrete samples with the values of the sought functions along
the time axis. The initial distribution of the disturbance at the remote end looks like
a dependence shown in Fig. 5, bounded by a red frame (state A), and located in the
array x from the first to the last (N) element. At the same time, with an increase in the
distance traveled, the disturbances shift relative to the array indices and at some point,
further integrationwill be difficult as the disturbance approaches the left border of the
array—the blue frame in Fig. 5 (state B). As soon as such a moment has arrived, it is
sufficient to shift the perturbation curve with respect to the array, returning it to state
A. With such a re-indexing (displacement of the perturbation relative to the array
indices), the values of the sought functions in the initial part of the array (in Fig. 5
indicated by a blue dot-and-dash line) will be undefined. However, this disadvantage
is easily remedied by smoothly stitching a part of the values in the array region that
falls into both states (A and B) with the zero function. The values on the right-hand
side (falling into state B, but not falling into state A) may be considered unnecessary.
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Fig. 4 The working screen of the program of numerical integration of the equation system (5) for
the single Gauss of the similar pulse: a at the end of the fiber (initial distribution), b at a distance
of 312 × �z from the remote end of the fiber



Numerical Approaches to Solving a Non-linear System … 47

Fig. 5 Scheme explanation for the implementation of the calculation algorithms for long sections
of optical fiber

10 Conclusions

Finding an approximate solution to the Schrödinger equation system related to the
modeling of optical communication lines based on multimode fibers can be carried
out using the combined explicitly-implicit numerical integration scheme based on
the Crank-Nicholson scheme with writing the nonlinear term in the finite-difference
form, which was obtained in the previous integration step.

The direct numerical integration method according to the combined explicitly-
implicit finite-difference scheme in comparison with the splitting method into phys-
ical processes has a number of advantages. Firstly, it is the ability to ensure the abso-
lute stability of the integration method due to the implicit finite-difference scheme.
Secondly, this is the reduction in the computational complexity of the method due
to the replacement at each step of the integration of two (direct and inverse) Fourier
transforms by solving the system of linear equations by the sweep method. Thirdly,
the inclusion in the method of the refinement solution algorithm at each integration
step, which makes it possible to level the lack of recording of the nonlinear term
taken from the previous integration step. Fourth, the algorithm for automatic selec-
tion of the integration step provides a higher integration speed, which reduces the
computational complexity of the method. Fifthly, the displacement algorithm allows
one to calculate the propagation of disturbances for extended sections of fiber.

The results of test calculations and comparisons of the results of calculations with
the data of other authors allow concluding that the development of this algorithm is
expedient and promising in the future.

Funding The reported study was funded by RFBR, project numbers 19-37-90057 and 19-57-
80006.
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Research of the Boundary Value Problem
for the Sophie Germain Equationinin
in a Cyber-Physical System

Andrey Ushakov

Abstract We consider the boundary value problem for an inhomogeneous bihar-
monic equation and extend the problem in a variational form. Also, we carry out the
discretization of the considered problem by the finite element method. The continued
problems, is presented in matrix form. An iterative process is formulated for an
approximate solution to the original problem. The problem in matrix form is solved
by method of fictitious components. Estimates of the convergence of the iterative
process are given.Researchof the problembeing solved is reduced to a cyber-physical
system. The estimates of the convergence of the absolute error do not depend on the
grid steps. An algorithm is formulated for solving the investigated computer problem.
To process information in the algorithm, a variation method is used. The steepest
descent method is used to control computations in the iterative process. The software
implementation of the algorithm uses certain elements of artificial intelligence.

Keywords Sophie Germain equation · Biharmonic equation · Boundary value
problem · Fictitious component method · Cyber-physical system

1 Introduction

Let us consider a mathematical model of displacements of plate points given in the
theoryof elasticity. This boundaryvalueproblem is considered for a biharmonic equa-
tion under general assumptions ensuring the existence and uniqueness of the solution
[1–10]. We carry out a fictitious extension of this problem in a variational form. Let
us formulate amodified fictitious componentmethod for the analytical solution of the
problem under consideration. For the numerical solution of the problem, we apply
the methods of finite elements and fictitious components [11–13]. The numerical
solution of the problem is reduced to the numerical solution of the discrete analogue
of the fourth-order elliptic boundary value problem in a rectangular domain [14–20].
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We implement a numerical method for solving the problem in the form of an iter-
ative algorithm. In the algorithm, we indicate a method for automatically selecting
iterative parameters and criteria for stopping the iterative process. Research of the
original problem will be reduced to a cyber-physical system. Note that the consid-
ered problem is linear and stationary. However, the method for solving the problem
is non-linear and non-stationary.

2 Mathematical Model of Displacements of Plate Points Ina
Physical System

Consider bounded domains Ω,Ωα ⊂ R2, α ∈ {1, II} on the plane that have
piecewise-smooth boundaries without self-intersections and self-tangencies:

Ω1,ΩII ⊂ Ω, Ω̄1 ∪ Ω̄II = Ω̄,Ω1 ∩ ΩII = ∅, ∂Ω1 ∩ ∂ΩII = Γ1,0 ∩ ΓII,3 = S̄ �=
∅,∂Ωα = s̄α, sα = Γα,0 ∪Γα,1 ∪Γα,2 ∪Γα,3, Γα,i ∩Γα, j = ∅, i �= j, i, j = 0, 1, 2, 3,

∂Ω = s̄, s = Γ0 ∪ Γ1 ∪ Γ2 ∪ Γ3, Γi ∩ Γ j = ∅, i �= j, i, j = 0, 1, 2, 3.

The unions of a finite number of disjoint open arcs of smooth curves give parts
of the boundaries of these domains Γi , Γα,i , i = 0, 1, 2, 3.

Consider the boundary value problem and its zero extension under four types of
boundary conditions on the corresponding domains Ωα, α ∈ {1, II},

�2�

uα + aα
�

uα = �

f α, a1 = 0, aII ≥ 0,
�

f II = 0, (1)

0)
�

uα

∣
∣
∣
Γα,0

= ∂
�

uα

∂nα

∣
∣
∣
∣
∣
Γα,0

= 0, (2)

1)
�

uα

∣
∣
∣
Γα,1

= lα,1
�

uα

∣
∣
∣
Γα,1

= 0, (3)

2)
∂

�

uα

∂nα

∣
∣
∣
∣
∣
Γα,2

= lα,2
�

uα

∣
∣
∣
Γα,2

= 0, (4)

3) lα,1
�

uα

∣
∣
∣
Γα,3

= lα,2
�

uα

∣
∣
∣
Γα,3

= 0. (5)

Here we use the differential operators on the boundary

lα,1
�

uα = (1 − σα)nα,1nα,2
�

uαxy − n2α,2
�

uαxx − n2α,1
�

uαyy, (6)
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lα,2
�

uα = ∂�
�

uα

∂nα

+ (1 − σα)
∂

∂sα
(nα,1nα,2(

�

uαyy − �

uαxx ) + (n2α,1 − n2α,2)
�

uαxy),

nα are external normals to the corresponding boundaries ∂Ωα, nα,1 =
− cos(nα, x),nα,2 = − cos(nα, y), σα is Poisson’s ratio,

�

uα are displacements of
the points of the plate and its extension. We consider the problem and its exten-
sion with a finite number of the points, where the type of the boundary condition is
changed.

Introduce the bilinear forms

Λα(
�

uα,
�
vα) =

∫

(σα�
�

uα�
�
vα+

+ (1 − σα)(
�

uαxx
�
vαxx + 2

�

uαxy
�
vαxy + �

uαyy
�
vαyy) + aα

�

uα
�
vα)dΩα.

Consider the boundary value problem and its zero extension in the variational
form

�

uα ∈ �

Hα : Λα(
�

uα,
�
vα) = gα(

�
vα) ∀�

vα ∈ �

Hα, α ∈ {1, II}. (7)

Here we use the function spaces and functionals of the right parts:

�
vα ∈ �

Hα = �

Hα(Ωα) = W 2
2 (Ωα) : �

vα

∣
∣
∣
Γ1∩Γ0

= ∂
�
vα

∂nα

∣
∣
∣
∣
∣
Γα,0∪Γα,2

= 0,

gα(
�
vα) =

(
�

f α,
�
vα

)

=
∫

�

f α

�
vαdΩα.

For such problems, the assumptions that ensure the existence and uniqueness of
solution to each of the problem are quite common:

∃c1, c2 > 0 : c1
∥
∥
∥

�
vα

∥
∥
∥

2

2
≤ Λα(

�

uα,
�
vα) ≤ c2

∥
∥
∥

�
vα

∥
∥
∥

2

2
∀�
vα ∈ �

Hα.

Here, for functions, we use the norms of Sobolev spaces
∥
∥
∥

�
vα

∥
∥
∥
2

=
∥
∥
∥

�
vα

∥
∥
∥
W 2

2 (Ωα)
.
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3 Analytical Computing System. Modified Methodof
Fictitious Components for Finding Displacements
of Plate Points

Consider the bilinear form

Λ(
�

u,
�
v) = Λ1(

�

u,
�
v) + ΛII(

�

u,
�
v) ∀�

u,
�
v ∈ �

V .

Here the function space has the norm

�
v ∈ �

V = �

V (Ω) = W 2
2 (Ω) : �

v

∣
∣
∣
Γ0∪Γ1

= ∂
�
v

∂n

∣
∣
∣
∣
∣
Γ0∪Γ2

= 0,
∥
∥
∥

�
v

∥
∥
∥�
V

=
√

Λ(
�
v,

�
v),

n is the external normal to ∂Ω . We assume that the following inequalities hold:

∃c1, c2 > 0 : c1
∥
∥
∥

�
v

∥
∥
∥

2

W 2
2 (Ω)

≤ Λ(
�

u,
�
v) ≤ c2

∥
∥
∥

�
vα

∥
∥
∥

2

W 2
2 (Ω)

∀�
v ∈ �

V .

Define the subspaces of functions
�

V 1 =
{

v1 ∈ �

V : �
v1

∣
∣
∣
Ω\Ω1

= 0

}

,
�

V 3 =
{

�
v3 ∈ �

V : �
v3

∣
∣
∣
Ω\ΩII

= 0

}

,
�

V 1 ⊕ �

V 3 = �

V 0,

�

V 2 =
{

�
v2 ∈ �

V : Λ(
�
v2,

�
v0) = 0 ∀�

v0 ∈ �

V 0

}

,
�

V 0 ⊕ �

V 2 = �

V .

Here we consider the direct sum of subspaces in the scalar product generated
by the bilinear form Λ(∗, ∗). Introduce the operators of projection of the space on

subspaces:I j :
�

V → �

V j : �

V j = im I j , I j = I 2j , j = 0, 1, 3, I0 = I1 + I3.
Extend the considered problem and write the problem in the variational form—:

�

u ∈ �

V : Λ1(
�

u, I1
�
v) + ΛII(

�

u,
�
v) = g1(I1

�
v) ∀�

v ∈ �

V . (8)

In view of the possibility to extend functions under the same norm in the
corresponding Sobolev spaces, we consider the assumption about the extension

of the functions ∃�

β1 ∈ (0; 1], ∃�

β2 ∈ (
�

β1; 1] : �

β1Λ(
�
v2,

�
v2) ≤ ΛII(

�
v2,

�
v2) ≤

�

β2Λ(
�
v2,

�
v2)∀�

v2 ∈ �

V 2. to be satisfied. In order to solve the problem written in the
variational form, we formulate the modified method of fictitious components:

�

u
k ∈ �

V : �(
�

u
k − �

u
k−1

,
�
v)

= −τk−1(�1(
�

u
k−1

, I1
�
v) + �II(

�

u
k−1

,
�
v) − g1(I1

�
v))∀�

v ∈ �

V ,
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τ0 = 1, τk−1 = 2/
�

β1 + �

β2), k ∈ N\{1}∀�

u
0 ∈ �

V 1. (9)

For the modified method of fictitious components, the convergence estimateis
known:
∥
∥
∥
∥

�

u
k − �

u

∥
∥
∥
∥�
V

≤ ε

∥
∥
∥
∥

�

u
0 − �

u

∥
∥
∥
∥�
V

, ε = cqk−1, c ∈ [0;+∞), k ∈ N,

q = (
�

β2 − �

β1)

/

(
�

β1 + �

β
2

) < 1, c =
√

‖I1‖2�
V

− 1.

Note that the estimate of the iterative process convergence is optimal. If the norm
of the projection operator is equal to unity, then the iterative process converges in
one iteration.

4 Computing System. Numerical Method of Fictitious
Components for Finding Displacements of Platepoints

Consider the extended problem under the additional assumptions:

Ω = (0; b1) × (0; b2), b1, b2 ∈ (0; +∞), ∂ Ω = s̄, s = Γ1 ∪ Γ2, Γ0, Γ3 = ∅,

Γ1 = {b1} × (0; b2) ∪ (0; b1) × {b2}, Γ2 = {0} × (0; b2) ∪ (0; b1) × {0}.

Select a grid with nodes at points of the rectangular domain Ω

(xi ; y j ) = ((i − 0, 5)h1; ( j − 0, 5)h2), h1= b1
/

(m + 0, 5), h2= b2
/

(n + 0, 5),

i = 1, 2, . . . ,m, j = 1, 2, . . . , n, m, n ∈ N.

Let vi, j ∈ R be the values of functions of discrete arguments at grid nodes.
Introduce the subspace of functions with the norm

Ṽ =
⎧

⎨

⎩
ṽ : ṽ =

m
∑

i=1

n
∑

j=1

vi, jΦ
i, j (x; y)

⎫

⎬

⎭
⊂ �

V , ‖ṽ‖Ṽ =
√

Λ(ṽ, ṽ) .

Here we use the known functions

Φ i, j (x; y) = Ψ1,i (x)Ψ1, j (y), i = 1, 2, . . . ,m, j = 1, 2, . . . , n,

Ψ1,i (x) = E(1
/

i)Ψ (x
/

h1 − i + 3) + Ψ (x
/

h1 − i + 2) − E(i
/

m)Ψ (x
/

h1 − i),
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Ψ2, j (y) = E(1
/

j)Ψ (y
/

h2 − j + 3) + Ψ (y
/

h2 − j + 2) − E( j
/

n)Ψ (y
/

h2 − j),

Ψ (z) =
⎧

⎨

⎩

0, 5z2,
−z2 + 3z − 1, 5,
0, 5z2 − 3z + 4, 5,

z ∈ [0; 1],
z ∈ [1; 2],
z ∈ [2; 3],

Ψ (z) = 0, z /∈ (0; 3), E(∗) is the function that gives the integer part of a number.
Additionally, we assume that all basis functions have the property

Φ i, j (x; y) = 0, (x; y) /∈ Ω , i = 1, 2, . . . ,m, j = 1, 2, . . . , n.

Define the subspaces of functions Ṽ1 =
{

ṽ1 ∈ Ṽ : ṽ1| Ω\Ω1 = 0
}

, Ṽ3 =
{

ṽ3 ∈ Ṽ : ṽ3| Ω\ΩII = 0
}

, Ṽ1 ⊕ Ṽ3 = Ṽ0,

Ṽ2 =
{

ṽ2 ∈ Ṽ : Λ(ṽ2, ṽ0) = 0 ∀ṽ0 ∈ Ṽ0

}

, Ṽ0 ⊕ Ṽ2 = Ṽ .

Hereweconsiderthedirectsumofsubspacesinthescalarproductgeneratedbythebilinearform
Λ(∗, ∗). The previously introduced projection operators act similarly on the
corresponding finite-dimensional subspaces

I j : Ṽ → Ṽ j : Ṽ j = im I j , I j = I 2j , j = 0, 1, 3, I0 = I1 + I3.

The extended problem is written on the finite-dimensional subspace:

ũ ∈ Ṽ : Λ1(ũ, I1ṽ) + ΛII(ũ, ṽ) = g1(I1ṽ) ∀ṽ ∈ Ṽ . (10)

In view of the possibility to extend functions under the same norm in the corre-
sponding Sobolev spaces, we consider the assumption about the extension of the
functions on finite-dimensional subspaces

∃β̃1 ∈ (0; 1], ∃β̃2 ∈ (β̃1; 1] : β̃1Λ(ṽ2, ṽ2) ≤ ΛII(ṽ2, ṽ2) ≤ β̃2Λ(ṽ2, ṽ2)∀ṽ2 ∈ Ṽ2

to be satisfied. In order to solve the problem on a finite-dimensional subspace, we
formulate the modified method of fictitious components:

ũk ∈ Ṽ : Λ(ũk − ũk−1, ṽ) =
= −τk−1(Λ1(ũ

k−1, I1ṽ) + ΛII(ũ
k−1, ṽ) − g1(I1ṽ) )∀ṽ ∈ Ṽ ,

τ0 = 1, τk−1 = 2/(β̃1+β̃2), k ∈ N\{1} ∀ũ0 ∈ Ṽ1. (11)

For the modified method of fictitious components on a finite-dimensional
subspace, the following convergence estimate takes place:
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∥
∥
∥
∥

�

u
k − �

u

∥
∥
∥
∥�
V

≤ ε

∥
∥
∥
∥

�

u
0 − �

u

∥
∥
∥
∥�
V

, ε = cqk−1, c ∈ [0; +∞), k ∈ N,

q = (
�

β2 − �

β1)/(
�

β1 + �

β2) < 1, c =
√

‖I1‖2�
V

− 1.

Note that the estimate of the iterative process convergence may not depend on
the discretization parameters under the appropriate construction of the projection
operator I1.

If we number the values of the discrete functions, the coefficients of the basis
functions at the corresponding nodes of the grid, then we obtain the vectors

v̄ = (v1, . . . , vN ) ∈ RN , N = mn, vn(i−1)+ j = vi, j ∈ R,

i = 1, 2, . . . ,m, j = 1, 2, . . . , n.

When discretizing the extended problem by the finite element method, we obtain
the system of linear algebraic equations

ū ∈ RN : Bū = ḡ, ḡ ∈ RN . (12)

Here the matrix of the system and the vector of the right-hand side are defined as
follows:

〈Bū, v̄〉 = Λ1(ũ, I1ṽ) + ΛII(ũ, ṽ) ∀ũ, ṽ ∈ Ṽ ,

〈ḡ, v̄〉 = g1(I1ṽ) ∀ṽ ∈ Ṽ , 〈ū, v̄〉 = (ū, v̄)h1h2,

(ū, v̄) is the usual scalar product of vectors. Consider the case when the operator of
projection on the first finite-dimensional subspace zeros the coefficients of the basis
functions, which carriers are not contained in the first domain. Formulate a modified
method of fictitious components at the matrix level, which in this case coincides with
the method of fictitious components:

ūk ∈ RN : Λ(ūk − ūk−1) = −τk−1(Bū
k−1 − ḡ),

τ0 = 1, τk−1 = 2/(β̃1+β̃2), k ∈ N\{1} ∀ū0 ∈ V̄1, (13)

V̄1 ⊂ RN is the subspace corresponding to the subspace Ṽ1 ⊂ Ṽ , Λ is a matrix,
which we define as follows:

〈Λū, v̄〉 = Λ(ũ, ṽ) ∀ũ, ṽ ∈ Ṽ .

Introduce the norms

‖v̄‖ = √〈v̄, v̄〉, ‖v̄‖
Λ

= √〈Λv̄, v̄〉, ‖v̄‖
Λ2 =
√
〈

Λ2v̄, v̄
〉

.
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For the iterative process, the following estimates of convergence take place:

∥
∥ūk − ū

∥
∥

Λ
≤ ε
∥
∥ū0 − ū

∥
∥

Λ2 ,
∥
∥ūk − ū

∥
∥

Λ
≤ ε
∥
∥ḡ0 − ḡ

∥
∥,

ε = cqk−1, c ∈ (0; +∞), q = (β̃2 − β̃1)
/

(β̃1 + β̃
2
) < 1, ḡ

·
0 = Λū0,

c ≈ 8π−2(b−2
1 + b−2

2 )−1, h1, h2 → 0.

In particular, for ū0 = 0̄

∥
∥ūk − ū

∥
∥

Λ
≤ ε ‖ū‖

Λ2 ,
∥
∥ūk − ū

∥
∥

Λ
≤ ε ‖ḡ‖.

From the above estimates, it is possible to obtain estimates of the relative error
of the iterative process in the energy norm, but the obtained estimates depend on the
specific solution and the discretization parameters.

First, we number the values of discrete functions and the coefficients for the basis
functions at the corresponding grid nodes:

vn(i−1)+ j = vi, j ∈ R, i = 1, 2, . . . ,m, j = 1, 2, . . . , n.

Next, first of all, we enumerate the coefficients of the basis functions, which
carriers are contained in the first domain. Second, we enumerate the coefficients of
the basis functions, which carriers intersect the boundaries of the first and second
domains. Third, we enumerate the coefficients of the basis functions, which carriers
are contained in the second domain. For example, the new numbering reduces the
structure of previously arising matrices and vectors as follows:

Λ =
⎡

⎣

Λ11 Λ12 0
Λ21 Λ22 Λ23

0 Λ32 Λ33

⎤

⎦, B =
⎡

⎣

Λ11 Λ12 0
0 Λ02 Λ23

0 Λ32 Λ33

⎤

⎦, v̄ =
⎡

⎣

v̄1

v̄2

v̄3

⎤

⎦ ∈ RN .

The vectors of the desired solution and the right-hand side after zero extension,
zero approximation, approximate solution, and iterative process errors are written as
follows:

ū =
⎡

⎣

ū1
0̄
0̄

⎤

⎦, ḡ =
⎡

⎣

ḡ1
0̄
0̄

⎤

⎦, ū0 =
⎡

⎣

ū01
0̄
0̄

⎤

⎦, ūk =
⎡

⎣

ūk1
ūk2
ūk3

⎤

⎦, ψ̄k =
⎡

⎣

ψ̄k
1

ψ̄k
2

ψ̄k
3

⎤

⎦.

Define the subspaces of vectors

V̄1 = {v̄ ∈ RN : v̄2 = 0̄, v̄3 = 0̄
}

, V̄3 = {v̄ ∈ RN : v̄1 = 0̄ , v̄2 = 0̄
}

,
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V̄1 ⊕ V̄3 = V̄0 = {v̄ ∈ RN : v̄2 = 0̄
}

,

V̄2 = {v̄ ∈ RN : Λ11v̄1 + Λ12v̄2 = 0̄,Λ32v̄2 + Λ33v̄3 = 0̄
}

, V̄0 ⊕ V̄2 = RN .

Here we consider the direct sum of the subspaces of vectors in the scalar product
〈Λ∗, ∗〉 . It follows from the iterative process that

Λ(ψ̄1 − ψ̄0) = −Λ11ψ̄
0
1 , Λ(ψ̄1 − ψ̄0)Λ(ψ̄1 − ψ̄0) = Λ11ψ̄

0
1Λ11ψ̄

0
1 ,

Λψ̄1Λψ̄1 − 2Λψ̄1Λψ̄0 + Λψ̄0Λψ̄0 = Λ11ψ̄
0
1Λ11ψ̄

0
1 .

Take into account that

Λψ̄0Λψ̄0 ≥ Λ11ψ̄
0
1Λ11ψ̄

0
1 ,

and obtain

Λψ̄1Λψ̄1 − 2Λψ̄1Λψ̄0 ≤ 0, Λψ̄1Λψ̄1 ≤ 2Λψ̄1Λψ̄0,

(Λψ̄1Λψ̄1)2 ≤ 4(Λψ̄1Λψ̄0)2.

Apply the inequality for the scalar product of vectors

(Λψ̄1Λψ̄1)2 ≤ 4(Λψ̄1Λψ̄0)2 ≤ 4(Λψ̄1Λψ̄1)(Λψ̄0Λψ̄0).

As a result of reduction, we have

(Λψ̄1Λψ̄1) ≤ 4(Λψ̄0Λψ̄0),
∥
∥ψ̄1
∥
∥

Λ2 ≤ 2
∥
∥ψ̄0
∥
∥

Λ2 ,
∥
∥ū1 − ū

∥
∥

Λ2 ≤ 2
∥
∥ū0 − ū

∥
∥

Λ2 .

Note that

∃K (h1, h2) ∈ (0; +∞) : (Λψ̄1, ψ̄1) ≤ K 2(h1, h2)(Λψ̄1Λψ̄1),

K (h1, h2) → K ∈ (0; +∞), h1, h2 → 0 :
+∞
∑

i, j=1

λ2
i, j c

2
i, j = (�2 �

ψ
1

,
�

ψ
1

) ≤ K 2(�2 �

ψ
1

,�2 �

ψ
1

) = K 2
+∞
∑

i, j=1

λ4
i, j c

2
i, j .

Let us use

�

ψ
1

=
+∞
∑

i, j=1

ci, j
�
ϕi, j , (

�
ϕi, j ,

�
ϕi, j ) = 1, (

�
ϕi, j ,

�
ϕk,l) = 0, (i, j) �= (k, l), k, l ∈ N,

�
ϕi, j ∈ �

V ([0; b1] × [0; b2]) : −�
�
ϕi, j = λi, j

�
ϕi, j ,

�
ϕi, j �= 0, i, j ∈ N,
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λi, j = 0, 25π2((2i − 1)2b−2
1 + (2 j − 1)2b−2

2 ).

Then, we have

K = λ−1
1,1 = 4π−2(b−2

1 + b−2
2 )−1.

For the method of the fictitious components, the convergence estimate is known:

∥
∥ūk − ū

∥
∥

Λ
≤ qk−1

∥
∥ū1 − ū

∥
∥

Λ
, k ∈ N\{1}.

5 Cyber-Physical System. Algorithm for a Program
Calculating Displacements of Plate Points

Consider problem (12):

ū ∈ RN : Bū = ḡ, ḡ ∈ RN .

In order to solve the problem, we apply the method of fictitious components (13):

ūk ∈ RN : Λ(ūk − ūk−1) = −τk−1(Bū
k−1 − ḡ ) ,

τ0 = 1, τk−1 = 2
/

(β̃1+β̃2), k ∈ N\{1} ∀ū0 ∈ V̄1.

In order to select iterative parameters in the method of fictitious components, we
use the method of steepest descent. Take into account that ū0 ∈ V̄1, ψ̄k ∈ V̄2, k ∈
N, V̄2 is the subspace that corresponds to the subspace Ṽ2. We use that

β̃1(Λψ̄k, ψ̄k) ≤ (Bψ̄k, ψ̄k) ≤ β̃2(Λψ̄k, ψ̄k), ψ̄k ∈ V̄2, k ∈ N,
〈

Λ(ū0 − ūk), (ū0 − ūk)
〉 ≈ 〈Λ(ū0 − ū), (ū0 − ū)

〉

, k → +∞.

Taking into account the second variant of numbering the values of discrete func-
tions, the coefficients of the basic functions, the components of the vectors, we obtain
the following calculation algorithm.

(1) Find the first approximation

ū1 ∈ RN : Λū1 = (Λ − B)ū0 + ḡ ∀ū0 ∈ V̄1,

⎡

⎣

ū11
ū12
ū13

⎤

⎦ ∈ RN :
⎡

⎣

Λ11 Λ12 0
Λ21 Λ22 Λ23

0 Λ32 Λ33

⎤

⎦

⎡

⎣

ū11
ū12
ū13

⎤

⎦ =
⎡

⎣

ḡ1
Λ21ū01
0̄

⎤

⎦ ∀
⎡

⎣

ū01
0̄
0̄

⎤

⎦ ∈ V̄1.
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(2) Calculate the first residual

r̄1 ∈ RN : r̄1 = Bū1 − ḡ,

⎡

⎣

r̄11
r̄12
r̄13

⎤

⎦ ∈ RN :
⎡

⎣

r̄11
r̄12
r̄13

⎤

⎦ =
⎡

⎣

0̄
Λ02ū12 + Λ23ū13

0̄

⎤

⎦.

(3) Find the amendment

w̄k−1 ∈ RN : Λw̄k−1 = r̄ k−1, k ∈ N\{1},
⎡

⎣

w̄k−1
1

w̄k−1
2

w̄k−1
3

⎤

⎦ ∈ RN :
⎡

⎣

Λ11 Λ12 0
Λ21 Λ22 Λ23

0 Λ32 Λ33

⎤

⎦

⎡

⎣

w̄k−1
1

w̄k−1
2

w̄k−1
3

⎤

⎦ =
⎡

⎣

0̄
r̄ k−1
2

0̄

⎤

⎦, k ∈ N\{1}.

(4) Calculate the iterative parameter

τk−1 = 〈r̄ k−1, w̄k−1
〉/ 〈

Bw̄k−1, w̄k−1
〉

= 〈r̄ k−1
2 , w̄k−1

2

〉/ 〈

Λ02w̄
k−1
2 + Λ23w̄

k−1
3 , w̄k−1

2

〉

, k ∈ N\{1}.

(5) Calculate the new approximation

ūk ∈ RN : ūk = ūk−1 − τk−1w̄
k−1, k ∈ N\{1},

⎡

⎣

ūk1
ūk2
ūk3

⎤

⎦ ∈ RN :
⎡

⎣

ūk1
ūk2
ūk3

⎤

⎦ =
⎡

⎣

ūk−1
1

ūk−1
2

ūk−1
3

⎤

⎦− τk−1

⎡

⎣

w̄k−1
1

w̄k−1
2

w̄k−1
3

⎤

⎦ , k ∈ N\{1}.

(6) Calculate the new residual

r̄ k ∈ RN : r̄ k = Būk − ḡ, k ∈ N\{1},
⎡

⎣

r̄ k1
r̄ k2
r̄ k3

⎤

⎦ ∈ RN :
⎡

⎣

r̄ k1
r̄ k2
r̄ k2

⎤

⎦ =
⎡

⎣

0̄
Λ02ūk2 + Λ23ūk3

0̄

⎤

⎦, k ∈ N\{1}.

(7) Calculate a value of the same order with the square of the norm of the absolute
error

δk = 〈Bψ̄k, ψ̄k
〉 = 〈r̄ k, ūk 〉 = 〈r̄ k2 , ūk2

〉

, k ∈ N\{1}.



62 A. Ushakov

8) Check the condition for stopping iterations by the absolute error

δk < δ2, δ ∈ (0; +∞), k ∈ N\{1}.

(9) Calculate the value of the same order with the square of the relative error

Ek = δk
/〈

Λ(ū0 − ūk), (ū0 − ūk)
〉 = δk
/〈

Λ(ūk − ū0), (ūk − ū0)
〉

= δk

/〈⎡

⎣

ḡ1 − Λ11ū01
Λ21ūk1 + Λ22ūk2 + Λ23ūk3 − Λ21ū01

0̄

⎤

⎦ ,

⎡

⎣

ūk1 − ū01
ūk2
ūk3

⎤

⎦

〉

, k ∈ N\{1}.

(10) Check the condition for stopping iterations by the relative error

Ek < E2, E ∈ (0; 1), k ∈ N\{1}.

Under the conditions for stopping the iterative process, δ ∈ (0; +∞), E ∈ (0; 1)
are the pre-set values to obtain an approximate solution to the problem with the
required accuracy.

6 Conclusion

The proposed cyber-physical system’s programmable algorithm for solving the
studied problem contains the possibility of automatic selection of the used itera-
tive parameters based on the data obtained in the process of numerical solution of
the problem using a computer. The algorithm contains criteria for stopping the itera-
tive count on a computer when reaching predetermined errors of the desired solution
to the problem under consideration. The algorithm implements a nonlinear, non-
stationary method when obtaining as a goal a numerical approximate solution to
the problem with the required accuracy. Therefore, in a cyber-physical system, in
the software implementation of the algorithm, the presence of certain elements of
artificial intelligence can be noted.
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Modeling of Vibration Separation
of Bulk Materials Based on the Theory
of Random Processes

Fail Akhmadiev , Renat Gizzyatov , and Ilshat Nazipov

Abstract The separation of granularmaterials into specific fractions by size on sieve
classifiers is a large and complex system both in terms of the separation process and
hardware design. The separation process depends on many design and operating
parameters, the shape and size of the sieve cells, the number of sieves, as well as
the fractional composition, shape and particle size of the material to be separated,
i.e. is a cyber-physical system (CPS). The key to CPS is the mathematical model of
the separation process, which is used in the control system. A mathematical model
of the process of separation of granular materials on sieve classifiers based on the
theory of random processes is developed. As a random process, the linear particle
density of the considered fractions on the sieve surface is considered and a system
of stochastic differential equations is constructed for its determination. The obtained
solutions allow us to determine the recovery coefficient and evaluate the separation
efficiency. Based on the constructed mathematical model, the design and operational
parameters of the classifier were optimized. The performance criteria and separation
efficiency are considered as optimization criteria. All this allows us to control the
process of separation of granular materials by determining the optimal values of
the operating parameters of the classifier depending on the fractional composition,
shape and size of the particles of the original material to be separated and its other
characteristics.
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1 Introduction

The separation of granular materials into specific fractions by size, shape, density
and other characteristics is a common technological process. Such processes can be
used as an independent operation to isolate the target product of a given fractional
composition, as well as an auxiliary operation to remove impurities before grinding
the material. To separate bulk materials by size, vibration devices are often used,
in particular, multilevel sieve classifiers [1, 2]. The processes of separation of bulk
materials using similar equipment depend on a large number of design and operating
parameters, the shape and size of the sieve cells, the number of sieves, as well as the
fractional composition, shape and particle size of thematerial to be separated, i.e. It is
a large and complex system both in terms of the process of separation and hardware
design. Thus, the process of separating granular materials can be considered as a
cyber-physical system (CPS). The key to CPS is the mathematical model of the
separation process, which is used to determine the optimal design parameters of the
equipment used and the operational parameters of its operation to control the process
itself [3–8].

Mathematical models of the processes that occur during the separation of gran-
ular materials are the basis for the optimal design and technological calculation of
the sieve classifier. In the article [1], particle motion in an oscillating medium was
studied, various models of vibrational motion were considered, and dependences
were obtained for the average velocity and segregation velocity. In the articles [2, 3,
5], the process of isolating target products on sieve classifiers was studied using the
theory of random processes. In particular, in the article [3], the process of separating
granularmedia on sieve classifierswas considered as a diffusion process and a change
in the concentration of the number of passage particles along the thickness of a layer
of granular material depending on time towards a vibrating surface was studied from
the standpoint of Markov processes and described by the Kolmogorov-Fokker-Plank
(K-F-P) equation.

In the article [5], the theory of Poisson processes is used to describe the separation
process on screens. In many works, for example [4–7], the kinetics of the separation
process on sieve classifiers has been considered. For example, in the article [6] the
stochastic process of motion of small particles in a large medium in the direction of
a sieve is considered on the basis of the theory of Markov chains. The work [7] is
devoted to the study of segregated flows during the organization of various processes
for processing granular materials. These works propose the principle of organizing
technological processes with controlled segregated flows, the formation of which is
accompanied by most of the processes of processing dispersed materials associated
with the mutual movement of particles. In the article [8], the process of separating
granular medium by density on a sieve device was studied. This device consists of
a pair of mesh screens with 1 mm square apertures mounted above the surface of a
vibrated fluidized bed. The upper mesh contains a large central hole referred to as a
Sink-Hole. This device allows you to effectively separate bulk material with particle
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sizes in the range of 2.8–8.0 mm. The Monte Carlo simulation screening probability
as described in the works [9, 10].

The probabilities of sifting particles into sieve cells were studied in the articles
[2, 4, 5]. The probability of passage of particles through the openings of the sieves
is determined depending on the geometric dimensions and shape of the particles and
the openings of the mesh sieves, as well as the speed of vibrational motion. The
movement of granular materials on a vibrating surface depending on the hydrody-
namic properties of the material to be separated, particle size distribution, the shape
of individual particles, the presence of specific properties, etc. can be simulated
both in the approximation of a single material point and on the basis of methods of
mechanics of heterogeneous media [11–16]. For example, the article [15] describes
the main characteristics of the state of bulk material and an overview of the physical
phenomena observed by vibration, which contributes to a better understanding of the
behavior of bulk material to improve separation efficiency.

Modeling of the separation of granularmaterials on sieves usingMarkov processes
was carried out in the article [17]. A system of stochastic differential equations is
constructed with respect to the density distribution of the number of particles on the
sieve surface. This allows you to find all the interesting characteristics of the process.
However, this approach makes it possible to describe the processes of separation of
granular materials into only a small number of fractions with a relatively small
number of tiers of the classifier. This is due to difficulties in solving a system of
equations (K-F-P) of large dimension with respect to the distribution density of a
random process.

The optimization of processes associated with the separation of granular mate-
rials was considered in the works [18, 19]. As optimization criteria, equipment
performance, separation efficiency, and other economic indicators can be considered.

Thus, various approaches can be used to simulate the process of separating gran-
ularmaterials into specific fractions by size, but taking into account the randomnature
of the process as a whole, the stochastic approach is most preferable [2–11, 20–23].

Despite the obvious achievements in the quantitative description of the processes
of separation of granular materials, which was facilitated by the development of
mathematical modeling and the widespread use of computer technology based on
the theory of stochastic processes andmethods ofmechanics of heterogeneousmedia,
a description of these processes taking into account discreteness, stochasticity and
their optimal design are not complete. It should also be noted that there are few
publications related to the optimization of separation processes, especially in amulti-
criteria setting. Therefore, mathematical modeling of the processes of separation of
granular materials according to various criteria, taking into account stochasticity, the
development of calculation methods and their optimal design are an urgent task for
chemical technology and related industries.

The aim of this work is the mathematical modeling of the vibrational separa-
tion of bulk materials by size on multilevel sieve classifiers to control this process,
considering it as a large and complex system.
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2 Mathematical Modeling

The process of vibrational separation of bulk materials into specific fractions by size
on a multi-tiered sieve classifier is considered. The working body of the multi-tiered
classifier is several oscillating screening surfaces, which can be made in the form of
a sieve or a bolter. Moreover, they are located one above the other, forming tiers. The
initial granular material, which is characterized by a size distribution function, is fed
to the beginning of the upper tier and is divided into a passage and a descent part
in the process of vibrational movement. At the same time, the first largest fraction
is removed from the first tier, and the product for separation at the next i-th tier is
granular material sifted from the upper i−1-th tier.

A description of the process of isolating target products from bulk material on a
sieve classifier will be carried out taking into account the stochastic nature of such
processes. As a random process, we consider the value of Ni = Ni (x, t; d j ), which
determines the linear density of particles with dimensions d j at a distance x from the
beginning of the i-th sieve at time t. Then the system of kinetic equations describing
the process of thin-layer separation of bulk materials on a sieve classifier can be
represented in the form [2]:

dNi

dt
= ∂Ni

∂t
+ Vi av

∂Ni

∂x
= αi−1Ni−1 − αi Ni + βiηi (t), α0 ≡ 0, i = 1, n (1)

where αi are the kinetic equation coefficients, n is the number of classifier screens,
ηi (t)—are time-delta-correlated random functions (white noise) with known numer-
ical characteristics M[ηi ] =< ηi (t) >= 0 and K [ηi ] =< ηi (t)ηi (t + τ) >=
�iδ(τ )/2, βi is the intensity, �i/2 is the spectral density of white noise. A feature
of Eq. (1), which allows us to call them stochastic, is the presence of an effect in the
form of white noise.

The number of particles of the selected fraction on the surface of the i-th
sieve at any time t > ti = Li/Vi av is determined by the expression: Ni (t) =∫ Li

0 Ni (x, t; d j )dx , where Li is the length of the sieve, Vi av is the average speed of
vibrational motion. The deviation of the number of Ni (t) particles from the average
value at any time is related to the probability of sieving particles into sieve cells.
The probability of sifting into a cell depends on the size and shape of the particles,
the particle size distribution of the material to be separated, constraint conditions
and other factors, as well as on the relative speed of the vibrational movement of the
material. Therefore, the number of Ni (t) particles is considered as a random process.
Approximation of the random process Ni by white noise is possible, because the
correlation time of the random process is much shorter than the average residence
time of the selected particles on the surface of the sieve. Taking into account the
properties of white noise, process Ni is a Markov process; therefore, to study it, one
can use the mathematical apparatus of the theory of Markov processes. Then the
distribution density of the random process Wi (N1, . . . , Ni , x, t) is determined from
the solution of the system of equations (K-F-P):
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∂Wi

∂t
= − ∂

∂x
(Vi avWi ) −

i∑

k=1

∂

∂Nk
(FiWi ) + 1

2

i+1∑

k=1

i+1∑

j=1

∂2

∂xk∂x j
(BkjWi ), i = 1, n

(2)

where xk ≡ Nk, k = 1, i; xi+1 ≡ x, Bkj—is the diffusion coefficient. Solving
equations (K-F-P) for large values of n is a difficult task.

The coefficients of kinetic equations in a first approximation are calculated by the
dependence:

αi = Vi av pi/2ai ,

where pi is the probability of sifting into the cell, 2ai is the step of the i-th sieve.
The coefficients αi determine the number of particles passing through the cell in one
second, thereby characterizing the rate of change of the random process.

The probability of sifting into the cell is considered as a complex event [2]:
p = pg pv , where pg is the probability, which depends on the size and shape of
the sieve cell and particles of the material to be separated, and pv is the probability,
which depends on the relative speed of the particle on the vibrating surface. The
calculation of the probability of sifting into a cell was considered in the article [2].
The probability of speed is determined by the formulas:

pv = 2 − (	(z) + 	(z0)), z = (Va − Vk)/σ, z0 = Vk/σ, z = (Va − Vk)/σ

where Va is the particle velocity amplitude relative to the sieve, 	(x) is the standard
normal distribution function, Vk, σ are the parameters of the normal law, which are
determined in the process of identifying the constructed models. To do this, the
calculated values of the extraction coefficient are compared with the experimental
values obtained at somewell-defined high-speedmodes of operation of the apparatus.

The vibrational motion of granular media was studied in sufficient detail in the
article [1], the calculation of the average speed, the relative velocity amplitudes for
some modes of vibrational motion are given in the work [2].

Consider the solution of differential Eq. (1) under the following initial and
boundary conditions:

Ni (0, x) = 0 for i = 1,m and N1(t, 0) = N 10(t), Ni (t, 0) = 0 for i = 2,m. (3)

Conditions (3) determine the supply of the material to be separated only at the
beginning of the upper tier of the multilevel classifier, N 10 is the number of selected
particles (1/m) that arrive at the beginning of the first sieve. Using the replacement
τi = t − x/Vi , z = x , Eq. (1), taking into account conditions (3), can be solved by
reduction to ordinary differential equations. Then the average value of the random
process N j

1 for the first sieve, taking into account conditions (3), has the form:

N
j
1(τ1, z) = N

j
10(τ1) exp(−α

j
1 z/V1), and the general solution of the differential
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equation with respect to the average value of the random process for the i-th sieve
can be written in the form:

N
j
i (τi , z) = N

j
10(τi )

α
j
1 ...α

j
i−1

V2...Vi
[�1 ,i exp(−α

j
1 z/V1)

+... + �i ,i exp(−α
j
i z/Vi )]

(4)

where

�k, j = 1
/[

(α
j
1/V1 − α

j
k /Vk) × ... × (α

j
k−1/Vk−1 − α

j
k /Vk)

× (α
j
k+1/V1 − α

j
k /Vk) × ... × (α

j
i /Vi − α

j
k /Vk)

]
, i ≥ 2

These results can also be obtained on the basis of the theory of Poisson processes.
In the general case, the solution of the system of equations (K-F-P) regarding the

distribution density of a random process is carried out by numerical methods. When
approximated bywhite noise, a random Ni process is normal. Therefore, knowing the
numerical characteristics of the random process, we can write an approximate solu-
tion for the distribution density and transition probabilities, which are fundamental
solutions to the Cauchy problem under delta-shaped initial conditions:
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For the first sieve, an analytical solution to Eq. (2) can be obtained. By replacing

ϕ = N1 exp(−α1x/V1), ξ = β2
1�1

2α1
(1 − exp(−2α1x/V1)), the equation (K.-F.-P.) for

the first sieve is reduced to the simplest diffusion equation: ∂W̃1
∂ξ

= 1
2

∂2W̃1
∂φ2 and the

solution of the resulting equation is written as an integral convolution:

W̃1(ϕ, ξ, τ1) = 1√
2πξ

∞∫

0

W 10(θ, τ1)

(

exp

(

− (ϕ − θ)2

2ξ

)

− exp

(

− (ϕ + θ)2

2ξ

))

dθ,

where W 10(N1, τ1) is the distribution density of N1 in the initial section.
Then the general solution of the equation (K-F-P) for the first sieve has the form:
W1(N1, x, τ1) = W̃1(ϕ, ξ, τ1) exp(−α1x/V1).
For the remaining screens, starting from the second, obtaining an analytical

solution to the equations of system (2) is a difficult task.
The coefficients of the kinetic equations of system (1)α j

i determine the probability
of passage of particles of the j-th fraction through the holes of the i-th sieve per unit
time, thereby characterizing the rate of the process. Then the average value of the
number of passes of the j-th fraction from the i-th sieve, taking into account solution
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(4) for the time �ti , is determined by the formula:

�ti∫

0

Li∫

0
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i N
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i0 exp

(
−α

j
i z/Vi

)
dz dt = Vi �ti N

j
i0

(
1 − exp(−α

j
i Li/Vi

)
, (5)

where N
j
i0 is the number of particles of the j-th fraction per unit length of the i-th sieve

in its initial section. The expression Vi �ti N
j
i0 in (5) determines the total number

of particles of the j-th fraction entering the i-th sieve during the time �ti . Then, the
extraction coefficient of the j-th fraction from the i-th sieve, taking into account (5),
is determined by the formula:

η
j
i = exp(−α

j
i Li/Vi ), i = 1, n , j = i, i + 1,

where j = i is the coarse (passing) fraction, j = i + 1 is the next largest (passing)
fraction. The classification process will be the more effective the more you can get
the extraction and less “pollute” the products. The separation efficiency on the i-th
sieve is calculated by the dependence:

Ei = ηi
i (1 − ηi+1

i ) × 100%, i = 1, n ,

where ηi+1
i is the fractional fraction of the coarse fraction in the coarse fraction,

which for the i-th fraction is considered as the fraction of impurities in the target
product.

Figure 1 shows the results of calculations of the distribution of the linear particle
density of the target products along the first and second sieves of the multilevel
classifier. Based on the obtained solutions, the extraction coefficients of the target
products are calculated. Also, the quality of the sieved residues from the sieves is
evaluated. For this, the proportion of non-target products (small) that are in the target
product is determined. Based on the constructed mathematical models to determine
the optimal values of the structural and operational parameters of the classifier, it is
possible to formulate and solve the optimization problem in a multi-criteria setting
[19].

3 Separation Process Optimization

The efficiency of the separation process can be evaluated by various criteria [18].
Separation results can be characterized by indicators such as, for example, recovery,
pollution, concentration, etc. This creates some uncertainty when evaluating the
operation of the equipment used and the quality of separation. In practice, the quality
of separation is most fully evaluated by two indicators—the degree of extraction of
the desired fraction from the starting material and its contamination.
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Fig. 1 Change in the linear
particle density of the target
products along the first and
second sieves of the
multi-tiered classifier: α1

1 =
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1 =
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2 = 3.66E−4;
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2 = 2.77E−3; α3

2 =
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2 = 6.93E−1
(sek−1); Vcp = 0.05 m/sek;
sizes of fractions: 1–(0.8 ÷
0.9) · 10–3; 2–(0.7 ÷ 0.8) ·
10–3; 3–(0.6 ÷ 0.7) · 10–3;
4–(0.5 ÷ 0.6) · 10–3 (m)
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The processes of separation of granular materials on sieve classifiers depend on
a large number of design and operating parameters, characteristics of the shared
material, i.e. is a large and complex system. To control this process, on the basis
of the constructed mathematical model, the optimization problem is constructed in
a multi-criteria setting [19]. The optimization results will allow you to control the
separation process by adjusting the operating parameters of the process depending
on the fractional composition, shape and particle size of the shared material. The
performance of the apparatus and the coefficients of separation efficiency on screens
are considered as criteria:

max Q(A, ω, α, β, h, B) = ρchBVav ,

max E fi (A, ω, α, β, Di , Li , ri ) = ηi (1 − Ri ) × 100% , i = 1,m ,

under conditions:xmin
j ≤ x j ≤ xmax

j , ϕmin
k ≤ ϕk(A, ω, α, β) ≤ ϕmax

k , (6)

where xmin
j , xmax

j is the smallest and greatest value of the component of the vector
x = (A, ω, α, β, D, L , h, r), φk are the functional limitations associated with the
selected speed regime, A is the amplitude of the oscillations of the sieves, ω is the
frequency of the oscillations of the sieves, α, β are the angles of inclination and
vibration of the sieves, ρc is the bulk density, Li is the length of the i-th sieve, B
is the width of the sieve, Di is the diameter of the cells of the i-th sieve, Vav is the
average velocity of the granular material on the first sieve, h is the thickness of the
layer of granular material at the beginning of the first sieve, Ri is the proportion of
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non-target products in the target hopper, ri—requirements for separation products,
for example, Ri < ri .

Optimization on amulti-criteria basismakes it possible to select design and opera-
tional parameters of equipment, taking into account several criteria necessary for the
production. For example, along with efficiency, it is necessary to take into account
the productivity indicator, as well as other economic indicators. But it is impor-
tant to understand that for the classification process, these indicators from a certain
moment, as they individually approach the extreme values, come into conflict. This
is the essence of multi-criteria tasks.

The multicriteria problem (6) is solved by known methods [2, 19, 24]. For the
practical organization of the classification process, depending on the type (shape) of
particles, fractional composition, the type and size of the cell hole are selected, and the
length of the sieves, their angle of inclination, and the amplitude of oscillations as a
result of the corresponding calculations given in the article [2]. The optimal values of
the angle of vibration and vibration frequency are determined from the solution of the
optimization problem. The device should be able to be controlled without significant
changes in design parameters by adjusting the operating parameters depending on
changes in the characteristics of the material being shared.

4 Results and Discussion

A computational experiment was carried out using a complex of programs [25]. A
polymer-based granular material with linear dimensions in the range of (0.65–2.65)
× 10–3 m and the same diameters of 1.5 × 10–3 m was considered. The bulk density
of the material was ρc = 1160 kg/m3, porosity – 23%. The dimensions of the first
fraction are (2.15–2.65) × 10–3 m, the second (1.65–2.15) × 10–3 m. To select the
first fraction, a lattice of length L = 1.5 m and width B = 1.0 m with mesh sizes of
(3.2 × 3.2) × 10–3 m with a circular hole of diameter D = 2 × 10–3 was selected.
The angle of inclination of α sieves was varied within 00–50, the amplitude of the
oscillations A is within (3–5) × 10–3 m, the height of the exit slit of the loading
hopper h = 4 × 10–3 m, the requirement for the purity of separation r1 ≤ 8%. As
a result of solving the multicriteria problem, a compromise solution was obtained:
E f1 = 87.4%, Q = 1320 kg/h. Optimum parameter values: ω = 48.54 s−1 and
β = 10.060. The average velocity was Vav = 7.94× 10−2 m/s, the amplitude of the
relative velocity was Va = 0.285 m/s, the extraction coefficient of the first fraction
was η1 = 0.95. Thus, the constructed mathematical models make it possible to
determine all the interesting characteristics of the separation process and, based on
the solution of the multicriteria problem, to establish the optimal values of the design
and operating parameters of the multi-tiered classifier.
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5 Conclusion

The theory of random processes using the experimental results to determine the
model parameters allows you to build mathematical models of the vibrational sepa-
ration of bulk materials into specific fractions by size on multi-level sieve classi-
fiers, to evaluate the separation efficiency and determine the optimal values of the
design and operating parameters of the classifier. The mathematical model and the
experimental results make it possible to control the separation process by adjusting
its operating parameters depending on changes in the characteristics of the shared
material, considering the separation process on sieves as a large and complex system.
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Abstract We focus on forecast evaluation techniques that comply with the design
principles of Industry 4.0 (or I4.0). The I4.0 concept refers to trends and prin-
ciples attributed to the 4th industrial revolution and, in particular, assumes the
following capabilities of automated systems: interoperability, decentralization, real-
time processing, and service-orientation. Generally, effective forecast evaluation
requires us to store both actuals and forecasts. We look at how to handle rolling-
origin forecasts produced for many series over multiple horizons. This setup is met
both in research (e.g., in forecasting competitions or when proposing a new method)
and in practice (when tracking/reporting forecasting performance). We show how
to ensure access to all the variables required for exploratory analysis and perfor-
mance measurement. We propose flexible yet simple and effective data schemas
allowing the storage and exchange of actuals, forecasts, and any additional relevant
info. We show how to construct various tools for forecast exploration and evalua-
tion using the schemas proposed. In particular, we present our implementation of
a prediction-realization diagram showing forecasts from different methods on one
plot. We propose special tools for measuring the quality of point and interval rolling-
origin predictions across many time series and over multiple horizons. The workflow
for using techniques proposed is illustrated using R codes.
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1 Introduction

Forecasting methods are used in various fields ranging from weather forecasting to
supply chain management. It is important for companies to produce good forecasts
in order to operate efficiently. In order to know how good a forecasting method is,
we need to compare forecasts against corresponding actuals being obtained. In other
words, we need empirical evaluation to assess forecast performance. A number of
forecasting competitions have been held to empirically evaluate alternative methods
(e.g., [1] tested 24 methods using 3003 series and recently [2] tested well-known
machine learning and parametric methods using 100,000 series). These competitions
have had a huge influence on the field of forecasting by focusing on forecasting
performance, rather than on models design. Choosing a good metric to compare
alternative forecasts is itself a challenging and controversial task (for an overview of
existing approaches see, e.g., [3]).

This chapter addresses the following questions: (1) How to store forecast data in
order to ensure effective forecast evaluation? (2) What tools can be used to report
forecast performance in an informative and interpretable way? In particular, how
to measure accuracy of point forecasts, how to measure forecast bias, and how to
measure the quality of interval predictions? Some preliminary results of our research
were earlier presented by us at CyberPhy-2020 conference, see [4].

We show that formats used in well-known datasets and packages do not provide
some important capabilities (for example, by not allowing the storage of rolling-
origin forecasts and not ensuring cross-platform and real-time capabilities). After
suggesting a more suitable format we illustrate how it can be used as a basis for
building forecast evaluation tools.

Generally, the solution we propose in this chapter can be seen as a statistical
framework that involves the elements suggested in [5]: (i) a setup describing the
tasks and requirements, (ii) principles used to ensure effective implementation, (iii)
the description of tools and algorithms, (iv) codes, and (v) a workflow describing
step-by-step instructions to solve the tasks identified in the setup.

The next section outlines the setup where we summarize typical settings of
obtaining and evaluating forecasts and outline the principles we adopt in our solution.
Then we present our view of how forecast evaluation workflow should look like. We
then propose data schemas that meeting the requirements stated. Then we demon-
strate how the schemas can be used to implement tools for forecast exploratory
analysis and performance measurement. Data formats and tools presented can be
used regardless of a scripting language or database, but our examples use R and
plain csv-files. We conclude by providing a summary of our recommendations for
using the tools presented.
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2 Forecast Evaluation Setup, Principles, and Terminology

We propose the following forecast evaluation setup summarizing (i) what kinds of
data we want to work with, (ii) what we want to obtain as a result of the analysis,
(iii) under what requirements and what principles.

1. Suppose we have a set of time series. The set can contain from one to a relatively
large number of series (say, millions or hundreds of thousands).

2. For each series we want to store both actuals and forecasts. In particular, we need
to store out-of-sample forecasts produced from different origins (we will call
them rolling-origin forecasts) over different horizons. Forecasts can be produced
using alternative methods. In addition to point forecasts we may want to store
prediction intervals (PIs), density forecasts, and additional information related
to forecasting process (such as model structure, model coefficients, reasons for
judgmental adjustments, etc.).

3. Both actuals and forecasts can be frequently and asynchronously updated as new
data becomes available (this scenario is described, e.g., in [6]).

Being able to store each forecast for each horizon and each origin of interest is
important because it is often not easy to reproduce forecasts for evaluation purposes.
E.g., computing a single forecast can take a substantial time when using compu-
tationally intensive methods, such as MCMC, to generate posterior densities [6].
Moreover, judgmental forecasts and judgmental adjustments cannot be reproduced
at all.

Given the above settings and considerations, we need convenient means to store
and access (and, perhaps, to distribute or exchange) forecast data including actuals,
forecasts, and other relevant info. Our aim is to find a solution that would be fast in
operation (applicable in industrial settings), cross-platform, and easy to learn and to
implement. In particular, we need data structures to implement a reliable and infor-
mative forecast cross-validation and a credible comparison of alternative methods. In
the case of forecasting competitions, awell-defined approach to store forecasting data
enables independent and objective out-of-sample evaluation of forecasting accuracy.

In our solution we aim to comply with the latest trends defined by the Industry
4.0 vision [7]. In particular, this involves interoperability, real-time capabilities,
decentralization, service-orientation, and modularity. We also aim to ensure effec-
tive forecast evaluation by the use of the most appropriate error metrics and tools.
We propose a forecast evaluation framework based on the following rules: (1) Use
unified cross-platform data formats to store actuals and forecasts (this is needed to
ensure interoperability and modularity, cross-platform data formats make it easier to
exchange forecast data). (2) Use separate tables to store forecasts and actuals (this
ensures effective updating of data, real-time capabilities, and objective evaluation
by third parties). (3) Use well-defined and well-grounded algorithms for measuring
forecasting performance (this ensures objective and reproducible forecast evalua-
tion, see [8] for a discussion on the requirements for constructing appropriate error
measurement algorithms).
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We focus on numeric univariate time series, but the framework proposed is also
applicable to multivariate series and to panel or longitudinal studies where observa-
tions related to various objects are collected over time. Although the chapter focuses
on numeric series, the data structures proposed are capable of storing categorical
data.

Some important terms we use are clarified below.

• Forecast origin—themost recent historical period for which data is used to obtain
a forecast.

• Forecast horizon—the number of periods from the forecast origin to the end of
the time period being forecast [9].

• Prediction intervals (PIs)—the bounds within which future observed values are
expected to fall, given a specified level of confidence [9].

• Prediction interval width (PIW)—the difference between the upper and the lower
bounds of a given PI.

• Rolling-origin forecast—a forecasting process in which forecast origin rolls
forward in time [10].

• Density forecast—a prediction of the distribution of any given statistical object of
interest [11].

• Coverage probability—the empirical probability that PIs contain actuals.
• Nominal coverage probability—the confidence level of PIs.

3 Forecast Evaluation General Workflow

Data science analysis involves not only applying a specific algorithm of interest, but
also data preparation and data quality checks. Our approach is based on including
these steps into a forecast evaluation framework allowing it to comply with more
general methodologies, such as CRISP-DM or SEMMA.

We propose the general workflow for forecast evaluation shown on Fig. 1.
The topic of how to obtain forecasts is out of the scope of this chapter. Instead, we

look at how forecast data should be stored in order to allow access to previous fore-
casts, to match them with actuals, and to track forecasting performance. Forecasts
can be produced not only by statistical or machine learning methods but also judg-
mentally. It is important for a forecasting system to have the capabilities of keeping
relevant information related to the reasons associated with judgmental estimates. The
approach proposed in the next section is capable of keeping this kind of information
as well.

The next section proposes data structures allowing the implementation of the
framework shown on Fig. 1. In subsequent sections we use these structures for the
exploratory analysis and performance measurement steps of the workflow.
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Fig. 1 Forecast evaluation workflow

4 New Data Formats

4.1 Existing Packages with Forecast Data

Some R packages contain data for forecasting competitions:

• Mcomp: Data from the M-competition and M3-competition [12];
• Tcomp: Data from the Kaggle tourism competition [13];
• tscompdata: Data from the NN3 and NN5 competitions [14];
• M4comp2018: Data from the M4-competition [15].

The above packages use objects to store forecasts and actuals. The downside of
this approach is that we need to use R to access data. In other words, the approach
is not cross-platform. Besides, there is no unified approach to store rolling-origin
forecasts and interval forecasts.

We propose a general format based on special table schemas. The schemas we
propose can be implemented in any environment, e.g., using .csv files or a SQL
database.

4.2 New Approach and Its Capabilities

This section presents our approach to store forecast data in accordance with what was
said in Sect. 2. More specifically, we aim to have a specification with the following
capabilities (in order to comply with the I4.0 principles):
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• Rolling-origin cross-validation.
• Storage of any type of forecasting results (not only point forecasts, but also interval

forecasts, density forecasts, model parameters, reasons for judgmental forecasts,
etc.).

• Cross-platform usage & portability.
• Ability to work with data collected for any frequency (hours, minutes, seconds,

etc.) and any number of time series.
• Ease of updating actuals and forecasts, ability to store actuals separately from

forecasting results, and to store forecasting results for each forecasting method
separately.

• Fast access to data.
• Ease of use, understanding, and implementation.

We propose to store forecast data in plain tables (as opposed to the use of
environment-specific objects, as in the above packages). This allows using a relational
database (RDB) or portable files (e.g., .csv). As RDBs are widely used, companies
usually have an IT infrastructure optimized toworkwith tabular data. DB engines and
SQL statements allow accessing such data instantly ensuring real-time capabilities.

We propose the use of the following two major table schemas to store forecasts
and actuals:

• Time Series Table Schema (TSTS) to store time series actuals;
• Forecast Table Schema (FTS) to store forecasting results including point forecasts,

prediction intervals, and other variables of interest.

According to our approach, forecasts and actuals are stored in separate tables. To
slice-and-dice forecast data easier, we may need a table containing both actuals and
forecasts. To do this we propose the Actual and Forecast Table Schema (AFTS).

4.3 Time Series Table Schema (TSTS)

In this table schema each actual is stored as a separate single row (Table 1).
We may have additional columns or an additional table specifying time series

features (e.g., series description, units, frequency, category, etc.). However, the
schema specified by Table 1 includes the columns that are always necessary for fore-
cast evaluation acrossmany series. This specification does not impose any restrictions
on data types, but we advise that timestamps be stored as strings. We recommend to
use the ISO 8601 standard for timestamps as it allows adequate sorting of rows and
correct comparison of strings containing timestamps. For example, “1997-01-20” is
less than “1998-01-19” but in case of using another format this may not be the case,
e.g.: “20.01.1997” > “19.01.1998”.
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Table 1 Time series table schema (TSTS)

Column Description Example

series_id* Time series identifier—a unique name
identifying a time series

“Y1”

timestamp* Any representation of the period to which
the observation relates. We recommend
the use of the ISO 8601 standard

“1997” in case of yearly data,
“1997-01-20” in case of daily data,
“1997-11” in case of monthly data,
“1997-W03” in case of weekly data,
“2018-Q2” in case of quarterly data

value The value observed 100

*These columns form the composite key for this table schema. A composite key is a combination
attributes that must not be duplicated. For this table schema it is <series_id, timestamp>. In other
words, we cannot have two (or more) records relating to the same time series and the same period
of observation (timestamp)

Here is how the M3-Competition data can look like in the TSTS format:

series_id value timestamp

Y1 3103.96 1984

Y1 3360.27 1985

Y1 3807.63 1986

Y1 4387.88 1987

Y1 4936.99 1988

Y1 5379.75 1989

In our examples below we use numeric series, but for categorical data the “value”
column can store category identifiers instead of numeric values.

Panel and multivariate series can also be stored using the above schemas. To store
panel data the “series_id” column can be replaced with two columns: “panel_id”
and “var_id”. Alternatively, the “series_id” can be a column containing both a panel
identifier and a variable identifier in one string. In the latter case columns “panel_id”
and “var_id” can still be added in order to easier query data. The same relates to
multivariate series.

For missing observations the corresponding rows can be omitted or corresponding
values can be coded as NA’s. Sometimes it is necessary to store indications of
censored data or out-of-stock events, etc. This should be specified by special rules,
which we will not address in this chapter. The purpose of the above schemas is only
to set out the general approach.
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Table 2 Forecast table schema (FTS)

Column Description Example

series_id* Time series identifier for which the
forecast was calculated

“Y1”

timestamp* Any representation of the period to
which the observation relates. We
recommend the use of the ISO 8601
standard

“1997” in case of yearly data,
“1997-01-20” in case of daily data,
“1997-11” in case of monthly data,
“1997-W03” in case of weekly data,
“2018-Q2” in case of quarterly data

origin_timestamp* Origin of the forecast (provided in
the same format as the timestamp)

“2000” in case of yearly data,
“1997-01-23” in case of daily data,
etc

horizon* Forecast horizon 3

method_id* Method identifier—a unique name
that identifies a method by which the
forecasting result was produced

“ARIMA”

forecast Point estimate 234

lo95 The lower limit for the 95%
prediction interval

178

hi95 The upper limit for the 95%
prediction interval

273

lo90 The lower limit for the 90%
prediction interval

162

hi90 The upper limit for the 90%
prediction interval

283

… … …

*the composite key for this table schema is < series_id, method_id, timestamp, origin_timestamp,
horizon>

4.4 Forecast Table Schema (FTS)

This schema is needed to store forecasting results. Each row contains forecasting
results relating to a given time series produced using a given method for a given
horizon at a given origin. Table 2 specifies the columns required. Columns containing
PIs can be added or excluded.

The FTS tablemay be extended by adding columns to represent additional types of
forecasting results (e.g., this may be textual info to store reasons for judgmental fore-
casts or arrays containing density forecasts). Also, if needed, we can have columns
to store structured info using JSON or XML formats. Table 2 specifies typical results
used in forecast evaluation.
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Here is how forecasts for the M3-Competition data can look like in the FTS
format:

series_id method_id forecast horizon timestamp origin_timestamp

Y1 NAIVE2 4936.99 1 1989 1988

Y1 NAIVE2 4936.99 2 1990 1988

Y1 NAIVE2 4936.99 3 1991 1988

Y1 NAIVE2 4936.99 4 1992 1988

Y1 NAIVE2 4936.99 5 1993 1988

Y1 NAIVE2 4936.99 6 1994 1988

4.5 Actual and Forecast Table Schema (AFTS)

It is often convenient to work with a table having both actuals and forecasts in one
row. By joining columns from TSTS and FTS tables based on the TSTS key fields,
the Actual and Forecast Table Schema (AFTS) is obtained.

4.6 Data Preparation Process and Scenario Examples

Since the formats proposed above (TSTS and FTS) assume a table structure, the
most efficient way (in terms of updating the data and accessing relevant slices) is
to store forecast data within a RDBMS. When TSTS and FTS tables are stored in a
RDBMS, relevant pieces of data are obtained through SQLqueries. Tables containing
both actuals and forecasts (formatted using the AFTS) then can be obtained using a
simple INNER JOIN SQL query.

Another scenario is to use .csv files. Then actuals are stored separately from
forecasts. Moreover, it is possible to store forecasts from each method in a separate
file and then merge the tables for further analysis.

Of course, forecast data can be stored inside an R-package, but the idea behind
our approach is still to store data as a table and not as a list of language specific data
structures.

5 The Forvision Package

The forvision package for R [16] implements tools to facilitate the workflow shown
on Fig. 1. The tools are implemented assuming that forecast data is stored in the
TSTS and FTS formats. Our further illustrations will be based on this package, but
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similar functionality andAPI design can be implemented in other environments (e.g.,
in Python or Julia).

5.1 Downloading and Installation

To install and use the package, run this code:

install.package(devtools)
devtools::install_github("forvis/forvision", build_vignettes = TRUE)
library(forvision)

5.2 Data Used for Illustrations

The package has several example datasets available as data frames. For further
illustrations, we will use the following datasets:

• m3_yearly_ts—yearly actuals from the M3-competition (format: TSTS),
• m3_yearly_fc—yearly forecasts from the M3-competition (format: FTS),
• m3_quaterly_ts—quarterly actuals from the M3-competition formatted (format:

TSTS),
• m3_quaterly_fc_pis—quarterly forecasts containing prediction intervals calcu-

lated for the M3-competition data (format: FTS).

The package has a special function to obtain a data frame containing both actuals
and forecasts (a table in the AFTS format):

m3_yearly_af <- createAFTS(m3_yearly_ts, m3_yearly_fc)

5.3 Visual Tools Implementation

The forvision package contains functions implementing visual tools for exploratory
analysis and performance measurement. These functions produce objects created
with the use of ‘ggplot2’ and ‘dygraphs’ packages. This allows the aesthetics of
graphs to be adjusted with high flexibility.

Graphical output can be improved by using rules for choosingmost suitable colors
and markers for producing cross-sectional plots (see [5]), but here we use default
output with no special adjustments.
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6 Exploratory Analysis of Forecast Data

When forecast data is stored in the appropriate format, we can define APIs and
algorithms to query, slice-and-dice, and visualise forecast data.

This section presents some exploratory tools defined using the data structures we
proposed above.

6.1 Prediction-Realization Diagram

The prediction-realization diagram is a scatterplot showing how forecasts correlate
with actuals [17]. Here we propose plotting point forecasts and actuals relating to
different series, methods, origins, and horizons on the same graph. We use different
colors and symbols to denote different methods. The objective is to explore the
distribution of forecast errors, to identify outliers and biases, to compare alternative
forecasts.

To plot the diagram we need forecast data in the AFTS format. We can use any
subset of the initial data set if needed (for example, we can use only forecasts for a
specified horizon). This R-code shows the function call for constructing the diagram,
Fig. 2 shows the result:

plotPRD(m3_yearly_af)

Fig. 2 Prediction-realization diagram for M3 yearly data. Different colors and marks are used to
show forecasts relating to different forecasting methods. The Y = X line represents perfect (zero
error) forecasts
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The graph on Fig. 2 spots some really unwanted cases (when forecast seriously
overestimated actuals). For example, having a forecast close to 350,000 units we
had actual of only about 11,000 units. We also observe some negative forecasts, but
actuals are always non-negative. The distribution is skewed and in some areas points
largely overlap in the bottom left corner of the graph. Using a log scale for this
diagram is therefore sometimes useful, but here we will work with the raw data to
keep things more simple.

Let’s take a closer look at the cases spotted. With the AFTS format we can query
forecast data in order to get a table with details:

subset(m3_yearly_af, forecast > 100000)

Query results indicated that the unwanted cases related to series id = “Y113”.
Below we illustrate how to show these forecasts on a time series graph.

6.2 Fixed Origin and Fixed Horizon Graphs

The fixed origin graph shows point forecasts produced for the same time series from
the same origin, but for different horizons. It is possible to show forecasts from
several methods on the same graph using different colors and symbols.

When actuals table is given in the TSTS format and forecasts table in the FTS
format, we can define the following algorithm for producing the fixed origin graph.
Firstly, we need to select (from the forecasts table) all point forecasts produced by
the methods of interest and relating to the specified origin and specified time series.
Then plot a time series graph using actuals stored in the actuals table, then plot the
forecasts selected, use different colors for different methods.

Figure 3 shows the cases of poor forecasts we identified based on the prediction-
realization diagram (these cases relate to series Y113 of the M3 yearly data set).

Code used to obtain the graph:

# Firstly, in order to use the ‘dygraphs’ package
# we must prepare appropriate time-based object timestamps:
library(zoo)
m3_yearly_ts$timestamp_dbo <- as.yearmon(m3_yearly_ts$timestamp, format =
'%Y')
m3_yearly_fc$timestamp_dbo <- as.yearmon(m3_yearly_fc$timestamp, format =
'%Y')

# plot fixed origin graph
plotFixedOrigin(m3_yearly_ts, m3_yearly_fc, "Y113",  1988, c("ARARMA", "HOLT", 
"NAIVE2"))

Method “ARARMA” sometimes performs badly as it tends to extrapolate trends
that do not hold. Thus, in this example the prediction-realization diagram together
with the fixed origin graph helped identify the risks of using ARARMA.
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Fig. 3 Fixed origin graph

If we have a data set containing rolling-origin forecasts, the fixed horizon graph
can be constructed as well. The fixed horizon graph shows point forecasts produced
for the same time series, with the same horizon, but from various rolling origins. The
graph is constructed in a similar manner to what we described above.

6.3 Fancharts

Fan chart shows point forecasts and prediction intervals produced for the same time
series from some given fixed origin, with different horizons. Fan chart relates shows
forecasts produced by only one selectedmethod. The objectives is to visually explore
PIs, to identify outliers/unexpected results, to assess the uncertainty around forecasts
and adequacy of the PIs. Examples of unacceptable PIs: too wide for the practical
settings, lower limit is below zero for non-negative time series, the actual coverage
does not correspond to the nominal coverage, etc.

Similarly to the point forecasts graphs presented above, fan charts can be
constructed given data in the TSTS and FTS formats. Figure 4 shows a fan chart
produced using the forvision package.

The code below illustrates the API design based the use of the TSTS and FTS
formats.
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Fig. 4 Fan chart

# prepare appropriate time-based object timestamp columns
# for the correct use of the ‘dygraphs’ package
library(zoo)
m3_quarterly_ts$timestamp_dbo <- as.yearqtr(m3_quarterly_ts$timestamp, format 
= '%Y-Q%q')
m3_quarterly_fc_pis$timestamp_dbo <- as.yearqtr(m3_quarterly_fc_pis$timestamp,
format = '%Y-Q%q')

# plot a fan chart
plotFan(m3_quarterly_ts, m3_quarterly_fc_pis,  "Q1", "1992-Q4", "ARIMA")

Figure 4 shows forecasts produced from fixed origin ‘1992-Q4′ with horizons
from 1 to 8. In order to show the dynamics of updating PIs, it is useful to show fan
charts for different origins (one example can be found in [6, p. 17]).

By analogywith the fixed horizon graph for point forecasts, for a particularmethod
we also can construct a graph depicting PIs for rolling-origin forecasts, but with some
fixed horizon.

7 Measuring Forecasting Performance

When measuring forecast performance we can look at the accuracy and bias of point
forecasts and assess the adequacy of prediction intervals. In this section we present
effective tools to accomplish these tasks.
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7.1 Assessing the Accuracy of Point Forecasts

In the exploratory analysis section we explored the distribution of actuals and fore-
casts for the M3 yearly data. We spotted zero actuals and negative forecasts, which
makes some popular metrics such as MAPE (mean absolute percentage error, [18])
inapplicable. But even we have only positive actuals and forecasts, MAPE can be
unreliable or even misleading [8]. Nonetheless, MAPE remains very popular. So we
start with an example based on MAPE.

Having input data in the AFTS format lets us construct well-known accuracy
versus horizon graphs and tables. Figure 5 shows the “MAPE versus horizon” graph
for the M3 early data plotted using the following code:

# Exclude non-positive cases
m3_yearly_af2 <- subset(m3_yearly_af, value > 0 & forecast > 0)
# calculate MAPEs and show the “accuracy vs horizon” graph
acc <- calculateMAPE(m3_yearly_af2)
acc$plot

As noted above,MAPEhasmanyflaws. It is therefore desirable to use alternatives.
However, choosing the most appropriate metric remains a controversial task [19].
Sometimes researchers and practitioners are facing difficulties as the use of different
metrics leads to different rankings of methods and the results become difficult to
interpret [3]. Formal statistical tests for accuracy comparisons are also not always
straightforward to implement.

One important property of an error measure (formulated in [8, p. 240]) is that the
criteria used for optimisation of predictions must correspond to the criteria used for

Fig. 5 Accuracy versus horizon graph
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their evaluation. It is well-known [20, p. 30] that if a density forecast is available,
point forecast in terms of MSE will correspond to its mean and optimal forecast
in terms of MAE will correspond to its median. Usually, if density forecast is non-
symmetric, original series are log-transformed, predicted, and then predictions are
returned to the original scale. In this case we aim to obtain forecasts optimal in
terms of MAE [8, p. 240]. If density forecast is symmetric, both MAE and MSE are
suitable, but MAE is less affected by outliers.

It therefore makes sense to use out-of-sample MAE for accuracy evaluation. But
this approach is applicable if we have only one time series. Importantly,metrics based
on percentage errors (e.g., MAPE) are not suitable to represent accuracy in terms of
linear or quadratic loss even for the case of only one time-series [19, pp. 49–53], [8,
p. 241].

When it comes to measuring accuracy across series, scale-independent measures
are required in order to avoid a so called “oranges versus apples comparison” [18].
Given that percentage errors are not advisable [8, 18, 19], one option is the mean
scaled absolute error (MASE, [18]) where errors are scaled by MAE of the naive
method. MASE, however, has some limitations [8, pp. 244–245]: it may not show
relative accuracy reliably due to biases of the arithmetic mean and structural breaks
in time series.

Instead, it was proposed in [3] to use the average relative mean absolute error,
AvgRelMAE. This metric is based on the geometric mean of relative MAEs
(RelMAEs). Suppose we have N time series, M methods, T origins from which
each method produced forecasts (and corresponding outcomes are already known)
with horizons from 1 to H. We denote forecast error as

et+h,i, j = Yt+h,i, j − Ft+h,i, j , (1)

where t—forecast origin (t = 1 . . . T ), h—forecast horizon (h = 1 . . . H), i—
method (i = 1 . . . M), j—time series ( j = 1 . . . N ), Yt+h,i, j—actual, Ft+h,i, j—fore-
cast.

MAE for a given combination of h, i , and j is

M AEh,i, j = 1

T

T∑

t=1

∣∣et+h,i, j

∣∣. (2)

To assess relative performances, we need to use a benchmark method (we recom-
mend the naive method, but it can be any other method). Let B denote the index of
the benchmark method. Then relative MAE (RelMAE) is:

Rel M AEh,i, j = M AEh,i, j/M AEh,B, j . (3)

For a given series the RelMAE has the following interpretation: RelMAE < 1
means method i is better than method B in terms of the linear loss function, RelMAE
> 1 meaning the opposite. In order to aggregate RelMAEs across series we can use
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various options such as the arithmetic mean or the median, but, as explained below,
the geometric mean is a better option.

The AvgRelMAE for a specified method i and horizon h is found as the geometric
mean of RelMAEs:

AvgRel M AEh,i =
⎛

⎝
N∏

j=1

Rel M AEh,i, j

⎞

⎠
1/N

(4)

Different series lengths require the use of the weighted geometric mean, as
proposed in [21]. The weight of RelMAE is then the number of origins used to
calculate RelMAE.

The geometric mean has the following important advantages over alternatives
(such as the median or the arithmetic mean) when averaging relative forecast perfor-
mances: (i) it gives equal weight to reciprocal relative changes [21, p. 61] and (ii)
the resulting rankings are invariant to the choice of the benchmark [21, p. 66]. It may
occur, however, that MAE becomes zero for some cases and then the above formula
cannot be used directly. In these cases a special trimming procedure should be used,
as proposed in [19, p. 62].

Studies of the statistical properties of the AvgRelMAE have shown that it gives a
better indication of relative accuracy (compared with alternative metrics) in terms of
the linear loss [19]. One important advantage of this metric is the ease of interpreta-
tion. For example, obtaining an AvgRelMAE value of 0.95 for a particular method
means that this method is likely to reduce the MAE of the benchmark by 5%.

Also (as noted in [22, p. 53]) the AvgRelMAE is applicable if one wants to
implement the so-called ‘forecast value added’ (FVA) concept proposed by the SAS
Institute [23]. The FVA is defined as ‘the change in a forecasting performance metric
that can be attributed to a particular step or participant in the forecasting process.’
[23]. So we can say that obtaining AvgRelMAE = 0.95 corresponds to the FVA of
5%.

Given its advantages,we recommend theAvgRelMAEfor accuracyvisualisations.
By replacing MAPE with AvgRelMAE on the graph shown on Fig. 5, obtaining the
“AvgRelMAE versus horizon” graph is straightforward.

A corresponding “AvgRelMAE vs horizon” table is also required for reporting
accuracy. To make table output effective, we recommend these rules: (i) use 2 or 3
digits after the decimal point and use bold font to show best results, (ii) indicate the
benchmark method used or show ranks; (iv) (optional) use asterisk (*) to indicate
statistical significance of changes in accuracy. Good examples of the “AvgRelMAE
vs horizon” table can be found in [24, p. 253] and [25, p. 465].

When summarizing AvgRelMAE values across horizons, some researchers used
MAEs containing errors for different horizons [25, p. 465]. We think this method is
not desirable as accuracy becomes over-influenced by forecasts with higher horizons.
We propose the following formula:
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AvgRel M AEi =
(

H∏

h=1

AvgRel M AEh,i

)1/H

(5)

By analogy to the AvgRelMAE we can define the AvgRelMSE, which indicates
relative accuracy under quadratic loss [21, pp. 62–63]. Generally, if point forecasts
were obtained asmedians of forecast densities, it makes sense to use theAvgRelMAE
[21]. And if forecast densities are non-symmetric and point forecasts were obtained
as means of forecast densities, it makes sense to use the AvgRelMSE. Both the
AvgRelMAE and AvgRelMSE converge to the geometric mean of relative abso-
lute errors when T gets close to 1, which makes them biased indicators of relative
accuracy [3, p. 518]. Our experiments, however, show that the AvgRelMSE is more
biased compared to the AvgRelMAE, which makes the AvgRelMAE more prefer-
able. Examples of using the AvgRelMAE and the AvgRelMSE metrics can be found
in a number of recent studies (e.g., [24–27]).

The abbreviation prefix “AvgRel” to indicate averaging relative forecasting perfor-
mances across time series using the geometric mean was proposed in [21] and
since then this abbreviation has been used in many studies (e.g., [24–26]). Some
authors used abbreviations ARMAE and ARMSE instead of the AvgRelMAE and
AvgRelMSE (e.g., [27]). We do not recommend changing “AvgRel” to “ar” or “AR”
in order to avoid confusion with some well-known measures for multitarget regres-
sion that are based on arithmetic mean and have the ‘ar’ prefix, such as arMAE. We
propose that, if a compact notation for the “AvgRel” is needed, the “AvgRel” prefix
can be replaced with the ‘Ø’ symbol. However, keeping the original “AvgRel” prefix
makes measures more recognizable across studies.

When using the AvgRelMAE, one powerful tool to explore the underlying
distribution is the boxplot of RelMAEs on a log scale (see Fig. 6).

This visual toolwas proposed in [3, p. 520]. Examples of boxplots of log(RelMAE)
can, e.g., be found in [19, p. 65] and [28, p. 18]. These plots help spot outliers
and heavy tails to see if trimming is needed for a more reliable analysis. Besides,
for skewed distributions additional precautions should be taken into account when
applying statistical tests. For more details we refer our readers to [19].

In our packagewe implemented the followingAPI for obtaining the “AvgRelMAE
versus horizon” graph, table, and the log(RelMAE) boxplot:

# Prepare results for AvgRelMAE
acc <- calculateAvgRelMAE(m3_yearly_af2)
acc$plot # show “AvgRelMAE vs horizon” plot
acc$accuracy # show “AvgRelMAE vs horizon” table
acc$boxplot # show “RelMAE boxplot” (log scale)

The above listing demonstrates that the schemas proposed earlier allow the effec-
tive construction of graphical and tabular output for accuracy evaluation. Any subsets
of the input dataset for the evaluation can be easily constructed by standard query
functions (e.g., using the’subset()’ function in R).
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Fig. 6 Boxplots of log(RelMAEs) for M3 yearly data for different methods. Benchmark method:
NAIVE2. Each boxplot shows cases for all time series and for all horizons available

7.2 Assessing the Bias of Point Forecasts

Apart from the accuracy of point forecast is often useful to see is forecasts system-
atically over-estimate or under-estimate actuals. The prediction-realization diagram
described above is one tool to quickly explore the forecast bias. However, a more
rigorous analysis requires the use of special metrics.

Usually, the term bias is used to see if the mean forecast error significantly differs
from zero. However, as noted above, optimal forecasts for the linear loss correspond
to themedian of the forecast density. Thus, it does notmake sense to evaluate forecast
bias if densities are skewed and point forecasts were optimized for the linear loss. In
these setting optimal forecasts will inevitably be biased [21] and reducing bias will
reduce accuracy. Bias evaluation onlymakes sense if forecast densities are symmetric
or forecasts were optimised for the quadratic loss (in this case we need to use the
AvgRelMSE for accuracy evaluation).

For a single series the mean error (ME) is a good indicator of forecast bias. In
order to obtain a scale-independentmetric, some researchers use themean percentage
error (MPE) calculated by analogy to MAPE. One clear disadvantage of MPE is that
it is vulnerable to outliers and has other limitations of MAPE. There are examples of
using AvgRelMAE in combination withMPE [24, p. 253], but we do not recommend
this approach due to the above reasons.

One alternative is to use the average relative absolute mean error (AvgRe-
lAME), this metric was proposed in [21, p. 64]. Keeping the previous notation,
the AvgRelAME is
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AvgRel AM Eh,i =
⎛

⎝
N∏

j=1

Rel AM Eh,i, j

⎞

⎠
1/N

, (6)

where

Rel AM Eh,i, j = AM Eh,i, j/AM Eh,B, j (7)

and

AM Eh,i, j =
∣∣∣∣∣
1

T

T∑

t=1

et+h,i, j

∣∣∣∣∣. (8)

When AvgRelAMEs for each method and each horizon are obtained, by analogy
to the AvgRelMAE we can construct a “AvgRelAME versus horizon” graph and
table. Averaging AvgRelAMEs across horizons is performed using the geometric
mean, by analogy to formula (5).

7.3 Measuring the Quality of Prediction Intervals

Assessing the adequacy of PIs is based on calculating coverage probabilities and
comparing them with the nominal probability. If confidence limits for the coverage
probability are too wide, we can conclude there’s not enough observations to draw
conclusions about the validity of PIs. Ideally, the confidence limits should be rela-
tively narrow and include the nominal coverage. Surprisingly, very little research has
been conducted in the area of validating PIs. Perhaps, most well-known attempt is
[29], but it still did not provide evidence on confidence bounds for empirical coverage.
Here we propose a visual tool showing both empirical coverage and corresponding
error bounds.

Using the AFTS format we can implement the coverage chart shown on Fig. 7.
The chart shows the coverage for ARIMAmethod for different forecasting horizons.
The corresponding code is:

# show coverage chart for ARIMA forecast method 
m3_quarterly_af <- createAFTS(m3_quarterly_ts, m3_quarterly_fc_pis) 
plotCoverage(m3_quarterly_af, pi = 90, methods = "ARIMA") 

By looking at the coverage chart on Fig. 7, it can be seen that the method (we used
auto.arima function from the ‘forecast’ R-package to obtain PIs) tends to underes-
timate the uncertainty associated with the forecasts produced. Confidence limits for
the actual coverage probability were obtained using the standard ‘binom.test’ func-
tion in R. If methods systematically underestimate or overestimate the uncertainty,
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Fig. 7 Coverage chart. Error bars indicate 90% confidence intervals for coverage probabilities

this indicates the need to calibrate forecasts or apply data transformations prior to
forecasting.

The coverage chart only assesses the adequacy of PIs. To compare the average
width of PIs we propose the use the Average Relative Prediction Interval Width
(AvgRelPIW) metric. For a specified confidence level, the AvgRelPIW is calculated
by analogy to the AvgRelMAE by averaging relative PIWs across series using the
geometric mean. If two methods have adequate PIs (this can be confirmed using
the coverage chart) but different AvgRelPIW, the method with lower AvgRelPIW is
more preferable. For example, if the task is to obtain adequate and accurate PIs for
a real-time electricity consumption tracking system, we need to (1) ensure that PIs
are adequate, (2) choose a model producing the lowest AvgRelPIW.

8 Recommendations Summary

In the light of the above discussion, we recommend the following algorithm for
implementing the forecast evaluation workflow:

(1) Prepare the evaluation dataset: store forecasts and actuals using the FTS and
TSTS formats, respectively.

(2) Before accuracy evaluation: produce summary of available cases, explore
missing and NA values (both for forecasts and actuals), validate data integrity.

(3) Use the prediction-realization diagram (PRD) to identify potential data issues
(use log scale if needed), explore the distribution of forecasts and actuals.
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(4) If needed, use the fixed origin/fixed horizon graphs to explore time series and
forecast features. Use fan charts to explore the adequacy of PIs.

(5) Perform forecast accuracy evaluation:

(5.1) Choose the benchmark method (we recommend the naive method).
(5.2) Use the log(RelMAE) boxplot to explore the distribution of RelMAEs.
(5.3) If no evident data flaws can be found, use the AvgRelMAE metric (here

we assume forecasts are optimised for the linear loss, use theAvgRelMSE
or AvgRelRMSE for the quadratic loss).

(5.4) Produce the “AvgRelMAE vs horizon” graph and table. Perform statis-
tical tests to detect changes in accuracy (one possible test is described in
[8, p. 62].

(5.5) If needed, aggregate AvgRelMAEs across horizons.

(6) If forecast densities are symmetric (this can be assessed using the the PRD),
measure forecast bias using the AvgRelAME metric. If forecast densities are
skewed, but forecasts were optimised for the quadratic loss and the AvgRelMSE
was used, we can still use the AvgRelAME metric. But if forecast densities are
skewed and the AvgRelMAE was used to report accuracy, measuring bias will
not be informative for forecast evaluation.

(7) Given a set of pre-defined confidence levels (say, 80, 90, and 95%) validate PIs
using the coverage chart. Compare PIWs using the AvgRelPIW metric.

9 Conclusions

Having forecast data stored in a well-defined way is crucial for monitoring and eval-
uating forecast accuracy. In spite of the fact that a number of large-scale forecasting
competitions have been conducted, at present there is no unified approach of how to
store forecast data. In this chapter we proposed data schemas suitable for keeping
forecast data in tables as a part of an RDB or as a portable file.

We also showed how to implement forecast evaluation based on the data structures
proposed.We provided our examples in R, but, analogously, any other language (e.g.,
Python) can be used to implement the same approach.

The target audience for the techniques proposed involves both
academics/researchers and practitioners. The framework can be applied in various
scenarios. In particular, it can be used to create forecast-value-added (FVA) reports
recommended by the SAS guidelines [23]. Also, separating forecast data from the
evaluation algorithms and tools allows third parties to perform the forecast evaluation
process, which is important to ensure objective evaluation. Finally, we showed that
the framework complies with I4.0 principles [7]. We proposed RDBMS-oriented,
well-defined and unified data structures, API, and visual tools ensuring the following
capabilities of the framework: interoperability, decentralization, real-time operation,
service-orientation, and modularity.
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Classification of the Technological
Process Condition Based on Hybrid
Neural Networks

Andrey Puchkov, Maxim Dli, and Yekaterina Lobaneva

Abstract The cascade architecture of neural networks, providing multichannel
information processing as a part of a cyber-physical system, is presented. The archi-
tecture contains a hybrid network for aggregation of intermediate results obtained
by an ensemble of deep recurrent neural networks based on fuzzy logic methods.
The structure of the software which implements the presented architecture and being
developed for conducting simulation experiments is described, their results are given.

Keywords Machine learning · Deep neural networks · Computer vision

1 Introduction

The improvement of the information support for cyber-physical systems now tends
to be based on the use of machine learning methods which automate the procedure
of extracting the necessary regularity from incoming data. Among these methods,
deep neural networks gained the greatest popularity, which was facilitated by the
emergence of new efficient neural network architectures and significantly increased
abilities for computing technology in the middle price segment. This allowed many
researchers to conduct algorithms learning and implement them in practice with the
use of ready-made hardware solutions [1, 2].

The use of such solutions for complex industrial objects is faced with the need
to process multi-channel technological information, therefore, in this case, ensem-
bles of neural networks, each element of which takes into account the presentation
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features and data format in a particular channel, are becoming very popular. The result
combination for the work of channel neural networks for working out any general-
izing solution, in this case, is carried out in the output analytical unit. The algorithms
for the operation of such blocks are various, and they are based on additional cascades
of neural networks [3, 4]; the following approaches are also used: fuzzy aggrega-
tion of ensemble output [5, 6]; additional information for ensemble learning [7];
self-organization of networks [8]; modifications of the Bayesian approach allowing
compensation the imbalance of existing data [9]. Each of the above-mentioned
approaches develops applied directions for neural networks usage taking into account
a certain aspect of a particular application or presentation features and initial data
form when combining the results for channel information processing. The existing
wide variety of applied fields for neurotechnologies, which exist nowadays, ensures
the relevance of research in this direction.

This work proposes a neural network architecture that provides multi-channel
information processing as a part of a cyber-physical system in order to assess its
condition. The architecture contains the input ensemble for the deep recurrent neural
network (DRNN) and output hybrid neural network to aggregate the intermediate
results of the presented data. Such a composition of neural networks allows predicting
the parameters of a cyber-physical system due to DRNN and classifying its condi-
tion using an output hybrid (neuro-fuzzy) system which set of rules, generated
automatically during learning, can be adjusted if necessary.

2 Materials and Methods

A specific feature of the applied aspect of neural networks in cyber-physical systems
is the need to adapt the resulting solutions to the information-technological environ-
ment of the physical process, which is based on the experience of a developer both in
the field of information and hardware. This process for neural networks consists of the
analysis of the receiving result and further adjustment of network architectures and
their hyperparameters (initial parameters of networks and optimization procedures
which are unchanged during network training).

The absence of universal network architectures leads to the necessity to use various
techniques to improve the results of data analysis. Boosting being one of them. It
consists of the sequential aggregation of different algorithms in which each subse-
quent one uses the results of the previous ones for learning, this allows obtaining a
stronger solution, high generalizing ability, and universality [10]. To a certain extent,
the introduction of methods, which allow improving the understanding of how the
neural network receives the result since this provides an opportunity for actions
to improve it, can also be attributed to boosting. For example, in [11, in Russian]
taking into account the symmetries in the incoming signals, we propose a grouping
of neurons in a hidden layer according to the form of automorphism and the use
of three-phase activation functions for each group. In many cases a similarity of a
multi-agent approach is used: sets of relatively simple neural networks with different
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hyperparameters are created, and then their outputs are analyzed according to various
schemes [12].

The authors propose a hybrid architecture for the classifier of the technological
process (TP) condition for the production of phosphorus from apatite-nepheline ores
waste [13, in Russian], shared DRNN and ANFIS networks (adaptive neuro-fuzzy
inference system is an adaptive network based on the fuzzy inference system of
Takagi–Sugeno) [14]. This structure provides a mechanism to introduce into the
“closed” neural network classifier the possibility of recording expert knowledge due
to adjusting the rule base synthesized by the ANFIS system and allows making clas-
sification based on additional knowledge. The approach under consideration makes
the understanding of classification results accessible since the output cascade of the
neural networks ensemble the interpretation for the previous signals will be visible.

It should be noted, that hybrid approaches for the solver building in intelligent
systems are often used in modifications of various subject areas and the ANFIS
option is not the only one that can be used. One of the alternatives is the «coactive
neuro-fuzzy inference system» (CANFIS), which also combines fuzzy logic and
neural networks, achieving an increase in the power of intelligent systems through
the use of verbal and numerical description of the subject area [15].

The proposed hybrid architecture contains the cascade inclusion of DRNN block
and adaptive ANFIS networks, therefore, the output fuzzy classifier ANFIS gets a
possibility to forecast the TP condition taking into account its behavior in the past
due to the presence of such ability in DRNN.

Let the described architecture and its application be considered for the specific
application for which it was specially created: for the processing of technolog-
ical information of the system for phosphorus production from apatite-nepheline
ores waste. The cyber-physical system consists of an intelligent information
superstructure and three units (Fig. 1) implementing TP:

• a pelletizer (it forms raw pellets from ores waste);
• a multi-chamber indurating machine of a conveyer type (it provides high-

temperature roasting of raw pellets);
• an ore-thermal furnace (pellets are melted in it with the release of gaseous

phosphorus);
• The listed units are indicated in Fig. 1 as control objects CO1, CO2, and CO3,

respectively.

DRNN application is justified by their ability to accumulate knowledge for some
retrospective time period, which is in demand in the TP control, as it makes it possible
to evaluate its condition not only by current parameters but also taking into account
their past behavior. It is especially important for complex TP inwhich different stages
are differentiated both in time and in space and implemented on various units. The
DRNN ensemble provides the approximation of the historic behavior and spatial
division of the controlled system into separate technological zones. The ANFIS
block, in its turn, automates the receiving of final conclusions based on the results
provided by recurrent networks.
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Fig. 1 The hybrid architecture of the information processing in the cyber-physical system

The application of mathematical models for transformation processes of the feed-
stock into the final product by each unit makes it possible to determine the condition
variables at the input/output of each unit [13]. When preparing the learning sets
variables are united into row vectors:

V1 = [Du1], V2 = [r1εu0], V3 =[r2σkη], (1)

where D—a middle diameter for the waste particles of apatite-nepheline ores (mm);
u1—specific humidity of ores waste (%); r1—a radius of a raw pellet (mm), ε—a
pellet porosity (in fractions of the volume of the entire pellet), uo—pellets humidity
at the exit from the granulator (%); r2—a radius of a roasted pellet (mm); σk—a
pellet compressive strength (kN/pellet); η—a degree of response in decarbonization
reactions (a fraction of the reacted substance from its total volume). It should be
mentioned, that the output row vector V2 of the granulator is the input one for the
induratingmachine, and its output row vector V3 is the output one for the ore-thermal
furnace, which output parameter is the purity of the resulting phosphorus γp (% from
the general volume of the output fractions).

The listed parameters, taken at discrete intervals of time �t, form an initial data
matrixwhich is constantly updatedwith newvalues as the observation time increases.
For the neural network training the data taken for a long time period, which provides
a sufficient amount of the learning sample, is used. The data are stored in the form
of a file with CSV format, which fragment reflecting the typical values for the TP
parameters is shown in Fig. 2.

From the whole variety of DRNN for the considered architecture, two types
of networks were selected, which have the best representative power and have a
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Fig. 2 Data file fragment

wide range of practical applications. These networks are based on the algorithm
of long short-term memory (LSTM, Long Short-Term Memory) [16, 17] and the
network GRU (Gated Recurrent Unit) [18, 19], applied LSTM principles but having
fewer numbers of filters and operations for calculations. LSTM and GRU layers
allow coping with a problem of gradient attenuation observed in direct propaga-
tion networks with a large number of layers, as the number of layers increases, the
network eventually becomes unlearning [20]. DRNN (in variants LSTM and GRU)
in the proposed architecture are used for solving the problem of regression.

DRNN and ANFIS learning is carried out separately in two stages. At the first
stage, DRNN is trained, at the second stage ANFIS is trained. Before learning, data
are prepared and normalized. From the CSV file, the information is entered into the
matrix: MV = {[V1 V2 V3 γp]i}, where i = 0, 1, 2, … Nmv, where Nmv—the
number of rows in the table read from the file. From this matrix, learning and test
sets are formed taking into account the following control parameters: lookback—the
number of time intervals from the current moment, determining the number of rows
in one learning data packet; delay—the interval of the forecast (if delay= 0, then the
current condition is estimated); min_index and max_index—the indexes restricting
data retrieval from MV; shuffle—a logic key, at shuffle = 1 rows are retrieved from
MVwith shuffling, at shuffle=0without shuffling; batch_size—anumber of samples
in one packet, according to which the network weights are adjusted; step—a period
in intervals specifying the value of lines decimation from MV.

The LSTM/GRU unit (Fig. 1) uses several DRNN connected in parallel, which
differ in the number of components in the input data vectors and the output parameter.
For networks DRNN1–DRNN3 the input vector is the combined row vector [V1V2],
and the networks differ in what parameter is taken for them as the output one: r1, ε,
or uo: r1, respectively. For DRNN4–DRNN7 networks the sets of vectors [V2 V3]
are the input parameters. DRNN4–DRNN7 are the output parameters in networks:
r2, σk, η, and γp respectively.

Without dwelling on the algorithms of the networks, we only note that the output
yk k-th DRNN, k = 1, 2, …, 7, is formed in accordance with the expression:

yk = f (state_tk ◦ Uk + BVk ◦ Wk + bk), (2)

where state_tk, Uk, bk—learning parameters of k-th LSTM for the current moment
of time t, z—a symbol of Hadamard matrices (component-wise product), BVk—the
input packet of learning data.
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It should be noted, that LSTM/GRU contains a sequentially located set of recur-
rence units and can only process a parameter row [20]. However, the learning algo-
rithms provide for a packet supply of initial data to the network input (in accordance
with the above-mentioned list of control parameters), therefore, state state_tk, Uk,
and bk tk, Uk, are matrixes.

3 Application and Results

DRNN networks were trained in the mode of sequence to end, when not complete
results sequences were returned for all time intervals, but only the last result for each
input sequence. GRU application in the architecture shown in Fig. 1 allows reducing
the computational cost for network learning due to their simpler structure, compared
with LSTM, as noted above. The use of GRU together with LSTM is justified by
the appropriateness of testing simpler solutions if they allow achieving the specified
accuracy for TP condition estimation.

In the second stage, the ANFIS network is trained, this network has seven inputs
(by the number of DRNNs) and one CL output having a range of values from 0 to
1. The network solves the problem of classifying the condition for TP based on the
results of its evaluation of DRNN. It was accepted that the condition of the TP can
be divided into four classes (depending on the value of the parameter γp): “nominal
value”, “nominal value excess”, “small deviation down from the nominal value” and
“big deviation down from the nominal value” (Table 1).

The entire range (from0 to 100%) is a technologically permissible spread in values
of the parameter γp, the exceeding of which is alreadymonitored by instrumentation.

The program that implements the architecture provides a control parameter delay,
depending on it the current condition can be evaluated (delay = 0) or forecasted
(delay > 0). Unlike DRNN, ANFIS learning requires a significantly smaller training
sample due to the relatively small number of adjustable network parameters [15].

To test the proposed neural network architecture simulation experiments were
performed in MatLab 2019b environment, which has a specialized machine learning

Table 1 Classes numbers of the output parameter for the ore-thermal furnace

Class number Class name Interval of values for a
parameter γp, %

ANFIS output,
appropriate to class

1 Nominal value 40–60 0.75

2 Exceeding the nominal
value

61–100 1.00

3 Small deviation down
from the nominal value

30–39 0.50

4 Big deviation down from
the nominal value

0–29 0.25
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Sequence
input LSTM/GRU Fully

connected
Regression
output ANFIS

Fig. 3 Hybrid network layer scheme for one channel of data processing

library Deep Network Designer. Before learning, the data were normalized using
the operations of subtraction the mean and roof-mean-square deviation. A simplified
scheme of the channels layers for processing TP parameters is shown in Fig. 3.

Each of seven LSTMwas trained during 250 epochs, the number of samples in the
training dataset was 50,000, and in the testing one, it was 10,000. To avoid retraining
the decimation mechanism was used. The training quality estimation (Fig. 4) was
carried out with the use of two metrics: the root-mean-square error and loss function
[21].

ANFIS configuration: the number of inputs—7; the number of membership func-
tions for each input—2; the type of membership functions—trimf; the number of
outputs—1; the type of membership functions—linear. In the process of ANFIS
training ANFIS, a set of rules was generated, the structure of which is reflected in
the fragment shown in Fig. 5.

The neural networks were trained on the following hardware: ASUSTUFGaming
FX705DT-AU039notebook,AMDRyzen73750HCPU,2.3GHz,NVIDIAGeForce
GTX 1650 4G GPU, 1024 CUDA cores (provide parallel computing). Classification
results are presented in Fig. 5.

The crosses indicate the output of the hybrid architecture classifier, the dots indi-
cate the levels corresponding to the true classes. The forecasting parameter delay
= 0 was suggested, which means the recognition of the current condition, however,

Fig. 4 LSTM metrics dynamics in the training process
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Fig. 5 A fragment of ANFIS rules set

this does not affect the quality of the classification performed by ANFIS, since the
LSTM/GRU unit is responsible for the forecast accuracy in this architecture (its
accuracy characteristics are shown in Fig. 4). We note that in the experiment the
replacement of LSTM by GRU practically did not affect the accuracy of the forecast,
this fact can be due to a large number of training epochs or the features of the training
data set.

The grouping of the classifier output values near the true class values in Fig. 6
can indicate the operability of the proposed hybrid architecture and the ability of
its application to solve the problem for classifying the TP conditions. To obtain an
integer class number fromTable 1, it is possible to specify a valid range for the spread
of the ANFIS output values. Some of the ANFIS outputs, underlined in Fig. 6, have
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Fig. 6 Classification results
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significant deviations from the true values, which reflect classification errors that can
be reduced by modification of the hybrid architecture hyperparameters, for example,
the number of ANFIS input membership functions can be increased to three.

4 Conclusion

The proposed hybrid architecture makes it possible to take advantage of twomethod-
ologies for constructing neural networks: to perform a retrospective analysis of time
series using the DRNN ensemble and to generalize the results of their work with
the ANFIS system providing an additional opportunity to make adjustments to the
automatically created knowledge base in case of need.

The conducted simulation experiment showed the ability of the proposed hybrid
architecture to carry out the classification of the process condition based on the
stage-by-stage processing of the initial information using the DRNN and ANFIS
systems.

The obtained results can be used in the development of knoware and software for
systems of intelligent data analysis in various subject areas.
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1. Ivanavičius,A., Simonavičius,H.,Gelšvartas, J., et al.: Real-timeCUDA-based stereomatching
using Cyclops2 algorithm. J Image Video Proc. 2018, 12 (2018). https://doi.org/10.1186/s13
640-018-0253-2

2. Moreno, J.J., Ortega, G., Filatovas, E., et al.: Using low-power platforms for evolutionary
multi-objective optimization algorithms. J Supercomput 73, 302–315 (2017). https://doi.org/
10.1007/s11227-016-1862-0

3. Frazão X., Alexandre L.A.: Weighted Convolutional Neural Network Ensemble. In: Bayro-
Corrochano, E., Hancock, E. (eds.) Progress in Pattern Recognition, ImageAnalysis, Computer
Vision, and Applications. CIARP 2014. Lecture Notes in Computer Science, vol. 8827.
Springer, Cham (2014)

4. Koitka S., Friedrich C.M.: Optimized convolutional neural network ensembles for medical
subfigure classification. In: Jones, G., et al. (eds.) Experimental IR Meets Multilinguality,
Multimodality, and Interaction. CLEF 2017. Lecture Notes in Computer Science, vol. 10456.
Springer, Cham (2017)

5. PuchkovA.,DliM.I., LobanevaE.,VasilkovaM.: Choice of a deep neural networks architecture
to monitor the dynamics of an object state. In: Proc. of the 14th International Conference on
Interactive Systems: Problems ofHuman–Computer Interaction (2019). http://ceur-ws.org/Vol-
2475/paper12.pdf

6. Kulyasova, E.V., Kulyasov, N.S., Puchkov, A.Y.: The appliance of deep neural networks in the
process of managing chemical enterprises. IOP Conf. Ser.: J. Phys. Conf. Ser. 1260, 032024
(2019). https://doi.org/10.1088/1742-6596/1260/3/032024

https://doi.org/10.1186/s13640-018-0253-2
https://doi.org/10.1007/s11227-016-1862-0
http://ceur-ws.org/Vol-2475/paper12.pdf
https://doi.org/10.1088/1742-6596/1260/3/032024


112 A. Puchkov et al.

7. Guo, Y., Wang, X., Xiao, P., et al.: An ensemble learning framework for convolutional neural
network based on multiple classifiers. Soft Comput. 24, 3727–3735 (2020). https://doi.org/10.
1007/s00500-019-04141-w

8. Ståhl, N., Falkman, G.,Mathiason, G., Karlsson, A.: A self-organizing ensemble of deep neural
networks for the classification of data from complex processes. In: Medina J., Ojeda-Aciego,
M., Verdegay, J., Perfilieva, I., Bouchon-Meunier, B., Yager, R., (eds.) Information Processing
and Management of Uncertainty in Knowledge-Based Systems. Applications. IPMU 2018.
Communications in Computer and Information Science, vol. 855. Springer, Cham (2018)

9. Lázaro, M., Herrera, F., Figueiras-Vidal, A.R.: Classification of binary imbalanced data using
a Bayesian ensemble of Bayesian neural networks. In: Iliadis, L., Jayne, C. (eds.) Engineering
Applications ofNeural Networks. EANN2015. Communications in Computer and Information
Science, vol. 517. Springer, Cham (2015)

10. Dembski, J.: Multiclass AdaBoost classifier parameter adaptation for pattern recognition. In:
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Fuzzy Rules Reduction in Knowledge
Bases of Decision Support Systems
by Objects State Evaluation

Maria Dagaeva and Aleksey Katasev

Abstract The problem of eliminating the redundancy of knowledge bases formed
based on fuzzy neural networks is considered. To solve this problem, fuzzy rules
reduction technology based on the principles of knowledge taxonomy and genetic
optimizationwas proposed.A technique for clustering fuzzy rules in the initial knowl-
edge base has been developed with obtaining an intermediate knowledge base. To
minimize the number of fuzzy rules in the intermediate knowledge base and obtain
the required knowledge base, a genetic algorithm has been developed. A software
package was developed on the basis of the proposed mathematical methods. The
research carried out based on the software complex showed the effectiveness of the
technology of fuzzy rules reduction and the possibility of its practical use.

Keywords Knowledge base · Fuzzy rules reduction · Knowledge taxonomy ·
Genetic algorithm · Decision support · Object state evaluation

1 Introduction

Now in various fields of human activity, intellectual decision support systems on
object state evaluation have become widespread [1–5]. The main component of such
systems is the knowledge base [6]—a special repository of formalized knowledge of
experts, characterizing the simulated objects, their external and internal relations, and
regularities. Fuzzy production rules are often used as amodel for the representation of
expert knowledge [7]. Their usage allows the most accurate modeling of the expert’s
knowledge and inferences when solving practical problems. Besides, they have good
linguistic interpretation, allowing us to evaluate the state of objects in conditions of
uncertainty [8].
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Construction of knowledge bases of intellectual systems is connected with ques-
tions selection and realization of knowledge reception strategy. It can be a traditional
strategy for obtaining knowledge from an expert, as well as a strategy of forming
knowledge-based on methods and algorithms of intellectual data analysis [9–12], in
particular fuzzy neural networks [13–15]. In the case of the second strategy, there is
an automatic construction of knowledge base by its parametrical adaptation to the
analyzed data [16].

The result of training the fuzzy neural network is a system of fuzzy production
rules that make up the knowledge base of the intellectual system. The formed knowl-
edge base is complete, i.e. contains a full set of rules set by all combinations of input
and output parameters of the object and their fuzzy gradations. In this case, not all the
rules are equally important for object state evaluation. That is why the actual task of
estimating the redundancy of the formed knowledge base and exclusion (reduction)
of insignificant rules [17–19].

2 Fuzzy Rules Reduction Technology

In this work technology of fuzzy production rules reduction, formed based on model
construction of collective of fuzzy neural networks [8] is offered (see Fig. 1).

As can be seen in the figure, fuzzy neural networks, learning from the available
data, form a knowledge base for object state evaluation. In this case, fuzzy rules in
the knowledge base have the following form [20]:

If x1 = ↔
A
1
(w1) and x2 = ↔

A
2
(w2) and . . . xn = ↔

A
n
(wn)Then y = B[CF] (1)

Fig. 1 Knowledge base
formation diagram

Data for 
analysis

FNN1

FNN2

FNNN

Fuzzy
rules

system1

⇒

Fuzzy
rules

system2

⇒

Fuzzy
rules

systemN

⇒

Knowledge base

... ......



Fuzzy Rules Reduction in Knowledge Bases of Decision … 115

where xi—input parameters, wi ∈ [0,1]—weighting coefficient “xi = Axi = ↔
Ai”,

A↔
i = {Ai , Ãi }, Ai—crisp value of input parameter, Ãi = {(xi , µ Ãi

(xi ))}—fuzzy
value of input parameter, µ Ãi

(xi )—membership function of input parameters xi to

Ãi , y—output parameters, B—crisp value of output, CF ∈ [0, 1]—rule confidence.
The automatically generated knowledge base has the following form [8]:

SRule

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

If x1 = ↔
A11(w11)& . . . xi = ↔

Ai1(wi1)& . . . xn = ↔
An1(wn1) Then y = B1 [CF11]

. . .

If x1 = ↔
A1 j1 (w1 j1 )& . . . xi = ↔

Ai ji (wi ji )& . . . xn = ↔
Anjn (wnjn ) Then y = B1 [CF1iR ]

. . .

If x1 = ↔
A1m1 (w1m1 )& . . . xi = ↔

Aimi (wimi )& . . . xn = ↔
Anmn (wnmn ) Then y = B1 [CF1NR ]

. . .

If x1 = ↔
A11(w11)& . . . xi = ↔

Ai1(wi1)& . . . xn = ↔
An1(wn1) Then y = Bk [CFk1]

. . .

If x1 = ↔
A1 j1 (w1 j1 )& . . . xi = ↔

Ai ji (wi ji )& . . . xn = ↔
Anjn (wnjn ) Then y = Bk [CFkiR ] ,

. . .

If x1 = ↔
A1m1 (w1m1 )& . . . xi = ↔

Aimi (wimi )& . . . xn = ↔
Anmn (wnmn ) Then y = Bk [CFkNR ]

. . .

If x1 = ↔
A11(w11)& . . . xi = ↔

Ai1(wi1)& . . . xn = ↔
An1(wn1) Then y = BK [CFK1]

. . .

If x1 = ↔
A1 j1 (w1 j1 )& . . . xi = ↔

Ai ji (wi ji )& . . . xn = ↔
Anjn (wnjn ) Then y = BK [CFKiR ]

. . .

If x1 = ↔
A1m1 (w1m1 )& . . . xi = ↔

Aimi (wimi )& . . . xn = ↔
Anmn (wnmn ) Then y = BK [CFKNR ]

where xi—rule’s input parameters, i = 1 … n, n—amount of input parameters,
A↔

i ji—values of input parameters, ji = 1 … mi, mi—number of values i-th input
parameters, y—rule’s output parameter, Bk—values of output parameter (object
state), k = 1 … K, K—number of values of output parameter (number of object
states),wi ji—weighting coefficient in rules, CFkiR—rule confidences, iR = 1… NR,
NR = ∏n

i=1 mi—full number of rules for each object state.
Therefore, the total number of rules in the system is calculated by the form:

NFull = K ∗ NR = K ∗
n∏

i=1

mi .

Thus, even with a small number of input parameters, gradations, and object states,
the knowledge basewill include hundreds and thousands of rules,which inmost cases
is redundant.
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Fig. 2 Diagram of the
developed knowledge base
reduction technology
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The fuzzy rules reduction technology is based on the principles of knowledge
taxonomy (clustering fuzzy rules) [21, 22] as well as genetic optimization [23]. The
diagram of the developed technology is shown in Fig. 2.

Thus, the developed technology consists of two stages:

(1) clustering of fuzzy rules in the initial knowledge basewith obtaining an interme-
diate knowledge base consisting of rules corresponding to the centers of formed
clusters;

(2) genetic optimization of the intermediate knowledge base, which allows mini-
mizing the number of rules and obtaining the required knowledge base.

Let’s consider the implementation of these stages in more detail.

3 Clustering of Fuzzy Rules in the Initial Knowledge Base

To implement the first stage, there is proposed a method of clustering fuzzy rules in
the initial knowledge base, which includes the following stages:

(1) allocation of k rule groups in the initial knowledge base (clustering);
(2) search for cluster centers (typical representatives of fuzzy production rules) Rc1 ,

…, Rck in each group;
(3) formation of an intermediate knowledge base from the centers of constructed

clusters Rc1 , …, Rck .

Figure 3 shows a diagram of the described method.

N
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N2

Nk

k

R1 R2

Rk

1cR
2cR

kcR

1cR
2cR

kcR

Fig. 3 Diagram of fuzzy rules clusterization
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Therefore, the application of the proposed technique allows obtaining an interme-
diate knowledge base of N volume from the initial knowledge base of k < N volume.
Let’s consider in more detail the realization of the proposed technique.

Let there be an initial knowledge base, formed on the basis of the model of the
fuzzy neural network collective and consisting of the set of systems R = {R1, …
Ri, …, Rm} fuzzy production rules of the type (1), i = 1 … m. For a taxonomy
of fuzzy rules (grouping of rules by similarity), it is necessary to present them in
the derivative form suitable for the application of cluster analysis methods. One of
such representations is a reflection of each fuzzy production rule in the format of
corresponding fuzzy gradations of the following type:

( Ã11, Ã12, ..., Ã1n), ( Ã21, Ã22, ..., Ã2n), ..., ( Ãm1, Ãm2, ..., Ãmn). (2)

However, this type of rules is still not enough for the effective application of cluster
analysis methods that work with numerical values. An effective way to transform
fuzzy gradations into a numerical form is their defuzzification [24]. In this work the
traditional defuzzification of fuzzy sets by the center of gravity method is used [25]:

x =
∑

i (µ Ã(xi ) ∗ xi )
∑

i µ Ã(xi )
,

where µ Ã(xi ) ∈ [0, 1] is the function that determines the degree to which the xi
elements belong to an indistinct set Ã.

Usage the described defuzzification procedure allows transforming expression (2)
to the following form:

(x11, x12, . . . , x1n), (x21, x22, . . . , x2n), . . . , (xm1, xm2, . . . , xmn).

Thus, the knowledge base of the intellectual system is represented as a set of
vectors of data points, each of which encodes fuzzy gradation in the corresponding
rule. For the obtained n-dimensional data point space it is possible to apply the
methods of cluster analysis after the normalization procedure according to the
following rule:

x
′
i j = xi j − mini=1,m(xi j )

maxi=1,m(xi j ) − min
i=1,m

(xi j )
,

where xi j—initial value, x
′
i j—normalized value.

As a result of normalization, we get numerical data reduced to the range [0, 1] of
the following kind:

(x
′
11, x

′
12, ..., x

′
1n), (x

′
21, x

′
22, ..., x

′
2n), ..., (x

′
m1, x

′
m2, ..., x

′
mn).
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For this form of data representation, it is possible to use algorithms of cluster
analysis [26]. The extended algorithm of k-average as the most effective algorithm
of clustering is used in this paper [27], this allows us to work in spaces of large
dimensionality.

In clustering, it is possible to obtain various cluster solutions. Classification error
based on the appropriate intermediate knowledge base is used as a criterion of opti-
mality of each cluster solution. The value of the classification error is calculated
using a formula:

E =
(

1 − Ntrue

Ntotal

)

→ min
k
,

where N true—number of correctly classified input patterns from the data test sample,
N total—test sample size, k—number of clusters formed in a particular cluster solution.

The final result of clustering fuzzy rules in the source knowledge base is an inter-
mediate knowledge base consisting of rules corresponding to the centers of formed
clusters. Further optimization of the number of remaining rules in the intermediate
knowledge base is based on the use of a specially developed genetic algorithm.

4 Genetic Optimization of the Intermediate Knowledge
Base

Let us consider the developed genetic algorithm for optimization of an intermediate
knowledge base. Let’s represent it as the following set of fuzzy rules: Rc = {Rc1 , …,
Rck}. In this case, the knowledge base includes k rules Rc, c = 1 … k. To implement
the genetic algorithm it was necessary to code the knowledge base in the form of a
chromosome, consisting of «0» and «1»:

Hi = {hi j },

where hi j =
{
0, if R j not activ,

1, if R j activ.
.

The zero chromosome gene means that there is no rule in the intermediate
knowledge base, respectively, a single gene means there is a rule in it.

The work of the genetic algorithm includes such stages as the creation of the
initial population of chromosomes, selection of parental chromosomes from the
initial population for crossing and obtaining daughter chromosomes, their mutation,
determination of adaptation in the population, and reduction. Each stage of the genetic
algorithm is implemented in the framework of the corresponding mathematical
methods are used in classical genetic algorithms [28].



Fuzzy Rules Reduction in Knowledge Bases of Decision … 119

Creating an initial
population of chromosomes

End

Assessment of the fitness of 
chromosomes in a population

Stop condition
fulfilled?

yesno

The use of operators of 
selection, crossover and 

mutation of chromosomes

Daughter chromosome
fitness assessment

Reduction of the worst 
chromosomes from population

Intermediate
knowledge base

Start

Reduced knowledge base

Fig. 4 Flowchart of the structural optimization algorithm

The peculiarity of the proposed algorithm is the way to create an initial population
of chromosomes. Unlike traditional genetic algorithms, in which the initial popula-
tion is formed randomly, in the developed algorithm, in addition to random selection,
the initial population necessarily includes an individual (chromosome), encoding the
intermediate knowledge base with all the fuzzy rules in it. This approach allows
obtaining optimized knowledge bases with a classification ability not lower than that
of the intermediate knowledge base.

Figure 4 shows a flowchart of the genetic algorithm.
The genetic algorithm is performed as long as chromosomes with better adapt-

ability appear. The result is the best chromosome thatmatches the required knowledge
base.

5 Fuzzy Rules Reduction Software

Software is developed on the basis of the offered mathematical methods the program
complex implemented in the environment of modeling Matlab [29]. This software
consists of two basic programmodules, responsible for the reduction of initial knowl-
edge base and evaluation of its classification ability. The reduction is carried out based
on the proposed technology. Evaluation of classification ability of knowledge bases
is performed based on a method of tenfold decimal cross-validation.
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Fig. 5 Block diagram of the knowledge base reduction software

Figure 5 shows a block diagram of the developed software.
The software evaluates the classification ability of the initial knowledge base,

produces its reduction based on the algorithm of clustering and genetic optimization,
and determines the classification ability of the obtained knowledge base. The proce-
dure of cross-validation is cyclically implemented for this purpose, which allows to
accurately enough define the classification ability of the required knowledge base.

6 Researches Performed on the Basis of Software

Public data set from UCIMachine Learning Repository [30] was used for researches
based on the developed software to solve the task of revealing non-standard trans-
actions with bank cards. The characteristics of the data set are presented in Table
1.

The data sample included 690 records on 14 input parameters and 1 output with
two solution classes (standard and non-standard transactions). The initial knowledge
base was formed based on fuzzy neural networks training on these data groups. The
reduction of the formed knowledge base was carried out on the basis of the developed
software.

Table 1 Dataset characteristics for research

Name of dataset Number of input
parameters

Type of input
parameters

Sample size Number of
solution classes

Australian credit
approval

14 numerical,
categorical

690 2
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Table 2 Comparative
characteristics of knowledge
bases

Knowledge
base

Number of
fuzzy rules

Classification
ability, %

Logic output
execution
time, s

Initial 13,608 88 0.43

Intermediate 973 88 0.08

Required 649 89 0.07

The results of the conducted researches have shown that the reduced knowledge
base has better classification ability and speed of a logical conclusion in comparison
with the initial knowledge base (see Table 2).

Thus, the reduction of fuzzy rules in the initial knowledge base has led to the
elimination of its redundancy (the number of rules has decreased by 95%), higher
classification ability (the accuracy of classification has increased by 1.13%), and the
interpretability of the knowledge base, as well as reduced time for logical conclusion
on the rules of the knowledge base (time has decreased by 83.7%).

7 Conclusion

The described in chapter technology of fuzzy rules reduction in databases of knowl-
edge of intelligent cyber-physical systems on an object state evaluation, and also its
mathematical methods and software have shown the possibility of essential reduction
of dimensionality of the generated knowledge base, an increase of its classification
ability and decrease of logic output execution time. Besides, the evaluation of redun-
dancy has led to the improvement of the interpretability of the reduced knowledge
base. This factor has a positive impact on the increase in human confidence in the
decisions obtained from such knowledge bases.

Thus, the obtained results indicate the efficiency of the developed technology
of fuzzy rules reduction and the possibility of its practical use for the optimization
of knowledge bases in the decision support intellectual systems for the object state
evaluation.
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Abstract Tasks, opportunities and prospects of converting the significantly
nonlinear mathematical models, obtained for technical objects by the method of
fragmentary, multiplicative-isolating approximation, to the Jordan controlled form
are investigated. The equations of nonlinear objects in the Jordan controlled form
and the algorithm of the analytical solution of the designing problem of the stabi-
lizing control law on the basis of this model are considered. It is shown that the
mathematical models of many significantly nonlinear objects can be obtained in the
fragmentary form, but not in the analytical one. It is also shown that the method of
Cut-Glue approximation allows us to provide these models with analytical proper-
ties. This gives a possibility for the analytical design of the nonlinear control laws
with the property of “analytical adaptation” on the basis of the CGA models. The
effectiveness of this approach is illustrated by the example of the analytical design
of the nonlinear control system for the object with the fragmentary and considerably
changing static characteristic on the base of the Jordan controlled form.
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1 Introduction

Now automatic control systems for different objects are created with use of their
mathematical models (MM). Computer technologies stimulate development of
analytical methods of the automatic control systems design. These methods allow to
find the control laws, in particular, for nonlinear objects if the control objectsMM are
set of analytical algebraic and differential equations. In these cases, the control laws
are found as a solution of the allowing equations systems in which both requirements
to quality of designed ACS and control object properties are considered [1–5].

The MM of complex and poorly studied nonlinear objects are created by exper-
imental methods. They are based on comparison of the special influences given on
object inputs, and the corresponding its output reactions [6–9]. The obtained exper-
imental data are described mathematically by the approximating functions which
structure and properties depend on the applied approximation method.

Very often experimental data have very difficult nonlinear character therefore
the uniform approximating function does not exist. In these cases, a “piecewise”
(fragmentary) approach is applied [5, 10]. Received by these methods the fragmen-
tary MM of a nonlinear object rather precisely describes required dependence only
on separate intervals of change of her argument, but in general it is not analytical.
Therefore, themajority of the known analytical methods of nonlinear control systems
design cannot be applied. The new Cut-Glue method of approximation (CGA) was
developed for overcoming this difficulty. It carries out multiplicatively additive asso-
ciation of fragmentary models in uniform analytical CGA model [10]. The property
of analyticity of this model allows to transform it to some forms useful to design of
nonlinear control laws by analytical methods.

Many analytical methods for nonlinear control system design are developed so
far: feedback linearization [9, 10], method of conversions [1, 4], control on output
[11–13]; methods of the quasilinear models and the Jordan’s controlled form [5, 14],
backstepping [15, 16] and pacification [17–19]; position-trajectory control [20] etc.
To apply each of these methods, the MM equations of the controllable object should
have special forms; therefore, the MMs should be analytical. For example, to use
the backstepping the right parts of the differential equations should be differentiable,
since the time derivatives should be found from some auxiliary variables. Similarly,
the feedback linearization requires finding partial derivatives from the right parts of
the MM differential equations, i.e. the analytical nature of the MM is necessary.

However, the analyticity property is not the only condition to apply somemethods
stated above. Each analytical design method requires the MM of the special form.
For example, in the paper [5] the MM of the nonlinear object, received using the
CGA method, will be transformed to the quasilinear model. The last one is used for
analytical design of nonlinear control systems. This chapter is devoted to the research
of the opportunities to represent the MM models, obtained with the CGA method
in the form, which is used when nonlinear control is designed with the method of
Jordan controlled form (JCF) [14].
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2 Research Objective and JCF Method

The task of the chapter is to investigate the possibility to convert the fragmentary
MMs found for significantly nonlinear objects using the CGA method to such forms
which are provided by the algorithm of the applied method of analytical design of
the nonlinear ACSs. Nonlinear stabilization systems are considered as the simplest
here. To solve this problem, it is necessary to follow these steps:

• consider the algorithm of the analytical nonlinear ACS design for the nonlinear
controllable objects using the JCF method;

• select the method for the fragmentary models design which is the most adequate
to the solvable task;

• create the fragmentary MM of the flight altitude control link of the airship using
the selected method on the basis of the identification experiment data;

• create the analytical CGA model of this channel on the basis of its fragmentary
model;

• transform the analytical CGA model into the JCF one;
• analytically design a nonlinear stabilization ACS of flight altitude of the airship;
• simulate the designed nonlinear ACS to study its properties.

To define the JCF model, let’s consider the following system of differential
equations:

ẋi = ϕi (x1, x2 . . . xi+1), i = 1, n − 1,

ẋn = ϕn(x) + u, (1)

where x = [x1 x1 . . . xn]T is a column vector of the state variables;
ϕi (x1, x2 . . . xi+1) is a nonlinear function, differentiated n− i time on all arguments
function, i = 1, n − 1; u is a scalar control action.

Let ε̃ is some positive number. If the system of Eq. (1) meets the condition

∣
∣
∣
∣

∂ ϕi (x1, . . . xi+1)

∂ xi+1

∣
∣
∣
∣
≥ ε̃ > 0, i = 1, n − 1, (2)

that it is a Jordan controlled form (JCF), i.e. system (1), (2) is a JCF model [14].
Usually we assume that the state variables of object (1) are measured.
If the equations of some nonlinear object are JCF model, then the problem of

analytical design of the nonlinear stabilizing control law for this object has a solution.
To find this law, new state variables wi are entered, according to the expressions:

w1 = x1,

wi =
∑i−1

ν=1

∂ wi−1(x1, . . . xi−1)

∂ xν

ϕν(x1, . . . xν+1)+
+λi−1wi−1(x1, . . . xi−1), i = 2, n,

(3)
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where λi there are some constants. Besides, the support functions are defined by the
next way:

γ1(x) =
∏n−1

i=1

∂ ϕi (x1, . . . xi+1)

∂ xi+1
�= 0,

γ2(x) =
∑n−1

i=1

∂ wn(x)

∂ xi
ϕi (x1, . . . xi+1).

(4)

Expressions (1)–(4) allow to find control:

u(x) = −ϕn(x) − [γ2(x) + λnwn(x)]/γ1(x). (5)

There λn is also some constant. The equations of closed are written as state
variables wi :

ẇ = �w, ẇ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−λ1 1 · · · 0 0

0 −λ2
. . . 0 0

...
...

. . .
...

...

0 0
. . . −λn−1 1

0 0 . . . 0 −λn

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

w, (6)

where w = [w1 w1 . . . w]T there is a new state vector of system (1), (5). Appar-
ently, the matrix � of system (6) matches an Jordan’s cell if all λi = λ. It is obvious,
if λi > 0, i = 1, n then system (6) is asymptotically stable as λi are modules of the
polynomial roots �(s) = det(sE − �) which is a characteristic polynomial of this
linear dynamic system.

Conversion x → w can be presented in a vector–matrix form as x = S(x)w, and
det S(x) = γ1(x) �= 0. Therefore, this conversion is reversible, i.e. if system (6) is
asymptotically stable, then system (1), (4) is also stable. By choice of the value λi ,
i = 1, n, it is possible to provide the desirable nature of transient of system (1), (4).

The expressions (3)–(5) aremathematical base of the nonlinear systemdesignwith
using the JCFmodels. For given nonlinear object (1)meeting condition (2) they allow
us to find required nonlinear stabilizing control (5). However, this method demands
conversion of the object equations to JCF models (1), (2). Some approaches to a
solution of this problem were considered in [14]. Very often this conversion can be
executed by simple redesignation of the state variables, but the object MM should be
analytical. This MM property is provided using the Cut-Glue approximation method
to the fragmentary models of the significantly nonlinear objects. This fact will be
shown in the following section on the example of the airship.
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3 Experimental Creation of Fragmentary Airship Model

The main feature of the airship is the dependence of its lifting force on the attack
angle [20–22]. This effect allows us to save power resources of propulsion systems
of the aircraft. The specified dependence is significantly nonlinear, therefore a priori
it cannot be described analytically and usually it is found experimentally.

In our case the dependence of the lifting force F(α) on the attack angle α is found
as the result of experimental research of the airship 3D model [23, 24]. Numerical
values of the attack angle α of the airship (in angular degrees) and the corresponding
values of the lifting force F(α) (in kN) are given in Table 1, and the corresponding
graph of F(α) is shown in Fig. 1 by the planimetric squares.

As you can see, the static characteristic F(α) of the control link of the airship
flight altitude h consists of three considerably different branches (Fig. 1) in the range

Table 1 Dependence F(α)

1st fragment 2st fragment 3rd fragment

α◦ Fe
1 (α) α◦ Fe

2 (α) α◦ Fe
3 (α)

– 36 – 166.7 0.0 00.00 40.767 185.4

– 30 – 156.7 6 38.95 48 113.4

– 24 – 143.9 12 76.34 54 67.55

– 18 – 125.0 18 111.1 60 34.31

– 12 – 96,81 24 141.3 66 13.73

– 6 – 55.97 30 165.0 72 5.824

0 00.00 36 180.4

40.767 185.4

Fig. 1 Cut-Glue approximation of the airship characteristic
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of attack angles −36◦ ≤ α ≤ 72◦. The characteristic branches corresponding to the
different fragments are divided by “critical” points—α1

cr = 0◦ and α2
cr = 40.767◦.

If fragments 1 and 2 differ in the neighborhood point α1
cr = 0◦ only in numerical

value of the derivative d F(α)/d α, then fragments 2 and 3 have derivatives, opposite
on the sign, in the point α2

cr = αe = 40.767◦. It is caused by conditions of interaction
of the incoming air of the airship body and its outside elements. The asymmetry of
the lower and upper parts of the airship body affects at the point α = 0◦; “stall”
arises at the point α = αe = 40.767◦.

As a result, the experimental static characteristic of the airship provided in Table
1 and Fig. 1 has shot points of the derivative. Therefore, it is not only nonlinear, but
also not analytical in general.

The classical regression analysis allows us to find the polynomial approximation
of each of three selected fragments [6–8]. Experimental values of lifting force in
kN are specified in columns of Table 1. The regression equations are found for each
fragment in the form of polynomials which describe this dependence (in N) rather
precisely by the following expressions:

F(α) =

⎧

⎪⎪⎨

⎪⎪⎩

∀ − 36◦ ≤ α ≤ 0.0◦ → F1(α);
∀ 0.0◦ ≤ α ≤ 40.767◦ → F2(α);
∀ 40.767◦ ≤ α ≤ 72◦ → F3(α),

(7)

where

F1(α) = 10824.2α + 259.371α2 + 2.42438α3,

F2(α) = 6511.65α + 0.979054α2 − 1.01816α3 − 0.00461α4,

F3(α) = 43411α − 1701.57α2 + 22.3751α3 − 0.0986265α4.

(8)

Expressions (7), (8) are a fragmentary MM of the considered airship control
channel. This model is nonlinear and not analytical.

4 Creation of Unified Analytical MM Using the CGA
Method

Each polynomial F1(α), F2(α) and F3(α) of fragmentary model (14) describes the
studied dependence F(α) only in one of the specified ranges of change of the argu-
ment α. Expressions (7), (8) are not an analytical model in all range of the experi-
mental research −36◦ ≤ α ≤ 72◦, since there are abrupt changes of the derivative
d F/d α are at the critical values α = α1

cr = 0◦ and α = α2
cr = 40.767◦. As shown in

[10], the distinctive feature of theCut-Glue approximationmethod is its ability to give
analytical properties to the fragmentary dependence, if the functions approximating
fragments are analytical.
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The analytical model of the channel “attack angle – lifting force” F(α) is created
according to the CGA method for all interval −36◦ ≤ α ≤ 72◦. In this case, the
fragmentary model (7), (8) includes three fragments therefore, according to the CGA
model of this channel has the following form:

F(α) = F1(α) · E1(α, αl1, αr1, ε) + F2(α)×
×E2(α, αl2, αr2, ε) + F3(α) · E3(α, αl3, αr3, ε).

(9)

Here the polynomials F1(α), F2(α), F3(α) are defined still by expressions (8);
according to the CGAmethod paradigm Ei (α, αli , αri , ε) are one-dimensionalmulti-
plicative isolating functions (MIF) which are defined by the following expressions:

Ei (α, αli , αri , ε) = [α − αli + Rl(zli )] · [αri − α + Rr (zri )]

4 · Rl(zli ) · Rr (zri )
, (10)

where Rl(zli ) = √

(α − αli )2 + ε2, Rr (zri ) = √

(αri − α)2 + ε2, zli = α, αli , ε,
zri = α, αri , ε i = 1, 2, 3.

In expressions (9) and (10) there are left and right borders of the i-interval
of change of the variable α, respectively; ε is a setup variable of the MIF
Ei (α, αli , αri , ε) (10). It determines the regional accuracy of the functions allocation
Fi (α) in their definition domain. Fragments Fe

i (α) · Ei (α, αli , αri , ε) are isolated
from each other more accurately if ε decreases [10]. Generally ε can be miscella-
neous for the left and right borders, but need and expediency of it is not considered
here.

In case of fragmentary dependences (7), (8) in (9), (10) these parameters have
the following values: αl1 = −37◦; αr1 = 0◦, αl2 = αr1; αr2 = 40.767◦; αl3 = αr2;
αl3 = 73◦; ε = 0.01. Values αl1 and αr3 are shifted on to the left and to the right,
respectively, for exception of edge distortions of the joined functions F1(α) and
F3(α).

The function Ei (α, αli , αri , ε) is equal to 1 within the interval αli < α < αri ;
on the interval borders Ei (αli , αli , αri , ε) = Ei (αri , αli , αri , ε) = 0.5, and it is
equal to zero behind the borders of the interval. Distortion of edge values is mutually
compensated on joint of fragments. Shift of the external limits of the argument values
in the CGAmodel provides exception of the boundary distortions of the experimental
data values [10].

The graph of the resulting analytical function F(α) (see Fig. 1) was made in
all range of α change according to expression (9) using the MATHCAD package.
Apparently, this graph is a continuous curve which has continuous derivatives, i.e.
the CGA model is analytical.

The reviewed example shows that theCGAmethod can be applied to create analyt-
ical MMs of any nonlinear objects, on the experimental data having the fragmentary
structure.
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5 JCF Model of the Airship Controlled Movements

The JCF airship model should describe its movement with a constant speed towards
the airflowwhen the height h of its flight does not influence the aero static component
of the lifting force. A solid body at three-dimensional motion has 6 degrees of
freedom, but in this case only 3 movements are considered: the longitudinal motion,
the rotational motion in the planes “x–h” and the vertical motion in this plane. The
longitudinal motion is provided with special control system which is not considered
here.

Thus, only two nonlinearly control movements of the airship should be described
by the required model:

1. the vertical motion caused by the action of the aerodynamic force F(α)

determined by expression (9). This force creates vertical acceleration of the
airship:

ḧ = (F(α) − μ · vh · |vh |)
/

mD; (11)

2. the rotationalmotion in the plane “x–h” caused by the control action uh of steering
altitude of the airship. It is defined by the equation:

α̈ = Mu
/

JD = L · Fu
/

JD = kh · uh . (12)

Let x1 = hg − h = 
h, i.e. x1 is a deviation 
h of the present altitude h of
the airship flight from given value of hg; −x2 = vh is a speed of this motion, i.e.
x2 = ẋ1 = −ḣ;μ is a coefficient of dynamic viscosity of the air at the vertical motion
of the airship; |. . .| is a designation of themodule;mD is a mass of the airship; x3 = α

is an attack angle, i.e. airship turning angle in the vertical plane and x4 = ẋ3 is an
angular speed of change of this angle. In Eq. (12) JD is an inertia moment of the
airship concerning its horizontal transversal axis; Mu = L · Fu is a pitch moment
created by the elevation rudder which is at distance L from center of mass and creates
the force Fu = kFuh where kh = L · kF

/

JD �= 0.
The designations entered above and the additional ones C1(x2) =

−(μ · |x2|x2)
/

mD and C2(x3) = −F(x3)
/

mD allow us to write down Eqs. (11),
(12) as the following system of the differential and algebraic equations:

ẋ1 = x2, ẋ2 = C1(x2) + C2(x3),

ẋ3 = x4, ẋ4 = khuh, h = hg − x1.
(13)

The coefficient kh �= 0, thereforewe can replace themultiplication khuh by control
action ũ = khuh , and Eq. (13) to rewrite as follows, using obvious designations:

ẋ1 = x2 = ϕ1(x2), ẋ2 = C1(x2) + C2(x3) = ϕ2(x2, x3),
ẋ3 = x4 = ϕ3(x4), ẋ4 = ũ, h = hg − x1.

(14)
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In Eq. (14) ∂ ϕ1(x2)/∂ x2 = 1, ∂ ϕ2(x2, x3)/∂ x3 = dC2(x3)/dx3,
∂ ϕ3(x4)/∂ x4 = 1. The derivative dC2(x3)/d x3 = −m−1

D [dF(α)/dα] �= 0 at all
α ∈ [−36◦ ÷ 72◦], that follows from expressions (8) and (9). Therefore, differential
Eq. (14) are the JCF model of the control channel of the airship flight altitude, and
the problem of the control system design has the solution by the method stated in
Sect. 2.

6 Design of the Control Law Airship Flight Height

To solve this task using the JCF model new state variable wi are determined by
expressions (3) at n = 4 taking into account Eqs. (14):

w1 = x1, w2 = λ1x1 + x2,

w3 = λ1λ2x1 + (λ1 + λ2)x2 + ϕ2(x2, x3),
(15)

w4 = λ1λ2λ3x1 + (λ1λ2 + λ1λ3 + λ2λ3)x2+
+ψ1(x2) · ϕ2(x2, x3) + C ′

23(x3)x4,
(16)

where λi > 0 is a constants, i = 1, 2, 3;

ψ1(x2) = λ1 + λ2 + λ3 + C ′
12(x2),

C ′
12(x2) = dC1(x2)/dx2, C ′

23(x3) = dC2(x3)/d x3.
(17)

Functions γ1(x) and γ2(x) are determined by formulas (4) also regarding Eq. (14):

γ1(x) = C ′
23(x3),

γ2(x) = λ1λ2λ3x2 + [λ1λ2 + λ1λ3 + λ2λ3 + ϕ2(x2, x3)C ′′
122(x2)

+ψ1(x2)C ′
12(x2)]ϕ2(x2, x3) + [ψ1(x2)C ′

23(x3) + C ′′
233(x3)]x4.

(18)

Here:

C ′′
122(x2) = d2C1(x2)/dx

2
2 , C ′′

233(x3) = d2C2(x3)/dx
2
3 , (19)

Comparing Eqs. (1) and (14) with n = 4, we conclude that ϕ4(x) = 0 in this case.
Therefore, control ũ from (14) is determined by formula (5) where ϕ4(x) = 0 and
some λ4 > 0 taking into account expressions (16) and (18):

ũ(x) = −[γ2(x) + λ4w4(x)]/C ′
23(x3). (20)

Derivative C ′
23(x3) is defined regarding (8) and (9) by expression

C ′
23(x3) = −m−1

D F ′(α) = −m−1
D [F ′

1(α) · E1(α, αl1, αr1, ε)+
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+ F ′
2(α) · E2(α, αl2, αr2, ε)+F ′

3(α) · E3(α, αl3, αr3, ε)]
∣
∣
α=x3

. (21)

where

F ′
1(α) = 10824.2 + 518.742 α + 7.27314α2,

F ′
2(α) = 6511.65 + 1.958108α − 3.05448α2 − 0.01844α3,

F ′
3(α) = 43411 − 3403.14α + 67.1253α2 − 0.394506α3.

(22)

Let’s note that in expression (21) composed Fi (α) · E ′
i (α, αli , αri , ε) are lowered

since derivatives E ′
i (α, αli , αri , ε) = dEi (α, αli , αri , ε)/dα, i = 1, 2, 3, 4 have

negligibly small values. The inequality C ′
23(x3) �= 0 at all α ∈ [−36◦ ÷ 72◦] follows

from expressions (21), (22) with evidence.
The expression for function C ′′

233(x3) = d2C2(x3)/dx23 = dC ′
23(x3)/dx3 is easily

defined from expressions (21), (22), therefore, here it is not brought.
The function C1(x2) = −(μ |x2|x2)

/

mD , therefore derivatives C ′
12(x2) and

C ′′
122(x2) are determined by expressions:

C ′
12(x2) = − μ

mD

d|x2|x2
d x2

= − 2μ
mD

x2 · sign(x2),

C ′′
122(x2) = − 2μ

mD

d[x2·sign(x2)]
dx2

= − 2μ
mD

· sign(x2).
(23)

In expression (12) coefficient kh �= 0, therefore, the required altitude control of
the airship flight is determined according to expression (20) by the formula:

uh(x) = −[γ2(x) + λ4w4(x)]/khC ′
23(x3). (24)

So, the required control lawof the airship flight altitudeh(t) described byEqs. (13),
is defined by expressions (16)–(18) and (21)–(24)withϕ2(x2, x3) = C1(x2)+C2(x3).

The matrix S(x) of transformation w = S(x)x (15), (16) is defined in this case
by expression

S(x) =

⎡

⎢
⎢
⎣

1 0 0 0
λ1 1 0 0

λ1λ2 ψ32(x2) C ′
23(x3) 0

λ1λ2λ3 ψ42(x) ψ42(x) C ′
23(x3)

⎤

⎥
⎥
⎦

. (25)

where

ψ32(x2) = λ1 + λ2 + C ′
12(x2), ψ43(x2) = C ′

23(x3)ψ1(x2) + C ′′
233(x3)x4,

ψ42(x2) = λ1λ2 + λ1λ3 + λ2λ3 + C ′′
122(x2)ϕ(x2, x3) + C ′

12(x2)ψ1(x2).

Determinant det S(x) = (

C ′
23(x3)

)2
, i.e. det S(x) �= 0 at all x3 ∈ [−36◦ ÷ 72◦]

owing to expressions (21), (22), and transformation (15), (16) is reversible. In this
case constants λi > 0, i = 1, 2, 3, 4, i.e. system (6) with n = 4 is asymptotically
stable. Therefore, designed system (13), (24) is also asymptotically stable also, but
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in the area 0 < xi < ∞, i = 1, 2, 4 and x3 ∈ [−36◦ ÷ 72◦] due to the condition
det S(x) �= 0.

If some perturbations change equilibrium state x = 0 of controlled airship (13),
then its flight altitude h(t) will be aspired to given value hg as t → ∞ under the
influence of nonlinear control law (24).

7 Experimental results

The actual stability and quality of the designed system were investigated in all func-
tioning range by simulating in GNU Octave. The values of modules of auxiliary
polynomial roots�(s), are chosen close to real indicators of the object dynamics and
requirements to the fast response of the designed system: λ1 = 0.01; λ2 = 0.03;
λ3 = 0.05, and λ4 = 0.07. These values provide the smooth nature of transients
lasting no more than 600 s. Equilibrium barraging of the airship on the base altitude
hg = 1895 meters, is provided by the designed system at α = 0◦. Perturbations were
imitated by stepped variation of the attack angle α which can be caused, for example,
by suddenly flown squall.

The transients shown in Fig. 2 arise in the designed system by the perturbation
α0 = −15◦. The arisen deviations of the attack angle α the flight altitude h aim to
the equilibrium values α = 0◦ under the influence of the control u.

The transients have the similar character and at other perturbations. In Fig. 3 the
graphs of the variables change α, h and control u which arise by the perturbation
α0 = 37◦ are shown. Deviations fade and in this case.

The static characteristic F(α) has the critical points inwhich its character changes.
Therefore, the behavior of the airship matters upon when the attack angle passes
through the critical value during transient. The attack angle α aims to the equilibrium
value α = 0◦ on the provided graphs. At the same time, it passes through critical
value αcr = 0◦ twice, but the transients remain smooth.

The simulation results allow us to conclude that the fast response of the perturba-
tion suppression, and the transition to equilibrium state practically do not depend on
perturbation value within available control resource. These facts are characterized

Fig. 2 The transients at perturbation α0 = −15◦



136 R. Neydorf et al.

Fig. 3 The transients at perturbation α0 = 37◦

positively as the usingmethod of the control systems design in relation to significantly
nonlinear controlled objects, and efficiency of the mathematical models created by
the CGA method.

8 Conclusion

The Cut-Glue approximation method allows us to create high-precision, analyt-
ical models of significantly nonlinear controlled objects on the fragmentary data
of the identification experiments. It considerably expands the application range of
the analytical design methods of nonlinear control systems. The design algorithm of
nonlinear control systems on the basis of the Jordan controlled form is analytical.
The choice of the root module values of the special stable polynomial enables us to
provide the different nature of the nonlinear control systems transients.
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Searching and Selection of a Flexible
Manufacturing System by Means
of Frame Model

J. F. Mammadov, K. S. Abdullaev, U. H. Agaev, I. R. Aliev,
and G. G. Huseynova

Abstract In accordance with the topic of the chapter, to ensure the management
and operation of archives of design work, a comparative analysis of information
support algorithms was carried out, allowing you to choose flexible manufacturing
systems (FMS), their standard elements, production modules, layout schemes and a
set of information about their parameters or location of documents. The task was set
and the model for creating algorithmic support based on the frame modeling for the
effective search and selection of FMS, its productionmodules, and active elements by
the scope of production and the purpose of each technical unit was implemented. To
ensure the reliable functioning of the FMS automatic control system, an algorithm
is proposed for the search for sensors based on frame slots and the values of the
achievable positioning error of industrial robots and technological equipment. An
algorithm for searching for sensors and controlling the active elements of the FMS
production module is proposed. The software of an expert system of a frame type
with fuzzy control of the shaft processing of a cylindrical gearbox for landing gear
and bearings on a lathe in a flexible manufacturing module has been developed.

Keywords Frame modeling · Flexible manufacturing system · Search and
selection algorithm · Frame slot · Graph diagram · Expert program

1 Introduction

The economic growth of developing countries largely depends on the introduction
of industries with the most advanced technologies for automation and management
into their industries. FMS is one of such innovative systems that ensure high-quality
production of products for various purposes using flexible automated control tech-
nologies. The use of a sufficiently large number of enterprises in various fields of
industry, interconnected corporations, and technology parks, due to the lack of their
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global information support, to some extent complicates the process of searching and
selecting similar FMS projects, especially at the initial stages of their development.

Comparative analysis of existing methods for searching documents for FMS
projects [1–3], pp. 123–210 showed that due to the versatility and complexity of
such technical systems, difficulties arise with the correct selection of its technolog-
ical equipment, industrial robots, manipulators, automated system of control (ASC)
and their layout. In these works, the process of searching and selecting the active
FMS elements is carried out by the user intuitively due to the accumulated experience
in this area. For information retrieval, separate algorithms are used using production
models [4], pp. 340–412 which do not provide an accurate search and selection of
technical units for different applications because of the impossibility of a detailed
description of the design object and the use of the number of products and, accord-
ingly, the use of system memory. In this regard, the consideration of the creation of
an algorithm for the automated search and selection of active FMS elements using
the frame model, which provides step-by-step structural modeling depending on the
field of application, is a scientifically relevant problem.

The purpose of this chapter is to develop algorithmic support based on the frame
model for information retrieval and selection of FMS, its technical units, and the
control system per the process flow diagram.

To achieve the goal, the following issues were identified:

1. Development of a framemodeling algorithm for the search and logical selection
of such an FMS for its further design.

2. Creating an FMS search scheme, its equipment, layout, and ASC based on a
graph—model frame diagram.

3. Construction of the layout diagram of the FMS in accordance with the results
of the information search algorithm.

4. Creation of an algorithm for a reliable search for FMS sensors based on the
frame model.

5. Creating a control algorithm using the example of FMS production module
using logical transition conditions.

6. Software development of expert knowledge representation for the search, selec-
tion, and process control of a flexiblemanufacturingmodule for themanufacture
of shafts of a cylindrical reduction tool.

2 Development of an Algorithm for the Frame Model
for the Search and Selection of FMS, Its Control

To create an algorithm for searching and selecting complex technical systems, like a
flexible production system, an intelligent method based on a modeling frame is used.
The frame model is presented in the form of the following construction [5]:

f = [〈r1, v1〉, 〈r2, v2〉, . . . , 〈rn, vn〉] (1)
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where f is the name of the frame; ri is the name of the slot; vi is the value of the
slot. The names of other frames act as the values of the slots, which provide a link
between the frames. The name of the frame (proto frame) is selected for the search
keyword, which is written in the form:

fkc →� FMS � (2)

In order to carry out a reliable search and exact selection of the design object
(GPS using the example of a mechanical assembly shop), it is necessary to enter the
name and value of the slot <rj, vj> in the form, respectively [6]:

fKC = [〈r1 → Application field, v1 j ∈ {v11, v12, . . . , v14}〉,
〈r2 → Production, v2i → {v21, v22, v23}〉
〈r3 → Equipment, v3k ∈ {v31, v32, . . . , v37}〉
〈r4 → FMS composes structure, v4i ∈ {v41, v42, v43}〉
〈r5 → Control system of FMS, v5i ∈ {v51, v52, v53}〉],

(3)

where v11 is the automotive industry; v12—mechanical engineering; v13—instru-
ment making; v14—metallurgy; v21—car; v22—truck; v23—electric car; v31—
lathe; v32-milled machine; v33—drilling machine; v34—grinding machine; v35—
bending machine; v36—welding industrial robot; v37—loading industrial robot;
v41—sequential layout; v42—round layout; v43—parallel layout; v51—ASC based
on SCADA TRACE MODE; v52—ASC based on microprocessor control system
(PLC Network); v53—ASC based on PLC Simatic.

Based on the proposed proto-frame, from the established values of the ri slots, a
search engine for FMS and its modules for the manufacture of cars of various models
is compiled with a further selection of the layout of flexible manufacturing modules,
technological equipment, industrial robots and ASC (Fig. 1).

As can be seen from Fig. 1, the search and selection of FMS, its control system
is carried out in stages, starting by entering the keywords as in expression (2). From
the expression (3), the names of the slots ri are selected which are converted into
frame names (f21, f3k, f43, f51).

As can be seen from Fig. 1, the search and selection of FMS, its control system
is carried out in stages, starting by entering the keywords as in expression (2). From
the expression (3), the names of the slots ri are selected which are converted into
frame names (f21, f3k, f43, f51).

Based on frames f21, f3k, f43, f51, the search and selection of FMS, its control
systems for the production of passenger cars, with all equipment, with their parallel
layout and an automated control system based on SCADA TRACE MODE are
implemented.

The framemodelwith the conclusions of the phased choice of the scope of produc-
tion, the type of products, types of technological equipment, industrial robots, the
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Fig. 1 The scheme of searching and selection of FMS, its equipment and ASC

layout of the FMS, and the automated control system is written in the form of logical
expressions as follows:

If < r1, v11 > then < r2, v21,
where r2 → f21 >;
If < r2, v21 > then < r3, v3i,
where r3 → f3k >;

E

v3k ε{v31, v32, . . . , v37}〉,
If < r3, v3k > then < r4, v43,
where r4 → f43 >;
If < r4, v43 > then < r5, v51,
where r5 → f51 >.

Based on the above algorithm, the flexible manufacturingmodule is formedwith a
parallel layout scheme, standard equipment, and an automated control system based
on SCADA TRACE MODE [7] (Fig. 2).

The issue of choosing a technical solution for automated FMS control based
on TRACE MODE is implemented in four stages: the choice of peripheral system
hardware and network equipment; organization of the structure of information flows
in the system; definition of information traffic regulations, setting up TRACEMODE
servers [8]. The structure of information flows in the ASC of FMS should provide
the necessary level of reliability and productivity.

The process of selecting the elements of the FMS control and monitoring system
is formed based on the proposed layout diagram of the FMS production sites and
their automation scheme. Based on the requirements for the accuracy of positioning
of the handling facility on the working areas of the FMS production line, the total
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Fig. 2 Composes layout of FMS with ASC based on SCADA TRACE MODE

positioning error is determined. In this case, the error in the installation of the object
in the equipment adaptation consists of two components: the error of the mismatch
of the center of the shape of the part with a certain center in the equipment and the
orientation error in the angle relative to some axis.

3 Creation of an Algorithm for Selecting Sensors
and a Control Algorithm for FMS Manufacturing
Module

The characteristics of manipulation objects in the FMS technological route influence
the choice of the type and structure of sensing systems, the design of the actuator,
and the functions of industrial robots in the flexible manufacturing module. The
characteristics of the manipulation object determine the type of working zone of the
active FMS elements.

Based on the assessment of the achievable positioning error, the sensors for the
automatic control system of FMS are selected [9]:

Sik�

Dn
≤ �i i = 1, n, (4)
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where Si is the movement of the degree of mobility; kΔ = 1.5, …¸ 3—coefficient
taking into account the quality of the measuring circuits of the control system; �i—
positioning error of the robot, with three degrees of mobility, functioning in a flexible
manufacturing module. The positioning error value is selected from the directory;
Dn is the number of discrete inductive sensors measuring and angular displacement
of an industrial robot.

In accordance with expressions (1) and (4), the values of the slots of the frame
model for searching and selecting the elements of the FMS control system in the
following form are determined:

FASC FMS = [〈r6 → application object, v6j ∈
{ v11, v12, . . . , v14} {v6j, v6j, . . . , v611 }〉,where j = 11—the quantity of
technological equipment and industrial robots in FMS.

〈r7 → Si, v7 j ∈ {v11, v12, . . . , v14}, {v7 j, v7 j, . . . , v711}〉,

where for each active element’s movement where the degree of mobility for each
active element of FMS is taken into account.

〈r8 → k�, v8 j ∈ {v11, v12, . . . , v14}, {v8 j, v8 j, . . . , v811}〉,

where the quality factor of the measuring circuits of the control system is taken into
account for all active FMS elements.

〈r9 → �i, v9 j ∈ {v11, v12, . . . , v14}, {v9 j, v9 j, . . . , v96}〉,

where the positioning error is taken into account for industrial robots of FMS. j = 6
is the number of industrial robots in the FMS.

〈r10 → �n, v10 j ∈ {v11, v12, . . . , v14}, {v10 j, v10 j, . . . , v106}〉,

where the discrete number of the inductive sensor for measuring an angular
displacement is taken into account for each industrial robot of FMS.

Based on the algorithm for searching for types of FMS sensors, an appropriate
sensor is selected for particular equipment and industrial robot,which ensures reliable
operation of the FMS automatic control system as a whole.

The database of sensors of the control system for active FMSelements is presented
in the form of a recursive procedure, where the basis is the active FMS elements,
their technologically functional characteristics, and parameters (Table 1) [10].

To select the parameter values from the database, a request ismade from the expert
system [11] for the designated symbols of the sensors in the following form:

| ? − sensor (Sfw, Parameter). Parameter = �l.
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Table 1 Technologically
functional characteristics

# Place of
installation

Symbol Fixing

Sensor Gripper of IR Sgp_i The availability of
workpieces

Sensor Hand of IR Su_i Up

Sensor Hand of IR Sb_i Backward

Sensor Hand of IR St_i Angular

Sensor Hand of IR Sfw_i Forward

Sensor Hand of IR Sd_i Down

Sensor Technology
equipment TE_i

Sa_i The availability of
workpieces

Sensor Hand of IR Sup_i Up

Sensor Hand of IR Sb_i Backward

where �l is the movement of the hand of the industrial robot (IRi) forward or back-
ward along the X or Y axis of the three-dimensional coordinate axis; �h is the
movement of the hand of IR up or down along the Z-axis of the three-dimensional
coordinate axis; �ϕ—the angular movement of IR hand around the Z-axis of the
three-dimensional coordinate axis.

To determine other parameters from the database, similar queries are performed
in the same way.

The next step in the creation of an automated FMS control system is the develop-
ment of its control algorithm, which characterizes the logical conditions-transitions
depending on the production cycle.

To develop a control algorithm, a step-by-step scheme of FMS automation is
analyzed; initial parameters are set that characterize the displacements of the kine-
matic links IR and equipment, the workpiece numbers, the names of sensory and
actuating elements in accordance with the functional purpose; Based on the recursive
procedure [12], a control model for the manufacturing module is compiled.

The FMS control system functions as follows: information is received by the
control microprocessor system about fixing the availability of the workpiece at the
initial position of the automated transport system (ATS_i); sensory and executive
organs IR are triggered; the technological functions of the servicing industrial robot
IR begin, which ensures safe movement along with the established generalized coor-
dinates, loading (the clamping force of the workpiece should not exceed the estab-
lished norm to prevent rejection on its surface) and unloading the workpiece on
equipment; Further, information on the completion of technological operations is
transmitted to the control system of FMS which in turn, after processing current
information from the device to determine product defects, sends a command to the
executive body of the industrial robot to install the finished product or to exchange
for finished products, or on a table for defective products [13].

In this case, the coordinates of the active elements are set according to previously
de-fined parameters from Table 1.
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As input data for the development of a control algorithm, types of sensors, actua-
tors, and blanks are set. The generalized form of the FMS control algorithm is repre-
sented in the form of productions with true expressions and a logical consequence
as follows [14]:

% variable names:

% AWi—workpieces

% Si—sensors with functional values

% Ai—actuators with functional purposes

% true expression (Si) logical consequence (Ai) AWi

if_then (S11 ∧ S12 ∧ … ∧ S1n ⇒ A1
1 ∧ A1

2 ∧…∧ A1
n AW_i)

if_then (S21i ∧ S22i ∧ … ∧ S2k ⇒ A2
1i ∧ A2

2i ∧…∧ A2
ni AW_i)

…
…
…

If_then (Sm1i ∧ Sm2i ∧ … ∧ Smk ⇒ Am
1i ∧ Am

2i ∧…∧ Am
niAW_i).

The developed control algorithm for FMS sections allows you to analyze and
describe the operating conditions of the actuator of each active element; synthesize
control actions, programmatically automatically analyze current information about
the state of the object, ensure maximum speed in management.

4 Creating Software for Searching and Selecting a FMS
Project

To search and select FMS by region, types of products, types of equipment, and
layout, we set the initial software window of the expert system [15]. The study
of intelligent systems showed that in order to obtain reliable information about the
process of automated search and the selection of complex technical systems likeFMS,
the development of an expert software environment based on ExpWin is required.

For this, on the basis of the frame method of modeling the search process and the
selection of FMS, the key data are introduced (Fig. 3). In this case, the initial data
are used according to expression (3).

When creating a new frame, at first the frame type is initially determined: “Class”,
then a new slot is added by entering the name of the new slot in the “New slot name”
field and activating the “Add slot”. The name of the new slot “Flexible manufacturing
module (FMM)” is presented as one of the production units of FMS. It appears in the
“Slots” field. The slot value, in this case, corresponds to the FMM for the production
of machine tools [16].
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Fig. 3 Software window Frame-selection of FMS by field of application

For the selected slot, we introduce some parameters: the type of slot, the question
of the slot, the slot values (Engineering, Flexible manufacturing system). This type
of slot is expressed by a linguistic variable which is determined by choosing from
the list “FMS in the field of mechanical engineering”. As a slot question, what is
the scope? in the “Question to slot” field. The slot values are sequentially entered
and added to the field “Slot valuesMachine-building, Flexible manufacturing system
(FMMmachine tool (CNC lathe)” using “Add value” [17]. To set the frame name as
the slot value from the knowledge base there is a field “Select a frame as a name”
After the creation of a new frame, the data is entered into the knowledge base.

When editing a frame, the ability to change the type of frame is blocked. To
change any parameters of any of the slots, it is necessary to separate the name of the
slot or its value, then in the corresponding field enter the new value of the parameter
and make “Replace”. You can add a new slot to an existing frame. In this case, the
sequence of actions does not differ from that in the case of creating a new one.

The knowledge base contains a set of frames and production rules for the auto-
mated search, selection, and design of the FMS production module. The format of
the external representation of the knowledge base for the global search, selection,
and design of FMS is presented in the form of the following software procedures
[18]:

TITLE = ‹the name of expert system – searching and selecting FMM for
FMS›
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COMPANY = ‹enterprises name – FMM machine-building›
FRAME // frame ‹description of frame›
An example of knowledge bases:
TITLE = to select a method of knowledge bases presence FRAME =
purpose
a method of knowledge bases presence: ()
ENDF FRAME = Type
The solved tasks: (Computing select, searching and design of FMS)
ENDF FRAME = The field
Application [What is the field of application?]: (FMS of machine-
building)
ENDF FRAME = Quantity
Number of rules in the knowledge base (numerical): ()
Number of objects in the knowledge base (numerical): ()
ENDF FRAME = Action
Message: ()
ENDF RULE 1
> (Quantity. Number of objects in the knowledge bases; 120)
< (Quantity. Number of objects in the knowledge bases; 150)
< (Quantity. Number of objects in the knowledge bases; 90)
DO = (Type. The solved tasks; computing searching and selecting FMM
for FMS) 210
ENDR RULE 2
> (Quantity. Number of objects in the knowledge bases; 210)
> (Quantity. Number of objects in the knowledge bases; 120)
DO = (Type. The solved tasks; computing searching, selecting and
design) 210
ENDR RULE 3
= (The field. Application; machine-building FMS)
= (Type. The solved tasks; computing searching and selecting)
DO = (A method of knowledge presence; The rules-productions with
fuzzy of knowledge presence) 180
ENDR RULE 4
= (The field. Application; machine tool of FMM)
= (Type. The solved tasks; computing searching and selecting of
equipments for FMM)
DO
= (a method of knowledge presence; Frames) 210
= (A method of knowledge presence; Rules-productions with fuzzy
knowledge presence) 140
= (a method of knowledge presence; Semantically nets) 140
MS (Action. Message; a rule proven 8) ENDR.

The knowledge base consists of two parts: constant and variable. The variable part
of the knowledge base is represented by the database and consists of facts obtained
as a result of inference. The facts in the database are not permanent. Their number
and value depend on the process and the results of the logical conclusion [19].

When working with this program shell, frames and production rules that were in
a file with the *klb extension remain unchanged. The facts that were in the file with
the *dtb extension can change in the process of inference, i.e. appear, be deleted, or
change their meaning as a result of working out production rules or dialogue with
the user.

The format for the external presentation of frames for automated search and
selection of FMM for FMS is implemented according to the following algorithm:
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FRAME (‹frame type›) = ‹frame name – machine-building FMS›
PARENT: ‹frame name-GPM mechanical as-sembly ›
‹slot name 1 (manufactured product)› (‹slot type (linguistically
variable)›) [‹slot question (what is a product type)›?] {‹slot
comment (*.txt)›}:
(<value 1 (spur gear)>); (<value 2 (body)>); (<value 2 (shaft)>); …;
(<value k (helical gear)>)
‹slot name 2 (equipment)› (‹slot type›) [‹what is an equipment›?]
{‹slot comment clota (*.txt), (*.jpeg)›}:
(<value 1 (lathe)>);
(<value 2 (milling machine)>);
(<value 3 (drilling machine) >);
(<value 4 (grinding machine)>);
(<value 5 (industrial robot) >);
……
‹slot name 3 (computing system of control (ASC))› (‹slot type
(linguistically variable ))›) [‹slot question (what is ASC)›?]
{‹slot comment (*.txt), (*.jpeg), (*.dtb)›}:
(<value 1 (PLC)>);
(<value 2 (positioning sensor)>);
(<sensor 3 (displacement sensor)>);
(<value 4 (executive mechanism>)
ENDF

When forming a knowledge base for searching and selecting FMM from a flexible
manufacturing system, linguistic variables are used as slots when describing fuzzy
concepts. The linguistic variable allows you to set both the symbolic and numerical
values of the slot of the expert program for fuzzy conclusions of the rules of the
process of controlling the choice and design of FMS, its automated control system,
and quality control of products [20].

A linguistic variable has one or more symbolic values. Each symbolic value is
assigned a membership function, which determines the relationship between the
numerical value of the linguistic variable and the reliability coefficient for a given
numerical value (corresponding to the symbolic value). Each symbolic value of a
linguistic variable has its membership function. The membership function is defined
on a segment of the metric scale, the same for all symbolic values of the linguistic
variable.

The description of linguistic variables is stored in a text file (*.lvd—Linguistic
Variable Description). The first part of the file name must correspond to the names
of files containing the knowledge base and database (*.klb and *.dtb). Format of the
external representation of a linguistic variable [21]:

‹Number of linguistic variables›
‹Name of linguistic variable 1 (manufactured products - shaft of a
cylindrical gearbox)›
‹Lower value of the border of the metric scale
below minimum shaft tolerance
Ø80-0.040.06 f7; eS=40 mkn; ei=-60 mkn for landing gear and bearing
Ø80-0.03-0.06 f7; eS=30 mkn; ei=60 mkn for landing gear and bearing
Ø80-0.020.06 f7; eS=20 mkn; ei=-60 mkn for landing gear and bearing
‹Lower limit of the metric scale
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minimum shaft tolerance
Ø80-0.02-0.04 f7; eS=20 mkn; ei=40 mkn for landing gear and bearing
Ø80-0.01-0.04 f7; eS=10 mkn; ei=40 mkn for landing gear and bearing
Ø80-0.000.04 f7; eS=0 mkn; ei=-40 mkn for landing gear and bearing
‹Middle limit of the metric scale
normal shaft tolerance
Ø80-0.020.06 f7; eS=20 mkn; ei=-60 mkn for landing gear and bearing
Ø80-0.020.04 f7; eS=20 mkn; ei=-40 mkn for landing gear and bearing
Ø80-0.03-0.06 f7; eS=30 mkn; ei=60 mkn for landing gear and bearing
‹Upper limit of the metric scale
maximal shaft tolerance
Ø800.030.00 f7; eS=30 mkn; ei=0 mkn for
normal shaft tolerance
Ø80-0.040.06 f7; eS=40 mkn; ei=-60 mkn for
normal shaft tolerance
Ø800.06-0.033 f7; eS=60 mkn; ei=33 mkn for
normal shaft tolerance

For providing awork regime on the determination of shaft bymeans of linguistical
terms, the following expression will write as [21]:

Ø1 → machine is not by a work status (Ø80−0.04
0.06 Ø80−0.03

–0.06 Ø80−0.02
0.06

(clearance and landing));

Ø2 → machine is by a work status with minimal clearance and landing.

(Ø80−0.02
–0.04 Ø80−0.01

–0.04 Ø80−0.00
0.04);

Ø3 → machine is by a work status with normal clearance and landing.

(Ø80−0.02
0.06 Ø80−0.02

0.04 Ø80−0.03
–0.06);

Ø4 → machine is by a work status with maximal clearance and landing.

(Ø800.030.00 Ø80−0.04
0.06 Ø800.06–0.033).

In accordance with the created linguistic terms, a control algorithm for processing
the shaft with acceptable landing gear and bearing is created:

IF «gear and bearing fit
below the minimum shaft tolerance»;
THEN Ø1 «the machine is not in working condition
(Ø80-0.040.06 Ø80-0.03-0.06 Ø80-0.020.06
(clearance and landing))».
IF «landing gear and bearing with
minimal shaft tolerance»;
THEN Ø2 «the machine is in working condi-tion
(Ø80-0.02-0.04 Ø80-0.01-0.04 Ø80-0.000.04
(clearance and landing));
IF «gear and bearing seating with
normal shaft tolerance»;
THEN Ø3 «the machine is in working condi-tion
(Ø80-0.020.06 Ø80-0.020.04 Ø80-0.03-0.06
(clearance and landing));
IF «landing gear and bearing with
maximal shaft tolerance»;
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THEN Ø4 «the machine is in working condi-tion
n(Ø800.030.00 Ø80-0.040.06 Ø800.06-0.033
(clearance and landing)).

5 Conclusion

This algorithm allows creating an expert software environment that provides flexible
control for processing the shaft of a cylindrical gearbox for gears and bearings.

As a result of the study, the following conclusions can be drawn from the chapter:

• The developed algorithm for searching the FMS project based on the frame
model allows you to accurately select its equipment, industrial robots, their layout
scheme, and an automated control system from reliable sources in the global
computer network, as well as suggest the final reliable layout and automation
scheme.

• To ensure the reliable functioning of the FMS automatic control system and
its production modules, an algorithm is proposed for searching for sensors and
controlling the active elements of the FMS production module.

• To implement the proposed algorithms using frame models, the software was
developed for an expert system of a frame type with fuzzy control of the shaft
processing of a cylindrical gearbox for landing gear and bearings on a lathe in a
flexible manufacturing module.
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Robust Autonomous Control
of a Multiply Connected Technological
Object with Input Delays

I. V. Gogol, O. A. Remizova, V. V. Syrokvashin, and A. L. Fokin

Abstract A synthesis technique of an autonomous multidimensional robust stabi-
lization system based on a new structure for compensating cross-links of a multiply
connected technological control object with delays in direct and cross-links is consid-
ered, which allows obtaining a physically realizable structure of the compensator for
any relations between the values of delays indirect and reciprocal relationships and
for any transfer functions inertial elements, which ensures the robustness of the
system to the parametric uncertainty of the object and lag values in the presence of
disturbances.

Keywords Combined control system · Robust system · System robustness ·
Perturbation

1 Introduction

When automating technological processes, the problem of controlling a multi-
connected object with delay is important. This problem belongs to the class of
completely unsolved problems of control theory, although a significant number of
works have been devoted to this problem, for example [1–8]. In the presence of
delays in direct and cross-connections, the qualitative indicators of the system sharply
worsen, primarily indicators of stability due to the influence of cross-connections.
The uncertainty of specifying model coefficients and lag values further complicates
the problem. The coarseness of the system is also deteriorating, as they are related
to the margin of stability.

This problem is relevant when solving the problems of stabilization of techno-
logical processes, as in the practice of automation more often consider single-circuit
systems. In multiply connected systems, input delays in direct and cross-links are
often present, and they also differ in the presence of significant uncertainty of the
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delay values (up to 50% of the nominal value) and parametric uncertainty of the
inertial model terms.

To solve the problem of multiconnected control, an autonomous system is most
often used [9, 10], the creation of which requires compensation for cross-links with
delays. Indeed, it is known from the theory of multiply connected systems [9] that
the dynamic quality of a multidimensional system is the higher, the more accurately
it processes an input signal in each of the direct control channels for each output
quantity and the less the influence of control in this channel on other output variables
from due to mutual relations. From this point of view, an autonomous system is ideal
in which due to the compensation of cross-links, the mutual influence of individual
channels on each other is excluded. This approach is usually used in the automation
of technological processes with delays.

The physical realizability of the compensator depends on the ratio of the delay
values in direct and cross-links. Also, additional difficulties arise due to the para-
metric uncertainty of the inertial terms of the model and the values of delays. The
traditional compensator circuit [9], unfortunately, does not have sufficient robust-
ness concerning the uncertainty of the delay values. Therefore, the urgent task of the
synthesis of the compensator with the necessary robustness [11].

2 Formulation of the Problem

Consider the mathematical model of the control object of the form in the form of a
matrix transfer function

y(p) = W (p)u(p), (1)

where W (p)−is the square matrix m × m transfer functions with delays,
y(p), u(p)−are m dimensional vectors.

In expanded form, model (1) will have the form

⎡
⎢⎢⎢⎣

y1(p)
y2(p)

...

ym(p)

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

W11(p) W12(p) . . . W1m(p)
W21(p) W22(p) . . . W2m(p)

...
...

. . .
...

Wm1(p) Wm2(p) . . . Wmm(p)

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

u1(p)
u2(p)

...

um(p)

⎤
⎥⎥⎥⎦, (2)

where Wi j (p) = W̃i j (p) exp
(−τi j p

)−transfer functions linking control u j (p) with
output yi (p), τi j−the value of delay in the channel (i, j), τ i j ≤ τi j ≤ τ i j ,

W̃i j ( jω)−transfer functions defined with parametric uncertainty, e.g.
∣∣∣W̃ i j ( jω)

∣∣∣ ≤∣∣∣W̃i j ( jω)

∣∣∣ ≤
∣∣∣W̃ i j ( jω)

∣∣∣, 0 ≤ ω < ∞.

The well-known nominal model is also considered as one of the many models (1)
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y(p) = W 0(p)u(p), (3)

where is the matrix W 0(p) is similar to W (p) and consists of transfer functions

W 0
i j (p) = W̃ 0

i j (p) exp
(
−τ 0

i j p
)
, τ i j ≤ τ 0

i j ≤ τ i j ,
∣∣∣W̃ i j ( jω)

∣∣∣ ≤
∣∣∣W̃ 0

i j ( jω)

∣∣∣ ≤∣∣∣W̃ i j ( jω)

∣∣∣.
To create an autonomous system, a compensator is usually used at the input of a

nominal object so that a condition is satisfied that allows the main control channels
to be independent of each other

W 0(p)WK (p) = diagW 0(p) = diag
{
W̃ 0

1‘(p), W̃
0
22(p), . . . , W̃

0
mm(p)

}
, (4)

where WK (p)−compensator transfer matrix.
From (4) we obtain the transfer function of the compensator

WK (p) = (
W 0(p)

)−1
diagW 0(p). (5)

When using compensator (5) at the input of a real object, complete compensation
of mutual relations does not occur because the application of this approach is limited
by accurate knowledge of the transfer functions, the presence of unstable and not
minimally phase units, physical realizability (5), and the presence of delays in (3).
In this way

W (p)WK (p) = W (p)
(
W 0(p)

)−1
diagW 0(p) �= diagW (p). (6)

Here it is necessary to make a reservation that such compensation is always
possible in the steady-state. But if there are delays, it is better to use the exact
method of compensation [12], traditional for process automation, for cross-linking
the object with the delay, which does not imply a reversal of the matrix W 0(p). One
of the possible structural schemes implementing this approach is shown in Fig. 1 for
m = 2.

Here, to compensate for the effect of the cross-couplingWi j (p), i �= j , a compen-
sator WK j (p) is used, at the input of which the control ū j (p) acts, and the output,
which is fed to the i− input of the object ui (p). We assume that all the transfer
functions of Wi j (p), i, j = 1, . . . ,m, but among them, at i �= j there may be
not minimally phased. In this case, the transfer function of the compensator can be
calculated from the condition

WK j (p) = (
W 0

i i

)−1
(p)W 0

i j (p). (7)

For physical realizability (7), the following condition must be satisfied

�τi j = τ 0
i j − τ 0

i i ≥ 0, (8)
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Fig. 1 Block diagram of a multidimensional system with delay, WPi (p)−transfer functions of
regulators, WKi (p)−transfer functions of compensators

where τ 0
i j−the nominal value of the delay in the cross-connection acting at the input

of the link Wii (p), τ 0
i i−delay in an element Wii (p).

Condition (8) means that the delay in the cross-coupling is greater than the delay
in the diagonal element, at the output of which the cross-coupling acts. Besides,
for the physical realizability of the transfer function (7), additional introduction of
small-time constants may be necessary due to the inversion of the transfer function
W̃ 0

i i (p). These factors, as well as the mismatch between the nominal and real transfer
functions, determine the error of compensation. If condition (8) is not satisfied, then
�τi j = 0, is accepted, otherwise, a predictor is needed.

Next, the task is to build a structural diagram of a multidimensional system with
compensation free from these shortcomings.

3 Main Results

In an object without compensator ui = ūi , i = 1, . . . ,m, therefore, in accordance
with the structure in Fig. 1, at the output of i−channel of amultiply connected object,
we obtain an additional signal from the effect of cross-connections

fi =
m∑
j=1
j �=i

Wi j (p)ū j . (9)

In an object with a compensator at the output of i−channel, taking into account
(7), an additional compensating signal appears
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zi = Wii (p)
m∑
j=1
j �=i

WK j (p)ū j (p) = Wii (p)
m∑
j=1
j �=i

(
W 0

i i (p)
)−1

W 0
i j (p)ū j (p). (10)

As a result, we get the residual signal at the output

φi = fi − zi =
m∑
j=1
j �=i

[
Wi j (p) − Wii (p)

(
W 0

i i (p)
)−1

W 0
i j (p)

]
· ū j . (11)

For the nominal i−channel of a multiply connected object at Wii (p) = W 0
i i (p),

we get

φ0
i = fi − zi =

m∑
j=1
j �=i

[
Wi j (p) − W 0

i j (p)
] · ū j . (12)

At the same time, real rather than nominal dynamics is considered as cross-links,
since the presence of these links is the main reason for the deterioration of the quality
of a multidimensional system.

This is a traditional result. Now, to obtain an alternative compensating signal,
we use the results of [13, 14]. Consider the structural diagram in Fig. 2. Here, the
internal model is used to construct an estimate of the response at the output of system
f̂i , caused by the action of an additional signal from the influence of cross-links fi
at the output. Since the nominal transfer function of the i−channel of the object
was used for estimation, the resulting estimate is generalized, since it additionally
contains information about the parametric uncertainty of the transfer function of the
real object in this channel.

The variable f̂i enters the input of the servo system, which structurally coincides
with the single-circuit system of i−channel, but instead of the transfer function
Wii (p) the nominal transfer function W 0

i i (p) is used here. If ideally we assume that
the output of the servo system matches exactly f̂i and W 0

i i (p) = Wii (p), then it is
accurate a model by which one can trace how a disturbance acts at any point in the
structural diagram of a single-loop system. The variable H obtained in this way is
used in the system to compensate for fi .

An additional signal at the output of the i−channel of a multiply connected object
from the influence of cross-links coincides with (9). We get a compensating signal.
In accordance with the structural diagram, we obtain

f̂i = Wii (p)ui + fi − W 0
i i (p)ui = �Wii (p)ui + fi , (13)

where �Wii (p) = Wii (p) − W 0
i i (p).
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Fig. 2 Alternative
compensation scheme

Vi = WPi (p)

1 + WPi (p)W 0
i i (p)

f̂i ,

ui = ūi − Vi = ūi − WPi (p)

1 + WPi (p)W 0
i i (p)

(�Wii (p)ui + fi ).

From here provided Wii (p) = W 0
i i (p) + �Wii (p)

ui = 1 + WPi (p)W 0
i i (p)

1 + WPi (p)Wii (p)
(ūi + fi ).

The compensating signal will be

zi = Wii (p)Vi = WPi (p)Wii (p)

1 + WPi (p)W 0
i i (p)

f̂i = WPi (p)Wii (p)

1 + WPi (p)W 0
i i (p)

(�Wii (p)ui + fi )

= WPi (p)Wii (p)

1 + WPi (p)W 0
i i (p)

{
�Wii (p)

1 + WPi (p)W 0
i i (p)

1 + WPi (p)Wii (p)
(ūi + fi ) + fi

}

= 1 + WPi (p)W 0
i i (p)

1 + WPi (p)Wii (p)
· WPi (p)Wii (p)�Wii (p)

1 + WPi (p)W 0
i i (p)

(ūi + fi ) + WPi (p)Wii (p)

1 + WPi (p)W 0
i i (p)

fi .

(14)
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The residual signal at the output will be

φi = fi − zi =
{
1 − WPi (p)Wii (p)

1 + WPi (p)W 0
i i (p)

}
fi

− 1 + WPi (p)W 0
i i (p)

1 + WPi (p)Wii (p)
· WPi (p)Wii (p)�Wii (p)

1 + WPi (p)W 0
i i (p)

(ūi + fi )

= − WPi (p)�Wii (p)

1 + WPi (p)W 0
i i (p)

{
1 + 1 + WPi (p)W 0

i i (p)

1 + WPi (p)Wii (p)
Wii (p)

}
fi

− 1 + WPi (p)W 0
i i (p)

1 + WPi (p)Wii (p)
· WPi (p)Wii (p)�Wii (p)

1 + WPi (p)W 0
i i (p)

ūi . (15)

For the nominal i−channel of a multiply connected object withWii (p) = W 0
i i (p),

we get

φ0 = 0, (16)

This shows that the quality of compensation, in this case, is better than in (12).
Also for the nominal i−channel, the compensating signal (14) will be

z0i = WPi (p)W 0
i i (p)

1 + WPi (p)W 0
i i (p)

fi . (17)

Statement Within the framework of the proposed structure (Fig. 2), the nominal
compensation system fi is described by the transfer function, which coincides with
the transfer function of the closed nominal system of the main i−circuit.

Consequence The compensation system and the single-circuit system of the i—
circuit have the same robustness, which is numerically evaluated using the H∞—
norm of the sensitivity function [15]. The robustness of the system is understood as
the low sensitivity of the output quantities to the parametric uncertainty of the model
of a multidimensional object.

Thus, the problem of system coarseness is solved simultaneously at the stage of
controller synthesis for a single-circuit system with autonomous control, as well as
for the proposed compensation method. Robust control algorithms for single-loop
systems in the class of PID laws were considered in [16, 17]. Algorithms obtained
on the basis of qualitative exponential stability can also be used here [18, 19].

For the traditional compensation scheme for the nominal i−channel, instead of
(17), based on (9), (10), we obtain

zi = W 0
i i (p)

m∑
j=1
j �=i

(
W 0

i i (p)
)−1

W 0
i j (p)ū j (p)
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=
m∑
j=1
j �=i

W 0
i j (p)ū j (p) = fi −

m∑
j=1
j �=i

�Wi j (p)ū j (p), (18)

where �Wi j (p) = Wi j (p) − W 0
i j (p).

From (18) it is seen that the compensating signal directly depends on the uncer-
tainty of the assignment of the transfer functions of the cross-links. This can reduce
the robustness of the system.

4 Example 1

Consider, as an example, the transfer matrix of a distillation column [20]

W0(p) =
⎡
⎢⎣

0.66 exp(−2.6p)
6.7p+1 − 0.61 exp(−3.5p)

8.64p+1 − 0.0049 exp(−p)
9.06p+1

1.11 exp(−6.5p)
3.25p+1 − 2.36 exp(−3p)

5p+1 − 0.01 exp(−1.2p)
7.09p+1

− 34.68 exp(−9.2p)
8.15p+1

46.2 exp(−9.4p)
10.9p+1

0.87(11.61p+1) exp(−p)
(3.89p+1)(18.8p+1)

⎤
⎥⎦. (19)

The transfer functions of the regulators by deviation [16, 17] have the following
form

WP11(p) = 0.343

2.6 · 0.66
6.7p + 1

p
, WP22(p) = − 0.343

3 · 2.36
5p + 1

p
: PI laws

WP33(p) = 0.343

0.87

(3.89p + 1)(18.8p + 1)

p(11.61p + 1)
: PID law (20)

First, consider the traditional compensation scheme (Fig. 1). Compensating
constraints for which condition (8) is satisfied in accordance with Formula (7) in
the first-order Padé approximation will be

WK12(p) = 0.61

0.66

6.7p + 1

8.64p + 1
exp(−0.9p) ≈ 0.61

0.66
· 6.7p + 1

8.64p + 1
· 1 − 0.45p

1 + 0.45p
,

WK21(p) = 1.11

2.36

5p + 1

3.25p + 1
exp(−3.5p) ≈ 1.11

2.36
· 5p + 1

3.25p + 1
· 1 − 1.75p

1 + 1.75p
.

At the initial moment of time (t = 0, p = ∞), when approximating the delay
unit using the Padé formula, a nonzero signal value is obtained. With large values of
the coefficients in cross-linking, this creates computational problems. In this case,
for approximation, it is better to use the link, which at t = 0 has a transmission
coefficient equal to zero
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exp(−τp) = 1

exp(τp)
= 1[

exp
(
τp

/
k
)]k ≈ 1[

1 + τp/ k
1! + . . . + (τp/ k)l

l!
]k . (21)

Therefore, in accordance with Formula (21) for l = 3 and k = 2, we obtain

WK31(p) = 34.68

0.87
· 3.89p + 1

8.15p + 1
· 18.8p + 1

11.61p + 1
· 1

(11.487p3 + 8.4p2 + 4.1p + 1)2
,

WK32(p) = −46.2

0.87
· 3.89p + 1

10.9p + 1
· 18.8p + 1

11.61p + 1
· 1

(12.348p3 + 8.82p2 + 4.2p + 1)2
.

For cross bonds W13(p) and W23(p) condition (8) is not satisfied, and therefore
there is no delay link in the compensating bonds. Accordingly, we obtain

WK23(p) = −0.01

2.36

5p + 1

7.09p + 1
, WK13(p) = 0.0049

0.66

6.7p + 1

9.06p + 1
.

An alternative compensation scheme is shown in Fig. 2, it is completely physically
feasible unlike the traditional ones and does not require special construction of the
transfer functions of the compensators.

Figure 3 shows the transition characteristic for the output of the first channel y1(t)
for a multiply connected systemwith a traditional compensator (Fig. 1), and in Fig. 4
for the proposed system (Fig. 2)

It can be seen that the qualitative characteristics of the traditional system are better
in speed and oscillation, the same applies to the development of perturbations at the

Fig. 3 Transient response y1(t) of a traditional system
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Fig. 4 Transient response y1(t) of the proposed system

input and output of the object, but the proposed system has a significantly greater
coarseness (about two times) in relation to delay variations.

5 Example 2

Let us consider a distillation column [20] as a control object for separating methanol
from the water with a nominal transfer function of the form

[
y1
y2

]
=

[− 0.1153(10p+1) exp(−0.1p)
(4p+1)3

0.2429 exp(−2p)
(33p+1)2

− 0.0887 exp(−12.6p)
(43p+1)(22p+1)

0.2429 exp(−13.4p)
(53.1p+1)

][
u1
u2

]
. (22)

For the transfer function of the first main channel, an approximation of the
following form is possible

W11(p) = −0.1153(10p + 1) exp(−0.1p)

(4p + 1)3
≈ −0.1153(10p + 1) exp(−1.6p)

(6.5p + 1)(4p + 1)
.

(23)

Accordingly, one can write two transfer functions for the robust controller in the
first channel [16, 17] of the second (PID law) and third-order

WP1(p) = − 0.343

0.1153 ∗ 1.6

(4p + 1)(6.5p + 1)

p(10p + 1)
, (24)



Robust Autonomous Control of a Multiply Connected Technological … 163

WP1(p) = − 0.343

0.1153 ∗ 0.1

(4p + 1)3

p(10p + 1)(0.1p + 1)
. (25)

The robust controller in the second channel has the transfer function of the PI
control law

WP2(p) = 0.343

0.2429 · 13.4
53.1p + 1

p
. (26)

First, consider the compensation scheme shown in Fig. 1. Here, the transfer
functions (25), (26) are considered as regulators. The transfer functions of the
compensators will be

WK1(p) = 0.2429

0.1153

(4p + 1)(6.5p + 1)

(10p + 1)(33p + 1)2
exp(−0.4p)

≈ 0.2429

0.1153

(4p + 1)(6.5p + 1)(1 − 0.2p)

(10p + 1)(33p + 1)2(1 + 0.2p)
,

WK2(p) = − 0.087

0.2429

53.1p + 1

(43p + 1)(22p + 1)
. (27)

The transfer function WK2(p) does not contain delay since in (8) �τ21 = τ21 −
τ22 = 12.6−13.4 = −0.8, it can be implemented only approximately without delay.
The transient response of the 2nd channel is shown in Fig. 5

Fig. 5 Transient response on channel 2 in a traditional system
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Fig. 6 Transient response on channel 2 in the proposed system

Note that if we use the reduced transfer function (24) as the regulator of the first
channel, then the system is close to the loss of stability. This indicates high sensitivity
to structural uncertainty.

As an alternative, the structural diagram in Fig. 6 is considered. Here, the reduced
transfer function (24) was used as the regulator of the first channel.

It is seen that the quality of control has improved. The same applies to the problem
of parrying disturbances at the input and output of an object. In addition, coarse-
ness somewhat increases with respect to parametric uncertainty and decreases with
respect to a change in the delay value. Thus, we obtained a result directly opposite to
example 1—an improvement in the quality of regulationwith approximately the same
roughness with respect to parametric uncertainty and a decrease in x v/roughness
with respect to delay. Therefore, the final choice of the system is determined by
comparison in the simulation.

6 Conclusion

The chapter proposes a new scheme for compensating for the cross-connections of a
multiply connected control object with control delays, which is no alternative to the
traditional one and differs from it in that:

• it is always physically feasible,
• in some cases, allows you to get the best quality indicators of the transition process,
• provides rudeness concerning changes in the values of delays and coefficients of

the model of the object.
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Bee-Inspired Algorithm for Groups
of Cyber-Physical Robotic Cleaners
with Swarm Intelligence

Oleg Yu. Maryasin

Abstract This chapter dwells upon the control of groups of autonomous cyber-
physical robotic cleaners designed for wet cleaning of rooms in large public or
commercial buildings. It presents various strategies to control the movements of a
robot group or those of robots within a group. It also discusses the factors affecting
the intragroup behavior of robots. The author offers a method for building robot
formations, which is based on using the wet trails of the leading robot. To control
groups of cyber-physical robotic cleaners, the chapter proposes an algorithm that
combines a global strategy based on the bees search algorithm with elements of
swarm intelligence, and a local formation-building method for orientation to the
leading robot and its neighbors. The author has simulated some robot group control
and formation tasks in NetLogo. The results can be used to solve other similar
problems, such as harvesting, deactivating the area from radioactive substances,
disinfecting the area from viruses and others.

Keywords Cleaning robots · Robot groups · Swarm robotics · Bees algorithm ·
NetLogo

1 Introduction

Autonomous household robotic vacuum cleaners have long been used to clean small
rooms up to a few dozens of square meters. Unlike there, robotic cleaners are still a
rare sight in larger commercial or public buildings: supermarkets, shopping malls,
entertainment centers, sports venues, airports, etc. Operating in such a building may
involve cleaning large spaces of complex shapeswithmultiple various obstacles. This
is why such cleaning was, until recently, only performed by the human workforce
using professional cleaningmachines and floor cleaners equippedwith large batteries
for longer use as well as with capacious containers to collect garbage or to carry the
detergents.
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This has begun to change rapidly in recent years. Such equipment is yet to be
produced on a large scale by major manufacturers; however, startups like Avidbots
[1] have already begun to assemble autonomous robotic cleaners for large rooms.
Robots.nu [2] shows promising models of cleaning robots. The industry is led by
LG, TASKI Intellibot, and SoftBank Group Corp. Walmart plans to use robotic
cleaning machines in its department stores [3]. That effort will involve Brain Corp.,
the company behind Brain OS, which is an artificial intelligence platform to control
the machines. The platform will enable the robots to avoid collision with shelves and
buyers while also improving their performance with every passing day. Technavio’s
analysts predict the professional cleaning robots market to grow by 17.35% per
annum on average [4]. The global robotic cleaner market has the potential to grow
by US dollars 3.70 billion during 2020–2024, and the market’s growth momentum
will accelerate throughout the forecast period.

Using groups of cleaning robots will enable even better performance time- and
functionality-wise. A group canwork in parallel to clean faster and over a greater area
compared to a single robot. Since supermarkets today mostly use parallel shelving
alignment, a group of robots could easily split to clean the aisles and then gather
back together.

Intelligent mobile cleaning robots can be considered as mobile cyber-physical
devices and a group of cleaning robots as a robotic cyber-physical system (RCPS).
Such systems are based on the integration of robotics technology, wireless sensor
networks and multi-agent systems [5]. RCPS is now actively developed and imple-
mented in industry, energy, warehouse logistics, healthcare and other areas. In [5],
RCPS was presented for managing a group of robots for monitoring overhead
high-voltage transmission lines, and in [6] for managing warehouse operations.

Group control of autonomous mobile robots for a variety of applications has been
covered in many papers [7, 8]. Of all algorithms used to that end, the most popular
options as of recent years are bio-inspired algorithms (bees, ant colony, termite-hill,
etc.) as well as swarm intelligence algorithms [9, 10]. The key advantages of swarm
robotics are [11]:

• Robustness. A swarm remains functional even if it loses some of its members;
• Flexibility. A swarm can easily adapt to changes in the task or the roles of some

of its members;
• Scalability. A swarm may consist of any number of robots, from a few to a few

thousand.

This chapter discusses the control of groups of cyber-physical robotic cleaners
for wet cleaning of larger commercial or public buildings: supermarkets, shopping
malls, entertainment centers, sports venues, airports, etc. This is an area coverage
task. Other area coverage tasks include harvesting, areal surveying, demining, etc.
Paper [12] describes using a group of mobile robots to clean a supermarket, while
paper [13] applies this approach to cleaning a large office building. However, these
papers only consider using a single group of robots to clean the entire area, and the
core problem of research, in either case, was to split the robots across the area. A
good example of how a swarm intelligence algorithm handles an area coverage task
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is presented in [14], a paper that proposes a swarm algorithm based on the collective
behavior of chloroplasts in plant cells.

The general problem of controlling a group of mobile robots splits further into
several subtasks: developing the group logic, developing the individual robot logic
for operating in a group, developing the group hierarchy logic, developing the robot
communication and coordination algorithms, etc. [15]. This chapter addresses the
first two subtasks. To control a group of cleaning robots, it proposes a bee-inspired
algorithm complemented with swarm intelligence.

2 How a Group of Robotic Cleaners Moves

Groupmovement uses a different set of algorithms compared to individual household
robotic vacuums. Basic algorithms like random movement, zigzag movement, or
spiral movement are secondary rather than primary in this scenario. Room cleaning
is a regular periodic task covering a certain area. This is why a group of cyber-
physical robotic cleaners has to follow a predefined route but might have to diverge.
Such divergence may be due to the need to promptly clean some locations that are
slightly off the route.

The route can be set by a variety of methods. Thus,Whiz robots (SoftBank) can be
programmed by the demonstration method [2]. To that end, a supermarket employee
drives the cleaning machine along the desired cleaning route, and the robot learns
from it. This method can be used to control a group of cleaning robots provided there
is a leader. The leading robot learns the route and follows it while the rest of the
group follows the leader.

However, the author hereof believes a potentially better solution is to set a target
for the group to follow. The target coordinates can be set dynamically in relation to
the layout of the space to be cleaned. The target trajectory could be predetermined by
any known graph traversal algorithm, such as breadth-first search, depth-first search,
Dijkstra algorithm, A*, etc. [16, 17]. Analysis of such algorithms is beyond the scope
hereof. The target trajectory could further be adjusted by the control system or by
the human operator.

The group’s task is to pursue the target, i.e. to shorten the group-to-target distance.
The target coordinates are to be determined by the global or local positioning system.
It communicates the coordinates to the entire group or to the leading robot only. In
the latter case, the rest of the group must be aware of the leader’s coordinates. Visual
or sound-based communication will not suffice and is only suitable as an additional
channel for the robots.

The target is adjustable by adding more tasks, i.e. specifying new locations for
cleaning or spots to be cleaned again. Such locations or spots could be detected by
human staff, CCTVs, or the so-called reconnaissance robots. Reconnaissance robots
are special robots or dedicated cleaning robots programmed to detect unclean loca-
tions. They can traverse the building by random trajectories or following predefined
routes based on where dirt is expected to appear. Once a spot is found that needs
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cleaning, the reconnaissance robot may send a new task to the group and/or start
cleaning it itself if the robot is also a cleaner.

3 Intragroup Movement of Robots

The intragroup movement of robots depends on whether the robots should maintain
a specific formation or if the formation/positioning within the group is not crit-
ical. In the former case, referred as formation control, the controls are adjusted to
keep a certain formation even if the group is moving. If that is not important, the
intragroup movements can be based on that of bird flocks or fish schools, i.e. the
robots should be capable of changing direction simultaneously while neither de-
grouping nor colliding. To describe this behavior, Reynolds [18] formulated three
basic principles each robot in a group should follow:

• Separation. Robots should travel at a specific minimum distance from each other
to avoid a collision;

• Cohesion. Robots should flock together with their neighbors;
• Alignment. Robots should adjust their speed to the average speed of the group.

A variety of flocking algorithms have been developed based on these principles
[19, 20].

The behavior of robots in a group is largely affected by what kind of area coverage
tasks the robots are up to. On the one hand, good cleaning performance implies that
robots should notmove chaoticallywithin a group. They shouldmove in suchmanner
as to get their cleaned areas partly overlap, see Fig. 1.Agreater overlapwill reduce the
total cleaned area and jeopardize the cleaning performance. However, zero overlap
may result in some of the areas remaining uncleaned.

On the other hand, the formation and the positioning of robots in relation to each
other are not that important for cleaning. In a geometrically complex and cluttered

Fig. 1 A formation of
cleaning robots
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room where robots have to bypass multiple obstacles, the formation and the posi-
tioning in relation to each other cannot and should not be constant. Thus, swarm
behavior principles above apply here. The key goals are to leave no untreated floor
space behind the robots while also avoiding chaining or trailing.

To more accurately maintain a proper distance between robots’ zones of respon-
sibility, the author proposes using the wet path left from the robot in front. A cyber-
physical robotic cleaner can be equipped with sensors to distinguish between dry
and wet areas. The sensors must be sensitive enough to detect residual moisture that
remained after vacuuming. The vacuum must be adjusted to leave enough moisture
for the sensors to pick up while not leaving a wet floor.

When following the leader, each robot must strive to position itself in such a way
as to have the edge of the leader-cleaned area between its wet-surface detector and
the dry-surface detector. Thus, the distance maintenance task boils down to the well-
known problem of the maze wall following. The robot must be capable of following
either of or both edges of the wet trail.

The robots have to avoid collision with the interiors, people, sundry machines,
or robots in the building, which further complicates the problem. The movement
strategy will differ significantly depending on whether there are people in the room
or not, i.e. whether the robots are running at night, during breaks, or when the room
is full. The latter case is far more complex, as it requires better-equipped and smarter
robots. At the same time, the route for the robots is subject to continual readjustment
to minimize human encounters. Upon detecting an approaching person, the robot
must issue an alarm and slow down or come to a full stop if a collision is likely. If
the person attempts to tamper with the robot, the latter must issue an alarm to the
maintenance staff.

4 Algorithm for Groups of Robotic Cleaners

Asmentioned earlier, bio-inspired algorithms are an increasingly popular solution in
robot control. The bees algorithm (the bee colony algorithm) is a popular optimization
method [21, 22]. Its application to controlling a robot swarm is covered in [23]. The
same paper proves the bee-inspired algorithm more efficient in foraging than the ant
colony algorithm.

The author-proposed algorithm uses the following features of bees search: a topo-
logical distance or its analog; the combination of worker bees and scout bees; worker
bees flying to the nectar source after it has been tracked; scout bees scouting the area
for nectar.

Similarly to worker bees, cleaning robots split into groups. How many groups
they split into depends on how many robots are available and on the floor space to
be cleaned. Each group follows its own target. As said above, they can use a variety
of strategies. Similarly to scout bees, reconnaissance robots can randomly search for
new targets to further dispatch a group of robotic cleaners.
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The objective function of a cleaning robot is the robot-to-target distance. When
moving on a plane, the objective function is as follows

f j (xr j (k), xgi (k)) =
√
((xr j1(k)− xgi1(k))2 + ((xr j2(k)− xgi2(k))2, (1)

where xrj(k) are the coordinates of the cleaning robot, j = 1, …, m, m is the number
of robots in the group, xgi(k) are the target coordinates, i = 1, …, n, n is the number
of targets, k is time. As the target coordinates keep changing, and the robotic cleaners
are to pursue the target, minimizing the objective function (1) is a dynamic task.

To implement swarm behavior, modify the objective function (1) by adding a
special term

f̃ j (xr j (k), xgi (k)) = f (xr j (k), xgi (k))+ µ

m∑
k=1

h(|xrk(k)− xr j (k)|), (2)

whereµ is the weight, h(•) is a function that defines the robot-to-neighbor communi-
cations. The point of that function is to enable two robots to repulse if they come too
close to each other, or to attract if they split too far away from each other [24]. The
second term in the criterion (2) will have a minimum value if the robots stay within
a specific zone (the group’s coverage area) while not coming too close to each other.

The cyber-physical robotic cleaner control strategy can be formulated as follows:

1. If a cleaner is not in a formation or is outside the group’s coverage area, its
behavior is designed to handle the global task of pursuing the target using the
criterion (2). As it moves towards the target, the robot will approach other
members of its group. At the same time, the robot should continuously monitor
the surroundings and track the wet trails to the left or to the right of itself.

2. If the robotic cleaner is within the group’s coverage area, then it should switch
to the local task of following the edge of the wet trail as soon as it detects the
trail.

3. If the robotic cleaner is within the group’s coverage area, but the floor under it
is wet, i.e. there are no dry patches to either side of the robot, then the robot
should drive to the left or the right (depending on the obstacles) until it detects
the end of a wet floor. Then the robot switches to the local task of following the
edge of the wet trail.

4. If the robot is within the group’s coverage area but spearheads its formation,
i.e. there no wet trail before the robot, then it should switch to the global task
of pursuing the target, thus becoming the leader.

5. If the robot is within the group’s coverage area but is a single robot to have no
wet trail before it, then it should switch to the global task of pursuing the target.

Figure 2 showsdifferent robot grouping scenarios based on this strategy. Figure 2a,
f are robot groups, each with one leader. Figure 2b–f are groups with two or more
leaders. Figure 2b–i are groups with robots tracking the wet trail on both sides.
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Fig. 2 Different grouping scenarios

Figure 2e, j show undesirable scenarios. In either case, the group splits into
subgroups and leaves uncleaned space in-between. In such cases, the robots could
be stimulated to attract each other by altering the parameters of the function h in (2).
This will trigger a regroup and fill the unaffected gaps.

The proposed algorithm combines a global strategy based on the bees search algo-
rithm with elements of swarm intelligence, and a local formation-building method
for orientation to the leading robot and its neighbors.

5 Simulation

There are many simulation systems today that enable researchers to experiment with
robot groups and swarm robotics. Themost popular solutions are Gazebo, AnyLogic,
Repast, and NetLogo. The latter is also the most suitable option for this research.
NetLogo is relatively simple and has advanced tools for programming the agents
and visualizing their behavior on a plane, which is why it is used in this research.
Literature includes an article onhowNetLogohelped solve an area surveyingproblem
utilizing swarm robotics [25].

For simplicity, the algorithm proposed in Sect. 4 hereof was simulated in two
stages. The first stage was to simulate the global task of pursuing the target (for
each group, its own). That model was based on the bee-inspired model described
in [24]. During the simulation, the robots sought to minimize their objective func-
tion expressed by the criterion (2). The experiments were designed to evaluate the
robots’ capability of flocking, reaching their target while bypassing the obstacles,
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Fig. 3 NetLogo model for
the first task

and switching to new targets identified by the reconnaissance robots. Figure 3 shows
the NetLogo model for the first task after 20 iterations.

In Fig. 3, the white crosses stand for the robots’ targets, the white squares are the
group’s coverage areas, and the black figures are obstacles the robots have to bypass.
Smaller yellow dots are the cleaning robots, while larger dots are the reconnaissance
robots. Experiments proved the proposed algorithm efficient. Robotic groups were
capable of pursuing their targets steadily while bypassing the obstacles. The recon-
naissance robots would find new targets and cause one group of cleaners to move to
a new target.

The second stage was to simulate the local intragroup behavior. The goal here
was to keep robots in a formation so as not to leave any patch of uncleaned floor
space behind. The researcher also tested how obstacles could affect the formation.
When encountering an obstacle, a robot would initiate a standard obstacle avoidance
routine, i.e. the bug algorithm [26].

Figure 4a shows the NetLogo model for the second task at a time point when a
formation of six cleaning robots approaches obstacles. The obstacles are shown as
black rectangles, while the robots and the cleaned floor space behind them are shown
in orange. During the simulation, Robot 2 and Robot 5 would encounter obstacles
and bypass it, which would force them to follow the trails of their neighbors for some
time. As soon as the obstacle was behind, the robots would go back to their positions
in the formation as described in Step 3 of the proposed algorithm.

Figure 4b shows theNetLogomodel after the robots have bypassed their obstacles.
As shown in the Figure, the robots were able to keep their formation so as not to leave
any uncleaned floor space behind. However, the formation did change somewhat, as
some of the robots spent their time to bypass the obstacles and lagged a little behind
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Fig. 4 NetLogo model: a a robot formation approaching an obstacle; b a robot formation has
bypassed the obstacle

as a result. To reduce that gap, any robot with no obstacles in the path should slow
down for some time.

6 Conclusions

Thus, this chapter discusses the control of groups of autonomous cyber-physical
robotic cleaners for wet cleaning of larger commercial or public buildings: supermar-
kets, shopping malls, entertainment centers, sports venues, airports, etc. It presents
various strategies to control the movements of a robot group or those of robots within
a group. It also describes the factors affecting the intragroup behavior of robots.

The author offers a method for building robot formations, which is based on
using the wet trails of the leading robot. To control groups of cyber-physical robotic
cleaners, the chapter proposes an algorithm that combines a global strategy based on
the bees search algorithmwith elements of swarm intelligence, and a local formation-
building method for orientation to the leading robot and its neighbors. The author
has simulated some robotic group control and formation tasks in NetLogo. The
simulation showed that the algorithm feasible and suitable for controlling groups of
cyber-physical robotic cleaners.

Themethod for building robot formations and the algorithm for controlling groups
of robots presented in the chapter can be used not only to solve the problem of wet
cleaning of buildings but also for other similar tasks, such as harvesting, deactivating
the area from radioactive substances, disinfecting the area from viruses and others.
Common to these tasks is that robots can use the principles of swarm behavior and
leave behind a trail visible to sensors, which can be used by other robots to form a
group of robots.
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Modeling the Highly Effective Object
for Continuous Compaction Control
of the Cyber-Physical Road-Construction
System

Andrey Prokopev , Zhasurbek Nabizhanov , Rurik Emelyanov ,
and Vladimir Ivanchura

Abstract Compaction of hot mix asphalt (HMA) is one of the most important
processes in the construction of road surfaces. The technologies of continuous
compaction control (CCC) and intelligent compaction (IC) are based on algorithmic
and software–technical means for processing informative signals and presenting the
results of determining material compaction indicators. One of the possible reserves
for increasing the efficiency of compaction is an increase in the compaction coef-
ficient by the working bodies of stackers. The most effective management of road
construction in real-time is carried out when asphalt pavers and road rollers interact
as part of the existing cyber-physical system. In this chapter, using the state space
method, a mathematical model of the HMA compaction process with a highly effi-
cient stacker working body as an object of continuous nondestructive compaction
control is obtained. The use of the state space method provided a clear formalization
and automation of computational procedures, increasing the efficiency of theoret-
ical research of the object using modern software. The model takes into account
the design elements of the working body and the properties of the compacted mate-
rial. The output parameters of the object model are intended for process dynamics
analysis, continuous compaction monitoring, measurement, and control automation.
The chapter presents a computer model of the object in the MATLAB/Simulink and
the results of a computational experiment to model the workflow of the research
object. The development of cyber-physical systems helps to increase the efficiency
of managing sets of automated compacting machines at a construction site.
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Keywords Cyber-physical system · Paver · Highly effective working body ·
Dynamic model · State-space · Continuous compaction control

1 Introduction

Changes of requirements for asphalt pavement quality create conditions for the imple-
mentation of intelligent and “smart” technologies in the road building industry. The
main stages of the asphalt pavements construction process affect coating performance
[1]: manufacture, transportation from the plant to the facility, spreading, mixture
placing, and compaction. Mixture compaction by pavers and road rollers eliminates
up to 50% of the disadvantages of asphalt pavements and increases their service life
[2].

Systems of continuous non-destructive compaction control of hotmix asphalt with
intelligent compaction technologies, continuous compaction control [3–9], installed
on vibratory rollers, and a neural network automatic control system [10, 11] are
modern methods of compaction control of road surfaces.

Known methods and control means have a significant error, do not allow to eval-
uate the efficiency of the rolling process, and are not able to record the compaction
characteristics [12]. These drawbacks are confirmed in many scientific papers
[12–14].

Over the 40 years of the existence of the idea of continuous compaction control, the
developers of automatic systems have not come up with effective means of reducing
drawbacks inmeasuring the compaction degree of hotmix asphalt. Themain variable
of control systems is the acceleration of the vibratory roller. However, the material
characteristics during compaction are not constant. The structure of the road-building
mixture, humidity, temperature of the layer, stiffness of the base, layer thickness are
changing. In well-known developments of continuous compaction control systems
of leading companies such as Trimble, MOBA, Topcon, Hydac, etc., there are no
data on the consideration of several significant factors in predicting the compaction
effectiveness. Thus, the problem of increasing the efficiency of continuous non-
destructive compaction control, taking into account significant factors of the changing
properties of the material, strain–stress state, requires a solution.

The relevance of solving this problem increases in connection with the devel-
opment of the scientific field—cybernetic physics [15]. The automation level of
road-building machines—objects of cyber-physical systems (CPS), should be high.
The performance of the entire CPS depends on the quality of measurements and fore-
casts of the parameters of the automated control system. We can state the presence
of developed mathematical models of the compaction process by vibratory rollers
[3–20], and oscillating rollers, which allows solving current issues of non-destructive
technologies in the road construction field.

The set of road construction machines providing compaction of hot mix asphalt,
in addition to road rollers, includes pavers that can compact the material to stan-
dard values when equipped with a highly effective working body. Depending on the
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achieved compaction factor, we can reduce the number and types of road rollers,
the number of passes after the stacker. These technological measures boost produc-
tivity and cost reduction of road construction. But it is impossible to completely
exclude the use of existing road rollers with existing technologies isn’t possible,
because they are necessary to confirm the achieved compaction coefficient of the
material and increase the structural strength of asphalt concrete. To increase the effi-
ciency and productivity of the compaction processes of pavements, it is necessary
to carry out continuous non-destructive compaction control and regulation of oper-
ating modes—tamping frequency, frequency of plate vibration, impulse movements
frequency of the pressing bars, taking into account the technological capabilities
of modern pavers. Currently, such automatic control and management systems for
pavers are not available. Having such systems, it is possible to create a “smart” paver
with a significant increase in productivity by optimizing the compaction process
and reducing the workload of the driver. To increase the effectiveness of scientific
research and the design of objects of cyber-physical systems, mathematical models
of real processes are needed.

This work is devoted to the theoretical description of the object of continuous
compaction control of a cyber-physical road-building system—an asphalt paver with
a highly effective working body. Theoretical studies on the compaction of various
materials (soils, asphalt mixtures) have been and are being carried out by many
Russian [16] and foreign scientists [17–20]. The disadvantages of previously devel-
oped mathematical models are the problems of algorithmization of tasks, computa-
tional difficulties in the study of dynamic systems, the design of automatic control
and management systems.

To eliminate these drawbacks and to increase the efficiency of theoretical research
of the control object using the modern MATLAB/Simulink software, it is recom-
mended to use the state space method, which allows making clear characterization
and automation of computational procedures [21–23].

2 The Mathematical Formulation of the Problem

For research, a highly effective working body was taken in the following compo-
sition of the compacting units: tamper—vibration plate—two pressing bars. The
compaction process of themixture is carried outwith constant contact of the vibrating
plate with the mixture. The main compaction is performed by compressing the
mixture with a horizontal platform of a tamping beam when moving in a vertical
plane for 4–6 effects. A vibrating plate and pressing bars fix the achieved compaction
result and improve the structure of thematerial. Pressing bars creates periodic impulse
loadings with a frequency of 50–70 Hz and pressure in the hydraulic system from 5
to 15 MPa [24].

The dynamic parameters of compacting units and particles of material are
frequency, amplitude, speed, and acceleration.
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Fig. 1 The dynamic model of the mixture compaction process by the working body (tamper,
vibration plate, two pressure bars) of the paver

A simulation model of a dynamic model of the compaction process of the mixture
with a highly effective working body of the paver is obtained based on the technical
documentation [24], Fig. 1.

On the Fig. 1 the following notation is used: m1—mass of the smoothing plate
frame, kg;m2—weight of vibrator, kg;m3—weight of tamper, kg;m4—weight of the
first pressure bar, kg; m5—weight of the second pressure bar, kg; m6—weight of the
mix under the tamper, kg;m7—weight of the mix under the vibration plate, kg;m8—
weight ofmix under the first pressure bar, kg;m9—weight of themix under the second
pressure bur, kg; k1—coefficient of elastic resistance of the compacted mix under
the plate, N/m; c1—damping coefficient of the compacted mix under the plate, N
s/m; k2—coefficient of elastic resistance of the shock absorbers of the vibrator, N/m;
c2—damping coefficient of shock absorbers of the vibrator, N s/m; k3—coefficient
of elastic resistance of the compacted mix under the tamper, N/m; c3—damping
coefficient of the compacted mix under the tamper, N s/m; k4—coefficient of elastic
resistance of the compacted mix under the first pressure bar, N/m; k5—coefficient
of elastic resistance of the compacted mix under the second pressure bar, N/m; c4—
damping coefficient of the compacted mixture under the second pressure bar, N s/m;
k14 and k15—coefficient of elastic resistance of the first and second pressure bars,
N/m; c14 and c15—damping coefficient of the first and second pressure bars, N s/m;
y1, y2, y3, y4 and y5—the moving system elements, respectively, m.

We developed a mathematical model that presents both the vibration dynamics
of structural elements and the rheological properties of the compacted material.
Differential equations describing the movement of the first and second pressure bar

(m4 + m8) · ÿ4 − c14 · ẏ1 + (c4 + c14) · ẏ4 − k14 · y1
+ (k4 + k14) · y4 = F4 + m4 · g + m8 · g, (1)

(m5 + m9) · ÿ5 − c15 · ẏ1 + (c5 + c15) · ẏ5 − k15 · y1
+ (k5 + k15) · y5 = F5 + m5 · g + m9 · g, (2)
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where F4, F5 is the force of the first and second pressure bar, respectively, N.
The differential equation of the smoothing plate vibrator

m2 · ÿ2 − c2 · ẏ1 + c2 · ẏ2 − k2 · y1 + k2 · y2 = m · ω2
2 · r · sin(ω2 · t ) , (3)

where F3 is the force of tamping beam ram, N.
With allowance for the principle of relative motion, we obtain an additional

equation

y3 = y1 + e · sin(ω3 · t) , (4)

where e—tamper eccentricity size, m; ω3—the rotational speed of the tamper gear,
rad/s.

Substituting Eq. (4) into (3) with transformations, we obtain the following
equation

F3 = (m3 + m6) · ÿ1 + c3 · ẏ1 + k3 · y1 − (m3 + m6) · e · ω2
3 · sin(ω3 · t)

+ k3 · e · sin(ω3 · t) + c3 · e · ω3 · sin(ω3 · t + π/2 ) − m6 · g. (5)

The differential equation of smoothing plate motion

(m1 + m7) · ÿ1 + (c1 + c2 + c14 + c15) · ẏ1 − c2 · ẏ2 − c14 · ẏ4 − c15 · ẏ5
+ (k1 + k2 + k14 + k15) · y1 − k2 · y2 − k14 · y4 − k15 · y5

= −F3 − F4 − F5 + (m1 + m7) · g .

(6)

Substituting Eq. (5) into (6), we obtain the following differential expression

(m1 + m7 + m3 + m6) · ÿ1 + (c1 + c2 + c3 + c14 + c15) · ẏ1 − c2 · ẏ2 − c14 · ẏ4 − c15 · ẏ5
+ (k1 + k2 + k3 + k14 + k15) · y1 − k2 · y2 − k14 · y4 − k15 · y5

= −F4 − F5 +
(
[m3 + m6] · e · ω2

3 − k3 · e
)
· sin(ω3 · t)

−c3 · e · ω3 · sin(ω3 · t + π/2) + (m1 + m6 + m7) · g.

(7)

3 Methods and Materials

The state-space method allows you to represent the control system in the form of an
equations system [21, 22]:

ẋ(t) = A(t) · x(t) + B(t) · u(t), (8)
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y(t) = C(t) · x(t) + D(t) · u(t), (9)

where x(t) is the state vector of dimension (n×1), whose components are state vari-
ables of the n-th order system, x(t) = [x1(t), x2(t), ..., xn(t)]

T , y(t) is the dimen-
sion output vector (p×1), whose components are the output variables of the system,
y(t) = [

y1(t), y2(t), ..., yp(t)
]T
, u(t) is the dimension input vector (r ×1), whose

components are the output variables of the system u(t) = [u1(t), u2(t), ..., ur (t)]
T ,

A(t) is the matrix of the system (n × n), B(t) is the input matrix (n × m), C(t) is
the output matrix (p× n), D(t) is the detour matrix (p×m), determining the direct
dependence of the output on the input,p is the output quantity number.

The state parameters of a dynamic system are defined as follows: x1 is the vertical
movement of the vibrating plate, x1 = y1, x2 is the vertical velocity of the vibrating
plate, x2 = ẏ1, x3 is the vibrator vertical movement, x3 = y2, x4 is the vibrator
vertical velocity x4 = ẏ2, x5 is the first pressing bar vertical movement, x5 = y4,
x6 is the first pressing bar vertical velocity, x6 = ẏ4, x7 is the second pressing bar
vertical movement, x7 = y5, x8 is the second pressing bar vertical velocity, x8 = ẏ5.

We get a mathematical formulation of the object dynamics in the form of Cauchy
on the rearrangement of the equations system of (1)–(7):

.

x2 = ẏ1;

ẋ2 =

⎡
⎢⎢⎢⎢⎣

−(
c1 + c2 + c3 + c14 + c15

) · x2 + c2 · x4 + c14 · x6 + c15 · x8
+(

k1 + k2 + k3 + k14 + k15
) · x1 + k2 · x3 + k14 · x5 + k15 · x7 − F4 − F5

+
([
m3 + m6

] · e · ω2
3 − k3 · e

)
· sin(ω3 · t)

+ c3 · e · ω3 · sin(ω3 · t + π/2) + (m1 + m6 + m7) · g

⎤
⎥⎥⎥⎥⎦

m1 + m3 + m6 + m7
,

x4 = ẏ2; ẋ4 = 1

m2
·
(
c2 · x2 − c2 · x4 + k2 · x1 − k2 · x3 + m · r · ω2

2 · sin(ω2 · t)
)
,

x6 = ẏ4; ẋ6 = 1

m4 + m8
· (c14 · x2 − [

c4 + c14
] · x6 + k14 · x1 − [

k4 + k14
] · x5 + F4 + [

m4 + m8
] · g),

x8 = ẏ5; ẋ8 = 1

m5 + m9
· (c15 · x2 − [

c5 + c15
] · x8 + k15 · x1 − [

k5 + k15
] · x7 + F5 + [

m5 + m9
] · g).

.

We can obtain the following results by moving these parameters into the
corresponding vector and matrix.

Enter parameter value

M = m1 + m3 + m6 + m7 ,

K = k1 + k2 + k3 + k14 + k15 ,

Q = c1 + c2 + c3 + c14 + c15 .

Then the model of the process understudy in the state space, in the vector–matrix
form

y(t) = C · x(t) + D · u(t) ,
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

y1(t)
y2(t)
y3(t)
y4(t)
y5(t)
y6(t)
y7(t)
y8(t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1(t)
x2(t)
x3(t)
x4(t)
x5(t)
x6(t)
x7(t)
x8(t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

· u(t) ,

ẋ(t) = A · x(t) + B · u(t) ,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ẋ1(t)
ẋ2(t)
ẋ3(t)
ẋ4(t)
ẋ5(t)
ẋ6(t)
ẋ7(t)
ẋ8(t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0 0 0
− K

M − Q
M

k2
M

c2
M

k14
M

c14
M

k15
M

c15
M

0 0 0 1 0 0 0 0
k2
m2

c2
m2

− k2
m2

− c2
m2

0 0 0 0

0 0 0 0 0 1 0 0
k14

m4+m8

c14
m4+m8

0 0 − k4+k14
m4+m8

− c4+c14
m4+m8

0 0

0 0 0 0 0 0 0 1
k15

m5+m9

c15
m5+m9

0 0 0 0 − k5+k15
m5+m9

− c5+c15
m5+m9

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1(t)
x2(t)
x3(t)
x4(t)
x5(t)
x6(t)
x7(t)
x8(t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
1
M 0 0 0
0 0 0 0
0 1

m2
0 0

0 0 0 0
0 0 1

m4+m8
0

0 0 0 0
0 0 0 1

m5+m9

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

· u(t) ,

where

u(t) =

⎡
⎢⎢⎢⎢⎣

−F4 − F5 +
(
[m3 + m6] · e · ω2

3 − k3 · e
) · sin(ω3 · t)

−c3 · e · ω3 · sin(ω3 · t + π/2) + (m1 + m6 + m7) · g
m · ω2

2 · r · sin(ω2 · t)
F4 + (m4 + m8) · g
F5 + (m5 + m9) · g

⎤
⎥⎥⎥⎥⎦

.
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4 Results and Analysis

A simulation model is obtained in the environment of the MATLAB/Simulink
program. The initial data from scientific work [25] were used to simulate the process.

k1 = 4.2 · 106 N/m , k2 = 10.3 · 107 N/m, k3 = 1.68 · 106 N/m,

k4 = 4.2 · 106 N/m, k5 = 5 · 106 N/m, k14 = 1.1 · 104 N/m,

k15 = 1.1 · 104 N/m, c1 = 1200N · s/m, c2 = 17600N · s/m,

c3 = 3160N · s/m, c4 = 1200N · s/m, c5 = 1200N · s/m,

c14 = 200N · s/m, c15 = 200N · s/m,

m = 9.6 kg,m1 = 3000 kg,m2 = 80 kg, m3 = 260 kg, m4 = 260 kg,

m5 = 260 kg, m6 = 0.2 · m3, m7 = 0.2 · m1, m8 = 0.2 · m4,

m9 = 0.2 · m5, r = 0, 035m, e = 0, 007m, f2 = 20Hz, f3 = 15Hz,

f4 = 25Hz f5 = 25Hz, F4 = 9000N, F5 = 9000N.

A simulation model of the studied process is presented in Fig. 2.

Fig. 2 Simulation model in the language of the program MATLAB/Simulink
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The timingdiagramofwork process parameterswas obtained by computer simula-
tion: displacement, velocity, acceleration. Figure 3 shows the graphical dependencies
for the vibration plate.

The obtained dependencies correspond to the oscillatory process, and stability
features of a dynamic system are observed. The vibration plate acceleration with
peak values up to 25 m/s2 indicates a good correlation with the research results
[1, 25].

The simulation results of the compaction process of the material by the second
pressing bar are shown in Fig. 4.

Fig. 3 The dependences of the oscillatory process parameters of the smoothing plate of the paver

Fig. 4 The dependences of the oscillatory process parameters of the second pressing bar of the
paver working body
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The graphs in Fig. 4 show a significant decrease in the amount of the bar move-
ment, a slight increase in acceleration due to gear vibration.Dependencies correspond
to the nature of the physics of the workflow.

5 Determination of the Transfer Function of the Control
Object

The transfer function was determined to conduct a study of a mathematical model
using block simulation software. As a result of the MATLAB program tools imple-
mentation, we obtained advanced functions with the regulated variable—the angular
frequency of vibration.

Transfer function regulated variable—vibrating plate displacement

W (s) =

[
0, 0002556 · s6 + 0, 05853 · s5 + 338, 2 · s4 + 4890 · s3
+1, 119 · 107 · s2 + 6, 576 · 107 · s + 9, 337 · 1010

]

[
s8 + 234, 7 · s7 + 1, 351 · 106 · s6 + 2, 147 · 107 · s5 + 4, 667 · 1010 · s4
+3, 446 · 1011 · s3 + 4, 391 · 1014 · s2 + 8, 324 · 1014 · s + 5, 51 · 1017

] ,

transfer function regulated variable—vibrating plate velocity

W (s) =

[
0, 0002556 · s7 + 0, 05853 · s6 + 338, 2 · s5 + 4890 · s4
+1, 119 · 107 · s3 + 6, 576 · 107 · s2 + 9, 337 · 1010 · s

]

[
s8 + 234, 7 · s7 + 1, 351 · 106 · s6 + 2, 147 · 107 · s5 + 4, 667 · 1010 · s4
+3, 446 · 1011 · s3 + 4, 391 · 1014 · s2 + 8, 324 · 1014 · s + 5, 51 · 1017

] .

The obtained transfer functions correspond to the correct form since the degree
of the numerator is less than the degree of the denominator. In further studies, when
designing an automatic controller, it is necessary to take into account the high order
of the mathematical model of the control object.

6 Conclusion

The chapter discusses the task of simulation as a highly efficient object of contin-
uous compaction control of the cyber-physical system. A mathematical model of
the mixture compaction process is obtained by a highly effective working body of
the paver using the state space method. The obtained model was verified by simu-
lation in the environment of the MATLAB/Simulink program. The results of the
work are a stage of scientific research in the field of designing intelligent control and
management systems for cyber-physical road-building systems.
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Creation of a Simulation Model
of Spacecrafts’ Navigation Referencing
to the Digital Map of the Moon
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and Arthur Zagidullin

Abstract Currently, at NASA significant attention is paid to the development of an
initiative on simulating and studying cyber-physical systems (CPS) (Cyber-Physical
SystemsModeling and Analysis (CPSMA) Initiative, https://www.nasa.gov/centers/
ames/cct/office/studies/cyber-physical_systems.html). CPS are a new class of phys-
ical systems describing the complex models of the behavior of spacecrafts equipped
with high-performance software complexes of control and navigation (DRAFT
Modeling, Simulation, Information Technology & Processing Roadmap Technology
Area 11, https://www.nasa.gov/pdf/501321main_TA11-MSITP-DRAFT-Nov2010-
A1.pdf). CPS could therefore be characterized as both hybrid systems combining
software and hardware and mechatronic complexes containing electronic and
mechanic components. In particular, when implementing space missions, CPS
include systems for transforming coordinates and algorithms of spatial navigation
referencing that have competitive advantages in the accuracy of parameters, the
stability of the interaction between various components of CPS, and the possibility
of adaptation to the change in dynamic behavior (DRAFT Robotics, Tele-Robotics
and Autonomous Systems Roadmap Technology Area 04, https://www.nasa.gov/
pdf/501622main_TA04-Robotics-DRAFT-Nov2010-A.pdf). The creation of simu-
lation models for space navigation that could be used further in CPS is an important
and relevant task. This chapter considers the development of the navigation simu-
lation model for the lunar space satellite (LSS) referencing the dynamic reference
selenocentric system on the basis of coordinates transformation using the regression
modeling. The transformation process includes the generation of a photogrammetri-
cally corrected image and referencing the observed lunar objects to the ones included
in the digital maps of the Moon. By the coordinate position of an object observed by
the LSS and using the software developed by the authors one calculates and compares
altimetry parameters of the given point in relation to known selenocentric reference
objects.

A. Andreev (B) · N. Demina · Y. Nefedyev · A. Zagidullin
Kazan Federal University, Kazan 420008, Russia
e-mail: alexey-andreev93@mail.ru

A. Andreev · N. Petrova
Kazan Power Engineering University, Kazan 420066, Russia

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
A. G. Kravets et al. (eds.), Cyber-Physical Systems: Modelling and Intelligent
Control, Studies in Systems, Decision and Control 338,
https://doi.org/10.1007/978-3-030-66077-2_15

193

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-66077-2_15&domain=pdf
https://orcid.org/0000-0001-8748-3049
http://orcid.org/0000-0002-2379-3299
http://orcid.org/0000-0002-2986-852X
http://orcid.org/0000-0002-7078-0706
http://orcid.org/0000-0003-4436-9363
https://www.nasa.gov/centers/ames/cct/office/studies/cyber-physical_systems.html
https://www.nasa.gov/pdf/501321main_TA11-MSITP-DRAFT-Nov2010-A1.pdf
https://www.nasa.gov/pdf/501622main_TA04-Robotics-DRAFT-Nov2010-A.pdf
mailto:alexey-andreev93@mail.ru
https://doi.org/10.1007/978-3-030-66077-2_15


194 A. Andreev et al.

Keywords Simulation regression modeling · Lunar space navigation systems ·
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1 Introduction

To implement the upcoming missions on space exploration, the works on Cyber-
Physical Systems Modeling and Analysis (CPSMA) have been initiated at NASA
[1]. The development of CPSMA aims at creating software applications, technical
approaches, and facilities for simulating states of a system and it’s predicting with
the purpose of efficient control and navigation on the basis of physics and dynamic
data. Concerning the latter one shouldmention the following. At themoment, despite
the significant progress in determining selenographic parameters by means of space-
crafts, the problem of highly accurate provision of navigation support in the lunar
orbit is not yet solved. According to [2], the topography and gravimetry produced
during the “LRO” and “GRAIL” space missions, is currently the most accurate,
are referenced neither to the terrestrial nor to the celestial coordinate systems, and
are only oriented in relation to our natural satellite. The correctness of the results
produced at themissionsmentioned abovewas assessed by the value of a spacecraft’s
orbits shift concerning the intersection points of these orbits [3]. Thus, it was the reli-
ability of the spacecraft’s orbit model that was estimated, but the referencing was
performed to different orbits of the spacecraft. In this connection, the need for data
of another kind is quite obvious. One of the options is highly accurate referencing to
stars [2]. The approach considered in this work, within which different topography
data are brought to the single system and a catalog of lunar reference objects based
on the results of modern space projects and referenced to stars is developed, allows
creating the selenocentric dynamic reference system. The first results on coordinate
referencing to the coordinate system, as which a catalog of craters on both sides of the
Moon was used, were obtained by means of photogrammetry methods at the “LRO”
project [4]. This chapter considers the opportunity to implement coordinate refer-
encing of the near-Moon spacecrafts to the reference system using the coordinates
of objects from the reference catalog.

Currently, the Moon is the subject of many studies in space experiments and the
center of attention for scientists in the fields of astronomy and planetary science.
The launch of American scientific satellites “Clementine” [5] and “KAGUYA” [6]
swiftly and radically changed the situation in the study of the Moon. A powerful
stream of high-precision and multi-parameter information received from boards of
the modern spacecrafts generated a strong surge of interest and enthusiasm for indus-
trial robotic exploration of the Moon by 2018, and a manned flight to Mars in 2025–
2030 after the creation of long-termmanned lunar bases. Modern space technologies
require accurate coordinate-time support, including reference system construction,
the establishment of mutual orientation between inertial and dynamical systems, and
study of dynamics and geometry of celestial bodies. This concerns both dynamic
and geometric selenocentric parameters.
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However, space studies of the Moon performed not only for scientific purposes
but for practical ones too, are not provided with the selenocentric coordinate network
(catalog of reference objects), adequately covering the near and far sides of theMoon
and having a center close to the center of mass. The catalog, based on observations
from “Apollo” spacecraft, and the reference networks for the western hemisphere of
the Moon, which were obtained by reducing the number of images of the far side of
the Moon from “Zond-6” and “Zond-8” spacecrafts, cover only a part of the lunar
surface. In work [7] was conducted a detailed analysis of the internal accuracy of the
“Apollo” system Based on this analysis, we can draw the following conclusions. In
order to transform the topographical coordinates of the “Apollo” mission, 3 ALSEP
stations were used. Since the mean square errors of the transformation were less
than ±80 m and the measurement error was about ±60 m, one may consider, that
the points, which are near and between these 3 ALSEP stations, have position errors
less than ±150 m. The displacement relative to the location of the ALSEP station
increases the error up to ±300 m, and this is a major part of the observed area.
The errors of points, lying near the borders of the studied areas, positions can reach
±300 m and even exceed ±1000 m.

For the near side of the Moon, there are several coordinate systems, and among
them, the most informative one is the dynamics selenocentric catalog (DSC),
constructed in Engelhardt Astronomical Observatory (EAO) [8] on the basis of large-
scale photographs of the Moon with the stars [9] and space observations. We should
notice the 264 craters system, built by [10] in Engelhard Observatory of Kazan. In
contrast to DSC, a built-in dynamical coordinate system, Kiev catalog is constructed
in the quasi-dynamical coordinate system.

It should also be noted, although theMoon is investigated by spacecrafts, ground-
based observations are still relevant, this is why an optimal way of performing selen-
odetic studies is a reasonable combination of space and ground methods of observa-
tions. Both ground and space astrometry is necessary since they complement each
other.

When there are the basic selenocentric catalog of coordinates of reference objects
from the near side of the Moon (DSC) and a number of catalogs of objects from the
librational zone and the far side of the Moon, construction of a unified coordinate
system with a center, coinciding with the lunar center of mass, and axes, coinciding
with the lunar principal axes of inertia, includes the following steps:

• investigation of systematic and random errors in the DSC catalog;
• compression and expansion of the DSC catalog for the near and the far sides of

the Moon as well as for the librational zone.

2 Creation of DSC Selenodetic Network

DSC reference selenodetic network on the surface of theMoon is based on large-scale
photographs of the Moon and the stars, obtained by the unique method of separated
astroplates [11]. Currently, an almost acceptable way of extending the well-known
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selenocentric coordinates catalog DSC, constructed in the system with the lunar
center of mass and axes, coinciding with the lunar axes of inertia, in Kazan, for a
major part of the lunar surface or, under certain conditions, for its entire sphere, is the
application of coordinates transformationmatrixes. The elements of thematrixes and
the displacement vectors can be obtained from common points for the DSC catalog
and another one, being converted into the DSC system.

When extending the DSC (system X), the main problem is the precise determina-
tion of orientation matrix’s elements and displacement vector of origins during the
transition from Y coordinate system to another one by common points you can write
a regression model:

X = AY + X0, (1)

where A—transition matrix, X0 – displacement vector of the Y system’s origin
relative to the zero point of the X coordinate system. The relevance of the exact
solution significantly increases, when performing coordinates extrapolation. In our
case, it is especially important, since the objects of the far side of the Moon are
outside the set of the control points.

Achievement of the highest possible accuracy of transformed system TS is
provided by solving the following tasks:

(a) Justification of the adaptive regressionmodeling (ARM-approach) application,
involving:

• quality control of the TS model;
• diagnostics of the observance of the Ordinary Least Squares conditions

(particularly, Gauss-Markov conditions);
• numerical adaptation, when any of the conditions is violated;

(b) Development of a method to apply the ARM-approach, including:

• an accuracy criterion for the transition;
• a set of competing mathematical models of TS;
• a corresponding set of structural and parametric identification methods;
• data processing algorithm, providing the model’s predictive properties esti-

mates, diagnostics of the conditions’ violation, and adaptation in case
of violation to achieve the required optical properties of the estimates
(consistency, non-displacement property, efficiency).

Within the ARM-approach [12], it is postulated that the matrix model TS (1) is
unknown for each pair of catalogs and it should be found among the set of competing
ones. In relatively general form, for example, the first equation from (1) may be
rewritten in form of the matrix equation of regression:

Y = Xβ + ε, (2)
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by adding the error matrices ε and considering the first row of the matrix as β vector.
Obviously, when performing the structure identification, simultaneously the param-
eters of the equation, i.e. elements of the vector β in the simple case (2), are being
estimated as well.

Due to the presence of errors at coordinates determination, and possible multi-
collinearity (interdependence) of estimates, the matrix A often does not satisfy the
orthogonality condition of the transition from Y to X, written as:

AT A = E, detA = 1. (3)

In this regard, the basic deterministic transformation is the Eq. (1), considered
together with the conditions (3). In the present chapter this task is solved by the
numerical optimization method with an accuracy up to the difference between the
centers of Y and X systems and the scale factor.

At this stage, as a competing approximating transformation the model (1) is
applied without the conditions (3). Later, when the fundamental DSC is being
transformed, the algebraic polynomials of second and third orders as well as two-
component descriptions, in which the first component is the deterministic model (1)
and conditions (3) and the second one is marked polynomials describing the remains
after the first one, are planned to be used. The optimal models were obtained on the
basis of ARM-approach.

3 Description of “Transformation Selenodesic
Coordinates” (TSC) Software Package

The software package is developed in SharpDevelop 3.2 in C # using the modern
programming technologies under OSWindows, such as the PLO,NET, andWindows
Forms. The architecture of the program may be divided into two independent parts:
the core and the graphical shells. In accordancewith an object-oriented programming
paradigm (OOP), the core contains classes implementing the basic functionality and
graphical shells are responsible for user interaction. Such an architecture simplifies
the interaction with other software complexes; for example, the core parts can be
moved to other projects.

Graphical shells are based on using APIWindows Forms. The shells interact with
the user and fix a lot of bugs, related to the user’s incorrect actions. Below there is a
brief description of the modules forming the core.

Primary data processing modules. Data preparation for solving the basic problem
is provided by three modules with the following assignments: the transformation
of spherical coordinates into rectangular ones, the transformation of rectangular
coordinates into spherical ones, the search for common objects in the rectangular
coordinate system.
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Deterministic models formation modules. With these modules, the elements of
the orientation matrix and the displacement vectors of the centers of the coordi-
nate systems for the model (1), considering the orthogonality conditions (3), are
determined by analytical, numerical, and parametric methods.

TS module. It is designed to transform rectangular coordinates from the system
Y into X by the orientation matrix A and the displacement vector X0.

The “Search for optimal regression system” (SORS) package for obtaining
approximate descriptions. SORS package in its latest modification is used to obtain
approximate models of TS (operating procedures: multiple regressions, step by step
regression, complete sorting out, etc.), perform diagnostics of the remains, and
implement the adaptation algorithms.

4 Creation Global Catalog for the Full Sphere of the Moon
in the DSC System

Catalog DSC was constructed in the system with the lunar axes, coinciding with the
lunar axes of inertia and its center of mass. The method for extension DSC to the
whole lunar sphere is coordinating transformation matrixes. DSC is based on large-
scaled lunar astroplates in stars system obtained by the unique approach of separated
images [5]. For transformed into DSC system the displacement vectors and elements
of the matrixes should be obtained from common points for the researched catalog
and DSC.

As result, 12 catalogs have been transformed into DSC system: AMS, ACIC,
Baldwin, ARTHUR, Goloseevo-1 and -2, MILLS-2, Kiev, SCHRUTKA-1 and -2,
ULCN2005 [6] and theValeev catalog [7] using displacement vectors X0 (regression
model (1) under conditions (3)) and orientation of A matrices use the orthogonality
conditions and the numerical approach. The efficiency of the orthogonal model TS
has been obtained by comparing the results from the model (1) without orthogo-
nality consideration. The model (1) is the regression approximating transformation
as algebraic polynomial having the first order.

When solving a problem, the following steps have been made:

1. analysis and study of ULCN basic network accuracy;
2. determination of common objects for the coordinate systems being processed;
3. development of mathematical support for the TSC software package.

A regression method for creating the global system of selenographic coordinates.
When developing a method for bringing selenographic data to the single system
the following approaches were used. The observational data produced during the
processing was estimated using the regression model [8]:

AX = AY + X0 + ε, (4)
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where X—matrix of the final transformed system of different observations; Y—
matrix of the initial observational system;A—orientation matrix;X0—shifts matrix;
ε—errors’ matrix.

The system of Eq. (4) was solved within regression adaptive modeling (RAM)
at which LSM-conditions compliance is checked, and the applicability of numerical
adaptive procedures is studied if the conditions are not observed. The robustness of
the estimations produced was provided by the presence of a spectrum of regression
models and by taking into account multiple scenarios of data processing depending
on quality measures of the constructed models.

The transformation of the reference network and an increase in the number of
reference objects are implemented according to the expression as follows:

A × θ + −→ε = Z , (5)

whereA(Aij)—orientation matrix,� (�ξ,�η,�ζ)—origin’s shift matrix in relation
to −→

ε .
Within the RAM approach, it is postulated that the type of coordinate transforma-

tion for the model (5) is unknown for each pair of coordinate systems and could be
determined according to the competing characteristics being set [9]. For the general
case, the relation (5) could be brought to the regression type:

Y = X
−→
β + −→ε , (6)

where −→
ε —errors matrix,

−→
β —the first row of the orientation matrix A.

The orientation matrix A in many cases does not correspond to the orthogonality
transformation criteria from Y to X due to errors arising when coordinates of the
objects from both systems are determined. At the same time, the following condition
must be satisfied:

AT A = E, detA = 1. (7)

The relation (6) together with the condition (7) allows performing the general
deterministic coordinates transformation. This problemmay be solved by themethod
of mathematic programming.

The desired parameters � (�ξ, �η, �ζ) are determined as:

� = (
AT P A

)−1(
AT PZ

)
, (8)
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and their errors are determined by the expression:

D(�) = V T PV

2n − 3

(
AT P A

)−1
, (9)

where V—residual deviations matrix.

5 Determination of the Position of the Moon’s Center
of Mass Concerning Its Figure Based on Expansion
into Spherical Functions and the Use of Harmonic
Multi-parameter Analysis

The next stage of the study was the analysis of the origin of DCLRO in relation to
the Moon’s center of mass (CM) and the center of symmetry (CS). Altimetry from
DCLRO was expanded into a series of spherical functions:

h(λ, φ) =
N∑

n=0

n∑

m=0

(−
Cnmcosmλ + −

Snmsinmλ

) −
Pnm(cosφ) + ε, (10)

where λ, φ—selenocentric longitude and latitude of a reference object,
−
Cnm,

−
Snm—

normalized harmonic parameters;
−
Pnm—normalized associated Legendre polyno-

mials; ε—random regression error.
The shift in the geometric center of the Moon (GCM) in relation to its center of

mass was calculated through harmonic parameters of the first order:

�ξ = √
3

−
C11,�η = √

3
−
S11,�ζ = √

3
−
C10, (11)

where �ζ—GCM shift along the axis directed to the Earth; �ξ—GCM shift along
the axis perpendicular to ζ and lying in the equator plane;�η—GCM shift along the

axis of lunar rotation;
−
C11,

−
S11,

−
C10—harmonic parameters of the first order in (10).

Based on (10) and (11) the positions of the origin for the systems built on the data
from “Selene”, “Clementine”, and DCLRO are determined.

The results presented in Table 1 indicate that the parameters of DCLRO, “Clemen-
tine”, and “Selene” models match well. DCLRO is therefore dynamic and may be
applied when selenographic navigation problems are solved.
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Table 1 Coordinates of CS
in relation to CM for 3
regression models

Shift Clementine Selene DCLRO

�ξ −1.82 −1.78 −1.59

�η −0.72 −0.76 −0.79

�ζ −0.62 0.25 0.43

6 The Method of Orbital Spacecraft Selenographic
Referencing to the Selenocentric Coordinate System

The implementation of the method of orbital spacecraft selenographic referencing to
the selenocentric coordinate systemon the basis ofDCLROwas performedwithin the
simulation model of navigation support. The simulation model represents a software
package providing an opportunity to form a digital model and compare it with the
digital map of the Moon. The developed method is based on the assumption that
reference points located close to each other are characterized by a higher similarity.
The search for the altimetry component of the investigated point is based on the
analysis of neighboring points located in the close vicinity of the desired point.
Taking into account the uneven distance between neighboring points is implemented
by assigning them weight coefficients:

Z
∧

(S0) =
N∑

i=1

λi Z(Si ), (12)

Where

Z
∧

(S0) the investigated altimetry component of the point Si ;
λi points’ weight coefficients decreasing when moving away from the inves-

tigated points;
ZSi measured value of altimetry component at the point;
N the number of points located in the vicinity of the investigated point and

involved in the calculation.

The weight coefficients are calculated according to the expression:

λi = d−p
i0∑N

i=1 d
−p
i0

, (13)

where di0—distance from the investigated point S0 to the reference point with index
i Si .

The exponent p influences the weight assigned to the reference object (point):
when the distance to the investigated point increases, the weight coefficient decreases
exponentially.
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Based on the method described above one may implement navigation referencing
of the desired points on the lunar surface and the position of a spacecraft to the
selenocentric dynamic coordinate system based on the catalog of reference point
created within this work.

7 Conclusion

The analysis of the method for creating a navigation network in the lunar orbit has
shown that the modern selenographic models are not equally accurate and the data
presented in these models refer to different reference systems [13]. For these reasons,
it seems necessary to apply complex approaches of CPS for the hybrid combination
[14] of space photogrammetry and ground-based observational material under the
condition of highly accurate accounting physical libration. The simulation model of
coordinate support allows performing modeling for the determination of navigation
positions of the desired objects on the Moon’s surface using on-board goniometrical
measurements with laser interferometer from the board of the spacecraft and the
spacecraft itself using the measurements from the surface of the Moon [15, 16].
As a result, a digital catalog of lunar reference objects (DCLRO) is created using
12 catalogs of reference objects on the lunar surface. DCLRO contains over 274
thousandCartesian coordinates for the reference points produced bymeans of various
observation methods and brought to the single selenographic coordinate system. To
work with DCLRO, a specialized software allowing the user to select altimetry and
compare it with the digital map of the lunar surface is developed in Matlab. The
user gets the data set being investigated as a cube or sphere covering the chosen
area. It should be noted that the least number of objects from DCLRO corresponds
to the areas that are close to the poles. The comparative analysis of the regression
topography models constructed on the bases of data from the modern satellite lunar
missions has allowed assessing the accuracy of coordinates of the desired objects on
the lunar surface. It is revealed that navigation support for the near side of theMoon is
more accurate than for the far side. The obtained results and advantages of using CPS
[17] when developing navigation support for the lunar missions are (1) capacities on
the control of spacecrafts and prediction of their physical and technical parameters
over long time interval are extended; (2) the possibility of checking adaptation and
stability for CPS of hybrid systems [18] for spacecraft is considered [19, 20]; (3)
the creation of local systems for the work in complex environments remote from the
Earth [21, 22]; (4) the recognition and use of local conditions without assistance; for
achieving the high level of space missions safety [23].
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Abstract The chapter presents an information technology concept for integrating
aircraft computing resources into the physical processes of personalized informing
passengers of civil aviation aircraft about the potential danger of an emergency in
high-altitude flight, based on the calculation of estimates of the reserve time of
consciousness preservation by a person in real time using technologies of the fourth
industrial revolution.
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1 Introduction

Solving the problem of ensuring the safety of passengers and crew in an emergency
situation of high-altitude flight requires the development and implementation of
alarm systems and information about the danger of an emergency in real time [1].
In accordance with the current level of scientific and technological progress, such
systems should be implemented on the basis of an information technology concept
that implies the integration of computing resources into physical processes-that is,
they are implemented as cyber-physical systems [2–6]. In a cyber-physical system,
sensors, equipment, and information components are connected throughout the chain
of information collection and processing, interacting with each other to predict,
self-tune, and adapt to changes in the situation [7–9].

To ensure the safety of aircraft passengers in high-altitude flight emergencies,
cyber-physical alarm systems and real-time emergency notification systems must
include protective equipment—primarily oxygen masks.

Numerous variants of aviation oxygen masks and sets of oxygen equipment for
aircraft crews are known—their main drawback is that the design does not fully take
into account the key technological trends underlying cyber-physical systems [10–
14]. Such technologies will increase safety in high-altitude flight emergencies by
providing personalized notification of aircraft passengers about the potential danger
of a high-altitude flight emergency in the dynamics of its development.

Special cyber-physical systems have been developed to provide personalized
information to passengers about the danger of an emergency situation on Board
an aircraft in high-altitude flight. The personification of informing passengers of a
civil aviation aircraft using such a system is provided by ensuring that individual
anthropometric characteristics are taken into account when calculating the value of
the reserve time for preserving consciousness by a person under hypoxic hypoxia.

2 Method for Calculating the Estimation of the Reserve
Time of Consciousness Preservation in an Emergency
High-Altitude Flight

Situations associated with the rapid impact on a person of an environment with a low
oxygen content in the surrounding air lead to the development of hypoxic States in a
person, which cause a high risk of loss of consciousness by a person until his death
[1, 15].

The solution of this problem requires assessment of the risk of loss of conscious-
ness of a person, taking into account the influence of the hypoxic environment on
the human body. Well-known mathematical models allow us to calculate such an
estimate under static conditions, that is, while maintaining a constant intensity of
hypoxic exposure during the analyzed time interval, which significantly limits the



Information Technology Concept of Integration … 207

scope of their application. This disadvantage can be overcome by applying theoret-
ical approaches to normalizing the impact of hypoxic gas environment on the human
body and modeling hypoxic States based on the dose principle [1, 16–18].

It should ensure the integration of computing resources (no electronic computers)
aircraft in the physical processes of personalized information about a potential hazard
emergencies in high-altitude flight, implemented by using embedded sensors baro-
metric pressure, informationdisplays,microprocessors, LEDs, connected in the chain
of collecting and processing information and interacting to predict self-adjustment
and adaptation in the dynamics of development of emergency.

Analytically, “hypoxia dose” is defined by the expression

D(t) =
T∫

0

[
pm
6500 − pm(t)

]
dt,

where D(t)—exposure dose of hypoxic exposure, pm6500 = 37,8 kPa—partial pres-
sure of oxygen in the trachea at a barometric pressure of 44 kPa (corresponding to
an altitude of 6.5 km above sea level), pm(t)—current value of partial pressure of
oxygen in the trachea, T—integration interval.

The partial pressure of oxygen in the trachea is related to the barometric pressure
dependence

pm = F(p− pH2O),

where F—relative oxygen concentration in the atmosphere (F = 0,21), p—baro-
metric pressure, pH2O—the partial pressure of saturated water vapor at a temperature
of 310 K, equal to 6,27 kPa.

In numerical integration, the expression for hypoxia dose can be written as

D =
n∑

i=1

[0 − (ti ) ] �t,

where ti = i�t, a difference pm6500 – pm(t) defined as the intensity of hypoxic exposure
(U).

In altitude physiology [1, 16, 17], empirical results have been obtained that allow
us to calculate estimates of the minimum (Tnc

min), average (Tnc
mean) and maximum

(Tnc
max) reserve time for maintaining consciousness when a person is at different

altitudes (at different barometric pressure).
Using these data, the Levenberg–Marquardt method synthesized regression equa-

tions describing the dependence of the time of consciousness preservation on the
intensity of hypoxic exposure. These equations have the following form

T nc
min = 186, 15U−1,0003, T nc

mean = 367, 23U−1,0008, T nc
max = 710, 37U−11557.
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The statistical significance of the synthesized equations according to the Fisher
criterion corresponds to the significance level p < 0.001.

Taking into account the results of structural identification of the laws of distribu-
tion of reserve time of loss of consciousness analytical expressions are obtained for
calculating estimates of probabilities of loss of consciousness Wnc

U depending on
the time t of stay in a hypoxic gas environment, the intensity of which is constant,
i.e. U = const:

WU (t) =
⎧⎨
⎩

0, 5 − �
[∣∣∣3, 224 ti−T nc

i mean(U )

T nc
imean(U )−T nc

i min(U )

∣∣∣
]
, if (ti − T nc

i mean(U ) ≤ 0

0, 5 − �
[∣∣∣3, 224 ti−T nc

i mean(U )

T nc
i max(U )−T nc

i mean(U )

∣∣∣
]
, if (ti − T nc

i mean(U ) > 0;

where F—Laplace function.
The parameters of this mathematical model are determined under the condition

of constant barometric pressure during the entire time of a person’s stay in the gas
environment, which makes it difficult to use it in relation to dynamic conditions.
However, the dose approach allows us to overcome these difficulties due to the fact
that, having determined the dose of hypoxia in accordance with the change pm and
dividing its value by the measurement time, the value is calculated

�P = D /

n∑
i=1

i � t,

equivalent to the received dose of hypoxia under the condition of constant partial pres-
sure of oxygen in the trachea (flight at a constant altitude), and, therefore, uniquely
associated with it by barometric pressure and altitude above sea level. Then the
equivalent dose the value of the partial pressure of oxygen in the trachea is equal to

Pm
e = DPm

e + Pm
0 .

This value is used for dynamic calculations of estimates of the reserve time of
consciousness preservation Tnc

min, Tnc
mean, Tnc

max at all stages of the flight.
By defining the values of these parameters and knowing the current time ti = i�t,

estimates of the probability of loss of consciousness are calculated.
Coefficients of expressions approximating dependencies of quantities Tnc

min,
Tnc

mean, Tnc
max from U, equal to the doses of hypoxic exposure corresponding

to the specified tolerance times of hypoxic exposure. Taking these values into
account, a model was synthesized that allows determining the probability of loss
of consciousness depending on the hypoxia dose at any time ti
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WD(t) =
⎧⎨
⎩
0, 5 − �

[∣∣∣3, 224∑n
i=1 U (ti )α�t−367,23

181,01

∣∣∣
]
, if

∑n
i=1U (ti )α�t − 367, 23 ≤ 0

0, 5 − �
[∣∣∣3, 224∑n

i=1 U (ti )α�t−367,23
343,14

∣∣∣
]
, if

∑n
i=1U (ti )α�t − 367, 23 > 0

α = 1 + 0, 000454
n∑

i=1

U (ti )�t − 367, 23,

where
∑n

i=1U (ti )α�t—current value of the hypoxia dose at a time ti, �t—the time
interval after which the dose is determined, n—number of dose measurements.

The methodology of the dose approach and its mathematical support allow us to
calculate the time of preservation of human consciousness in conditions of hypoxic
hypoxia and its recovery after loss of consciousness caused by hypoxia. The time
of the beginning of recovery of human consciousness is the moment when the sign
of the hypoxia dose changes, and the time of full recovery of consciousness is the
moment when the modulus of positive and negative doses of hypoxia is equal.

This approach provides the calculation of adequate estimates of the probabilities
of the considered adverse effects at any values of the rates and profiles of changes
in the partial pressure of oxygen in the trachea, multiplicity, and time of exposure to
the hypoxic environment.

The developed method provides the possibility of communication between the
computational and physical elements of a complex system for ensuring safety in
emergency situations in high-altitude flights, providing the possibility of imple-
menting a distributed cyber-physical system for personalized information about the
danger of an emergency in high-altitude flight [19–22].

3 Cyber-Physical System for Personalized Information
About the Danger of an Emergency in High-Altitude
Flight

Cyber-physical system personalized on the dangers of emergency in high-altitude
flight was developed in two versions: cyber-physical system integration aviation
oxygenmasks and cyber-physical systems integration of aircraft passenger seats. The
construction of these cyber-physical systems is based on the information technology
concept of integrating aircraft computing resources into the physical processes of
personalized information about the potential danger of an emergency in high-altitude
flight.

The functioning of the developed cyber-physical system, which combines baro-
metric pressure sensors, a microprocessor, an information Board, a comparator, a
wireless interface unit, a multi-mode led and an oxygen mask connected to oxygen
equipment, is as follows. In an emergency situation of high-altitude flight, the oxygen
mask falls out of a special compartment on Board the aircraft and “hangs” in front
of the passenger. At the same time, the continuous supply of oxygen to the mask is
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switched on and excessive pressure is created in it. The passenger “pulls” the mask
and presses it to the face.

Due to the presence of excessive pressure in the mask, its obturator, acting on the
principle of a petal, is pressed to the face and provides the necessary hermetic fit of the
mask. During exhalation, the excess pressure in the mask increases to a value higher
than the pressure exerted by the membrane on the saddle mask, so flap exhalation
valve and the membrane valve exhalation away from the saddle, and exhaled mixture
released to the environment. Since the horizontal bands of the human nose contour
shaper in the mask are compressed according to the shape of the user’s nose, and
due to the shape of the lower part of the frame, which deeply covers the chin, the
thickness of the frame cloth ensures ergonomically comfortable use of the mask.

In the mask integrated indicator backup time of preservation of consciousness,
including the body, the walls of which are flush the outer surface of the integrated
barometric pressure sensor, and a display for presenting the backup time of preser-
vation of the consciousness of man, and the outer wall of the housing opposite the
outer wall with a built-in scoreboard, equipped with a mount, and the output of
the barometric pressure sensor is connected to the storage devices connected to the
computer, the output of which is connected to the comparator, which is connected to
the scoreboard and block the wireless interface. The estimation of the reserve time
of consciousness preservation is performed using the algorithms described above.

While using the indicator, the user is informed of the masks were-the rank of
standby time saving consciousness without the use of a mask, which is displayed on
the display part of the indicator and the built-in mask flush its external surface so that
the indicator was visible to the user of the mask, and the barometric pressure in the
surrounding gaseous environment to provide objective check the measured values of
barometric pressure (the outer surface of the sensor must not overlap components,
masks, etc.) [23–25].

In addition, to further inform the Maxi user about the danger of an emergency in
high-altitude flight, an led with at least three modes of illumination (green, yellow,
red) is embedded in themask. The led is embedded in themask sharp its outer surface
so that it is visible to the user of themask, and is connected to a computer that controls
the modes of illumination of the led depending on the calculated value of the reserve
time of consciousness preservation.

After the mask falls out, readings are taken from the barometric pressure sensor
in the surrounding gas environment at a frequency of 10 Hz (10 times per second).

The values of the barometric pressure in the environment from the sensor are sent
to the data storage device, which is a shift register of 300 cells. In other words, the
storage device can store nomore than300barometric pressuremeasurements at a time
(which corresponds to measurements every second for 5 min)—301 measurements
are recorded instead of the first, 302measurements are recorded instead of the second,
and so on.

After entering the information storage of the results of the first 300 measurements
of barometric pressure in the surrounding gas medium in the dynamic calculator start
calculating backup time preserving the consciousness of a person (t, s), taking into
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account height, weight and width of the back, taken into account in estimating the
reserve time of preservation consciousness as indicators of lung capacity.

The height estimation of the mask user is defined as the difference between the
readings of the laser rangefinder (for example, based on the VL53L0X chip) in the
absence and presence of a passenger in the seat, followed by recalculation of the
sitting height to the standing height according to [16].

The body weight is estimated using the built-in strain gauge in the seat of the
chair. The force of the body’s impact on the seat causes the built-in spring or beam
load cell to deform. The degree of this deformation gives information about the body
weight.

The passenger’s back width is estimated using pyroelectric infra-red sensors (for
example, Diymore AM312), which are equidiscretely integrated into the passenger’s
seat back—the back width corresponds to the width of the strip of simultaneously
“triggered” sensors.

The personalized estimate of the reserve time of consciousness preservation,
calculated taking into account the height, body weight and back width, is displayed
in the digital digits of the indicator Board and determines the led light mode.

The calculationof the reserve time estimationbasedon themathematical apparatus
for describing the hypoxia dose in the form of an integral of the intensity of hypoxic
impact within the time of action of this flight factor allowed us to move into the
dynamic field of research of the effects of hypoxic gas environment and assess its
impact on the human condition when the intensity of hypoxic impact changes over
time, which is essential in an emergency situation of high-altitude flight.

Based on the values of the reserve time of consciousness preservation and on the
glow of the led, the passenger of an aircraft in an emergency high-altitude flight can
assess the real danger of beingwithout a oxygenmask, for example, when performing
an action to help other passengers, moving around the cabin of the aircraft, etc.

Passengers’ awareness of the real danger of an emergency in extreme conditions
of high-altitude flight, in addition, contributes tomaintaining calm, which is essential
for ensuring safety in an emergency.

The functioning of the developed cyber-physical system, which combines baro-
metric pressure sensors, a microprocessor, an information Board, a comparator, a
loudspeaker, a wireless interface unit, a multi-mode led and an aircraft passenger
seat, consists of the following.

An aviation passenger seat contains a seat, a back with a headrest, and armrests.
To build a cyber-physical system, a tableau is built into the back of the seat, and a
barometric pressure sensor and a loudspeaker are built into the headrest, which is
flush with its surface, connected to a microprocessor fixed inside the seat, the output
of which is connected to the tableau.

During theflight, as in theprevious case, the readings are taken from thebarometric
pressure sensor in the surrounding gas environment at a frequency of 10 Hz (10
times per second). The values of barometric pressure via the information control bus
are sent to the microprocessor, which calculates the estimate of the reserve time of
preservation of consciousness by a person in hypoxia andgenerates audio information
for playback through a loudspeaker.
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If the calculated estimate of the reserve time of consciousness preservation is
less than 300 s, then a signal is given to turn on the tableau and the speaker. At
the same time, in digital digits, the indicator displays the calculated estimate of the
initial time of preservation of consciousness by a person, which changes in real time
with a discreteness equal to the frequency of measurement of barometric pressure
in the surrounding gas environment. The inscriptions in Russian and English are
highlighted simultaneously with the inclusion of the tableau and with the appearance
of a calculated estimate of the reserve time of consciousness preservation. Audio
information about the amount of time reserved for consciousness preservation is
given out alternately in Russian and English via the loudspeaker. If the calculated
estimate of the reserve time of consciousness preservation becomes greater than or
equal to 300 s when the tableau and speaker are switched on, a signal is issued to
turn off the tableau and speaker.

The passenger in the seat sees the information on the display Board that is part
of the seat in front of him, and hears the information through a loudspeaker—this
ensures that passengers are informed of the potential danger of the situation due to
the risk of hypoxia.

The presence of a wireless interface block as part of cyber-physical systems (in
the two described versions of their implementation) makes it possible to transfer
estimates of the reserve time of consciousness preservation to the crew and ground
services in order to develop and implement a rational strategy of actions in terms of
planning the flight path of the aircraft, determining the need and level (first, qualified,
specialized) of the required medical care, etc.

4 Conclusion

The results of the research allow for the first time to implement an innovative person-
alized approach to personalized riskmetry and personalized information about the
potential danger of a high-altitude flight emergency in real time based on the concept
of cyber-physical systems.

The developed approach and the cyber-physical systems implementing it will be
used on aircraft that have a risk of depressurization of the cabin and/or cabin; when
conducting tests in pressure chambers with the participation of volunteers, when
staying in high-altitude conditions, and when solving other practical tasks related to
ensuring the safety of human activity in conditions associated with hypoxia.

The described information technology concept of integrating aircraft computing
resources into the physical processes of personalized information about the potential
danger of an emergency in high-altitude flight undoubtedly has wide practical appli-
cations in the field of ensuring the safe operation of complex cyber-physical systems
in extreme conditions.
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The Use of the Synthetic Method
of Harmonic Analysis for Investigating
the Structure of Space Natural Bodies

Natalya Demina and Alexey Andreev

Abstract This chapter considers a method for investigating the topographic model
of theMoon’s surface based on harmonic multi-parameter analysis and fractal geom-
etry. The data from the “Clementine”, “Kaguya” and “LRO” satellite space missions
were used as observational material. The Russian plans include carrying out works
that will provide referencing of the lunar surface images to the selenographic coor-
dinate system. The implementation of those plans may bring selenodesy to a level
comparable to the Earth’s geodesy. At the same time, data analysis in the projects
mentioned above put increased demands on the description of the complex dynamic
and gravity model of the Moon’s structure. The observations produced at space
missions refer to the so-called quasi-dynamic systemwhose origin coincides with the
lunar center of mass, but axes have a shift concerning the lunar axes of inertia. Many
lunar maps have a quasi-dynamic system. The main purposes of this work are related
to the construction of theoretical models of the physical surface based on modern
satellite measurements. An analysis of fractal dimensions and self-similarity coeffi-
cients of both individual local zones and the global model of the entire lunar sphere
was conducted. As a result, similar zones of the lunar surface formed at the same
physical processes were determined. These results are significant for constructing a
theory of the Moon’s evolution.
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1 Introduction

The number of countries involved in the study of theMoon has significantly increased
recently. Researchers from the European Space Agency (ESA), Japan, China, and
India have joined the long-term programs implemented by Russia and the USA.
Among the most interesting projects of the past years one should mention NASA
“Clementine” (1994) [1] and “Lunar Prospector” (1998–1999) [2], Lunar Laser
Ranging (1969–2010) [3], ESA “SMART-1” (2003–2006) [4], JAXA “Kaguya”
(2007–2009) [5], Chinese probes “Chang’e-1” (2007–2009), “Chang’e-2” (2010),
“Chang’e-3” (2014) [6], “Chang’e-4” (2018) [7], NASA “LRO” (2009–2010) [8],
Indian satellites “Chandrayaan-1” (2008–2009), “Chandrayaan-2” (2013) [9],NASA
“GRAIL” (2011–2012) [10]. The increase in the accuracy of coordinate measure-
ments planned in the upcomingRussianmissions to theMoon is supposed to provide a
much higher level of modeling of digital lunar maps [11]. In so doing, the construc-
tion of digital lunar maps is a source basis for studying the Moon by spacecraft.
Currently, the lunar spacecraft’ landing accuracy is within 30 × 15 km [12]. For
geological investigations, one has to use lunar rovers to take rock samples or conduct
their analysis on-site in scientifically interesting areas. The delivery of scientific
equipment to a planned site of the investigation will reduce its cost and increase its
efficiency significantly. The achievement of high accuracy of coordinate support for
space activity on the Moon will be even more relevant when building a permanent
lunar station of modules delivered from the Earth: one will either deliver the modules
at their docking distance by flexible units or provide for the long-range transportation
of heavy modules on the lunar surface [13]. The position of any point on the Moon’s
surface is defined by 3 values—latitude, longitude, and radius-vector counted from
the Moon’s center of mass. To increase the accuracy of coordinate and time support,
it is necessary to develop a theoretical basis for both satellite observations conducted
and the processing of their results.

The processing of the experimental data is performed using original numerical
algorithms and computer programs that include the calculation and construction of
the digital lunar map. On the one hand, the produced altimetry for the lunar physical
surface describes the relief well but is not able to serve for creating the reference
selenographic network [14].On the other hand, lunar positional observations taken by
ground-based methods refer to the corresponding selenographic systems including
the selenocentric dynamic coordinate system, but on their basis, it is impossible to
build a highly accurate model of the Moon’s relief [15].

When studying both the structural and evolutionary characteristics of celestial
bodies, various approaches to statistical assessment are applied [16–18]. These
include methods based on fractal geometry. Fractality implies a high degree of iden-
tity at scaling. In doing so, the key problems are the calculation of fractal dimension
(FD) for datasets produced during an experiment and determining conditions at
which a structure under investigation manifests fractality. As the basic property of
fractal structures is their self-similarity, experimental datasets are characterized by
FDand self-similarity coefficient (SC). The presence of fractality is found in dynamic
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systems whose examples are surfaces of small (asteroids) and relatively large (Mars
and Earth) celestial bodies. In this work, based on approaches introduced in [19], the
author’s method of highly accurate accounting SC and color FD by a set of properties
of models analyzed is developed.

2 Creation of Digital Maps of the Lunar Surface

Tocreate digitalmaps, the altimetry produced at “Clementine”, “Kaguya” and “LRO”
missions was expanded into spherical functions by the Formula [20, 21] as follows:

h(λ, β) =
N∑

n=0

n∑

m=0

(
C̄nm cosmλ + S̄nm sinmλ

) · P̄nm(cosβ) + ε, (1)

where h (λ, β)—altitude function dependent on longitude and latitude;
λ, β—longitude, latitude (known parameters);
Cnm, Snm—harmonic normalized amplitudes;
Pnm—Legendre functions, normalized and associated;
ε—regression error, random.
The basicmethod used for studying the lunarmacro-relief is numerical and analyt-

ical one which implies the expansion of a catalog data in harmonic series of spher-
ical functions. For this purpose, it is advisable to use methods of regression anal-
ysis. Among statistical methods, regression analysis is most often used for solving
the tasks related to experimental data processing. Thus, regression analysis allows
constructing mathematical models based on various observations. The simulation
implies introducing the parametric interrelationships between processes observed
and parameters corresponding to them. There are 4 aspects of regression analysis:

1. Representation of observations data based on mathematical methods;
2. Construction of models characterizing observed process;
3. Determining unknown parameters in the mathematical models using Least

Square Method (LSM);
4. Finding and selecting the most reliable model based on the parameters being

determined.

For solving the tasks of constructing a digital map of the Moon, the method based
on regression simulation is used. For this purpose, the software package “Auto-
mated System of Transformation Coordinate” (ASTC) has been developed. There
are several specialized software packages (SSP) constructed by Russian and foreign
teams and focused on data processing by using methods of mathematical statistics.
However, those (SSP) are not suitable for the tasks of selenodesy considered in the
present work. ASTC software package is built on modular principles. The compo-
nents of the given software package allow conducting researches in any field of
selenodesy. In this case, the systematic approach based on mathematical systems
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of data processing allowing automating both data processing itself and control is
used. During the construction of the model of the Moon’s macro-figure, there was an
attempt of using another software package SORS (“Searching for Optimum Regres-
sion System”) along with ASTC, since the regression simulation approach was
implemented in SORS and its efficiency had been proved during astrophotographers
processing. However, as it was proved again, the features of data on mega-relief and
the lunar gravitational field (dimension and structure) and transformations methods
for applying the regression approach did not allow using SORS. Thus, during the
processing, only ASTC automated system representing a software package of special
modules intended for conducting procedures of regression simulation and aimed at
analyzing the processes taking place in astronomical and geodetic systems has been
used. In particular, this software package allows studying the topography and gravi-
tational field of the Moon. The main capabilities of the software package include the
possibility of creating stochastic models with the following determining unknown
parameters as well as the possibility of full control over the computational process.
The present software complex has been developed due to the specific approach to
the solution of the assigned tasks that required a large number of the solution options
and using various methods of unknowns’ errors detecting. The question of matching
remainderwith basic parameters of LSM,when determining parameters of themodel,
is relevant as well.

The software modules included in ASTC provide solutions to normal and overde-
termined systems of linear algebraic equations. The solution of the latter is imple-
mented based on LSM. Values of unknowns and their errors, values of correlation
matrix elements, internal and external quality measures used for determining relia-
bility, and receiving recommendations for structuring a model can take on the role of
output. In most cases, the program contains one or the other procedure of searching
for the most reliable structure of the model. There is a possibility of using step-by-
step regression analysis, which is applied for obtaining model by less number of
observations n than the number of coefficients p. This is possible since the terms are
introduced in the model consecutively and the calculation procedure can end earlier
than excess solutions appear.

3 Method for Analyzing Lunar Maps

Let us consider that a complex physical structure is presented as a partially ordered
set A

(
N 2

)
, where N 2—the number of elements ai j in the set ai j ∈ A

(
N 2

)
, where

(i, j = 1 . . . N ).
Let us also assume that the elements of the set have certain common properties

Hξ (a) inherent only to these elements ∀ai j (∈ {a|Hξ (a)}). In this case, if there is
more than 1 property, the considered set will be characterized by a few values of FD.
Let us define the upper and lower limits of the set A

(
N 2

)
by all properties Hξ (a)

as Gξ = sup A
(
N 2

)
and gξ = inf A

(
N 2

)
. Matching the upper and lower limits the

values (R) and aς , respectively, let us cover the studied set by a cubic structure.
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Each subset of the studied set, whose number constitutes sup Q(k)
(
n2

) ∈ Q(k)
(
n2

)
,

accounts for a cube of volume ϑξ = Vξ

α3 , and the total area of all the elements of the
subset is Sξ

(
n2

) = sξn2.
Now, let us determine FD Dξ of the set A

(
N 2

)
by the property Hξ (a) through

the angle of the log	ξ

(
n2

)
dependence on log sξn2, where 	ξ

(
n2

)
is the number of

cubic structures’ sides in contact that covers the set Q(k)
(
n2

)
:

Dξ =
∑

γ

log 	ξ

(
n2γ+1

)
− log	ξ

(
n2γ

)

∣∣∣log Sξ

(
n2γ+1

)
|−

∣∣∣ log Sξ

(
n2γ

)|
∗

(
αγ+1 − αγ

N − 1

)
, (2)

The self-similarity coefficient (SC) Kξ is given as

Kξ = Do
ξ

Dξ

(3)

where FD of the self-similar set is designated as D0
ξ :

D0
ξ = log	ξ

(
N 2

) − log	ξ (1)∣∣log Sξ

(
N 2

)|−∣∣(log Sξ (1)| . (4)

When analyzing fractal characteristics of the altimetric models of the Moon built
based on “Selene” JAXA mission’s data, pixel color codes are used as ξ parameters:
Red (ξ = R), Green (ξ = G), and Blue (ξ = B).

As a result, the considered surface structures are described by 3 FD–DR, DG, and
DB. Using them, SRGB triangles are formed and their areas, that characterize the
studied areas of the surface with a high sensitivity to change in color indicators, are
determined (Fig. 1).

As a result of processing the altimetry, the images of self-similarity coefficients’
variations are formed (Fig. 2) and 3D-model of FD values (Fig. 3) for various areas
of the Moon’s surface digital model is built.

In Fig. 2 the model of the surface is divided into square areas with a side of 15° in
selenographic longitude and latitude. In Fig. 2 it is shown that SC varies between 0.8
and 1, which confirms the fractality of the considered model. In Fig. 3 are presented
the values of SRGB area for square zones with a side of 15° for the consideredmodel.

Fig. 1 SRGB system
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Fig. 2 Variations of SC depending on selenographic longitude and latitude

Fig. 3 Variations of SRGB area depending on selenographic longitude and latitude

The study of SRGB area distribution for zones of the lunar surface allows defining
zones with a similar structure.

As an example, Fig. 4 provides a diagram of SRGB area variations in longitude
at the fixed latitude (45° < ϕ < 60°).

The fact that SRGB values are equal for several zones of the lunar sphere indicates
that those structures are similar.
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Fig. 4 Diagram of SRGB area distribution depending on longitude at fixed latitude (45° < ϕ < 60°)

4 Analysis of the Lunar Macro Figure

As a result, using the catalog “DSC” [22] the lunar harmonic model (LHM) (1) of
the expansion of the 5th order was made. The next stages of constructing the LHM
were performed. The robust analysis of the LHM for various orders of expansion
was made; it was obtained that in this case further increase isn’t reasonable. After
that, optimal structures for the given model were analyzed. In the end, the influence
of the LHM structure overdetermination on parameters unknown values was studied.

The search for unknown parameters and analysis of the LHMwas performed using
LSM. Stepwise regressionswere used to expand the LHMdata in spherical functions.
All the constructed LSM contained only the main elements. The studies were carried
out to find the most reliable LHM expansion order. It was obtained that the 17th
order of expansion was the most suitable for the given number of observations.

One of themethods of analyzing the LSMbased on various lunar systems aimed at
the studyingof their reliability andmatching is an approachof comparing topographic
information isohypses. In this case reference surface for altitude, data is set by the
“DSC” catalog.

It should be noted that at the present there is only one lunar surface macro relief
model, which is constructed in JPL USA based on harmonic analysis and contains
the coefficients up to the 70th order [23]. The model covers the lunar surface area
limited by 750 by northern and southern latitude. But for the present study, the LHM
of the 17th order appeared sufficient.

For the study we used the lunar macro-figure cross-section isohypses obtained
during “Kaguya” [24], “LRO” [25], “Clementine” [26] lunar missions and “DSC”
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Fig. 5 Comparison of the lunar macro figure cross-sections from “DSC” catalogue (line 1),
“Kaguya” (line 2), “Clementine” (line 3), and “LRO” (line 4) space missions for −20°. The X-
axis corresponds to altitude in km; the Y-axis corresponds to latitude in degrees; the curves are
represented for selenographic longitude −20°

[27] catalogue. The LSM was constructed in spherical functions up to the 5th order
of expansion. The isohypses for the next listed lunar longitude values (40°; 200;
0°; −20°; −40°) with 200 step by latitude. In Fig. 5 there are cross-sections of the
lunar macro relief for 4 selenographic systems for longitude −20°. Here, the Y-
axis corresponds to selenographic latitude; the X-axis corresponds to the isohypses’
altitudes relative to the basic latitude (1738 km).

Based on the study of the isohypses built for longitudes 400; 20°; 0°; −20°; −
40° we may conclude that:

1. The mean level of the surface of the Moon in the North is less than the level of
the South hemisphere.

2. The view of elevation curves of “Clementine” lunarmission isohypses are like to
the ones taken from the “DSC” catalog; “Kaguya”, “LRO” isohypses variations
are significantly different from them.
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5 Conclusion

In this work, the modern satellite optical observations from the lunar missions are
investigated. The necessity to reprocess arrays of satellite measurements using the
modern approaches to data processing is confirmed. For the model under investiga-
tion,more than 160 distribution of the values of (SRGB) area is analyzed. The regions
characterized by a similar structure of surface are determined, which confirms the
same conditions of their evolutionary parameters. Using the author’s method, fractal
properties for the multi-parameter model of our natural satellite’s physical surface
are determined. The constructed digital maps are going to be used when building the
selenocentric system of navigation support [28, 29].
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The Study of Geodynamic Parameters
on the Basis of Adaptive Regression
Modeling

Yury Nefedyev , Regina Mubarakshina , Alexey Andreev ,
and Natalya Demina

Abstract Many natural processes in space may be simulated and controlled by a
computer using the correspondingmethods and approaches. These processes include:
geophysical phenomena, gravitational interactions, celestial bodies mechanics, and
astrophysical events. In these cases, computer simulation directly interactswith phys-
ical systems.As it iswell known, thosemodels refer to cyber-physical systems (CPS).
In the case of geophysical processes, there is the interaction between computer algo-
rithms and complex physical systems, whose models are hard to develop and control.
The practice of analyzing geophysical processes has shown one is able to control
the behavior of such systems using the computer adaptive regression modeling
which also allows performing prediction actions. The construction of the predic-
tion dynamics of a physically complex system has a crucial value for the quality
of processing geophysical information. At the same time, CPS could be complex,
especially when it is necessary to combine cyber-physical systems. The application
of adaptive regression modeling for analyzing geophysical parameters is considered.
In this chapter, the variations of the Earth’s pole position are investigated. Based on
time series of observations of the Earth’s pole an adaptive regression model (ARM)
describing the pole’s dynamics over 30 years is developed. Similar models were
created earlier by other authors but their capabilities were limited for prediction.
The ARM approach has provided a more accurate combination of observational and
model parameters. As a result, the use of ARM has allowed constructing the predic-
tive curve of the change in the Earth’s pole motion and comparing the produced
results with observations. The comparison shows a rather good agreement between
the model parameters and the observations data.
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1 Introduction

Cyber-physical systems (CPS) are based on the interaction between calculation
models, that are in direct connection with the real physical world and the processes
occurring there, and allow to implement control over data processing systems [1]. The
work [2] considers an approach based on CPS which allows efficient use of the entire
flexibility of the created controlled local models which are automatically configured,
programmed, and optimized on the basis of independent simulation requirements.
Such a simulation representation of the system under investigation eliminates the
disadvantage of information description and uncertainty in determining life cycles
and CPS behavior prediction [3]. These requirements are achieved by the appli-
cation of new methods and approaches to programming and adjustment of CPS,
which allows reducing time costs significantly [4]. CPS are therefore capable of not
changing only every step of the observations’ analysis but also converging the two
worlds–physical and virtual [5]. All of the above applies to geodynamic systems
as well. The investigation of the polar region from the point of view of economic
prospects has strengthened recently [6]. If photogrammetry of the Earth’s surface is
based on the existing large observational content and flexibility of model projection
of a geodetic network and provides reliable and accurate results [7], then inaccuracy
in the Earth’s pole position does not allow referencing of the produced model to
the geocentric coordinate system with the sufficient accuracy. At the same time, the
necessary instruments for studying and analyzing terrestrial systems are models of
various geodynamic processes. Although these models are rather diverse, one needs
reliable and high-quality data for their description [8]. The status of analyzing geody-
namic data is supposed to correspond to the level of theoretical modeling [9]. Such a
simulation implies the expansion of latitude series of observations, that could be used
at the investigations of isostasy dynamics, determination of gravimetric parameters
[10], and most importantly—for analyzing the Earth’s pole motion, into harmonic
coefficients.

Themethod of time series of the Earth pole dynamic processing (TSDEP) includes
the steps as follows: (1) transformation of the uneven TSDEP to even ones with the
method of spectral windows or by data averaging [11]; (2) fractal analysis of TSDEP,
trend selection [12]; (3) spectral and wavelet analysis; (4) harmonic components
selection, application of theKalmanfilter [13]; (5) buildingGeneralizedAutoRegres-
sive Conditional Heteroskedasticity (GARCH model); (6) Autoregressive moving-
averagemodel (ARMAmodel) construction [14]; (7) smoothing of residues using the
martingale approximation [15]. At each step reducing the “internal” and “external”
sample standard deviation (SSD), the significance of the error changes is controlled,
and analysis of the latitude observations data (TSDEP) model quality is performed.
At each stage of application of the ARM approach [16], the construction and anal-
ysis of the corresponding components of the model are performed, approximation
accuracy is estimated (σ ) and model forecasting (σ�), diagnosis of residues, and,
if necessary, adaptation [17]. As a result, the TSDEP analysis was completed over a
period from January 1985 to October 2015.
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2 Modeling of the Earth Pole Dynamics

Model of the dynamics of the X coordinate of the North Pole

At the first stage of data analysis, within the ARM-approach, the hypothesis on series
stationarity is rejected with a probability of 0.95.

The centering of the original series is performed (σ = 0,1323, σ� = 0,14).
According to the results of spectral analysis [18], there is a confirmed presence of

harmonic components. To determine the carrier harmonics, the method of stepwise
regression is used. 4 significant harmonics with periods of 363, 388, 433, 490 days
are distinguished (σ = 0,0831, σ� = 0,0962).

As a result, ARMA model (6,0) with σ= 0.0002 and σ� = 0,0094 is built. The
diagram for the combined model is given in Fig. 1, its form is demonstrated below.

The final model is represented as the sum of periodic component and the ARMA
(6.0) model:

X = 0, 1179 + 0, 080861∗sin((2∗�∗t)/363 + 171, 67) + 0, 024544∗

sin((2∗�∗t)/388 + 0, 75733) + 0, 15803∗sin((2∗�∗t)/433 + 72, 725) + 0, 019003∗

sin((2∗�∗t)/490 + 221, 37) + 2, 3691∗X2(t − 1) − 1, 8415∗X2(t − 2)

+ 0, 43787∗X2(t − 3) + 0, 049839∗X2(t − 4) + 0, 061644∗X2(t − 5)

− 0, 076996∗X2(t − 6) + X3(t), (1)

where X2(t) are residue after removal of the harmonic component, X3(t) are residue
after the combined model.

Fig. 1 Diagram of the combined model for TSDEP of the North Pole X-coordinate dynamics
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Fig. 2 Diagram of the combined model for TSDEP of the North Pole Y-coordinate dynamics

Model of the dynamics of the Y coordinate of the North Pole

The tested hypothesis of series stationarity is rejected with a probability of 0.95.
The centering of the original series is performed (σ = 0,1306, σ� = 0,11).
To determine the carrier harmonics, the method of stepwise regression is used

[19]. This method selects four significant harmonics with periods of 363, 388, 433,
490 days. The dispersion (DS) of themodels are respectively: σ = 0,044, σ� = 0,043.

ARMA(6,0)model is built withσ= 0.000135, andwithσ� = 0,0039. The diagram
of the complex model is given in Fig. 2. The final model is represented as the sum
of the periodic component and the ARMA (6.0) model:

Y = 0, 322 + 0, 072974∗sin((2∗�∗t)/363 + 260, 65) + 0, 024456∗

sin((2∗�∗t)/388 + 91, 789) + 0, 15762∗sin((2∗�∗t)/433 + 162, 51) + 0, 019638∗

sin((2∗�∗t)/490 − 44, 806) + 2, 4153∗Y2(t − 1) − 1, 9991∗Y2(t − 2)

+ 0, 66257∗Y2(t − 3) − 0, 12927∗Y2(t − 4)

+ 0, 16416∗Y2(t − 5) − 0, 11385∗Y2(t − 6) + Y3(t) (2)

3 Prediction of the Dynamics of the Earth Pole Coordinates

Using these models the prediction diagrams for X and Y coordinates of the North
Pole of the Earth at 90 and 365 days are built.



The Study of Geodynamic Parameters … 229

Fig. 3 Diagrams of forecast a and observations b for the Earth North Pole X coordinate

A comparison of the obtained predictions with real data for the period from
November 1, 2010, to February 2, 2011 (Fig. 3) is made.

Some predictions for the X coordinate are shown in Fig. 3, for the coordinate
Y—in Fig. 4.

Similarly, a comparison of observations and predicted values of the polar coor-
dinates of the Earth obtained by other researchers (http://maia.usno.navy.mil/con
v2010) is made. Some predictions for the X coordinate are shown in Fig. 5, for
the coordinate Y—in Fig. 6: diagrams of forecast a and observations b for the X
coordinate and of Y coordinate the North Pole of the Earth obtained in US Naval
Observatory.

Fig. 4 Diagrams of forecast a and observations b for the Earth North Pole Y coordinate

http://maia.usno.navy.mil/conv2010
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Fig. 5 Diagrams of forecast a and observations b for the X coordinate of the North Pole of the
Earth obtained in US Naval observatory [20]

Fig. 6 Diagrams of forecast a and observations b for the Y coordinate of the North Pole of the
Earth obtained in US Naval observatory [20]
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Some predictions for the X coordinate are shown in Fig. 7, for the coordinate
Y—in Fig. 8: diagrams of forecast a and observations b for the X coordinate and

Fig. 7 Diagrams of forecast a and observations b for the X coordinate of the North Pole of the
Earth obtained in the observatory in Pulkovo [21]

Fig. 8 Diagrams of forecast a and observations b for the Y coordinate of the North Pole of the
Earth obtained in the observatory in Pulkovo [21]
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Fig. 9 Diagrams of forecast a and observations b for the X coordinate of the North Pole of the
Earth obtained in the forecast from the site http://www.iers.org

for the Y coordinate of the North Pole of the Earth obtained in the Observatory in
Pulkovo.

Some predictions for the X coordinate are shown in Fig. 9, for the coordinate
Y—in Fig. 10: Diagrams of forecast a and observations b for the X coordinate and
for Y coordinate the North Pole of the Earth obtained in the forecast from the site
http://www.iers.org.

Some predictions for the X coordinate are shown in Fig. 11, for the coordinate Y
– in Fig. 12: diagrams of forecast a and observations b for the X coordinate and for
Y coordinate the North Pole of the Earth obtained in the Space Research Centre.

4 Conclusion

The results of this work are aimed at improving the accuracy of the regression
dynamic model of the Earth’s pole motion. When performing these investigations,
the modern methods for multi-parameter harmonic analysis, which allows solving
practical problems of computational platforms of CPS in the field of geophysics,
were used.

The deterministic mathematical model allows for a prediction of the studied char-
acteristic value for future moments of time. Attempts to build such models have
been made repeatedly, however, their predictive values turn out to be low. The devel-
opment of statistical methods for time series (TSDEP) modeling allows us to hope

http://www.iers.org
http://www.iers.org
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Fig. 10 Diagrams of forecast a and observations b for the Y coordinate of the North Pole of the
Earth obtained in the forecast from the site http://www.iers.org

Fig. 11 Diagrams of forecast a and observations b for the X coordinate of the North Pole of the
Earth obtained in space research centre [22]

http://www.iers.org


234 Y. Nefedyev et al.

Fig. 12 Diagrams of forecast a and observations b for the Y coordinate of the North Pole of the
Earth obtained in space research centre [22]

for the successful application of statistical models in the geophysical systems in the
description of latitude variability in time.

Unlike deterministicmodels, statistical (regression) ones do not remain constant in
structure and parameter values for the entire period of use. After getting the forecast
for a step or several steps of discreteness in the future, the model is “updated”
according to the current latitude values.

The regression dynamicmodeling (ARM—approach) is a special case of the adap-
tive regression modeling approach (ARM approach). With its application, a complex
TSDEP model is formed, consisting of a set of optimal mathematical structures,
each describing the dependence of the “remnants” of its step on time. Let us call
such a model of the regression dynamic modeling, keeping in mind that time is the
main argument, and the final form of ARM is formed as a result of computational
adaptation to the properties of the residuals of one or another step and violations of
the conditions of application of the least-squares method (LSM).

Comparison with the work of other researchers of the North Pole dynamics has
shown that the proposed models in the application of ARM-approach allow for a
more accurate prediction of the coordinate Y while maintaining the accuracy of the
coordinate X.

The results obtained in the chapter confirm the promise of using the so-called
adaptive dynamic regressions, first proposed in [23] and being developed at present,
for describing changes in latitudes. Their advantages, compared to the traditional
approaches to the analysis of time series, in particular, to the analysis of the variability
of geographical latitude, are: (1) expansion of the concept of the structure of the
mathematical model describing the dynamics, (2) isolation of time-stable harmonics
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of oscillations, (3) several times increased accuracy of forecasting the changes on a
certain time interval forward, which might have practical consequences.
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The Use of Huber’s Method
for Estimating Libration Selenographic
Parameters

Konstantin Churkin and Yury Nefedyev

Abstract Currently, cyber-physical systems and technologies are successfully used
while implementing space missions and creating coordinate and time reference
systems. To solve the problems of spatial orientation and to apply on-board sight
cameras and goniometers for this purpose, it is necessary to implement referencing to
the visible limb of a celestial body and determine dynamic parameters from the long-
term series of observations containing large data array and also erroneous measure-
ments. In this process, the use of robust methods for assessing produced values of the
desired parameters plays an important role. This chapter suggests a noise-immune
Huber’smethod (HuberM estimatormethod—HMEM) for estimating selenographic
and lunar libration parameters. In the investigations, we used positional observations
of Mösting A crater concerning the lunar limb. Such observations represent unequal
observations depending on the Moon’s optical librations and conditions of observa-
tions. Such time series are therefore described by the complex system of conditional
equations of desired parameters whose solution by the classic least squares method
cannot eliminate erroneous observations from the processing. It is more plausible
to estimate long-term observational series using HMEM. As a result, the values of
lunar characteristics are obtained with high accuracy of their estimation.

Keywords Noise-resistant statistical analysis · The method of M-estimates ·
Selenodetic observations · The physical liberation of the moon

1 Introduction

Cyber-physical systems (CPS) include rather complex content [1]. A feature of CPS
is the interaction and intersection of different spheres of modern technologies and
scientific directions [2]. The main area of CPS is the development of methods and
approaches to optimize innovative management processes [3]. The sphere of CPS
activity also includes large databases, and their analysis, simulation of physical
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processes, and creation of simulation physical and technical systems as well as many
other directions [4]. CPS is therefore capable of covering the entire branches of space
investigations including both the development of space missions and the creation of
new observation methods from spacecraft and observations processing with a reli-
able assessment of desired parameters. The space industry has a wide production
range, and it is, therefore, necessary to use the existing methods and approaches of
CPS for higher mobility and productivity growth. Space technologies require high
accuracy of all the activity lines and are therefore advantageous when CPS is applied
for analyzing large electronic databases and their analytical processing [5]. Thus,
more mobile, dynamic, and efficient methods for producing accurate and reliable
results lead to cost reduction for implementing repeated space measurements that
have a significant financial component [6].

The solution of the task on determining some parameters (physical, geometric,
biological, economical, etc.) based on measurement results implies the processing
of large arrays of information. These arrays are formed owing to the modern tech-
nologies and measuring systems at implementing space and ground-based physical
and biological experiments, photogrammetric and geodetic, astrometric, navigational
measurements, etc. This chapter considers an opportunity of applying the antijam-
ming statistic analysis for processing a long-term series of selenodetic observations.
TheDevelopment of this approach is caused by the activeMoon exploration implying
the creation of a precise coordinate and time support for the construction of seleno-
centric navigation reference system and lunar digital maps [7]. If to speak about
combining observations taken by different methods and equipment, such investiga-
tions may lead to gross errors. For instance, combining the space observation taken
at different spacecraft is currently one of the most complicated and not yet solved
problems (due to difference in orbits, spacecraft’s orientation errors).

It is well known that in astronomy, unlike other experiments in physics and chem-
istry, observations of many phenomena (events) cannot be repeated. Each of such
measurements is therefore very valuable. On the other hand, some parts of astro-
nomical observations, as well as experiments in other sciences, could be erroneous.
The errors may be caused by several factors: astronomical climate at the moment
of observation, the imperfection of equipment, human factor, etc. The accuracy of
the final result is significantly influenced by the choice of an efficient method for
reducing (processing) observations that could eliminate anomalous observations. At
the moment, one knows some statistical methods for this purpose, in particular, the
robust one. Themodern robust methods for observation processing allow eliminating
erroneousmeasurements thatmay distort the values of estimateswhen using the least-
squares method (LSM). The method based on maximum plausibility is considered to
be the most efficient. It was introduced by Huber [8]. He named the estimates by this
method M-estimators. The technique was developed in a series of subsequent works
[9, 10]. TheM-estimators method is relatively simple compared to other ones. Under
certain conditions (absence of anomalous measurements, independence of measure-
ments, etc.) the results produced by this method and LSM are supposed to coincide.
The M-estimators method finds a wide application in processing various observa-
tions containing gross errors. In fact, in this method all measurements produced at
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the experiment are included in the processing; they are also assigned with weighting
factors depending on the chosen Huber function.

Determination of lunar parameters is essential for:

(a) the solution of the inverse photogrammetric problem, i.e. determination of the
projection center and selenographic referencing of space and ground-based
images of the Moon.

(b) the lunar surface mapping;
(c) the Moon’s figure and macro relief refining;
(d) the study of the Moon’s physical libration.

We used the observations produced by the heliometer as observational data.
However, recent studies have shown that a part of heliometric observations is anoma-
lous. The estimation of the desired lunar parameters using the classic least squares
method requires the elimination of erroneous measurements (editing), as the latter
significant influence the LSM-estimates.

2 Creation of Heliometric Observations Regression Models

Determining the constants of the physical libration of the Moon is reduced to finding
some vector A. For these purposes, the system of equations is compiled and solved.

Z = A�q + ε, (1)

where Z − (n × 1)—free member vector, A − (n × m)—coefficient matrix for
unknowns, ε—vector of the errors by dimension n.

The calculation of vector component values Z, and also the component of matrix
A is described in sufficient detail in [11].

Concerning the vector �q, it should be noted that its specific form is determined
by the approach to determining the parameter f. In the case of using the method of
a3 obtained can write

�q = [�H,�λ,�β,�J, a3,�R0] (2)

where �H—correction to the initial value of the radius—vector h0 of the crater
Mesting A, �λ and �β—corrections to the initial values of the selenographic longi-
tude of λ0 and selenographic latitude β0, �J—correction to the initial value of the
J0 of the lunar equator to the ecliptic, a3—harmonic in the expansion of physical
longitudinal libration, �R0—correction to the radius of the Moon R0.

Parameter estimation using the least-squares method assumes that the model of
measurement errors is described by a normal law with a given expectation E(ε) and
covariance matrix, known up to some positive multiplier σ 2.

D = σ 2R, (3)
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where R—a given positive definite matrix. If E(ε) is given, then the problem of
estimating by the least-squares method (LSM) can always be reduced to the form in
which E(ε) = 0 [12]. So the challenge LSM is decided in the assumption that

F(ε) = N
[
0, σ 2, R

]
, (4)

where N [E(ε), D]—known expression for the density of the normal distribution.
As is known, the formulas of the classical method of least squares have the form

[13]:

�q̂ = SAT D−1Z , (5)

where
(
SAT D−1Z

)−1
—matrix, on the diagonal of which the dispersion estimates

for the components of the vector are located �q̂ .
A significant drawback of the classical least squaresmethod is the excessive sensi-

tivity of LSM—estimates to uncontrolled deviations from the accepted normal distri-
bution law ofmeasurement errors [14]. The importance of deviations from normality,
similar to heavier tails in comparison with the normal distribution or simply anoma-
lousmeasurement errors,was noted at the end of the last century byNewcomb (1886).
Since the usual LSM does not take into account the possible appearance of emis-
sions, in practice the various empirical and semi-empirical methods of preliminary
cleaning information from coarse measurements are used. Observations of theMoon
to determine the constants of physical libration are no exception in this regard. The
issue of the audit of observational material has always occupied an important place.
However, work with a large array of information does not exclude both erroneous
emissions and erroneous conservation [15].

3 The Use of the Huber Method for Analyzing
Observations Models

To obtain estimates of the lunar physical libration coefficients which are protected
frompossible anomalousmeasurement errors, it is proposed to apply a noise-resistant
(robust) estimationmethod [16], for example, the HMEMmethod. The robust variant
of a variation-weighted least squares method can be used, where the weight matrix
B is searched for using the Huber function �. The solution will be according to the
following formulas:

�q̂ = (
AT BA

)−1
AT B, (6)

where

diagB = �(ξ)/ξ, (7)
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�(ε) =
{

ξ, |ξ | ≤ b,
b sign(ξ), |ξ | ≥ b

, (8)

ξ = (Zi − Ai�q0)/M. (9)

In turn median among non-zero values |Zi − Ai�q0|/0.6745

M = med{|Zi − Ai�q0|/0.6745 �= 0}, (10)

�q0 preliminary vector estimate �q, b setting parameter.
Evaluation of the accuracy of the final result �̃q is described by the covariance

matrix of the form

Cov = k
(
AT A

)−1
, (11)

where

k = (Mn)2
n∑

1

�2(ξ)/(n − m)

[
n∑

1‘

�/(ξ)

]2

. (12)

In this case, in expressions (9) and (10), the final value �q0 of the vector is taken
as �q.

4 Analysis of the Results

The values of the Moon’s physical libration [17] constants were obtained using the
two approaches noted above. To qualitatively analyze the data taken for processing,
the assessment was carried out with various amounts of information:

(1) VARIANT 1—the system (4) of 616 × 6 size (global system) was solved,
(2) VARIANT 1—solved the first half of the global system,
(3) VARIANT 1—solved the second half of the global system.

The final values of LSM—estimates, and M—estimates of the constants of the
physical libration of the Moon are given in Tables 1, 2, 3 (according to various
amounts of information). Corrections to the initial physical libration values are given
in Tables 4, 5, 6.

As the values of the constants of physical libration of the Moon [18], obtained
from the processing of the lunar positional observations, it is recommended to adopt
the following robust estimates (Table 7).

When estimating by the method of least squares, the hypothesis of equipotential
measurements was adopted, i.e. R = 1 in the expression (3). At the same time, the
estimate �q̂ of the vector �q was found by the formula:
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Table 1 Constants of the physical libration of the Moon for VARIANT 1

Parameters LSM—estimations M—estimations

b = 1.50 b = 1.345

λ −5◦10′04.87′′ ± 15.13′′ −5◦10′04.40′′ ± 8.96′′ −5◦10′04.17′′ ± 8.72′′

β −3 12 24.70 ± 8.64 −3 12 27.08 ± 5.12 −3 12 27.47 ± 4.98

J 1 31 48.99 ± 17.74 1 31 44.15 ± 10.51 1 31 44.02 ± 10.22

f 0.645 ± 0.051 0.633 ± 0.030 0.632 ± 0.029

R⊂ 932.266′′ ± 0.034′′ 932.259′′ ± 0.021′′ 932.258′′ ± 0.020′′

H 933.489 ± 0.510 933.489 ± 0.302 933.581 ± 0.294

Table 2 Constants of the physical libration of the Moon for VARIANT 2

Parameters LSM—estimations M—estimations

b = 1.50 b = 1.345

λ −5◦09′40.92′′ ± 25.83′′ −5◦09′33.43′′ ± 15.65′′ −5◦09′31.44′′ ± 14.90′′

β −3 12 23.66 ± 12.55 −3 12 23.62 ± 7.60 −3 12 23.35 ± 7.24

J 1 31 41.86 ± 27.44 1 31 37.91 ± 16.62 1 31 36.34 ± 15.82

f 0.665 ± 0.074 0.656 ± 0.045 0.658 ± 0.042

R⊂ 932.220′′ ± 0.052′′ 932.215′′ ± 0.032′′ 932.217′′ ± 0.030′′

H 933.428 ± 0.893 933.637 ± 0.541 933.724 ± 0.515

Table 3 Constants of the physical libration of the Moon for VARIANT 3

Parameters LSM—estimations M—estimations

b = 1.50 b = 1.345

λ −5◦09′52.25′′ ± 21.18′′ −5◦09′49.37′′ ± 11.75′′ −5◦09′48.69′′ ± 11.19′′

β −3 12 27.65 ± 12.60 −3 12 30.81 ± 6.96 −3 12 31.08 ± 6.66

J 1 32 02.37 ± 26.76 1 31 53.20 ± 14.77 1 31 53.50 ± 14.13

f 0.611 ± 0.076 0.602 ± 0.042 0.600 ± 0.040

R⊂ 932.317′′ ± 0.051′′ 932.309′′ ± 0.028′′ 932.211′′ ± 0.027′′

H 933.416 ± 0.750 933.471 ± 0.414 933.468 ± 0.396

�q̂ = (
AT A

)−1
AZ . (13)
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Table 4 Corrections to parameters of the physical libration of the Moon for VARIANT 1

Parameters LSM—estimations M—estimations

b = 1.50 b = 1.345

�H 19.66′′ ± 112.62′′ 38.11′′ ± 66.71′′ 39.99′′ ± 64.90′′

�λ 2.13 ± 15.13 2.60 ± 8.96 2.83 ± 8.72

�β −82.70 ± 8.64 −85.08 ± 5.12 −85.47 ± 4.98

�J −31.01 ± 17.74 −35.85 ± 10.51 −35.98 ± 10.22

a3 87.90 ± 14.29 91.24 ± 8.41 91.47 ± 8.19

�R0 −0.314 ± 0.031 −0.321 ± 0.021 −0.322 ± 0.020

Table 5 Corrections to parameters of the physical libration of the Moon for VARIANT 2

Parameters LSM—estimations M—estimations

b = 1.50 b = 1.345

�H 6.14′′ ± 197.45′′ 52.39′′ ± 119.62′′ −71.50′′ ± 114.99′′

�λ 26.08 ± 25.83 33.57 ± 15.65 35.56 ± 14.90

�β −81.66 ± 12.55 −81.62 ± 7.60 −81.35 ± 7.24

�J −38.14 ± 27.44 −42.09 ± 16.62 −43.66 ± 15.82

a3 82.08 ± 20.50 84.73 ± 12.42 83.98 ± 12.08

�R0 −0.360 ± 0.052 −0.365 ± 0.032 −0.363 ± 0.030

Table 6 Corrections to parameters of the physical libration of the Moon for VARIANT 3

Parameters LSM—estimations M—estimations

b = 1.50 b = 1.345

�H 3.56′′ ± 165.64′′ 15.58′′ ± 91.42′′ 14.95′′ ± 87.51′′

�λ 24.75 ± 21.18 27.63 ± 11.75 28.31 ± 11.19

�β −85.65 ± 12.60 −88.81 ± 6.96 −89.08 ± 6.66

�J −17.63 ± 26.76 −26.80 ± 14.77 −26.50 ± 14.13

a3 97.79 ± 21.80 99.97 ± 12.03 100.62 ± 11.52

�R0 −0.263 ± 0.052 −0.271 ± 0.028 −0.269 ± 0.027

Table 7 The recommended
parameters of the physical
libration of the Moon

J = 1◦31′44.02′′ ± 10.22′′

λ = −5 10 04.17 ± 8.72

β = −3 12 27.47 ± 4.98

f = 0.632 ± 0.029

H = 933.581′′ ± 0.294′′

R⊂ = 932.258 ± 0.020
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5 Conclusion

The significant complexity of themodernmodels requires new approaches to system-
atic solutions for maintaining the necessary accuracy level [19], which could be
achieved by the application of CPS-methods [20]. Besides, the demand for individual
production by introducing various observations increases the diversity of computer
systems, which makes their rearrangement labor-consuming and complex, and also
requires the corresponding supercomputer facilities [21].

The noise-resistant estimates of the physical libration constants were found for
two values of the tuning parameter (8): b = 1.50 and b = 1.3457. The first value
corresponds to the exact normal distribution of measurement errors [22]. The second
value of b allows one to obtain estimates with 95% efficiency (in the asymptotics)
in the case of the normal distribution of interference. It is noted that a loss of 5%
efficiency is a charge for achieving sustainability.

Theoretically, the M-estimates (for b = 1.50) and the estimates of the usual least-
squares method should coincide in the case of a sample obeying the normal distri-
bution law [23]. In our case, these estimates turned out to be different from each
other (Tables 1, 2, 3). Therefore, it is fully justified to reject the hypothesis of equal
measurement accuracy. In this case, it is fair to assume the presence of some devi-
ations from the normal model of measurement errors, in particular, the presence of
anomalous errors. Then the M—estimates of the physical libration constants of the
Moon obtained with a setting value of 1.345 should be considered more reliable.

The results of this work can be used to analyze lunar physical parameters [24],
study the internal structure of the Moon [25], and build maps of the physical surface
of our natural satellite [26]. This is especially important because space missions and
robotic exploration of the moon are planned.
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Cyber-Physical Resolution Evaluation
System for Digital Aerophotographic
Systems

Evgeniy Chausov and Andrey Molchanov

Abstract The methodological support for the collection and processing of infor-
mation in a cyber-physical system for evaluating the linear resolution of digital
aerophotographic systems on the ground using the modulation transfer function
is presented, which ensures the determination of the modulation transfer function
according to the results of a flight experiment in an automated mode.

Keywords Cyber-physical system · Modulation transmission function · Linear
resolution on the ground · Line-of-sight world · Digital aerophotographic system ·
Flight tests

1 Introduction

Flight tests are an important step in the creation of military digital aerophotographic
systems (MDAPS) since it is the results of flight tests that evaluate the effectiveness
of the system, on the basis of which a recommendation can be made to put the
system into operation and put it into mass production. The main characteristic of
the effectiveness of the MDAPS, evaluated during flight tests, is the linear ground
resolution (LGR). Today, in accordance with the current regulatory and technical
documents of the system of general technical requirements, the evaluation of LGR
occupies at least 80% of the flight test program of the MDAPS, which amounts
to 20 flights (launches) of aircraft (unmanned aerial vehicles) in depending on the
complexity of the system and the requirements for it. On the one hand, this figure
emphasizes the importance of the LGR indicator, but on the other hand, it shows the
low efficiency of the existing methodological support for MDAPS flight tests.
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The search for ways and specific proposals for improving the methodological
support of flight tests of the MDAPS is an urgent task. One of the main directions
for intensifying tests and improving the quality of the results obtained is the use of
special cyber-physical systems.

2 Methodic for Evaluation Linear Ground Resolution
Based on the Modulation Transfer Function at the Stage
of Flight Tests

The mathematical model of MDAPS can be represented as an analytical expression
of the modulation transfer function (MTF), which reflects a decrease in the image
(sharpness) properties of MDAPS due to losses and distortions both in the system
and outside it, due to the influence of various factors (atmospheric, flight factors,
decoder, etc.) [1–5]. Such a model makes it possible to evaluate the MDAPS LGR
without performing part of the flights, which can significantly increase the effec-
tiveness of the methodological support of MDAPS flight tests. However, the large
number of assumptions used in constructing the mathematical model and the variety
of approaches to the description of some parts of the MTF does not provide the relia-
bility of the obtainedLGRestimates, which is required for flight testing,whichmakes
it difficult to use the analytical MTF in practice without taking steps to refine the
mathematical model. The refinement of the model is to bring the analytical expres-
sion of the MTF to a form that ensures the convergence of the graph of the analytical
MTF and the experimental MTF obtained during the flight experiment.

Thus, it is proposed to use the following methods for evaluation of the LGR of
MDAPS based on the MTF:

1. The construction of a mathematical model (analytical MTF)MDAPS according
to known mathematical dependencies [1–3].

2. The determination of the experimentalMTF according to the results of the flight
experiment.

3. Calibration of the mathematical model of MDAPS or the construction of a
refined mathematical model (a posteriori MTF) based on a comparison of the
analytical and experimental MTF and the further introduction of calibration
coefficients to ensure the convergence of the analytical and experimental MTF.

4. Evaluation of the LGR using the refined MDAPS model in accordance with
the known resolution indicators (Shade, threshold modulation characteristics,
empirical indicators, etc.) [1–10].

Themethodic issues of implementing paragraphs 1 and4of the proposedmethodic
are widely covered in the well-known works of domestic and foreign authors,
however, the issues of determining the experimental MTF based on the results of
a flight experiment and calibration of the model of MDAPS are not fully considered
to date and deserve separate studies. The scope of this chapter addresses the issues
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of determining the experimental MTF MDAPS according to the results of a flight
experiment.

It is known [11–19] that with a decrease in the size of photographing objects,
the brightness differences in their image decrease, i.e. their contrast in the image
decreases. The characteristic of the relative distribution of illuminance E in the image
of the object, determined by the expression

Kim = (Emax−Emin)/(Emax + Emin),

called image contrast. The ratio of the contrast of theKim image to the contrast of the
Kob for a given spatial frequency ν is called the modulation transmission coefficient
T:

T = Kim/Kob.

The dependence of the modulation transmission coefficient T on the spatial
frequency ν is a MTF:

WMDAPS = T (ν).

Thus, if you place a periodic test-object on the ground, consisting of alternating
dark and light stripes, the width of which gradually decreases, and the brightness
difference between the dark and light stripes remains constant and is characterized
by the Kob, and perform aerial photography of such a test-object by using MDAPS,
then the instrumental analysis of the obtained aerial photographs will allow us to
determine the experimental MTF of the MDAPS.

The test-object is a set of groups of black and white strokes with a constant width
(spatial frequency) within the group and increasing (decreasing) from group to group
(Fig. 1).

Fig. 1 Visible range test-object
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3 The Automated Complex of Processing Digital Images
in the Task of Determining the Linear Ground Resolution

The digital format of aerial photographs obtained by the MDAPS allows automating
the process of determining the experimental MTF at an automated workstation with
special software preinstalled on it. Therefore, for the purpose of determining the
experimental MTF, a special cyber-physical system for digital image processing
(ACPDI)was developed. This automated complex operates on the basis of computers
with the “Windows” operating system. In the dialogue mode, on the screen of the
monitor through themenu system and prompts, the operator can automatically down-
load digital images obtained using MDAPS, measure the illumination of the image
sections of interest, calculate modulation transmission coefficients, carry out statis-
tical processing of the results and plot the experimental MTF of the studied MDAPS
[12–17].

ACPDI structurally consists of 3 modules [4]:

• “Image analysis module”;
• “Calculation module”;
• “MTF construction module”.

The determination of the experimental MTF using ACPDI is carried out in
accordance with the following algorithm:

1st stage: inputting the images of the test-object into the “Image Analysis
Module”.

2nd stage: in the “Image Analysis Module”, the images of the test-object are
decoded and the illuminances of the dark and light strokes of the test-object are
measured.

Deciphering the image of the test-object is to visually determine the difference
in the level of gray tone between each light stroke and the adjacent dark strokes.
As long as the difference between light and dark strokes (sections of strokes) is
visually perceived, measurements of illuminance of strokes (sections of strokes) are
performed. Those groups of the test-object, according to the strokes of which the
measurements were made, are taken as recognized groups. The subjective nature of
the decryption results necessitates decryption not by one operator, but by k operators.
Moreover, to ensure the reliability of decryption results, it is necessary k≥ 3 [18, 19].

Further, for each i-th image of the test-object, each k-th decryptor measures the
illuminances of the test-object Emax j i k and Emin j i k for each j-th recognized group,
where Emax j i k and Emin j i k are the illumination values of the bright and a dark
stroke, respectively, of the j-th recognized group of the i-th image of the test object.
Measurements of Emax j i k and Emin j i k are carried out in the values of the gray tone
level 0 and 255 for dark and light strokes, respectively [20–26].

3rd stage: the measured values Emax j i k and Emin j i k are entered into the “Cal-
culation module”, values of the width dj of strokes of recognized groups (spatial
frequencies) of the test-object, as well as the actual (passport) value of the modula-
tion contrast of the test-object Kob. After starting the calculation, the values of the
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modulation transmission coefficients Tj are obtained for each j-th recognized group
of test-object. The calculation algorithm ACPDI is constructed in such a way that
when calculating Tj, the values Emax j and Emin j are used, obtained as the arithmetic
average of the measurement results Emax j i k and Emin j i k , respectively:

Emax j =
(

n∑
i=1

m∑
k=1

Emax j i k

)
/(n · m), Emin j =

(
n∑

i=1

m∑
k=1

Emin j i k

)
/(n · m),

where n—is the number of images of the test-object, m—is the number of decoders.
4th stage: in the “MTF construction module”, based on the spatial frequencies

of the test-object equal to νj = 1/dj and the corresponding values of the modulation
transmission coefficients Tj, the MTF graph is constructed.

4 Results of Experimental Verification of the Developed
Methodological Support of a Cyber-Physical System
for Processing Digital Images

Let us consider an example of determining the experimental MTF using ACPDI
from images obtained during flight tests of a digital camera complex with an Orlan-
10 UAV. As a test-object, a black canvas was used, which has 11 groups of white
strokes. Aerial photography was carried out from a height of H = 500 m.

The initial data for determining the experimentalMTFof theOrlan-10UAVdigital
camera using ACPDI are:

1. stroke width of the test-object d: 0.066 m; 0.082 m; 0.102 m; 0.128 m; 0.16 m;
0.2 m; 0.25 m; 0.31 m; 0.39 m; 0.49 m; 0.61 m;

2. actual modulation contrast of the test-object Ko = 0.5. The contrast of the test-
object is determined by the formula Ko = (Lc–Lt)/(Lc + Lt), where Lt and
Lc—are the results of measurements of the brightness of the dark and light
strokes of the test object during aerial photography

3. total number of aerial photographs selected for analysis showing the test object:
n = 5 (a fragment of one of the aerial photography is shown in Fig. 2)

4. the number of decoders decrypting the images of the test object and the auto-
matedmeasurement of the illuminance of the strokes of recognized groups using
ACPDI software tools: m = 3

As a result of work at the first stage in the « Image Analysis Module » , the
results of measurements of the illumination of the dark and light strokes of the world
were obtained. After entering the measurement results obtained at the first stage into
the « Calculation module» and starting the computational process, the values of the
modulation transfer coefficients Tj are obtained, shown in Table 1.

At the final stage in the “MTF construction module”, after the start of the charting
function, obtained graphic view MTF, shown in Fig. 3.
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Fig. 2 A fragment of the image of the test object

Table 1 Values of modulation transmission coefficients

T 0.857 0.842 0.815 0.726 0.642 0.508 0.358 0.165 0.075 0.055 0.005

ν, 1/m 1.64 2.04 2.56 3.23 4 5 6.25 7.81 9.80 12.19 15.15

Fig. 3 Schedule of the experimental MTF of the digital camera UAV Orlan-10

The graph form of the experimental MTF of the digital camera complex with the
Orlan-10 UAV obtained with the help of ACPDI practically coincides with the form
of the typical photographic MTF given in [1, 2], which confirms the correctness of
the functioning algorithm ACPDI.

The graphic view of the experimental MTF presented in Fig. 3, allows you to
evaluate the LGR of a digital camera UAV « Orlan-10 » in accordance with known
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indicators.When using one of the empirical resolution indicators, which corresponds
to the MTF value W0 = 0.1, the value of the limiting spatial frequency was νlim
= 8.5 m−1, which corresponds to the LGR value L = 0.118 m. The visual LGR
evaluation performed by the group of decoders for image of the test-object was L
= (0.128 ± 0.052) m. Comparison of the LGR estimates obtained by the visual
method and the experimental MTF, shows satisfactory convergence of the results,
which confirms the reliability of the experimental MTF obtained using ACPDI.

5 Conclusion

The results obtained illustrate the performance of the developed cyber-physical
system for assessing the resolution of digital aerophotographic systems, which
makes it possible to effectively use it for evaluating the linear resolution on the
ground during flight tests of aerophotographic systems of aerial reconnaissance and
surveillance.
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Configuring Systems Based on Petri Nets,
Logic-Probabilistic, and Simulation
Models

Irina Bondareva , Anna Khanova , and Yulya Khanova

Abstract The presented conceptual solution enables the design of a complex system
configuration and risk analysis using the example of a cargo port. A formal descrip-
tion of Petri net configuration graphs is presented. The sequential construction of
risk scenarios, L-models, and B-models for each strategic goal is shown. The solu-
tion is based on the formal technique of goals definition, logical management of the
sequence of operations, selection and issuance of management decisions, formal-
ization of risk scenarios, and their interpretation based on the results of simula-
tion modeling. The simulation model will make it possible to obtain a reasonable
quantitative assessment of the risk of failure to achieve a strategic goal for making
management decisions.

Keywords Petri nets · Configuration · Complex system · Logical-probabilistic
models · Simulation models · Balanced scorecard system

1 Introduction

A promising direction of management in social and economic systems, including
large transport logistics enterprises, is the focus on building configurations of
complex systems (CS) based on the analysis and assessment of risk events and situ-
ations that arise during the course operation of these enterprises in order to prevent
undesirable events by predicting the likelihood of their occurrence.
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The concept of the configuration of a complex system explored byMintzberg et al.
[1] implies a stable complex state corresponding to the period of its stable develop-
ment and characterized by a combination of various factors: development strategy
and the corresponding indicators, services provided, products produced, resources
consumed, organizational structure, applied technologies, logistic schemes, methods
and models, personnel, etc. Within the framework of the concept of configuration,
the functioning of the CS is a cyclic process, which consists of the repetition of
intra-configuration cycles (IC-cycles). IC-cycle has a time duration, for example,
1 year, 6 months, etc., determined by the SG development strategy, and consists of
targeted actions – operations pi, i= 1,…, np. For each configuration (each reiteration
of the IC-cycle), a system of indicators is formed, with the corresponding hierarchy
of goals di, i = 15,…,md (md = 25 in the example in Fig. 2) taking into account the
risk of their failure to be achieved [2]. The execution of operations is accompanied
by the consumption of resources ri, i = 1,…, nr (raw materials, temporary, financial,
labor, etc.) and the calculation of indicators of the CS di, i = 1,…, nd (nd = 13 in
the example in Fig. 2). Implementation of the IC-cycles depends on the impact of
the external environment – exogenous factors f i, i = 1,…, nf . In case of deviation
of indicators from the planned values in the IC-cycle, a plurality of management
decisions ui, i = 1,…, nu is formed in order to improve the situation. We should
understand a “situation” as a set of indicator values and some events from the past.

One of the approaches to building the configuration of the complex systems (CS)
is to buildmodels based on Petri nets (PN) [3–5]. Due to the application of the logical-
probabilistic (LP) approach, the possibilities of analyzing the parameters that affect
the functioning of the system, as well as the risk of failure to achieve the set goals,
are expanded [6, 7]. Simulation models are widely used to link the current state of the
object and scenarios of management decisions with the future state of the object [8,
9]. The statistical data of the simulation models are generated as sets of indicators.
In modern management, there is a number of indicator systems for the organization
of effective management of complex systems [10]. In the Bain and Company’s study
“Management Tools and Trends” [11], one of themost demanded, with a consistently
high level of satisfaction from use in organizations is the balanced scorecard system
(BSC) presented in the papers by Kaplan and Norton [12, 13]. Let us take a look at
the integration of the presented approaches for building the CS configuration (Fig. 1).
As the domain of the CS, we will choose a transport logistics enterprise—a cargo
port (CP).
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Fig. 1 CS configuration flow chart based on PN, LP, and simulation model

2 Configuration Model of a Complex System Based
on the Petri Net

The PN-based CS configuration model (Fig. 1) is characterized by four interacting
structures (Fig. 2) [14]:

1. the “vertical” structure of the BSC, including goals definition based on the
“tree”-like acyclic SCs (graph of goals, Fig. 2a);

2. the “horizontal” structure of the BSC taking into account the mutual influence
of deviations from the normal values of indicators based on “weighted” SCs
(graph of indicators, Fig. 2b);

3. the process of acquisition of information about the complex system’s parame-
ters, data analysis, and initialization of the management decisions – taking into
account the parallelism and asynchrony of the decisions made, as well as their
probabilistic nature based on the conventional SC (graph of operations, Fig. 2c);

4. the process of managerial response to probable deviations of the values of the
BSC indicators from the standard values—taking into account the asynchrony
of parallel processes based on the conventional SC (graph of management
decisions, Fig. 2d).

The tree-like acyclic SCs of the BSC goals [15], as well as the “weighted” SCs,
are logically united into a single network—colored SC [3]. The graph of operations
is the coordinator of the SC-based CS configuration model. When the transition
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Fig. 2 PN-based CS configuration model
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t25 of the operations graph is triggered (Fig. 2), markers are added to the initial
empty positions of the BSC goals graph and certain positions of the BSC indicators
graph. Initial increments are set for the inserted markers. At the time immediately
preceding the t25 triggering, the model of the CS configuration was in equilibrium,
and the increments (markings of BSC indicators graph positions) were zero. As a
result, in the graphs of goals and indicators (BSC graph, Fig. 2), a transient process
is initiated, and marker move during this process. During the course of the process
execution, the values and, possibly, the signs of the indicators change in the BSC
indicators column [16].

At the end of the transient process, equilibrium is established: in the BSC goals
graph, due to its acyclicity, in the BSC indicators graph—with the obtained values
of goals and indicators, and also taking into account external influences, permitting
conditions are calculated that weigh the transitions of the operations graph.When the
transition k16 is triggered, a PN is launched modeling the processes of assessing and
recognizing the current situation, forming, ranking, classifying, parameterizing, and
making managerial decisions based on the indicators and goals of the BSC (graph
of management decisions, Fig. 2) [17].

The generated set of solutions is transferred to the operating network, and the intra-
configuration simulation cycle is repeated (Fig. 2). Operating network transitions
management ti, i = 1,…, nt is carried out by permitting conditions referenced with
transitions.

3 LP-Model of the Goals Non-achievement Risk

The hybrid LP-model of risk (Fig. 1) combines two conceptual LP-models and one
scenario model at three levels of management (strategic, tactical, and operational)
(Fig. 3). The difference between the conceptual and scenario models, in this case, is
that the LP-model of the risk of each conceptual process or development phenomenon
is an L-union of the influencing events (factors, subjects) that are not quantitative
characteristics [18]. Their risks as the events leading to a decrease in the efficiency of
the functioning of the cargo port should be assessed using expert information [19].

The subjectsSccp, and exogenous randomfactorsEFccp are identified as conceptual
components, object-goals Gccp are represented by the scenario LP-model. Failure to
achieve the SG strategy depends on subjects Sccp = (S1, S2, …, S5) and object-goals
Gccp = (GN1, GN2, …, GN4) detailing the main goal chosen as a complex problem.

Subjects Sccp determinewho solves the problemposed, and objects—what smaller
goals are associated with the SG problem. From the point of view of the implementa-
tion of the CS’smanagerial function and on the basis of the presence of one or another
degree of involvement, as well as interest in solving the specified problem, we will
single out the following subjects (using the CP example): S1—port’s management,
S2—port’s clients, S3—local government authorities, S4—people who are not port’s
clients, S5—port’s and facilities’ staff. We will represent the subject failure event Si
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Fig. 3 Multilevel cascade hybrid LP-model of the CS strategic goal non-achievement risk

as complex events in the form of L-addition of the events of no “no will” Wi and
“lack of opportunity” Oi having their probabilities.

The goalsGccp = (GN1,GN2, …,GN4) correspond to the risk LP-model. Object-
goals are the Gccp components: GN1—reduce dependence on external loans, GN2—
improve the efficiency of resources utilization, GN3—improve the level of social
responsibility of the business, GN4—improve profitability and solvency. According
to the concept of applying the hybrid risk LP-models for each i-th goal GNi, it is
necessary to build a scenario consistently.

Based on the possibility of simulation modeling, taking into account factors of
a stochastic nature, the LP-model of the CS strategic goal non-achievement risk is
supplemented by exogenous influencing factors EFccp. For the functioning of such a
CS as a CP, these are, first of all, meteorological factors: freeze-up, wind speed above
15 m/s, and fog. Let us denote them by the corresponding logical variables F1, F2,
andF3. It is possible to expand the list of factors revealing not only the obstacles to the
functioning of the port associated with weather conditions but also with interaction
with counterparties, etc., suggest amore ramified classification, however, to represent
themechanism of interaction between logical-probabilistic and simulationmodeling,
only these three factors are named.

Verbally, the LP-model of the risk of each conceptual component of the cargo
port’s functioning is formulated as follows: increase in the risk of suspension of the
cargo port’s functioning occurs OR due to any single factor, OR due to any two
factors,… OR due to all factors [20].

The L-model of the risk of the CS functioning suspension due to the presence of
external random factors:

EFccp = F1 ∨ F2 ∨ F3.
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The P-model of the risk of the cargo port functioning suspension due to the
presence of external random factors:

Pr{EFccp = 0} = Pr{F1 = 0} + Pr{F2 = 0}(1 − Pr{F1 = 0}) + . . .

+ Pr{F3 = 0} × (1 − Pr{F1 = 0})(1 − Pr{F2 = 0}).

When introducing a conceptual LP-model for external random factors into the
model, it is necessary to correct the logical and probabilistic models of the cargo port
strategic goal non-achievement risk:

SGccp = Sccp ∧ Gccp ∧ EFccp;
Pr{SGccp = 0} = Pr{Sccp = 0} + Pr{Gccp = 0}(1 − Pr{Sccp = 0}) + . . .

+ Pr{EFccp = 0} × (1 − Pr{Sccp = 0})(1 − Pr{Gccp = 0}).

The presented models together represent a toolkit and a mechanism that makes
it possible to comprehensively assess the likelihood of risk situations in the port,
interpret the results of simulation modeling, and identify possible causes of the
occurrence of undesirable events in order to have them eliminated and prevented,
and therefore, improve the management efficiency by means of generation of sound
managerial decisions.

4 Simulation Model

The simulation model in the CS configuration scheme (Fig. 1) defines its specificity
within a particular domain. Let us consider the features of the CS using the example
of a CP. The complexity of control of the technological processes in the cargo port is
determined by the variety of transshipment operations in terms of nature and labor
intensity, stochastic nature of the transshipment processes intensity and the time spent
by vehicles in the cargo port, the continuity of transshipment, the dependence of the
cargo port on the traffic of the transport fleet. The competition between the transship-
ment facilities for the seizure of the cargo base requires them to improve the quality
of cargo handling, increase the intensity of cargo handling, warehousing, and other
operations. A feature of the processes in the port is their continuous development,
due to both changing needs for the processing of certain cargo, and the constantly
changing situation inside the port and in the regions it serves. These factors lead
to the impossibility of analytical description and building of formal models, which
significantly reduces the efficiency of control of such poorly formalized processes,
and often makes it impossible [21]. Simulation modeling was chosen as a tool for
analyzing port operations.

In simulation modeling [22], the algorithm that implements the model repro-
duces the process of functioning of the system under consideration in time, and the
elementary phenomena thatmake up the process are simulated,while preserving their
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Fig. 4 Generalized structure of the CS SM (using the CP example) in terms of SIMAN

logical structure and sequence of flow in time, which allows using the initial data to
acquire information about the states of the process at certain points in time, making
it possible evaluate the characteristics of the system. The generalized structure of the
CS simulation model is shown in Fig. 4.

The modeled system represents the process of servicing the flow of applications
(transactions): ships (SGF—sea cargo front), diesel locomotives (RCF—railway
cargo front), motor vehicles (MCF—motor cargo front) with cargoes. At the same
time, it is characterized by the random appearance of service requests, as well as the
completion of loading/unloading processes by cranes and loaders at random times.

The simulation computer program has been verified using the following methods:
the simulation model program was written and debugged by submodels; the model
has been run with different input parameters [23].

In order to improve the model confidence: tracing was carried out using the Arena
software; Simulation model runs have been accomplished under simplified assump-
tions to prove that the model data are changing in the correct order; based on the
acquired statistical data, the probability distributions of the randomness factors of the
model have been determined using the Input Analyzer; an animation scheme of the
model has been built, which allows viewing the operation of the model dynamically,
thereby identifying certain errors in the model.

The simulation model in the CS configuration scheme is a tool for testing and
adapting the mechanisms and system interconnections obtained on the basis of PN
and LP models to changing situations.



Configuring Systems Based on Petri Nets … 265

5 Conclusion

The structure of the CS configuration system has been developed based on a set of
models:

• The PN-based CS configuration model allows for the structuring, formalization,
and algorithmization of the process of making managerial decisions in complex
systems based on BSC.

• The LP-model represents, on the one hand, a set of parameters that must be
included in the simulation model during its development. It makes it possible to
identify the cause-and-effect relationships of the occurrence of certain events in
order to implement and adjust the strategy for conducting experiments with the
model. The LP-model is necessary to identify favorable scenarios for the CS’s
behavior under the given conditions.

• A simulation model is a tool for checking the structure and algorithms of the
system configuration, as well as for the numerical assessment of the probability
of risk events on the basis of experiments within the specified intra-configuration
cycles (IC-cycles).
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Intelligent Robots Coalition Formation
in Cyberphysical Space for Emergency
Response

Alexander Smirnov, Nikolay Teslya , and Anna Motienko

Abstract Coalitions of robots equipped with a set of special sensors and actua-
tors can be used for rescuing injured people in emergency situations. These sets
will vary depending on the type of emergency and the activity of the environment,
which, in turn, also affects the options for the interaction of robots and their tasks.
In this chapter, the use of cyber-physical systems concept is proposed to form a
common information-physical space in which robots will perform joint actions for
eliminating the consequences of an emergency. Each robot in the coalition takes into
account the specific of the emergency and the developing situation at the emergency
site. Robots consider parameters of developing situations through their ontolog-
ical description. The total functionality of the coalition covers the requirements of
the tasks. Monitoring a developing situation allows making a timely decision on
changing the composition of the coalition if the conditions change in such a way
that the current composition becomes ineffective. The interaction of robots and the
implementation of the rules for changing the coalition is carried out through smart
contracts in a distributed ledger. This provides the opportunity to control the actions
of the coalition and reduce the likelihood of being incorporated into the coalition in
order to disrupt the coherence of the actions of its individual members.
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1 Introduction

Every year, a large number of emergency situations occur in the world [1]. Their
causes are both natural and human factors. Natural factors include earthquakes,
floods, hurricanes, storms, and droughts. Human factors include everything that is
the result of human activity: industrial accidents, domestic accidents, violation of
a complex technological process, failure of control systems. An emergency caused
by each of them can lead to human casualties and require the use of sophisticated
equipment to deal with the consequences and search for victims.

In situations with a high risk for the human rescue team, robotic tools are increas-
ingly being used [2]. Their main characteristics and requirements for them are off-
road wheels, equipped with specific equipment, protection against aggressive envi-
ronmental factors. Many emergencies are also characterized by a sufficiently large
area. This makes it necessary to use a group of robots for various purposes, capable
of interacting with each other. The interaction is carried out both in the information
(cyber) world, with the aim of exchanging current information about the dynamics of
the development of the situation, and in the physical world to perform joint actions
on physical objects.

This chapter presents a mechanism for forming a coalition of autonomous robots
for organizing a rescue operation in an emergency. The mechanism is based on the
use of cyber-physical space and smart contract technology in a distributed registry
environment to exchange information about the environment and organize a work
plan. For interaction in the cyber-physical system the smart space technology is
used, which allows providing ontology-based information sharing between different
services of the system [3]. This technology aims for the seamless integration of
different devices by developing ubiquitous computing environments, where different
services share information and interact for joint task solving.

The coalition model provides a complex interaction between intelligent agents
based on the assessment of the gain in achieving the final goal. It includes the imple-
mentation of the distribution model of the gain and the description of the actions
required to obtain it [4]. These implementations allow agents to form coalitions that
best meet the requirements of the task, plan the order of their own actions, and make
decisions in case of unforeseen impacts.

The fuzzy cooperative game mechanism is using to provide a dynamic adaptation
to the situation development [5]. To store the rules of the game, competencies, and
requirements of intelligent agents, as well as information about the current state of
the coalition and task distribution between the agents, it is proposed to use smart
contracts with blockchain technology [6, 7]. The contract code, as well as the current
state of the problem solution, is stored in a blockchain-based distributed ledger. This
allows providing a trusted information source for the agents to store and searching
for information about the stage of task solving and the current coalition state.

The rest of the chapter is organized as follows. Chapter two gives an overview
of the current situation regarding the use of robots in rescue operations and cyber-
physical systems for organizing collaboration between robots. Chapter 3 presents the
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formalization of the task of analyzing the current environment for the formation of the
initial action plan of a coalition of robots. Chapter 4 presents the use of cyberspace to
exchange information between robots. Chapter 5 shows the mechanism for adapting
robots to changing environmental conditions using smart contracts. Chapter 6 shows
the example of rescuing operation with the usage of the proposed approach.

2 Related Work

2.1 Robots for Injured Human Rescue

There are a variety of robots for human rescue in emergency situations. They are
different in autonomy level, passability, equipment for scanning and rescuing, etc.
The following are an overview of existing rescue robots.

ICARUS Project [8]

The ICARUS project is focused on the development of unmanned search and rescue
technologies for the detection, localization, and rescue of people. Remote-controlled
search and rescue vehicles act as the first scouts of the territory, along with other
participants, to ensure the safety of human personnel. The main goal of the ICARUS
project is to reduce the risk of harm and the consequences of this harm to humans. It
includes two types of automated platforms: a small BNTS intended for penetration
into destroyed buildings to search for injured; and a large unmanned ground vehicle,
which is used as a mobile base for a small unmanned vehicle, and equipped with
extensive sensing capabilities, transmitting collected data to operators to increase
their situational awareness.

BEAR robot nurse (Battlefield Extraction-Assist Robot) [9]

BEAR can load and transport injured people with robot’s “hands”, in contrast to the
more commonly used method of placing the injured on the platform of an unmanned
vehicle. It is able to rescue a wounded human from a dangerous environment to a safe
zone; search and rescue (including in hazardous areas: in mines; areas with biolog-
ical, nuclear or chemical wastes contamination; in non-hazardous buildings after an
earthquake, fire, landslide, or explosion); transportation of supplies; elimination of
obstacles; lifting heavy objects; hazardous material handling; intelligence service;
inspection of mines and improvised explosive devices.

Mini Robocue [10]

Is a type of nurse robot capable of loading operations and placing the injured inside
a special protective safe box with a built-in oxygen container on the robot’s platform
that the injured person can use. The robot can climb the stairs inside the building.
Navigation is carried out using ultrasonic sensors and infrared cameras.
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«FEDOR » [11]

The prototype of the Russian anthropomorphic robotic system FEDOR. An extended
list of medical and technical requirements includes the ability to wade through
the rubble of a destroyed building, search and transport the injured, deliver water,
administer pain medication, and organize communication in the emergency area.

Rescue robot CHIMP [12]

CHIMP is an anthropomorphic robot equipped with hands with three fingers, with
which it can use various tools. The arms and legs of the robot are also equipped with
rubber-coated caterpillars for moving, using all four limbs for stability. If necessary,
CHIMP can move only on two limbs. The robot generates a full 3D-model of the
surrounding space, using various sensors on the head, and transmits this model to
the human operator to provide situational awareness without delay. CHIMP is can
move independently from an operator, keeping balance and avoiding collisions with
other objects. In the case of special needs, the operator can control the robot directly.

HUBO Robot [13]

The open platform humanoid robot, HUBO, is being developed jointly by several
teams. An important point is a way to remotely control the robot. The HUBO robot
accurately copies anymovements performed by the operator on another similar robot.

Atlas Robot [14]

Atlas is a humanoid robot designed to travel over rough terrain. It is equipped with
two vision systems—a lidar and stereo video cameras, which are controlled by the on-
board computer. Atlas can build a model of the surrounding space using the sensors
installed on it. In addition, the robot can evaluate its body size and plan a route so that
it passed through all the narrow openings. Table 1 presents the comparison between
the main characteristics of the robots mentioned above.

Table 1 A comparative analysis of rescue robots’ characteristics

Characteristics Rescue robots

BEAR CHIMP DRC-HUBO Atlas FEDOR

Size 1.8 m
227 kg

1.5 m
181 kg

1.8 m
80 kg

1.75 m
82 kg

1.84 m
106–160 kg

Carrying capacity 270 kg N/A 30 kg 4.5 kg 10 kg

Autonomous work with a single
charge [min]

N/A 90 min 130 min 60 min N/A

Remote interaction with the operator + + + + +

Operator decision support features + + + + +

The ability to monitor the condition of
the injured (with appropriate sensors)

+ + + + +

Copy mode of execution of
manipulations

– – + – +
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2.2 Interaction Between Robots

All rescue robots described above are equippedwith different hardware and software.
Therefore, it is important to consider the heterogeneity and provide a commonmodel
to reach consensus during task decomposition and resolution. Each robot shares its
own competencies and goals, which he aims to achieve after the problem solving.
In this case, the coalition can be considered as a union of agents with their interests,
which through the negotiation decide on a joint solution of the problem and the
distribution of the reward.

The solution to robots’ interaction problem is usually carried out by using
the cyber-physical systems concept [15]. Robots are viewed as intelligent agents
equipped with sensors and actuators for interacting with the physical environment.
They are also equipped with communication and information processing tools for
exchanging available data and making decisions about their own actions. The devel-
opment of computer technology, as well as artificial intelligence technologies and
cooperative work mechanisms also provide a certain level of robots’ autonomy and
the possibility of forming and coordinating complex plans for joint actions in a
cyber-physical environment.

Regarding the organization of robots’ interaction, the blockchain is mostly used
as immutable storage for information exchange and a platform for smart contracts.
Information stored in the blockchain could contain records about task and consum-
ables distribution [16, 17], smart contracts, and reward transactions [18], as well as
global knowledge about coalition previous actions [19]. In combination with coop-
erative games, blockchain technology can provide trust for communication between
robots, due to storing information about transactions in the immutable log that are
verified by every coalition participant. The blockchain is used to provide safe and
trustiness logging of tasks and winnings distribution between robots during task
solving.

It is also should be noted that the combination of the peer-to-peer network and
the cryptographic algorithms used in blockchain technology allow for a negotiation
process and consensus building without the presence of any controlling authorities
[19]. At the same time, due to blockchain, the security of the transmitted data is
ensured (garbage data can affect the achievement of a common goal), distributed
decision making (creating a distributed voting system for the solution), separation of
robots behavior (switching between behavior patterns depending on the role in the
swarm), the emergence of new business models using the swarm.

3 Response to an Emergency

The overall response to an emergency by robot coalition can be divided into two
groups depending on operation types (Table 2). Rescue operations show the main
steps that have to be done for rescuing injured people from the emergency area. Other
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Table 2 Classification of rescue operations types

Rescue operations Other emergency work, including lesions

• Exploration routes of formations and areas of
upcoming work

• Localization and extinguishing of fires on the
paths of movement and work sites

• Search for victims and removing them from
the rubble, damaged and burning buildings,
gassed, smoked, and flooded rooms

• Air supply to blocked protective structures
with damaged ventilation.

• Autopsy of destroyed, damaged, and littered
protective structures, the rescue of people
there

• Providing first aid to injured in the
emergency zone, at the point of collection of
the injured, and in preparing them for
medical evacuation

• Export (withdrawal) of the population from
dangerous places to safe areas

• Sanitary treatment of people, disinfection of
their clothes, territory, structures, equipment,
water, and food

• Laying of column ways and arrangement of
driveways (passages) in the rubble and on
infected areas

• Localization of accidents on public utilities
and technological networks

• Strengthening or collapse of buildings
threatening a collapse on the ways of
movement to the work sites

• When conducting emergency rescue and
other emergency operations in the lesions
formed as a result of hostilities, additionally
carried out:
– Detection, disposal, and destruction of
unexploded ordnance in conventional
equipment;

– Repair and restoration of damaged
protective structures;

– Disinfection of lesions;
– Collection of material assets;
– Providing food for the population in need;
– Disposal of contaminated food to prevent
an epidemy

work includes all supporting operations that will help rescue teams to successfully
carry out the rescue.

A model for analyzing emergencies and predicting the injures can be described
using a Bayesian network (Fig. 1). The result of moving through the network is the
probability of specific injuries depending on the type of emergency.

These injuries correspond to certain types of robots that have the appropriate
equipment for manipulating specific injures. The model is represented by the
following expression:

Activity1

d2

Emergency

dld1

xi xj xi xj xi xj

Robots

Activity2 Activity4

d2 dld1

xi xj xi xj xi xj

Robots

d2 dld1

xi xj xi xj xi xj

Robots

Fig. 1 Bayesian network for injures prediction
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〈R, P ARR〉,

where R is an acyclic directed graph; P ARR are parameters that define a Bayesian
network.

Vertices of the graph R are described with the following parameters:

1. Discrete variables denoting:
• most common injuries—x1, . . . , x18;
• signs of injury—x19, . . . , xk ;
• methods for identifying signs of injury (examination, interrogation, manipu-

lation)—d, which are associated with variables x19, . . . , xk . Here, if the sign
of the injury is not detected by one of the methods for determining injury, the
relationship between them is not available. For example, an indication of injury
“Tinnitus” has no connection with the “inspection” and “manipulation”;

• environment activity—A (“high”, “medium”, “low”, “absent”), on which the
application of methods for determining injuries depends;

2. The top of the emergency that describes its type—y1, . . . , yl , where l is a number
of emergencies.

3. The top of the “robots” describing the number of robots—r1, . . . , rp.

Parameters of P ARR network are the following:

1. For the node of an emergency without parental variables, there are a priori
probabilities (unconditional probabilities) that the emergency is “transport acci-
dents”, “accidents with the release (threat of release) of chemically hazardous
substances”, etc.—P(ỹL), L = 1 . . . l.

2. For the node A, conditional probabilities of environment activity type (“high”,
“medium”, “low”, “absent”) are set depending on its parameters (temperature,
concentration of chemical hazardous substances, seismic scale points, Beaufort
points, INES international relative scale of nuclear events, calculation of zones

of possible chemical infection, etc.):—P
(
Ãm |aS

)
, m = 1 . . . 4, S = 1 . . . s

Sign « ~ » denotes a positive or negative value of a variable x̃ .
3. For the robot nodes, conditional probabilities of the dependence of the

number of robots on the type of emergency and environmental activity are

set P
(
r̃P |ỹL Ãm

)
, P = 1 . . . p (p—the maximum number of robots available in

the system), L = 1 . . . l, m = 1 . . . 4
4. For nodes x19, . . . , xK conditional probabilities of the dependence of signs of

injuries on methods for determining injuries are set—P
(
x̃K |d̃n

)
, K = 19 . . . k;

n = 1 . . . 3.
5. For nodes x1, . . . , x18 conditional probabilities of injury dependence on signs

of injury are set—P
(
x̃ j |x̃K

)
, j = 1 . . . 18, K = 19 . . . k.

Robots are interacting through the cyber-physical framework presented in [20].
The framework is based on the smart cyber-physical space created by extending of
smart space concept (based on the “blackboard”) with a distributed ledger based
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on blockchain. This combination provides the ability to organize basic interaction of
robots in the physical and cyber (virtual) spaces by storing the history of each robot’s
actions sequence in an immutable blockchain structure. The interaction includes
solo and joint manipulations with physical objects, information exchange about the
current state of robots, and objects for planning further joint actions during the
coalition formation. Each robot is presented in the cyber-physical space with his
Knowledge processor (KP) that is responsible for gathering data from the robot
sensor, transmitting it to the cyber-physical space, and receive data from other robots
through the cyber-physical space.

To provide semantic interoperability through the used framework each robot is
described with generalized ontology, based on the IEEE Standard Ontology for
Robotics and Automation [21]. For the precision farming scenario, it was extended
with descriptive entities that are used in the creation of fuzzy rules knowledge base. A
“State” class that presents the complete state of a robot has been added. “DeviceCom-
pleteness” is a class that summarizes complete robot specification on a functional
level: percentage and state of charge, potentialmovement speed, set of sensors. “Goal-
Reachability” is a class that summarizes the reachability of the task by a specific robot
with respect to the physical characteristics of the target. The ontology is presented
in Fig. 2.

To form a coalition, robots are using rules and coalition norms based on the fuzzy
logic theory [20]. The cooperative game purpose in case of rescue task is to generate
an effective structure of robot coalitions for rescuing as much injured people as
possible with the estimation of surviving probability. In turn, the generated structure
of robot coalitions for particular types of injures represents the optimal configuration
of the grand coalition (set of coalitions) that responds to getting maximal surviving
probability.

Fig. 2 Robot ontology for information sharing through the cyber–physical framework
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Individual robots use the technique of nonlinear fuzzy regression to estimate
the parameters of utility functions for their payments [22]. A “coalition robot” is
enabled for constructing membership functions (MF) of coalitions and generating
the game core (fuzzy-number generator). The algorithm of fuzzy number summation
for obtaining coalition membership functions represents an important element of the
model. The sum operation is based on Zadeh extension principle [23] for fuzzy
numbers a and b (which are convex sets normalized in R):

µa(∗)b(Z) = sup
z=x∗y

min(µa(x), µb(y)) (1)

where * can designate the sum ⊕ or the product • of fuzzy numbers. Each fuzzy
set is decomposed into two segments, a non-decreasing and non-increasing one. The
operation * is performed for every group of n segments (one segment for each fuzzy
set) that belong to the same class (non-decreasing or non-increasing one). Thus, a
fuzzy set is generated for every group of n segments. The summation result is derived
as a superposition of these sets, which gives the membership function as the sum of
n fuzzy numbers.

4 Robot Coalition Formation for Emergency Response

Joint problem solving requires coordination of participants’ actions during the
coalition formation. The coalition task solving is viewed as a two-stage process:
scheduling and execution. At the first stage, the coalition is forming, and the execu-
tion plan is building in a static or dynamic way by analyzing the task requirements,
robot competencies, and environmental characteristics. The following stages can be
viewed through the first stage considering rescue in an emergency.

1. Definition of the emergency type

At this stage, the scale of the emergency, the number of robots, and their type are
determined (robots with powerful manipulators for parsing debris, scouts for finding
people, “medics” to determine injuries, transport robots).When determining the scale
of an emergency, it is also necessary to have at least approximate information on the
number of potential’s injures people in order to take into account how many robots
of which types should be in each group.

2. Determination of environment activity (high, low, medium, absent).

• determining the configuration of robots depending on environment activity;
• distribution of functions depending on the environment activity. With a high

activity, for example, a greater number of robots is sent for search than with
a low one.
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3. Division of emergency area into sectors.

Each sector has a separate group; if necessary, regrouping takes place. For example,
in one of the sectors a large number of injured, while in the other there are none or
fewer, resources are transferred to a more loaded sector.

4. The work of individual groups in sectors.

Regular assessment of environmental activity. Detection of the injured person, iden-
tification of signs of injury, sorting, calling the robot for transportation, or transporta-
tion using available means. Transportation in different poses can be carried out by
different robots or by a robot capable of reconfiguration. For example, one robot for
transportation human on the back and the stomach, a completely different one for
transportation human in sitting or half-sitting manner.

The plan contains a list of sub-tasks for each robot with execution order and
timestamps when each sub-task should be solved. Robots are negotiating with each
other by distributing their own functions and efficiency estimations through cyber-
physical space. The benefit is estimated based on the functions,winning expectations,
and efficiency of the robot. Since some sub-tasks should be solved consequentially,
all robots have to track the current status of task solving and coordinate their activities
with the others.

After the coalition was formed, the execution stage is starting. During this stage,
all robots perform their actions and report to the others about the progress on each
task. After the task solving all earned profit is sharing between agents. Efficiency
can be estimated based on the number of survived people after an emergency related
to the expected number of people in the area before it, and energy spent. The most
efficient coalition structure should provide a higher number of survived humans and
minimum energy spent.

During the negotiations for coalition formation robots also take into account the
ontological representation of the coalition norms, which describe the basic rules for
the joint solution of the problem, like the logic of selecting or replacing coalition
participants when their characteristics coincide.

The rules for selecting or replacing robots determine the choice of a specific
executor for a task if their characteristics coincide, which are required to solve the
problem (2). This type of behavior is based on the analysis of secondary parameters
with respect to the task, which, however, affect the overall efficiency of the coalition,
for example, the current energy supply or the number of hours worked (which affects
equipment wear and possible downtime losses during repair).

The following logical expression describes the rule for replacing robots (2):

∀i∀ j
(¬F(ri , K ) ∧ ¬F

(
r j , K

)) ∧ (∃k : (
fk(ri ) > fk

(
r j

))) → F(ri , K ), (2)

where ri , r j are robots, K is a coalition, F(ri , K ) is a membership function, fk(ri )
is a value of resource k for robot ri .

All robots interact through the cyber-physical platform using the ontology created
via the Protégé tool and uploaded to every robot (Fig. 3).
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Correspondence of coalition members with Hyperledger concepts

Interaction through blockchain and Smart Space

Interaction through smart contracts call

Fig. 3 Cyber-physical framework with blockchain support [24]

The blockchain network for the case study has been implemented based on
the open-source Hyperledger Fabric platform. The platform provides a wide range
of configurations: changing of a core database for transactions and block storing,
changing of consensus mechanisms, and changing signature algorithms for peers’
interaction with the blockchain. For the case study presented in the chapter, the
default configuration has been used since it provides processing of more than 3500
transactions per second with a latency of hundred milliseconds. The architecture of
the platform corresponds to the architecture of the proposed approach for multi-robot
coalition formation.

Two kinds of chains are using for robot interaction: (i) resource state storage (ii)
contract storage. All system resources including consumables, energy, reward, which
are represented by tokens, are stored in the resources chains [25]. Contracts chain
stores the rules of cooperative games, which are used by the coordinators during the
coalition forming and the distribution of tasks. The first contracts in the chain of
contracts are rules for processing tasks and assigning coalition core. The new task
is formed with a program interface outside a coalition by the problem manager, or
by the cores of another coalition in case of obtaining a new context that cannot be
processed by the existing coalition. New tasks are stored in the contract chain of the
blockchain, from where they become available for all coalition cores. Tasks contain
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a formalized description of the goal, the initial parameters, and the amount of reward
for the solution.

Following this chain, each robot can check the current state of task processing
and adjust its own activity to provide better performance. Going further after the
harvesting each customer can check a growing process and make a decision about
product quality based on the history of operations.

5 Earthquake Emergency Coalition Formation Case

Let’s consider the earthquake example for coalition formation. Some buildings in
a city are collapsed after an earthquake. The first step of rescue is scouting. This
work is carried out with drones equipped with video cameras and thermal imagers.
All gathered information is shared through the proposed framework in the form of
ontology. In parallel, dispatcher or special program service in smart space requests
information about a number of people in the affected regions from the city authorities
or information sources. According to scouting results, a decision is made with the
Bayesian network of most probable injures in the area (Fig. 4). Injures types lead to
the composition of robotic equipment that will help to eliminate blockages and fires
and rescue injured people. For example, Fig. 4 shows part of the network where the
environment shows low activity after the earthquake and the following injures prob-
abilities are calculated (yellow boxes): bones broke (99%), spinal fracture (100%),
concussion (98%). And for these injures the following rescue operations are required
(blue boxes): position: on the back (100%), on the abdomen (89%), on the right side
(75%), sitting (99%), half-sitting (73%). For each type of rescue operation, the robot
is choosing that meet the requirements.

Fig. 4 Example of injures probability estimation depending on environmental with Bayesian
network
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Fig. 5 Robot coalition formation timeline

While clearing the rubble, several paths are laid, to the injured ones, who find
themselves in the destroyed and dilapidated sectors. Tiny robots or a swarm of robots
can be sent to search for those injured at the very beginning of emergency rescue
operations, just for the detection of survived people in the area (Fig. 5).

After eliminating huge interferences, the area is divided into sectors. A coalition
of robots consisting of various rescuing robots that determine the position for trans-
portation and robots that directly transport the injured is sent to each sector, based
on regularly checked activity of the environment. All locations and injures types are
processed with smart contract to find robots for solving rescue task (Listing 1).

Listing 1 Example of a chain code for coalition formation

var robots[] // Robots with parameters
var environment_params[] // Current context
var rescue_tasks[] // Rescue task parameters
var injures // Injures’ characteristics
func robots_select(stub shim.ChaincodeStubInterface, args
[]string) (string, error) {

for task in rescue_tasks
for robot in robots

if task.requirements == robot.competences &&
injure.type in robot.competences:

robot_contract_chain.put(rescue_task, robot);
schedule_and_run_tasks(robot_contract_chain,

environment_params)
}

Those in general, the task boils down to the following: detecting an emergency,
determining its type (based on which the composition of the coalition designed to
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provide for the affected is determined), determining the activity of the environment
to understand the composition of the parts of robotic tools that determine the position
for transportation and the quantitative composition of the group (howmany robots for
transportation, or determine the position are needed). In parallel, scouts are sending
to find the shortest paths to the affected and their delivery to a safe area.

6 Conclusions

The study of coalition forming for the injured human rescue in emergency situation
tasks is difficult. It requires the prediction of possible injures forming rescue teams
and adaptation for environment activity. In some cases, it is too dangerous to send
human teams for rescuing therefore a coalition of robots should be formed.

A set of problems should be solved in the case of forming coalitions of robots
for rescuing operations, such as: coalition structure, task distribution, information
exchange, synchronization of actions. To solve them, it was proposed to use the
cyber-physical space with blockchain technology integrated into it.

To form the first structure of the coalition, the Bayesian network has been
proposed. If robots evaluate their costs and expected gain using fuzzy sets stored
in smart contracts for the blockchain platform, after which they negotiate to agree on
an action plan, guided by the norms of action in the coalition. This approach allows
us to consider the basic requirements when forming an action plan and to ensure the
adaptation of robots to emergency situations. The introduction of a blockchain with
smart contracts makes it possible to provide unchangeable process logs by which one
can trace the history of operations and, if necessary, find a weak point, to enhance
the effectiveness of future coalitions. Hyperledger platform is used to organize the
blockchain and implement smart contracts for coalition formation and plan execution
control.
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Aircraft Flight Safety Control
Methodology

Aleksey Kulik

Abstract The chapter presents the concept of aircraft flight safety management,
which is based on a certain system of principles. The principles proposed by the
author (intelligence, information, speed, safety), as well as methods and algorithms
for their implementation, are a methodology for managing the flight safety of an
aircraft. The chapter presents a new class of control object, an intelligent aviation
system, which belongs to the class of cyber-physical systems and is characterized
by the presence in its structure of the aircraft flight safety control subsystem, on the
basis of which the proposed concept is implemented. In addition, the chapter shows
a study of the efficiency of the algorithm for supporting decision-making by the crew
to parry the threat of an aviation accident, which can be implemented based on the
aircraft flight safety management system.

Keywords Flight safety · Expert system · Decision support

1 Introduction

In recent years, domestic and foreign aviation enterprises have paid great attention
to improving the safety of aircraft flight. As a rule, to achieve this goal, various
onboard software and hardware are used, the action of which is aimed at preventing
the threat of an aviation accident, as well as procedures for improving the quality of
development and operation of aviation equipment [1–4].

This is a known method of supporting the aircraft operator in emergencies [5],
which allows an expert system to assess the performance of on-Board equipment
and the actions of the crew, followed by predicting an emergency and notifying the
crew of its presence. However, this method does not allow us to accurately assess
the degree of occurrence of a catastrophic situation due to the lack of modeling of
the development of a dangerous situation in the flight of an aircraft.
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Another option for ensuring the safety of aircraft flight is the “Automated
highly intelligent system for ensuring the safety of aircraft flights” [6], proposed
by employees of the Federal state unitary enterprise “Flight research Institute named
after Gromov”. The system allows you to parry a catastrophic situation in the control
of the vehicle based on predicting changes in conditions and assessing the excess of
operational limits of its flight using an expert system for determining the threat of a
catastrophic situation and a mathematical model of the control object. At the same
time, the disadvantages of such a system are the need for high computational power
for the qualitative functioning of the mathematical model of aircraft movement, as
well as the prediction of changes in variables that affect the safety of the flight,
including the psychophysical state of the engine.

The implementation of aircraft flight safety functions is carried out within the
framework of the organizational and technical system, which is the aviation transport
system (ATS) [1]. The aviation transport system is a complex of interacting systems
whose functions are aimed at ensuring the life cycle of an aircraft. The ATS contains
a “Crew-Aircraft” system, an air traffic control system, and a flight support system.

The “Crew-Aircraft” system ensures the operation of the aircraft. The main task
of the crew is to perform a flight task taking into account the state of aviation equip-
ment and external factors. The effectiveness of the crew depends on the professional
level and psychophysical state of the crew. In this case, the functional efficiency of
the aircraft is determined by its design, technology, and survivability. Design and
technological excellence of the aircraft is created in the course of research of the
vessel at the stages of its development, production of prototypes, and serial produc-
tion. The main characteristics formed at the stages of development of the vessel are
its reliability and reliability.

The air traffic control system ensures the aircraft’s flight along this route, aswell as
on the approach to the airfield. The perfection, reliability, and reliability of technical
means, as well as the professional training of dispatchers and service personnel,
determine the effectiveness of the system.

The flight support system determines the flight and technical operation of the
aircraft. In the first case, the activity of the crew and other subsystems of the ATS is
carried out in accordance with the recommendations of the preparation and execution
of the fields. In the second case, maintenance is performed on the aircraft aimed at
the timely prevention of failures of its functional systems and the most important
elements.

Based on the description of the structural elements of the ATS, it can be concluded
that the main work to ensure the safety of aircraft flight is performed at the stages
of design, production, and preparation of the vessel for flight. At the same time,
directly in flight, the greatest load on counteracting the threat of an aviation accident
falls on the pilot, whose actions in extreme conditions can lead to a deterioration
of flight conditions and the development of a catastrophic situation. Therefore, the
improvement of ATS in terms of improving the safety of aircraft flight using the
concept of designing cyber-physical systems is an urgent scientific and technical
problem.
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2 Problem Statement

The purpose of this work is to develop a methodology for managing aircraft flight
safety, which is provided by the use of an intelligent decision support system as part
of the aviation transport system.

To achieve this goal, it is necessary to: (a) analyze a new class of control object-
the aviation intellectual system; (b) develop and test a set of methods, methods, and
algorithms to ensure the safety of aircraft flight; (c) investigate the performance of
the decision support system for parrying the threat of an accident.

3 Analyze the Aviation Intellectual System

To support the actions of the crew under the threat of an accident when controlling an
aircraft, it is necessary to use an intelligent decision support systemand fuzzy logic
[7–15, 17–22] as part of aviation transport systems, which allows you to introduce
the concept of an intelligent aviation system, which is the cyber-physical system.
The block diagram of the intelligent aviation system is shown in Fig. 1. A distinctive
feature of such a system in comparison with the ATS is the presence of a safety
management system in its composition. The aircraft flight safetymanagement system
is a complex of control and management, the functioning of which is associated with
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Fig. 1 IAS block diagram
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the detection and elimination of flight accidents under the influence of internal and
external factors on the ground and in the air.

where EIF—external influencing factors, DS-decision support, ATC—air traffic
control

Based on the required properties of ATS and intelligent systems, the following
principles of IAS operation are proposed:

1. The intelligence of the IAS is due to the presence of a crew, a dispatcher, and
a decision support system in its structure. In this case, the decision support
system is able to provide auxiliary actions to the crew and control actions in
relation to the aircraft. In this case, the intelligence of theAISwill be understood
as a relative value in terms of the functions performed by the decision support
system.Thequantitative evaluationof this function is an indicator of the system’s
intelligence.

2. Informativity The information content of the aviation-intellectual system is
determined by the completeness and reliability of its input data (conditions for
preparing and performing an aircraft flight, the state of the crew, aircraft and
air traffic control facilities), as well as the output data of the decision support
system. Along with the input and output data of the IAS, the completeness and
reliability of the decision support system database are important.

3. Speed. The control system must have such a speed of information processing
that ensures the functioning of the aviation system in real-time. Therefore, it is
important for them to obtain and analyze current information in order to develop
appropriate management actions.

4. The interconnectedness of subsystems provides for the participation of all
elements of the system in ensuring the management of aircraft flight processes,
as well as the exchange of data between them at the stages of flight preparation
and execution.

5. Aircraft flight safety is a set of measures aimed at recognizing the threat of an
accident and preventing it. The safety of the aircraft provides:

• identification of the threat of an accident, which involves a qualitative and
quantitative assessment of the flight conditions of the aircraft, as well as
determining the type of threat of an accident (accident or catastrophic
situation);

• predicting the threat of an accident involves predicting changes in variables
of external and internal factors that affect the flight conditions of the aircraft
and, as a result, the safety of this process;

• parrying the threat of an aviation accident is a complex of actions of the crew,
aircraft onboard equipment, flight support systems, and intelligent decision
support systems aimed at preventing the development of the threat of an
aviation accident;

6. The controllability of the system implies the effective implementation of the
aircraft flight process, which is provided by the signals of the crewmanagement,
the intelligent decision support system, and flight support tools.
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Thus, the main task of an intelligent aviation system is to ensure a high level of
safety of aircraft operation, which is achieved by using a flight safety management
system in its structure, which implements the main properties of the IAS.

4 Develop and Test a Set of Methods, Methods,
and Algorithms to Ensure the Safety of Aircraft Flight

The implementation of the principles that form the methodology for managing the
safety of an intelligent aviation system is shown in Fig. 2. The block diagram repre-
sents the relationship of principles, methods, and algorithms aimed at improving the
flight safety of an aircraft.

where P1-P6—principles of AIS functioning, M1-M4—methods of aircraft flight
safety management, A1-A4-algorithms for aircraft safety management, SCS—
aircraft flight safety control system

From Fig. 2 it can be seen that the intelligent method of assessing the threat of an
accident (M1) is based on the principles of system intelligence (P1), identification
of the threat of an accident (P5.1), informativeness (P2), and speed of the control
system (P3). In turn, the method of predicting the threat of an accident (M2) contains
the principles of system intelligence (P1), system performance (P2), and predicting
the threat of an accident (P5.2). The method of crew decision support in the event of
an accident threat (M3) contains the principles of parrying the AP threat (P5.3), as
well as the principles of intelligence (P1), informatively (P2), and the relationship of
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Fig. 2 The methodology of safety management IAS
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the IAS subsystems (P4). The method of synthesis of the law of control of parrying
the threat of AP (M4) is based on the principles of informativeness (P2), speed (P3),
the interconnection of subsystems (P4), and system manageability (P6).

The proposed methods are implemented by software and hardware of the aircraft
flight safety management system, which implements the following algorithms [16]:

1. Algorithm for assessing the threat of an accident and aircraft flight conditions
(A1);

2. Algorithm for predicting the threat of an accident (A2);
3. Algorithm for parrying the threat of an aviation accident (A3);
4. Algorithm for reconfiguration of the integrated aircraft control system (A4).

Thus, the concept of building the functioning of an intelligent aviation system
presented in this chapter is aimed at improving the safety of aircraft flight. A
distinctive feature of this concept is the combination of methods and algorithms
for identifying the threat of an aviation accident and its parrying, taking into account
the psychophysical state of the crew, the technical condition of the control object,
and external factors. At the same time, the implementation of methods and algo-
rithms should be carried out on the basis of artificial intelligence tools and using the
concept of building the cyber-physical systems, which form the aircraft flight safety
management system [23, 24].

5 Experiment

As an example of methods, techniques, and algorithms for improving the safety of
aircraft flight, let’s consider the algorithm for supporting the decision-making of the
crew when parrying the threat of an aviation accident. The block diagram of the
algorithm is shown in Fig. 3 [25].

where Z-aircraft flight conditions, k1-accident-free flight conditions.
The algorithm contains the following steps:

Step 1. Initialization of input variables that characterize the state of theflight condi-
tion of the aircraft based on the results of preliminary processing of external
and internal influencing factors.

Step 2. Determining whether there is no threat of an accident. If there is no threat
of an accident, then the analysis of the results of the forecast of changes in
the controlled variables and flight conditions of the vehicle is carried out.

Step 3. If the condition for block 2 is not met, the procedure is performed to
determine the variables that affect the accident, compare them with the
reference values, as well as with the values of the aircraft flight condition
variable.

Step 4. A method for parrying an incident threat is formed in accordance with
the set of rules for the current threat (rule set 1), followed by the output
of recommendations and management commands to the systems of the
onboard equipment complex.
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Fig. 3 Block diagram of
decision support algorithm
for parrying the threat of
aviation accident

Step 5. Data is transmitted by the method of parrying the threat of an accident
under the influence of the current values of variables that affect flight
safety, presented in the form of a command that is sent to the input of
the warning and control systems of the AIRCRAFT’s onboard equipment
complex.

Step 6. Determination of the absence of a predicted threat of an aviation accident.
If the condition is met, the program goes to the end of the program.

Step 7. If the condition is not met, the procedure is implemented to determine the
variables that affect the AP threat based on the forecast results.

Step 8. Formed a method is Formed for parrying a potential threat of an aviation
accident in accordance with the set of rules No. 2.



290 A. Kulik

Step 9. Data is transmitted on the method of parrying the threat of an aviation
accident, taking into account the predicted values of variables that affect
flight safety, presented in the form of a command that is sent to the input
of the warning and control systems of the aircraft onboard equipment
complex.

The algorithm was tested under the following flight conditions:

• the value of the flight conditions is “0.8”, which corresponds to an accident-free
flight mode;

• the value of the flight conditions is “− 0.8”, which corresponds to a catastrophic
flight condition, i.e. under the influence of a combination of influencing factors,
a threat of a catastrophic accident is created.

Based on the received data on the threat of an accident, the crew decision support
algorithm, implemented on the basis of the high-level artificial intelligence program
Prolog, was tested, the results are shown in Figs. 4 and 5.

From the information presented in Figs. 4, 5, it follows that the decision support
device is able to form recommendations to the crew on actions under the threat of an
aviation accident through the means of aircraft display and signaling.

Based on the results of tests of the safety control system of the aircraft, it can be
concluded that its software is capable and can be used in the further development of
the system, as well as devices of this class.

Fig. 4 Characteristics of the research results of the decision support algorithm for non-emergency
flight conditions of aircraft
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Fig. 5 Characteristics of the research results of the decision support algorithm under catastrophic
flight conditions

6 Conclusion

In the course of the work, a set of methods, techniques and algorithms based on
the design of cyber-physical systems is proposed, based on which a methodology
aimed at improving the safety of aircraft flight is developed. This methodology
is implemented by an intelligent aviation system, which differs from the existing
aviation transport system by having an intelligent decision support system in its
structure.

The chapter also presents the results of an experimental study of the software
of the crew decision support system for parrying the threat of an accident, which
confirms its operability and the possibility of further testing as part of the aircraft’s
onboard equipment.
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The Applying of the Formalism
of Cyber-Physical Systems
in the Description of Hydrodynamic
Cavitation in a Direct-Flow Valve

A. B. Kapranova , A. E. Lebedev, A. M. Melzer, S. V. Neklyudov,
and A. S. Brykalov

Abstract The chapter provides a description of the bubble energy during its
stochastic movement under conditions of hydrodynamic cavitation in the flow part
of a direct-flow valve with a turn of the external shut-off shell depending on the
throughput of the device from the standpoint of the energy method. The results
of this description form the basis of stochastic modeling of the formation of the
macrosystem of bubbles in this region and rely on the formalism of cyber-physical
systems.

Keywords Cyber-physical system · Direct-flow valve · Separator · Cavitation ·
Bubble · Model · Energy · Parameters

1 Introduction

For pipeline control valves, the appearance of cavitation in flow areas is an accom-
panying effect, and its consequences in any form not only cause additional losses
in various industries but also pose a potential risk of failure of this equipment and
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the creation of accident conditions during operation. Given the scope of applica-
tion of control valves in critical areas of oil production and oil refining purposes,
the requirements for design projects are constantly increasing. Providing the oper-
ating mode of regulatory equipment while reducing the intensity of the cavitation
phenomenon is one of the urgent design problems [1–4]. The formation of a theo-
retical base for calculating the parameters of the throttling process of selection of
the working medium flows in the direct-flow valves is a necessary design stage and
is associated with many factors that determine the behavior of the resulting cavita-
tion cavities in the flowing areas of this type of control valves. Note that with the
expansion of the scope of application of ready-made software products for calcu-
lating the main characteristics of liquid throttling, there is no loss of interest [5] in
the development of analytical methods for determining cavitation indicators [6–8],
including for choosing effective ranges of variation of the parameters of direct-flow
valves [9]. The aim of this work is to study the dependence of the main parameters of
the stochastic model of hydrodynamic cavitation on the valve capacity for the forma-
tion of cyber-physical systems, which further determine the engineering method for
calculating a new control direct-flow valve based on the principle of rotation of an
external locking shell [10]. It is proposed to apply a stochastic approach using the
energy method [11].

Currently, knownmethods of dealingwith these unwanted effects use the principle
of throttling fluid flows [1–4, 9], which can be implemented in devices with various
constructive solutions, for example, when changing the shape, location, and the
number of throttle openings. Leadingmanufacturers of pipe fittings [1–4] pay special
attention to the design of direct-flow regulating devices, in the working areas of
which a significant decrease in local hydraulic resistance is possible in comparison
with the values of this coefficient for valves of other body shapes (three-way, z-
shaped, etc.), which contributes to an increase in the flow capacity of the valve.
The main idea of the designers of leading companies when throttling fluid flows
is to, firstly, warn cavitation bubbles from appearing near the valve’s internal flow
surfaces to prevent their possible erosion at the developed stages of cavitation due to
the almost simultaneous collapse of these bubbles. Secondly, the resulting bubbles
should be removed into the central flowing part for removal alongwith the flow of the
working medium. For example, in single-flow valves, single-tier [12] and multi-tier
[13] separator systems, channel chokes in flow dividers [4] are organized, including
to achieve the effect of axial swirling of the fluid flow [3], etc. [1–4].

Thus, the design of new direct-flow type valves requires the solution ofmultifactor
problems to achieve a decrease in the intensity of hydrodynamic cavitation, the
solution of which is facilitated by a system-structural analysis of the process of
formation of cavitation bubbles at the initial stages of cavitation evolution [14–17].
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2 On the Choice of a Method for Modeling Hydrodynamic
Cavitation in a Direct-Flow Valve in the Formalism
of a Cyber-Physical System

In describing the phenomenonof cavitation, as a rule, the following are used: the tradi-
tional deterministic approach [18–20], be implemented for a single bubble; stochastic
approach [6, 21–23] in the form of descriptions of homogeneous [21, 22] and hetero-
geneous (with the introduction of the heterogeneity factor) [6, 23] nucleation. Aswell
as successful attempts to combine the first two methods with applying the Euler–
Lagrange coordinates are known [24, 25]. However, the multifactorial nature of the
formulation of the problem of modeling hydrodynamic cavitation depending on the
valve capacity for the formation of the corresponding cyber-physical systems is diffi-
cult when using the classical deterministic approach, and in the indicated stochastic
or combined models, the construction of distribution functions for the bubble macro
system is based on experimental data. In the present work, it is proposed to use the
energy method [1–4] for stochastic modeling of hydrodynamic cavitation in a direct-
precision valve with the rotation of an external locking shell [10], which was tested
in the description of the initial stage of bubble cavitation in a control device with an
external shutter arrangement [15–17, 26].

The general formalism of constructing a cyber-physical system for assessing the
main characteristics of control valves is presented in [14] and includes the step of
describing a schematic diagram for calculating the throttling of a fluid flow with a
partition of information variables z = {x, y, a, b} = {

zmod, zreg, zopt,
}
into groups:

• the calculated zmod (determined from the model);
• the regulated by zreg (consist of constructive a and mode b);
• optimizing zopt (with possible replacement by rational ones).

The contents of the sets of variables x, y, a, b reflect themain stages of the process
of throttling the flow of the working fluid in the direct-flow valve with the rotation
of the external locking shell [10]. A feature of the separator is the change in the
degree of its opening by turning the outer shell, also perforated by round holes.
Thus, throttle openings have a variable area when the shape varies from a double
segment to a circle if the valve is fully open. In particular, as the object of stochastic
modeling, the process of hydrodynamic cavitation in the working volume of themain
unit “separator-external rotary locking shell” (as two coaxial perforated cylinders)
of the direct-flow valve [10] was selected.

The set of characteristics of this technological operation includes the following
main parameters: input x = {

xk1 = const
} = {

Q1max , δ1�Pmin , δ2�Pmin ,t1, w
}
, k1 =

1, s1; weekend y = {
yk2

} = {
Kvy

}
, k2 = 1, s2; constructive a =

{ak3 = const} = {
d0, λ1, λ2, q1, q2, δ1, δ2, Dj , Dout , L

}
, k3 = 1, s3; mode b ={

bk5
} = {

xk1 , xk4
}
, k5 = 1, s5, where the condition �pmin ∈ {

bk5
}
; is fulfilled

for the last set;
{
xk4

}
, k4 = 1, s4 is the set of parameters of the system of cavitation

bubbles.
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Here the notation is accepted: Q1max is maximum achievable fluid flow rate;
δ1�Pmin , δ2�Pmin , are the limits of the change in the minimum pressure drop �Pmin; t1
(◦C) is the temperature of the workingmedium;w is the fluid velocity in the pipeline;
Kvy is the regulatory value of valve capacity; d0 is the diameter of the radial throttle
holes; λ1, λ2 are the distances, respectively, between the rows of throttle holes and
holes in the same row; q1, q2 are the number of holes in one radial row and the
number of these rows; δ1, δ2 are wall thicknesses of the separator and valve bodies
Dj , j = 1, s6 are characteristic diameters of the parts of the body; Dout is the inner
diameter of the separator; L is the length of its perforated section.

In addition to information variables, it is necessary to take into account the physi-
comechanical characteristics of the working fluid and the gas–vapor system in the
resulting cavitation cavity ϕ = {

ϕk3

} = {
ρl , ρg, ps, v1, σ, γ, k

}
, k7 = 1, s7, where

ρl , ρg, ps are the densities of the liquid, gas, and vapor; v1 is the kinematic viscosity
of the liquid at a temperature t1 (◦C); σ is the coefficient of surface tension; γ is the
volumetric weight of the working fluid; k is the adiabatic exponent.

3 Features of Modeling the Energy of Stochastic Motion
of a Cavitation Bubble

The application of the energy method [11] involves examining the states of an ener-
getically closed macrosystem of randomly generated cavitation bubbles from the
standpoint of theA.A.Markovprocess as homogeneous, stationary,Gaussian.Repre-
sentation of a set of phase variables in the composition of the velocity of the center
of mass of the bubble V and its radius R is sufficient to describe the energy of the
indicated cavitation cavity E(V, R) during its stochastic movement under conditions
of hydrodynamic cavitation in the flow part of the direct-flow valve with the rotation
of the external locking shell depending from the capacity of the device Kvy . The
input of dimensionless variables (specific velocity ν = V/Vl and specific radius
ρ = R/Rk) is reflected in the representations for the energy of a single bubble
E(V, R) = E(ν, ρ) and the phase volume element d
 = dVdR = Vl Rkdνdρ,
where Vl , Rk are the given constants of the process under study, for example, the
fluid flow rate and the minimum value of the radius of the spherical bubble Rmin .

The energy closure of the macrosystem of bubbles makes it possible to obtain
a stationary solution of the Fokker–Planck equation in the form of a decreasing
exponential dependence for the distribution function of the number of cavitation
bubbles over the specific radius ρ:

g(ρ) = N−1dN/dρ (1)

depending on the parameters of the information variables described above, taking
into account additional characteristics for the physicomechanical properties of the
working fluid and the gas–vapor system. Then the number of bubbles is determined
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by the expression:

N = A
∫




exp[E(ν, ρ)/E0]dN (2)

where the energy parameter E0 and the constant A can be calculated using the system
of energy balance equations and the normalization equation.

The main difficulties in modeling the functional dependence for the energy of the
cavitation bubble are related to the conditional stages of the initial evolution of the
cavitation phenomenon:

• cavitation cavity formation (Ebub = 4πρl R3/3);
• the design of its spherical shape (Eσ = 4πσ R2);
• filling the internal cavity with a gas–vapor system (E1g−p = 4π Ps R3);
• the vortex movements of the latter system according to the Hill-type, taking

into account the random component of the angular momentum M (if E2g−p =
M2/(2I ));

• participation in interaction with the surrounding working fluid (EbL =
kς�P/(2R));

• the motion in the fluid flow (Emot = 2π
(
αgρg + αsρs

)
R3V 2/3).

Here, we used a set of physicomechanical characteristics of the working fluid
and the gas–vapor system in the resulting cavitation cavity = {

ϕk3

}
, k7 = 1, s7. In

addition, the following notation is accepted: σ is the coefficient of surface tension of
the liquid; I is an axial moment of inertia; Ps is the saturated vapor pressure; αg, αs

is a fraction of gas and vapor in the cavity of the bubble; kς is the coefficient of
proportionality;�P = ς12ρl V 2/2 is the pressure drop associated with theWeisbach
formula with the hydraulic resistance coefficient ς12 in the transition section of the
fluid flow when the Reynolds criterion changes within 0 < Re < 104 according to
[27].

In particular, the empirical relationship [27] between the values of the hydraulic
resistance coefficient ς12 and the capacity of the control valve Kvy in the form

ς12 = (
1.26 × 104πD2

y/Kvy
)2

is known. Here, the conditional bore diameter Dy

is set by the value of the conditional bore section of this device in accordance with
the set of design parameters a = {ak3 = const}, k3 = 1, s3 from Sect. 2. Note that
the maximum value of the capacity of this device Kvymax also has an experimen-
tally established connection with the set of input parameters of the process under
study x = {

xk1 = const
}
, k1 = 1, s1, also introduced in Sect. 2. For example, the

expression Kvymax = Q1max
[
γ /(1.5 × �Pmin)

]1/2
is valid, where the following

dimensions of quantities are assumed: for the valve capacity value [Kvymax ] =m3/h;
for the volumetric weight of the working fluid [γ ] = g⨯c/cm3; for its maximum
achievable flow rate [Q1max ] = m3/h; for a minimum pressure drop [�Pmin] = kPa.
Thus, by analogy with the previously proposed models [15, 16] for the process of
hydrodynamic cavitation in the control valve, we obtain the expression for the desired
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dependence

E(V, R) = Ebub + Eσ + E1g−p + E2g−p + EbL + Emot . (3)

In view of (3), we have the following representation E(ν, ρ) = V 2
l ν2μ1(ρ) +

μ2(ρ), where the functions μ1(ρ), μ1(ρ) take into account the described features of
modeling the energy of stochastic cavitation motion the bubble.

Further modeling of the hydrodynamic cavitation process in the “separator –
external rotary locking shell” assembly [10] is associated with finding two charac-
teristic parameters: E0 from expression (2) and M from the expression for the term
E2g−p in (3).We note that the parameter E0 has the physical meaning of the energy of
motion of the cavitation bubble at the moment of stochastization of the macrosystem
of cavitation cavities. In this case, the parameter M describes the angular momentum
of the bubble, taking into account its random nature during the flow of the working
fluid in the node “separator-external rotary locking shell” [10]. A general approach
to estimating the parameters E0, M was proposed by the authors in [15] and involves
solving the following system of two equations.

First equation

Etot = E f r (4)

reflects the energy balance between the total energy of the macrosystem of bubbles,
determined by the dependence Etot = ∫
 E(ν, ρ)dN , and the energy E f r necessary
for hydrodynamic rupture of the liquid in the flow part of the valve over a certain
period of time �τ .

It is believed that the three terms fromexpression (3)make themain contribution to
the energy E f r when E f r = ∫
[Eσ (ρ) + EbL(ρ) + Emot (ν, ρ)]dN . The ensemble
average bubble volume 〈Vb〉 and the value of the time interval are taken into account

�τ = [
16R3

min/
(
3Vld

2
0q1q2z

)] ∫



ρ3dN . (5)

where the set of design parameters {d0, q1, q2} ∈ {ak3 = const}, k3 = 1, s3 is
described in Sect. 2; z is the degree of opening of the throttle holes.

The second equation [15] is a consequence of thermodynamic equality for the
adiabatic process inside the bubble with respect to the gas–vapor system and has the
form

(Pmax/Ps)
1/k = (〈R〉/Rmin)

3. (6)

It is considered here that with a minimum bubble radius Rmin , the maximum pres-
sure at its center Pmax is observed. With the ensemble bubble radius 〈R〉 averaged
over the ensemble, the pressure value is Ps . The adiabatic exponent is denoted by k
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and is included in the set ϕ = {
ϕk3

}
, k7 = 1, s7 for the physic mechanical charac-

teristics of the working fluid and the gas–vapor system inside the cavitation cavity
formed.

Thedesired solutions E0, M for the described systemofEqs. (4), (6)were obtained
taking into account (5) in the following approximations for the expansion of the
Maclaurin series of the error function erf(η) = 2π−1/2η + O

(
η3

)
and exponents

exp(−η) = 1 − η + O
(
η2

)

E0 = β0(ε1 + ε10ε2)/
(
2π2ε10ε3 − 20ε4

)
, (7)

M =
[
3E0

(
2β

1
3
9 − 1

)
− u4

]
R5
min/(5β3). (8)

Expressions (7), (8) contain the following sets of parameters
{
ε j1 , ε1 j11

}
, j1 =

1, 4, j11 = 0, 1;
{
u j2

}
, j2 = 1, 7;

{
G1 j3

}
, j3 = 1, 2;

{
β j4

}
, j4 = 0, 9, the calculation

of which used the set of information variables z = {x, y, a, b} from Sect. 2 and the
notation:

ε1 = 60u1u2, ε10 = (V 2
l Rmin/u2)erf

[
u2/

(
V 2
l Rmin

)];
ε11 = (

V 2
l u5/u2

){
[
Vl/

(
ε10π

1
2

)]
exp

(
−u1/22 /Rmin

)
− 1/2};

ε2 = 15u3R
3
min + 3u4 + G11(u4 − u5Rmin);

ε3 = 2u4
(
β

1
3
6 − 1

)
(3 + ε11);

ε4 = Rmin(1 + u6). (9)

u1 = β1R
3
minG11 + β2R

−1
minG12; u2 = (

β1R
4
min + β2

)
V 2
l ;

u3 = (32π)
1
2 /

(
3D2

y

) − β5; u4 = R2
min(2β4 + 3Rminβ5); u5 = 3β1R

4
min − β2;

u6 = 3Rmin(5β4 + Rminβ6); u7 = 25/2(π/3)2β6β7β
3/2
8 . (10)

G11 = 1∫
0
ρ4/

(
β1R

4
minρ

4 + β2
)
dρ; G12 = 1∫

0
1/

(
β1R

4
minρ

4 + β2
)
dρ. (11)

β0 = u4u7/
[
3
(
2π1/2

)3/2]; β1 = (2π/3)
(
αgρg + αsρs

); β2 = kςς12ρl/4;
β3 = 5β1/8; β4 = 4πσ ; β5 = 8π Ps/3;
β6 = 1 + (

33/π4/4
)
(1 − β8); β7 = 1 − (

Rmin/Dy
)(
Kvy/Q1max

)1/2;
β9 = (

Kvy/Kvymax
)(
Dymax/Dy

)2; β9 = R3
min(Pmax/Ps)

1/k . (12)

So, of particular interest for further studies is the dependence of the obtained
parameters E0, M according to expressions (7), (8) taking into account (9)–(12)
on the main characteristics of the throttling process of the fluid flow in the node
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“separator-external rotary locking shell” [10]. For example, such characteristics
include the conditional bore diameter Dy for a direct-flow valve of the indicated
type and its capacity Kvy .

4 An Example of Calculating the Main Parameters
of a Stochastic Model of Hydrodynamic Cavitation
for the Formation of Cyber-Physical Systems

As an example, we consider the calculation of the main parameters of the stochastic
model of hydrodynamic cavitation E0, M in the flow part of the valve with the
rotation of the external locking shell [10]. It is believed that the physicomechanical
properties of the working fluid for the set ϕ = {

ϕk3

}
, k7 = 1, s7 are determined by

the properties of water with density ρl = 103 kg/m3 at a temperature t1 = 30◦C ,
volumetric weight γ = 0.995 g× c/cm3, surface tension coefficient σ = 7.28×10−4

N/m, kinematic viscosity v1 = 0.81 × 10−2 cm2/c. The vapor and air densities are
equal to the values: ρg = 1.205 kg/m3 and ps = 1.44 × 10−2 kg/m3, the adiabatic
parameter is k = 1.3. Characteristic factors for cavitation bubbles and their internal
gas–vapor system are assumed to be similar to those adopted in [14–17]. In particular,
with a minimum bubble radius Rmin = 10−3 m, the maximum pressure at its center is
Pmax = 1, 3×105 kPa,with an averaged radius, the value of this pressure corresponds
to Ps = 10−3 Pa.

Moreover, the choice of parameters from the described sets of input x , output y,
structural a, andmode b corresponds to the following values. The set of input param-
eters x = {

xk1
}
, k1 = 1, s1 includes the maximum attainable flow rate Q1max = 0.8

m3/h at the limiting values for the minimum pressure drop δ1�Pmin = 1.10 kPa
and δ2�Pmin = 1.50 kPa at a temperature index of t1 = 30◦C and a value of the
fluid velocity in the pipeline w = 0.43 m/c. The mode parameter from the set
b = {

bk5
}
, k5 = 1, s5 is the average value from the given range

[
δ1�Pmin; δ2�Pmin,

]
for

the minimum pressure drop �Pmin = 1.30 kPa at the indicated temperature t1.
The output parameter of the model from the set y = {

yk2
}
, k2 = 1, s2 is the

capacity of the control valve Kvy = 7 m3/h. In addition, the set a = {ak3}, k3 = 1, s3
for the design parameters of the throttling process of the fluid flow in the flow part of
the valvewith the rotation of the external locking shell [10] includes: d0 = 2.0×10−3

m; λ1 = 1.0 × 10−3 m; λ2 = 3.9 × 10−4 m; q1 = 24; q2 = 7; δ1 = 3.0 × 10−3 m;
δ2 = 3.1 × 10−3 m; Dout = 3.4 × 10−2 m;L = 2.35 × 10−2 m.

For the above values of the throttling process parameters, according to expressions
(7), (8), the dependences E0

(
Kvy, Dy

)
and M

(
Kvy, Dy

)
are obtained, shown in

Figs. 1 and 2. The dashed lines in Figs. 1 and 2 for the indicated functions correspond
to such values of their arguments Kvy, Dy , which are not included in the considered
ranges of changes in the characteristics of the studied process. The limits of variation
Kvy j , Dyj , j = 1, 4 are selected according to the following four values of the degree
of opening of the throttle holes: 20, 50, 80, and 100%. These positions are determined
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Fig. 1 Dependence of the parameter E0 on the characteristics of the throttling process of the
fluid flow: a, b –E0

(
Dy

)
; c – E0

(
Kvy

)
; Dy1 = 1.16 × 10−2 m, Kvy1 = 2.15 × 10−1 m3/h (1);

Dy2 = 1.83 × 10−2 m, Kvy2 = 1.46 m3/h (2); Dy3 = 2.13 × 10−2 m, Kvy3 = 4.59 m3/h (3);
Dy4 = 2.59 × 10−2 m, Kvy4 = 6.93 m3/h (4); αg = αs = 0.5

by the radial rotation of the outer cylindrical perforated shell relative to the stationary
cylindrical separator with round throttle openings. The combination of the diameters
of the holes belonging to the shell and the separator leads to the complete opening of
the valve (100%degree of its opening). Other positions of the shell provide separation
of the fluid flow when flowing through open sections of throttle holes, which are in
the form of segments (the degree of opening of the valve is less than 100%).

According to Fig. 1, initially, there is a slight increase in the values of the energy
parameter E0 for the values of the diameter of the conditional flow area from the
range Dy ∈ [

Dy1, Dy2
]
(Fig. 1a) 1.04 times, and then its decrease by 0.55 times for

Dy ∈ [
Dy2, Dy3

]
(Fig. 1a, b) and 0.9 times for Dy ∈ [

Dy3, Dy4
]
(Fig. 1b). In this
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Fig. 2 Dependences of the parameter M on the characteristics of the throttling process of the fluid
flow: a, b –E0

(
Dy

)
; c – E0

(
Kvy

)
; Dy1 = 1.16 × 10−2 m, Kvy1 = 2.15 × 10−1 m3/h (1, 1′, 1′′);

Dy2 = 1.83 × 10−2 m, Kvy2 = 1.46 m3/h (2, 2′, 2′′); Dy3 = 2.13 × 10−2 m, Kvy3 = 4.59 m3/h
(3, 3′, 3′′); Dy4 = 2.59 × 10−2 m, Kvy4 = 6.93 m3/h (4, 4′, 4′′); αg = 0.8, αs = 0.2 (1–4);
αg = αs = 0.5 (1′-4′); αg = 0.2, αs = 0.8 (1′′-4′′)
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case, the maximum drop in the value of the energy parameter by 0.61 times (Fig. 1c)
corresponds to the transition from the 50% valve opening mode to the 100% mode
(solid line endpoints for graphs 2 and 4, Fig. 1c), when the throughput Kvy increases
4.75 times (values Kvy2, Kvy4, Fig. 1c).

Similar behavior is noted for the random component of the angular momentum
of the bubble M

(
Kvy, Dy

)
in Fig. 2, both depending on the diameter of the nominal

bore Dy (Fig. 2a, b), and on the flow capacity of the Kvy valve (Fig. 2c). In particular,
for equal proportions of gas and vapor fractions αg, αs inside the bubble (family of
graphs 1′-4′, Fig. 2a, b), a maximum decrease in the value of the parameter M by
0.71 times corresponds to an increase in the diameter of the conditional passage Dy

by almost 1.4 times and increase the Kvy value by 4.75 times when exiting from the
50% to 100% valve opening mode (endpoints of solid lines for graphs 2′ i 4′, Fig. 2a,
b and c). Moreover, as a comparison of the positions of the endpoints of solid lines
for each of the graph families 2, 2′, 2′′ and 4, 4′, 4′′ (Fig. 2c) shows, this is true for
any ratio of gas and vapor fractions αg, αs inside the cavitation cavities.

5 Key Findings and Results

The use of the energy method [11] for stochastic modeling of hydrodynamic cavi-
tation allowed the authors to construct appropriate models for the flow of working
fluid in the flow part of the axial valve with the external location of the locking organ
[15, 16]. In the present work, this approach is adapted for the case of fluid movement
in the working volume of a direct-flow valve with the rotation of the external rotary
locking shell of the valve [10].

We list the main conclusions and results of a study on the design of the cyber-
physical system of the process of throttling the flow of a working medium in a
direct-flow valve.

• A set of information variables of the studied throttling process of fluid has been
identified, including input, output, structural, operational parameters, and addi-
tional physical and mechanical characteristics of the working medium. In partic-
ular, themost significant structural parameters include: the diameter of the throttle
holes, their number in one radial row on the cylindrical surface of the separator,
the number of these rows, the inner diameter of the separator.

• Two main parameters are identified for analyzing the behavior of the simulated
dependencies for the main indicators of the process of throttling the working fluid
in the flow part of the direct-flow valve: the diameter of the nominal pass and the
capacity of the control device.

• One of the results of these studies is the functional dependence of the energy
parameter of the model E0

(
Kvy, Dy

)
from (7) on the conditional capacity of the

direct-flow valve of the indicated type Kvy and the diameter of the conditional
bore Dy of the separator-external rotary locking shell assembly. For example, at
the stage of transition from a mode with a valve opening degree of 50% to a mode
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of its full opening, the maximum value of the energy parameter decreases by 0.61
times, which is accompanied by a 4.75 times increase in the capacity value.

• The obtained dependencies for the random component of the angular momentum
of the bubble M

(
Kvy, Dy

)
from (8) are of a similar nature taking into account

the ratio of the gas and vapor fractions inside the cavitation cavity. In particular,
with equal values of the latter, the maximum drop in the value of M by 0.71
times also occurs when 50% of the valve opening degree mode is changed to its
100% opening mode. At the same time, there is an increase in the diameter of the
conditional passage by almost 1.4 times and the capacity value of 4.75 times.

6 Conclusion

Thus, for the designed cyber-physical system of the process of throttling the flow of
the working medium in a direct-flow valve, the choice of information variables was
made and the most significant design parameters from their number were identified.
A stochastic simulation of the energy of movement of the cavitation bubble was
performed using the energy method [11] to describe the process of hydrodynamic
cavitation in the node “separator-external rotary locking shell” [10]. The nature of
the change in the two main parameters of the system E0, M was studied taking into
account the corresponding ranges for the twomain process indicators Kvy j , Dyj , j =
1, 4, which correspond to the following four values of the degree of opening of the
throttle openings of the direct-flow valve: 20, 50, 80, and 100%.

In particular, an analysis was made of the behavior of the energy characteristic
E0

(
Kvy, Dy

)
depending on the degree of opening of variable shape throttle holes

when it changes from a double segment to a circle. In addition, the obtained depen-
dencies for the random component of the angular momentum M

(
Kvy, Dy

)
make it

possible to analyze the state of the gas–vapor system inside the cavitation cavity.
The obtained results of this description form the basis of stochastic modeling

of the formation of the macrosystem of bubbles during the formation of cyber-
physical systems, which further determine the engineering method for calculating
a new control direct-flow valve based on the principle of rotation of the external
locking shell [10].
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Analysis of Conjectural Variations
in Nonlinear Stackelberg Duopoly Model
for Cyber-Physical Systems
in Telecommunications Markets

Mikhail Geraskin

Abstract A duopoly model with a linear demand function and non-linear cost func-
tions of agents is considered. We study a game with multi-level Stackelberg leader-
ship. This game arises in the case of an oligopoly in the telecommunications market
that connects consumers, services supply equipment, andmanagement of the telecom
operators, therefore, the market is related to cyber-physical systems. In this case, the
decision-making mechanism of the management is based on the analysis of mutual
assumptions of the operators about the possible strategies of competitors, taking into
account the technical characteristics of the equipment. Conjectural variations (i.e.,
changes in the counterparty’s actions assumed by the agent that optimize a utility
function of the latter) are analyzed. Formulas for calculating the conjectural varia-
tions of agents are derived. Signs and boundaries of the variations for an arbitrary
Stackelberg leadership level are investigated.

Keywords Duopoly · Stackelberg game · Power costs function · Multi-level
leadership

1 Introduction

The solution to the firms’ game in the duopoly market has the classical form of
the Cournot-Nash equilibrium [1, 2], which is determined from the optimal agents’
reactions system.However, due to the imperfection of the agent’s awareness about the
actions of the counterparty (i.e., environment), this equilibrium is not unique, because
the optimal reactionof the agent depends onhis assumption about the optimal reaction
of the environment. Traditionally, these assumptions are described by a vector of
conjectural variations [3]. In the case of the quantitive competition, the conjectural
variation characterizes the agent’s expected response to the counterparty’s action
(supply), which optimizes the utility function of the latter with the selected action of
the former.
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If the counterparty ignores the agent in accordance with the Cournot model, then
the agent becomes the Stackelberg leader [4]. In this case, the leader chooses the
action taking into account the negative conjectural variation, i.e., he suggests that
the counterparty’s supply decreases relative to the leader’s supply growth. As a
result, the leader’s supply volume increases, and the equilibrium aggregate volume
increases. In addition, the game «struggle for leadership» [5] was investigated, when
both agents choose actions taking into account the negative conjectural variations.
In this case, both agents become the Stackelberg leaders, and their supply volumes
increase. Consequently, in the equilibrium, the aggregate volume increases, and the
price decreases.

Thus, the conjectural variation quantitatively expresses the mental reasoning of
each agent about the environment’s assumption: the assumption about the constancy
of the agent’s actions, the assumption about the best response of the agent to the
environment’s actions, the assumption about the agent’s best response to the envi-
ronment’s best response, etc. As a result, this sequence of assumptions leads to
multilevel Stackelberg leadership. In particular, if the counterparty assumes that the
agent’s actions are unchanged, the counterparty becomes the first level leader, if
he assumes the best response from the agent, then the second level leader, etc. In
the linear duopoly model, the classical results [4, 5] lead to the negative conjec-
tural variation. Then the following question arises: does this uniqueness exist in a
nonlinear model? To answer this question, our chapter develops a general method
for calculating the conjectural variations.

In the linear oligopoly model [6–12], the inverse demand function and the agents’
cost functions are linear, therefore, the calculation of the conjectural variations is
not difficult. In the nonlinear model [13, 14], the inverse demand function is linear,
and the agents’ cost functions are nonlinear. In this model, in the analytical form, the
conjectural variations were obtained only in the games with the first level Stackel-
berg leader (leaders) [15]. In the case of higher levels of leadership, the conjectural
variations were determined implicitly from the system of nonlinear equations. The
problem of multi-level leadership is relevant in the analysis of the reflexive games
[16], in which various agents’ assumptions lead to the differentiation of the game
results.

In practice, the conjectural variations are applied in the study of equilibria in
the telecommunications markets. On the one hand, these markets are classified
as oligopolies [10, 15]. On the other hand, the service providers in these markets
form networks that consist of the radar equipment and the administrative staff (i.e.,
management). Consequently, these man–machine networks belong to the cyber-
physical systems [17, 18]. In this case, we investigate the cyber-physical system
in terms of the influence of the mental management processes on such technical
characteristics as the data transfer volumes.

We consider the problem of calculating the conjectural variations in an analytical
form for an arbitrary Stackelberg leadership level, which enables us to study the
influence of the leadership level on the players’ behavior.
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2 Formulation of Problem

In the cyber-physical system of the telecommunications market, in the case of the
duopoly, the nonlinearmodel of choosing the optimal agent’s action has the following
form:

Q∗
i = argmax

Qi≥0

∏

i

(
Q, Qi

)

= argmax
Qi≥0

{
(a − bQ)Qi − CFi − Bi Q

βi
i

}
, i = 1, 2, Q = Q1 + Q2, (1)

where Qi ,
∏

i are the action (the data transfer volume) and utility function (profit)
of the agent i; Q is the aggregate market volume of the data transfer; CFi > 0, Bi >

0, βi ∈ (0, 2) are the coefficients of the cost function of the type Ci
(
Qi

) = CFi +
Bi Q

βi
i , CFi is the fixed cost; a > 0, b > 0 are the coefficients of the inverse demand

function; the symbol “*” indicates the optimal values. In the general case, the agents’
cost functions may be either concave at 0 < βi < 1, or convex at 1 < βi < 2. The
first case corresponds to the positive effect of a return to scale, and it is observed at
the stage of the firm appearance, the second case characterizes the negative effect of
a return to scale, and it arises in great firms [19].

TheNash equilibrium in themodel (1) is determined from the necessary extremum
conditions of the following form

∂
∏

i

(
Qi , xi j

)

∂Qi
= 0, i = 1, 2, (2)

where xi j = Q′
j Qi

is the conjectural variation in the reaction equation of the agent i,
i.e., the assumed change in the supply of the agent j in response to a unit increment
in the supply of the agent i.

The Stackelberg leadership level of the agent is determined as follows. A zero
level corresponds to the follower agent i, and it occurs if in the equation i of the system
(2) xi j (0) = 0, where the lower index in brackets indicates the leadership level r. The
first leadership level of the agent i arises if in the equation i of the system (2) the
variation xi j (1) is calculated by differentiation of another Eq. (2) with respect to Qi ,
and in this equation xi j (0) = 0. An arbitrary leadership level r of the agent i occurs if
in the equation i of the system (2) the variation xi j (r) is calculated by differentiation
of another Eq. (2) with respect to Qi , and in this equation xi j = xi j(r−1).

For model (1) of the actions’ choice of the agent i at the leadership level r, the
solutions of system (2) satisfy the following equations [15]:

Fi(r) = a − bQ − bQi

(
1 + xi j(r)

) − Biβi Q
βi−1
i = 0, Qi > 0, i = 1, 2, (3)

subject to
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gi(r) = ui − xi j(r) < 0, i = 1, 2, (4)

taking into account the following notation

ui = −2 − Biβi
(
βi − 1

)
Qβi−2

i

b
< 0, i = 1, 2 (4a)

where gi(r)(·) is a continuous and differentiable function, which characterizes the
fulfillment of a sufficient maximum condition (i.e., unimodality condition) of func-
tion (1) of the agent i; ui (·) is function characterizing the influence of the nonlinearity
of the cost function on the unimodality of the utility function of the agent i (when
ui = −2, system (3) is linear); Fi(r)(·) is a continuous and differentiable function.

In comparison to the linear model, in which condition (4) has the form gi(r) =
−2 − xi j(r) < 0, in the nonlinear model (1) the utility function of the agent may not
be unimodal due to the following reasons: (i) the influence of environmental actions,
i.e. situations when xi j(r) < −2; (ii) a result of the positive effect of a return to scale
of the agent’s cost function. Therefore, we introduce the assumption that the rate of
the marginal costs reduction with an increase in return to scale (i.e., βi < 1) is less
than the rate of decline in the price with an increase in the supply:

∣∣MC ′
i Qi

∣∣ = Biβi
∣∣βi − 1

∣∣Qβi−2
i < b∀βi < 1, (5)

where MCi = C ′
i Qi

= Biβi Q
βi−1
i are the marginal costs of the agent i. Assumption

(5) guarantees the fulfillment of condition (4) if the condition
∣∣∣xi j(r)

∣∣∣ < 1 is satisfied,

because under this assumption:

u j < 0,
∣∣u j

∣∣ ≥ 1∀β j ∈ (0, 2). (5a)

In the general case, if
∣∣∣xi j(r)

∣∣∣ < |ui |, then condition (4) is satisfied.

We consider the problem of searching for the conjectural variation xi j(r) of the
agent i in analytical form for an arbitrary value of r.

3 Analysis Results

The method of calculating the conjectural variations for different leadership levels
is formulated in the form of the following assertion, and the proof is given in the
Appendix.

Assertion. In the system of Eq. (3), which corresponds to the duopoly model (1)
with a linear demand function and non-linear cost functions:

(a) the conjectural variation in the equation of the agent i at the leadership level r
is calculated by the following approximate formula:
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x̃i(r) = 1

u j − x j(r−1)
, x j(0) = 0, i, j = 1, 2; (6a)

(b) the relative error δxi(r) = �xi(r)|xi(r)| = |xi(r)−x̃i(r)|
|xi(r)| in the calculation of the conjectural

variations according to formula (6a) for r > 1 in comparisonwith the exact value
xi(r) is calculated by the following formula

δxi(r) =
∣∣∣∣∣∣

1 + ψ2(r−1)

φ2(r−1)
x̃1(r)

1 + 1
φ2(r−1)

∣∣∣∣∣∣
, where, φ j(r−1) = Q j

(
x j(r−1)

)′
Qi

, (6b)

and, under conditions (i) Qi ≥ Qi , i = 1, 2 and (ii)
∣∣xi(r)

∣∣ ≤ Xmax∀r > 1, the
relative error is limited to the following value

δxmax =
∣∣∣∣∣
1 + X2

max

1 + 1
Qmaxγ

∣∣∣∣∣, (6c)

where Qmax =
a−min

i=1,2
(Biβi )

b if βi ≥ 1, or Qmax = a
b if βi < 1, γ = 2ε

Q
,

Q = max
i=1,2

Qi , Qi =
(

Biβi |βi−1|
εb

) 1
2−βi ; ε is a small positive number;

(c) recurrence formula (6a) is equivalent to the following formula

x̃i(r) = p(r)

q(r)
, (6d)

where τ is an ordinal number of a pair of natural numbers in the sequence (1,2), (3,4),
(5,6), etc., which is calculated by the formula τ = f +2

2 if f < r ≤ f + 2, f ∈ N ,

N is a set of natural numbers, and p(r) = ∑τ−1
t=0 (−1)t ur−τ−t

1 uτ−1−t
2

∏t
γ=1 (r−τ−γ+1)

t ! ,

q(r) = ∑r−τ+1
t=1 (−1)t+1ur−τ−t+1

1 uτ−t+1
2

∏2t−3
γ=t−1 (r−γ )

(t−1)! .
Formula (6a) is intended to approximate the calculation of the conjectural varia-

tions in the reaction equations of agents at arbitrary leadership levels. The accuracy of
the approximate calculation of the conjectural variations is determined by the formula
(6b), and the accuracy estimation may be found by formula (6c). Formula (6d) gives
an explicit form of the conjectural variations, and it is applicable for differentiation
of the variations.

The values of a function (4a) affect the fulfillment of sufficient optimality condi-
tions (4), and on the conjectural variations according to (6a). Function (4a) depends
on the parameters of the agents’ cost functions Bi > 0, βi ∈ (0, 2) and the
parameter of the demand function b. An analysis [20] of the telecommunications
companies of the Russian Federation showed that the coefficient Bi ∈ (1, 3), if
Qi ∈ (0, 500) billion min, parameter b = 0.0009 rubles/min, i.e., there is a relation

σ = Bi
b ≈ 1000. Therefore, we investigate the following two-parameter function
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Fig. 1 Types of function ui (Qi )

ui (Qi ) = −2 − σβi
(
βi − 1

)
Qβi−2

i in the range of Qi ∈ (100, 500) billion min at
various values σ, βi . An analysis of the graphs ui (Qi ) (Fig. 1) demonstrates that at
great values of supply (i.e., Qi ≥ 250), and if the cost coefficients are close to the
ratio σ = 1000, the function belongs to the range −2, 76 ≤ ui (Qi ) ≤ −1, 76. In
addition, in the case of the convex cost function (i.e., βi ≥ 1), the function ui (Qi ) to
modulo is greater than 2, and in the case of the concave cost function (i.e.,βi < 1), the
function ui (Qi ) to modulo is less than 2. With an increase in convexity, i.e. with the
growth of βi , and concavity, i.e. with a decrease in βi , themodule of ui (Qi ) grows.We
study the conjectural variations with functions (6a) in the range of −5 ≤ ui ≤ −1.

In the case of the convex cost function of the first agent and the linear cost func-
tion of the second agent (hereinafter, case (1), the dependencies of the conjectural
variations on the leadership level are presented in Fig. 2. The analysis leads to the
following conclusions. First, with an increase in the leadership level, the conjectural
variations monotonically decrease, and they are limited in absolute value by a unity:

xi(r) < 0 ∧ x ′
i(r)r < 0 ∧ ∣∣xi(r)

∣∣ ≤ 1, if (u1 < −2 ∧ u2 = −2).

Second, the convexity of the agent cost function leads to an excess of the module
of his conjectural variation in comparison with the module of the variation in the
case of the linear cost function:

∣∣x1(r)
∣∣ ≥ ∣∣x2(r)

∣∣, if (u1 < −2 ∧ u2 = −2).

Third, in the case of the linear cost functions of both agents, the largest in absolute
value conjectural variations are achieved in comparison with the non-linear costs:

∣∣xi(r)
∣∣
ui=−2 ≥ ∣∣xi(r)

∣∣
u1<−2.
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Fig. 2 Dependences of conjectural variations on leadership level with non-linear (convex) cost
function of one agent in the case of u1 ≤ −2, u2 = −2

Fourth, with a decrease in the convexity of the agent’s cost function (i.e., with
a decrease in the module of u1), the conjectural variations of both agents grow in
absolute value:

∣∣xi(r)
∣∣
ũi

≥ ∣∣xi(r)
∣∣ ˜̃ui , if |ũi | <

∣∣∣ ˜̃ui
∣∣∣.

Hence, in the cyber-physical system of the telecommunications market, in the
case of the convex or linear cost functions of the agents, despite an increase in the
leadership level, a decrease in the data transfer volume remains the agent’s optimal
response to an increase in the counterparty’s supply.

In the case of the concave cost function of the first agent and the linear cost
function of the second agent (hereinafter, case 2), the dependencies of the conjectural
variations on the leadership level are presented in Fig. 3. The situation is very different
from the case of convexity. First, the conjectural variations are mostly negative, but
it may be positive and are not limited in absolute value:

xi(r) < 0 ∨ xi(r) > 0 ∧ ∣∣xi(r)
∣∣ < ∞, if (u1 > −2 ∧ u2 = −2).

The positivity of the conjectural variation leads to the atypical behavior of the
agent when the optimal agent’s response to an increase in the counterparty’s action
is to increase its own effect. This reaction is paradoxical, because, as a result, the
equilibrium price in the market is reduced. We discuss this paradox. This reaction is
observed at the level (Fig. 3), which follows a series of levels when the conjectural
variations of both agents are negative and very large in absolute value. As a result, the
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Fig. 3 Dependences of conjectural variations on leadership level with non-linear (concave) cost
function of one agent in the case of u1 >−2, u2 = −2

equilibrium market volume increases excessively, and, as a consequence, the equi-
librium price falls. A similar process was investigated by the classics in the «struggle
for leadership» game [5]. Therefore, at the next level, the reverse process is optimal,
for which the positive conjectural variations are necessary. As a result, the supply
volumes decrease, and the equilibrium price rises. This process expresses market
recovery (i.e., rebound), but a subsequent decrease in the conjectural variations shows
that this rebound is not optimal.

Second, the trends of the conjectural variations x1(r) and x2(r) correlate, i.e., they
increase and decrease mutually connected. Third, the amplitude of x2(r) exceeds the
amplitude of x1(r), i.e., as in case 1, the following rule fulfills: with a decrease in the
modulus of ui , the conjectural variation of the agent i increases.

Consequently, in the cyber-physical system of the telecommunications market, in
the case of the concave or linear cost functions of the agents, with an increase in the
leadership level, the data transfer growth may be the agent’s optimal response to an
increasing in the counterparty’s data supply.

In the case of concave or convex cost functions of agents (hereinafter, case 3), the
dependencies of the conjectural variations on the leadership level are presented in
Fig. 4. The situation is similar to cases 1 and 2. First, if the cost function of one agent is
concave (u1 > −2), and the cost function of another agent is convex (u2 < −2), then
the dynamics of the conjectural variations of both agents is similar to the case of the
agent’s cost function concavity (case 2). Second, if the cost functions of both agents
are concave (u1 > −2, u2 > −2), then the dynamics of the conjectural variations
of both agents are similar to the previous case, but the period of oscillations is less,
and the amplitude is greater. Third, if the cost functions of both agents are convex
(u1 < −2, u2 < −2), then the dynamics of the conjectural variations of both agents
is similar to case 1, i.e., these variations are monotonically decreasing, and they are
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limited modulo unity, however, in contrast,

∣∣x2(r)
∣∣ ≥ ∣∣x1(r)

∣∣, if |u2| > |u1|.

4 Conclusion

The derived formula for the conjectural variation enables us to study the influence
of the Stackelberg leadership level on the trends of these variations. Additionally,
this formula allows us to analyze the influence of the convexity or concavity of the
agents’ cost functions on the dynamics of the conjectural variations in the process
of an increase in the leadership level.

We investigate the agents’ behavior in the cyber-physical system of the telecom-
munications market. The most important results of our analysis are as follows. The
agents’ behavior is significantly influenced by the technical characteristics of the
cyber-physical system, which determine the type of the agent’s cost function. The
convex agents’ cost functions,which are associatedwith a diminishing return on scale
expansion, lead to stable downward dynamics of the conjectural variations with an
increase in the leadership level. In the case of increasing returns to scale expansion,
the concave agents’ cost functions cause an abrupt change in these variations, which
leads to the atypical positive reaction of the agent to an increase in the counterparty’s
action. We indicate the reason for this phenomenon. The increasing return to scale
allows firms to dramatically increase the supply volumes that lead to lower prices
and lower firms’ profits. Then, this state encourages firms to contract the market.
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Additionally, we show that such atypical reactions of both firms arise even if only
one agent has the concave cost function.

Appendix

Proof of the assertion. Without loss of generality, we consider the first agent as
the leader of the level r. To simplify the notation, we further designate: x1(r) is the
conjectural variation of the first agent, x2(r) is the assumed variation of the second
agent.

At the first leadership level (r = 1) of the first agent, the conjectural variation
of the second agent is zero x21(0) = 0, and Eq. (3) of the second agent has the

form F2(0) = a − bQ − bQ2 − B2β2Q
β2−1
2 = 0, therefore, the conjectural variation

in the equation of the first agent, according to [21], is calculated by the formula

x1(1) = − F ′
2(0)Q1

F ′
2(0)Q2

= − −b

−2b−B2β2(β2−1)Q
β2−2
2

= 1
u2
. By analogy, for r= 1, the conjectural

variation in the equation of the second agent is equal to x2(1) = 1
u1
.

At the leadership level r, Eq. (3) of the second agent has the form F2(r) = a −
bQ − bQ2

(
1 + x2(r−1)

) − B2β2Q
β2−1
2 = 0. Therefore, the conjectural variation in

the equation of the first agent is calculated by the following formula:

x1(r) = − −b − bQ2
(
x2(r−1)

)′
Q1

−2b − B2β2
(
β2 − 1

)
Qβ2−2

2 − b
(
Q2x2(r−1)

)′
Q2

= 1 + Q2
(
x2(r−1)

)′
Q1

u2 − x2(r−1) − Q2
(
x2(r−1)

)′
Q2

.

We denote φ2(r−1) = Q2
(
x2(r−1)

)′
Q1
, ψ2(r−1) = Q2

(
x2(r−1)

)′
Q2
, then this variation

may be written as follows:

x1(r) = 1 + φ2(r−1)

u2 − x2(r−1) − ψ2(r−1)
. (A1)

If the values φ2, ψ2 are small, then an approximate recursive formula for calcu-
lating the conjectural variations of the agent i at the leadership level r has the following
form:

x̃i(r) = 1

u j − x j(r−1)
, x j(0) = 0, i, j = 1, 2. (A2)

The approximation error of formula (A2) is equal to:
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�x1(r) = ∣∣x1(r) − x̃1(r)
∣∣ =

∣∣∣∣∣
φ2(r−1)

(
u2 − x2(r−1)

) + ψ2(r−1)(
u2 − x2(r−1)

)(
u2 − x2(r−1) − ψ2(r−1)

)
∣∣∣∣∣.

The relative approximation error of the formula (A2) is equal to:

δx1(r) = �x1(r)∣∣x1(r)
∣∣ =

∣∣∣∣∣
φ2(r−1)

(
u2 − x2(r−1)

) + ψ2(r−1)(
u2 − x2(r−1)

)(
1 + φ2(r−1)

)
∣∣∣∣∣ =

∣∣∣∣∣∣

1 + ψ2(r−1)

φ2(r−1)
x̃1(r)

1 + 1
φ2(r−1)

∣∣∣∣∣∣
. (A3)

From formula (4a) it follows that u′
i Qi

= (βi−2)(ui+2)
Qi

. We introduce Qi ≥ Qi ,

where Qi is deduced from the condition |ui + 2| = ε and is equal to Qi =
(

Biβi |βi−1|
εb

) 1
2−βi , taking into account formula (4a), and ε is a small positive number.

We denote Q = max
i=1,2

Qi . Then
∣∣u′

i Qi

∣∣ = (2−βi )|ui+2|
Qi

≤ 2ε
Q

= γ , where γ = 2ε
Q

< ε.

We will perform the following conversion: φ2(r)

ψ2(r)
= (x2(r))

′
Q1

(x2(r))
′
Q2

= Q′
2Q1(r)

= x1(r). We

define an upper estimate for the modulus of the conjectural variation derivative. For
simplicity, we assume that (i) the derivatives of these variations calculated by the
exact formula (A1) and the approximate formula (A2) are equal; (ii) the difference
in the derivatives of these variations at different levels may be neglected; (iii) the
derivative of the first agent’s variation opposite in sign to the derivative of another
agent’s variation:

(
xi(r)

)′
Q j

= (
x̃i(r)

)′
Q j

, i, j = 1, 2,

and
(
x̃i(r)

)′
Q j

= (
x̃i(r−1)

)′
Q j

= χi j ,
(
x̃i(r)

)′
Q j

= (
x̃ j(r−1)

)′
Q j

∀r > 0.

Then we calculate the derivative of the function (A2) as follows:
(
x̃i(r)

)′
Q j

=
− u′

j Q j
−(x̃ j(r−1))

′
Q j

(u j−x̃ j(r−1))
2 , and after a substitution

(
x̃i(r)

)′
Q j

= χi j ,
(
x̃ j(r−1)

)′
Q j

= −χi j , we

deduce χi j = − u′
j Q j

(u j−x̃ j(r−1))
2+1

from the equation χi j = − u′
j Q j

+χi j

(u j−x̃ j(r−1))
2 . Because,

according to (5a),
∣∣∣u j

∣∣∣ ≥ 1, and condition (4) requires that
∣∣∣xi j(r)

∣∣∣ < |ui | is satisfied,
then the greatest absolute value χi j is achieved at u j = x̃ j(r−1), and it is equal to

max
∣∣∣u′

j Q j

∣∣∣ = γ . Therefore, the largest modulo value of φi(r) is equal to Qmaxγ . In

this case, Qmax is determined from the formula for the oligopoly market volume with
an infinitely great number of firms [5]: Qmax = a−MCmin

b , where MCmin = min
i=1,2

MCi .

In particular, taking into account the formula MCi , MCmin = min
i=1,2

(Biβi ), if βi ≥ 1

and MCmin = 0, if βi < 1. If the conjectural variations are limited in absolute value
by Xmax, then the formula for the maximum error in the form (6c) follows from (A3).

We derive the analytical formula for the approximate calculation of the conjec-
tural variations. Formula (A2) is a two-dimensional continued fraction [22] with
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Table 1 Analysis of
continued fractions x̃1(r)

r p(r) q(r)

1 1 u2

2 u1 u1u2 − 1

3 u1u2 − 1 u1u22 − 2u2

4 u21u2 − 2u1 u21u
2
2 − 3u1u2 + 1

5 u21u
2
2 − 3u1u2 + 1 u21u

3
2 − 4u1u22 + 3u2

6 u31u
2
2 − 4u21u2 + 3u1 u31u

3
2 − 5u21u

2
2 + 6u1u1 − 1

7 u31u
3
2 − 5u21u

2
2 + 6u1u2 − 1 u31u

4
2 − 6u21u

3
2 + 10u1u22 −

4u2

8 u41u
4
2 −6u31u

2
2 +10u21u2 −4u1 u41u

4
2 − 7u31u

3
2 + 15u21u

2
2 −

10u1u2 + 1

a recursive record of the form: x̃1(r) = 1
u2−x2(r−1)

. One-dimensional continued frac-

tions may be represented as a sequence of the convergent fractions x1(r) = p(r)

q(r)
, in

which the numerator and denominator are calculated using the following recurrence
formulas p(r) = u(r) p(r−1) + p(r−2), q(r) = u(r)q(r−1) + q(r−2) [23]. On the other
hand, binomial coefficients are calculated as Stirling numbers of the first kind using
the recurrence formula Sk(r+1) = Sk(r) − r Sk−1(r) [21], where k is a serial number
of Stirling numbers in the binomial expansion. Therefore, it can be assumed that a
two-dimensional continued fraction may be represented by binomial decomposition.
Indeed, the calculations of the numerator p(r) and the denominator q(r) of the fraction
(A2), presented in Table 1, show the existence of a binomial regularity.

The analysis of the coefficients in the Table leads to the following formula x̃1(r) =
p(r)

q(r)
, where p(r) = ur−τ

1 uτ−1
2 for r = 1, 2, q(r) = ur−τ

1 uτ
2 for r = 1,

p(r) = ur−τ
1 uτ−1

2 − (r − 2)ur−τ−1
1 uτ−2

2 for r = 3, 4,

p(r) = ur−τ
1 uτ−1

2 − (r − 2)ur−τ−1
1 uτ−2

2 + 1

2
(r − 3)(r − 4)ur−τ−2

1 uτ−3
2

for r = 5, 6 etc.,

q(r) = ur−τ
1 uτ

2 − (r − 1)ur−τ−1
1 uτ−1

2 for r = 2, 3,

q(r) = ur−τ
1 uτ

2 − (r − 1)ur−τ−1
1 uτ−1

2 + 1

2
(r − 2)(r − 3)ur−τ−2

1 uτ−2
2

for r = 4, 5 etc.

In general terms, these expressions are written in the form (6d).
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Functional Model for the Formation
of Individual Metal Control Programs
of Boiler Equipment

V. D. Belov and E. R. Moshev

Abstract The study considers the flaws of the process of technical maintenance
of boiler units of thermal power plants carried out with the use of non-specialized
software and conducted as part of a set of engineering measures called an integrated
logistics support. The results of the analysis of scientific and technical literature and
regulatory and technical documentation governing the technical maintenance proce-
dures of boiler units are presented. It is shown that it is possible to eliminate the
flaws of the technical maintenance process by developing and applying a problem-
oriented cyber-physical system. The goal and objectives of the study, necessary to
automate the technical maintenance procedures of boiler units, including the intelli-
gent decision-makingprocedures, are presented.A functionalmodel is developed that
formalizes the formation of individual metal control programs of boiler units as an
organizational and technological process and describes the interconnections between
the procedures of this process and the regulatory and technical requirements for its
implementation.

Keywords Thermal power plants · Boiler unit · Cyber-physical system · Technical
maintenance and repair system · Individual metal control program · SADT model ·
Functional model · Information model

1 Introduction

Nowadays, thermal power plants (TPPs) generate more than half of all thermal and
electric energy of the Russian Federation. The main share of Russian TPPs is made
up of steam turbine power plants, in which the potential energy of the steam is
converted into kinetic energy of the spinning of the rotor of the turbine unit, and then
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into electrical energy. One of the most important and critical types of engineering
devices that ensure the operation of thermal power plants is boiler units (BU), the
functional purpose of which is the generation of steam with high energy character-
istics. Boiler units are operated at very large values of the technological parameters:
the working temperature of the flue gases in the radiant zone is from 1700 to 1900
(°C); steam temperature up to 570 °C; steam pressure up to 15.0 MPa. The indicated
operating conditions of boiler units place high demands on the quality of their tech-
nical maintenance ™, on which the reliability and economic efficiency of the entire
TPP completely depend.

In industrial enterprises, the technical maintenance of the equipment is carried
out in accordance with the requirements of the system of technical maintenance and
equipment maintenance.

In accordance with the regulatory and technical documentation, technical main-
tenance of boiler units requires a large number of procedures, among which an
important role is played by engineering and organizational and technological proce-
dures. Currently, the implementation of these procedures is carried out with the use
of software that does not require their automation, as well as information support
for making necessary intelligent decisions. In addition, the performance of technical
maintenance procedures is complicated by the state of technical documentation,
which is presented at TPPs mainly in the form of paper or electronic, but not interac-
tive documents. The above factors give rise to the following significant disadvantages
of the technical maintenance process of boiler units:

• multiple duplications of search, input, and data processing operations;
• multiple creations of the same forms and schemes necessary to ensure the technical

maintenance of the equipment;
• low speed of processing the results of instrumental diagnostics;
• the complexity of systematizing separate data;
• low speed and accuracy of engineering calculations;
• low speed of forming the technical documentation of technical maintenance;
• the complexity of information exchange between subjects of various stages in the

lifecycle of boiler units;
• the complexity of performing intelligent procedures.

These flaws significantly increase the duration and labor-consuming of the tech-
nicalmaintenance process of boiler units. They also reduce the quality of the technical
documentation, which negatively affects the efficiency and industrial safety of the
performance of thermal power plants in general. The negative impact of the above
flaws can be significantly reduced if we develop and implement a problem-oriented
cyber-physical system (CPS) [1–4] that will allow automating the organizational
and technological procedures of the technical maintenance of boiler units and the
processing of their results, including those obtained by instrumental methods. The
complexity of the development of CPS for this purpose lies in the fact that to date,
the analysis of scientific and technical literature has not identified models [5–7],
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algorithms [8–10], and software [11–15] that allow for the comprehensive automa-
tion of these procedures at the systemic level. The development of such models and
algorithms is the ultimate purpose of the study.

To achieve the goal, the following objectives were formulated:

• to study the technical maintenance process of boiler units as an object of
computerization;

• to develop a functional model formalizingmetal control procedures of boiler units
as an organizational and technological process;

• to develop models for the representation of knowledge about boiler units as a
system of interconnected structural elements;

• to develop models for the representation of knowledge on procedures of assessing
the technical condition of boiler units, including metal control procedures;

• to develop algorithms that automate the formation of metal control programs of
boiler units with the use of the developed knowledge representation models.

This chapter presents the results of solving the first two problems.

2 Analysis of the Technical Maintenance Process of Boiler
Units as an Object of Computerization

The study of the technical maintenance process of boiler units as an object of comput-
erization was carried out on the basis of a thorough analysis of regulatory and tech-
nical documentation (RTD), scientific and technical literature, and the results of the
staff survey of TPPs. As a result of the analysis, it was found that the following are
the most important of all technical maintenance procedures of boiler units:

• analysis of the technological modes of performance of boiler units and the
results of metal control of structural elements for the entire previous period of
performance;

• strength calculations of equipment structural elements and steam pipelines;
• calculations of the residual life of elements in boiler units operating under creep

flow and cyclic loading;
• continuous accounting of equipment operating time, temperature, and pressure of

steam generated;
• the formation of individual metal control programs, metal control tasks, and

reports on the results of metal control;
• formation and storage of passport-technical documentation.

The analysis of the above procedures showed that many of them require the imple-
mentation of operations of search and processing of large amounts of information,
as well as making intelligent decisions. In addition, they can be formalized with the
use of models and algorithms of artificial intelligence theory [16, 17].
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According to TPP specialists, one of the most time-consuming and intellectually
complex procedures is the formation of individual control metal programs. A study
of the subject area showed that this procedure can be formalized using the SADT
model [18], an analog of which is known in the Russian Federation as a functional
model (FM) [19–22].

3 Development of a Functional Model for Metal Control
of Boiler Units

The context diagram of the upper level of the functional model of metal control
is presented in Fig. 1, where the following documentation is used as the input
information flow:

• boiler technical passport (BU Passport), which contains information on current
operating parameters (pressure, the temperature in all subassemblies of the boiler
unit), as well as data on repairs and results of previous BU diagnostics;

• operational documentation (OD), which includes a repair journal for each BU
subassembly, shift protocol, schemes of various structures, a journal of thermal
displacement of structural elements, repair schedules, forms;

• project documentation (PrD), which contains data on the main dimensions of the
subassemblies, materials, calculated technological characteristics;

• assembly documentation (AD) containing data on welders, welding material, as
well as schemes of welded joints;

0
А0

Perform boiler 
unit metal control

Specialists of LM, PRD specialists, 
engineers, CPS

Regulatory and technical 
documentation, methods, 

models, MC data

BU Passport, OD, PrD, AD, 
Data from LM reporting documentation

Purpose: automation of the documentation formation of the boiler unit metal control 
Viewpoint: planning and repair department

Fig. 1 Context diagram of the upper level of the functional model—block A0
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Fig. 2 Decomposition of block A0 of the functional model

• data from the laboratory of metals (LM) conducting metal controls. They contain
basic information about the organization, specialists, and devices with which the
metal control is carried out.

The output information flow is the reporting documentation on the results of the
metal control conducted.

The decomposition of block A0 of the context diagram of the upper level of the
FM is shown in Fig. 2 and includes three blocks (Fig. 2).

When performing the function given in blockA1with the use of the data contained
in the input documentation, a primary model is created for representing knowledge
about the structure and characteristics of structural elements, as well as about the
parameters of the technological mode of BU performance (geometric dimensions;
steel grades; various regulatory requirements; pressure; temperature and type of
carried medium), hereinafter referred to as «BU information model».

In addition to the above characteristics and parameters, the information model
contains special schemes of the structural subassemblies of the boiler unit, called
forms. As a rule, at heat and power enterprises the forms of the following structural
subassemblies of the boiler unit are formed: boiler drum; heating surfaces; super-
heaters; water economizer; feed pipeline within the boiler; main steam line within
the boiler; recirculation pipelines; steam-circulating pipes.

When performing the function given in blockA2, in accordance with themethods,
guidance documents, and instructions, as well as using the BU information model,
individual metal control programs (MCP) are formed. The formation of individual
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Fig. 3 Decomposition of block A1 of the functional model

MCPs is carried out on the basis of standard programswith the use of specially devel-
oped heuristic algorithms, knowledge representationmodels, and theBU information
model created in block A1.

BlockA3 completes the diagram,where themetal control of theBUsubassemblies
is carried out according to the approved task, putting the MC results in specially
created templates and the formation of reporting documentation based on the results
of the control.

The decomposition of blockA1 (Fig. 2) of the functional model is shown in Fig. 3.
The input data for block A1 are the BU Passport, operational, project, and

assembly documentation.
The output information flow is the electronic passport (EP) of the boiler unit, as

well as the forms of the individual subassemblies of the boiler unit and the general
structure of the model.

When performing the function in block A11 a specialist of the Planning and
Repair Department (PRD) creates a new equipment unit (EU) within the hierarchical
level «Equipment» in the BU sublevel. Functions A12, A13, and A14 describe the
sequential introduction into the information model of the project, operational and
assembly characteristics of the BU, as well as the formation of the list of forms and
the creation of the forms themselves. During further work, a PRD specialist can add
new forms to an existing model, as well as delete irrelevant forms.

Here, the input variables of block No. 1 are characteristics of the workingmedium
(composition, temperature, pressure); technical data of the structural elements of the
boiler unit (steel grade, typical size, characteristics of welded joints); BU passport
data (date of an assemblage of elements, data on previous control); forms (simplified
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graphic representation of the structural subassemblies of the boiler unit). All this data
is stored in the database of the problem-oriented system (POS) after a PRD specialist
has filled in all the attributes and rendered the forms, so the data is entered once and
used at all subsequent stages of work.

The decomposition of block A2 (Fig. 2) is shown in Fig. 4 and describes the
procedure for forming MC programs in a simplified form.

The output variables of block No. 1 are individualMC programs of subassemblies
formed on the basis of standard programs indicated in the regulatory and technical
documentation.

Input variables of block No. 2 are all input and output variables of block No. 1.
The output variable of block No. 2 is an individual MC program for all BU

subassemblies.
For block No. 3, the input data is an individual metal control program of the boiler

unit, and the output data is edited and approved MC program of the boiler.
When performing the function indicated in block No. 4, with the use of the

product knowledge base (PNB) and problem-oriented system (POS), MC tasks
of BU subassemblies are automatically generated—forms with a graphic image of
specific control zones, as well as notes on the methods and scope of the metal control
according to the generated individual MC programs. A PRD specialist edits if neces-
sary and approves control tasks. The output data of block No. 4 are the tasks on the
metal control of BU elements. The individual MC program formed in accordance
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with the described algorithm consists of tasks on the metal control of individual
elements. The control task contains the methods and scope of control, as well as the
number of sites that must be monitored.

Figure 5 shows the decomposition of block A21 (Fig. 4), where the procedure
of the formation of individual MC programs for an individual BU subassembly is
formalized.

Here, the input variables of block No. 1 are:

• technical characteristics of the structural elements of the boiler unit: type of the
element (A′), diameter (D′) and wall thickness (S′) of the element, steel grade of
the element (SD);

• operational characteristics of BU elements: hours of operation of an element (T′),
working pressure (P′), and temperature (T).

The output variables of block No. 1 are the objects of control (structural
elements, welded joints), which, in accordance with the regulatory and technical
documentation, must be included in an individual metal control program.

The input variables of blocks Nos. 2, 3, and 4 are all input and output variables
of the previous blocks.

The output variables of block No. 2 are object’s control methods defined in accor-
dance with the regulatory and technical documentation, and the output variables of
block No. 3 are information about the scope of control for each control method.
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The output parameter of block No. 4 is an individual MC program of the BU
structural subassembly, which is a table with instructions on the methods and scope
of control for each of the elements defined in block No. 1.

The decomposition of blockA24 shown in Fig. 6 (Fig. 4) formalizes the procedure
of the formation of tasks on the metal control for individual BU elements.

The input data for block No. 1 are the objects, methods, and the scope of the metal
control—the output data of block A21.

As a result of the performed function given in block No. 1, the POS automatically
generates a task for the metal control of an individual BU subassembly. TheMC task
is the form of the BU subassembly with marked positions of elements and joints,
which should be monitored in accordance with the individual MC program, as well
as notes on the methods and scope of control of elements.

The input data for block No. 2 is a form with positions of elements, joints, and
notes. In blockNo. 2, a PRD specialist can adjust the positions of elements and joints,
as well as notes on control methods and scope, on the basis of operational data.

The output data of block No. 2 is the MC task of individual BU subassemblies
edited by a PRD specialist.

The input data of block No. 3 is the output data of block No. 2.
As a result of performing the function of blockNo. 3, the problem-oriented system

automatically generates templates for loadingMC results—interactive documents in
Excel tables associated with the corresponding forms. Tables are formed on the
basis of the approved MC tasks. After completing the metal control of a separate BU
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subassembly, the results of this control are entered into the table, and the information
is loaded into the database of the problem-oriented system.

The decomposition of block A3 shown in Fig. 7 (Fig. 4) formalizes the procedure
of the automated formation of reporting documentation on the metal control.

The input data of block No. 1 are:

• the output data of block A24—approved MC tasks of individual BU subassem-
blies;

• data from the laboratory ofmetals: names of the specialists conducting the control,
numbers, and characteristics of the devices used, dates of the MC execution.

The output information of block No. 1 is the result of metal control.
The input data of blocks No. 2 and 3 are the output data of the previous blocks.
When performing the function indicated in block No. 2, the engineer enters the

MC results in the interactive templates for loading the results formed in block A243.
The entered results are stored in the database of a problem-oriented system and are
automatically entered in the EP of the equipment. Thus, the output information of
block No. 2 is the adjusted EP of the boiler unit.

When performing the function specified in block No. 3, at the request of a
PRD specialist, the following documents and reports on the control performed are
automatically formed:

• conclusion on the control (separately for each type of metal control);
• protocols for individual types of MC;
• a list of all control results;
• a report on all measurements of the wall thickness of the elements.
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To form the reports it is not necessary to enter additional information, as all data
is already stored in the database of the problem-oriented system. Thus, the use of
POS allows avoiding multiple data entry when generating reporting documentation
on MC.

The presented information model describes the boiler unit as an element of the
hierarchical structure of the enterprise and formalizes the knowledge about the boiler
unit given in the project, passport and technological documentation. This model
allows increasing the efficiency of the technical maintenance process of the boiler
unit by automating the search, input, and output of information about the boiler unit,
and compiling reporting documentation.

4 Conclusion

As a result of the analysis of scientific and technical literature, regulatory and tech-
nical, operational, and passport-technical documentation, as well as stuff survey
of TPPs, a functional model was developed for the formation of individual metal
control programs of the boiler unit as an organizational and technological process.
The developed FM is different in that it takes into account the systemic relationships
between the operational and structural characteristics of the boiler unit on the one
hand and the requirements of regulatory and technical documentation for monitoring
these parameters on the other hand. This allows automating the procedure of forming
individual control programs of the boiler unit as an organizational and technological
process and creating a cyber-physical system for integrated logistics support of the
boiler unit in thermal power plants.
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Statistical Precision-Recall Curves
for Object Detection Algorithms
Performance Measurement

Anna A. Kuznetsova

Abstract A statistical approach to the construction of Precision-Recall curves is
proposed for analyzing the quality of algorithms for detecting objects in images.
Statistical Precision-Recall curves, unlike traditional ones, are guaranteed to be
monotonously non-increasing. At the same time, the statistical average accuracy
of object detection algorithms on small test data sets turns out to be less than the
traditional average accuracy. On relatively large test image sets, these differences are
smoothed out.

Keywords Machine vision · Performance metrics · Precision · Recall ·
Precision-recall curve · Average precision

1 Introduction

The Precision and Recall metrics, proposed in 1955 in [1], have been used for many
years to assess the performance of machine learning models (the term Precision
itself was introduced later; in [1], this indicator was called Relevance). At the same
time, in the models of classification, information retrieval, machine vision, etc., so-
called Precision-Recall curves are often built, and the Average Precision (AP) of
algorithms is calculated as the area under the Precision-Recall curve. This metric
makes it possible to adequately compare the quality of models, including in the
case of unbalanced classes, and has become a de facto standard, in particular, for
comparing object detection algorithms.

Popular modern algorithms for object recognition in images are capable of recog-
nizing objects from several classes. Thus, many contemporary two-stage and one-
stage deep neural network models for object detection were trained on the COCO
dataset [2] containing objects from 80 classes labeled in images. Benchmarking
object detection algorithms on the COCO 2017 test dataset became the standard de
facto.
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Among two-stage object detectors, the C-Mask RCNN algorithm demonstrates
AP50 = 62.9%on theCOCO test dataset [3] TheGridR-CNN+ showsAP50 = 63.0%
[4], the DCN + R-CNN, SNIPER++, SNIP++, and TridentNet have AP50 = 65.3%
[5], AP50 = 67.0% [6], AP50 = 67.3% [7], and AP50 = 69.7% [8] correspondingly.

Among one-stage object detectors, the ExtremeNet shows AP50 = 55.5% [9], the
YOLOv3 demonstrates AP50 = 57.9% [10], the RetinaNet800 has AP50 = 61.1%
[11], the CenterNet-HG and CenterNet511++ show AP50 = 63.9% [12] and AP50

= 64.5% [13] correspondingly. Finally, the most recent AB + FSAF, YOLOv4,
YOLOv5, and EfficientDet-D7 algorithms demonstrate AP50 = 65.2% [14], AP50 =
65.7% [15], AP50 = 67.4% [16], and 72.4% [17] correspondingly.

At the same time, according to conceptual meaning, the Precision-Recall curve
is non-increasing since a simultaneous increase in both Precision and Recall is
impossible. However, in object detection tasks, Precision-Recall curves are almost
always sawtooth, and researchers simply smooth them out using piecewise constant
interpolation. This chapter proposes a statistical approach to the construction of
Precision-Recall curves, in which these curves are guaranteed to be monotonously
non-increasing.

2 Literature Review

In classification and information retrieval models, each object in ground-truth can
belong to a positive or a negative class. At the same time, a machine learning system
that predicts classes of objects can give correct predictions for some objects (calling
positive objects positive, and negative ones negative). For other objects, it can make
a type I error, calling negative objects positive, or a type II error, calling positive
objects negative.

Thus, it is possible to construct a confusion matrix (Fig. 1), in which the following
notation is used [18]:

• TP (True Positive)—the number of objects correctly classified by the machine
learning system as positives;

• TN (True Negative)—the number of objects correctly classified by the machine
learning system as negatives;

• FP (False Positive)—the number of type I errors, i.e., objects from the negative
class, mistaken by the machine learning system for positives;

Actual
Positive Negative

Predicted
Positive True Positive

(TP)
False Positive 

(FP)

Negative False Negative
(FN)

True Negative 
(TN)

Fig. 1 Confusion matrix
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• FN (False Negative)—the number of type II errors, i.e., objects from the positive
class, mistaken by the machine learning system for negatives.

Based on the confusion matrix, we can calculate:

Precision = T P

T P + FP
(1)

as the proportion of objects belonging to a positive class in ground-truth among all
objects classified by a machine learning system as positives, and

Recall = T P

T P + FN
(2)

as the share of objects correctly classified by a machine learning system as positives
among all objects, belonging to the positive class in ground-truth.

The importance of these indicators is determined by the fact that Precision char-
acterizes the ability of the model not to make mistakes, giving a positive forecast,
and Recall—the strength of the model not to miss positive objects.

As a rule, the classification system for each object gives the scored probability of
assignment to the positive class, and it is possible to refer to the positive class those
objects for which this probability is not less than the specified threshold.

By specifying different values for the threshold, we can change the relationship
between Precision and Recall. As a result, by smoothly varying the threshold from
one to zero, for each value of the cutoff threshold, we can calculate Precision and
Recall and build a Precision-Recall curve.

At the same time, with an increase in the threshold, the machine becomes more
“careful” so that it has fewer False Positives (which means that the Precision
increases). At the same time, the number of objects called positive by the algorithm
also becomes smaller (which leads to a Recall decrease).

The quality of an algorithm is considered good if Precision remains high with
increasing Recall. In this case, when the threshold is changed, both the Precision and
Recall will remain high.

In object detection problems, it is also possible to calculate Precision and Recall
using (1, 2). In this case,TP is the number of objects in the image, the classes ofwhich
have been correctly detected by the algorithm, FP is the number of type I errors, that
is, background objects in the image, erroneously assigned by the algorithm to one of
the classes, and FN is the number of type II errors, i.e., objects not detected by the
algorithm. Since there are infinitely many frames in the image that do not bound any
object from the sought classes, the TN indicator is not analyzed in object detection
tasks.

For each detection result, represented by the bounding box for the object detected,
the IoU (Intersection over Union) metric is used—the percentage of overlapping of
the detected bounding box according to the result of the algorithm, and the actual
bounding box of the object. In Fig. 1, the blue bounding box is described around the
ground-truth object, and the red bounding box is obtained as a result of applying the



338 A. A. Kuznetsova

algorithm. In this case,

I oU = Area of I ntersection

Area of Union
.

In addition to class probabilities, a confidence level is calculated for each
recognized object (Fig. 2):

Con f idence = Class Probabili t y · I oU.

In object detection tasks, to build a Precision-Recall curve, the total number of
objects in all images is first determined (TP + FN).

Then, all bounding boxes generated by the algorithm are sorted in descending
order of confidence level. For each box, it is determined whether it bounds an object
from the specified class (in this case T Pi = 1, FPi = 0) or a background object
(T Pi = 0, FPi = 1). For each line k, the number of correctly detected objects is
accumulated:

.Confidence Class Probability IoU⋅=

(a) Ground truth fruit bounding box and detected fruit bounding box

(b) Intersection        (c) Union

Actual
fruit frame Detected

fruit frame

Ground-truth 
object Detected

object

Intersection Union

Fig. 2 Intersection over Union for objects detection
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Accumulated T Pk =
k∑

i=1

T Pi (3)

and the total number of resulting objects:

Accumulated T Pk + Accumulated FPk =
k∑

i=1

(T Pi + FPi ). (4)

After that, we can calculate

Precisionk = Accumulated T Pk
Accumulated T Pk + Accumulated FPk

=

k∑
i=1

T Pi

∑k
i=1 (T Pi + FPi )

(5)

and

Recallk = Accumulated T Pk
T P + FN

=

k∑
i=1

T Pi

T P + FN
. (6)

Thus, the set of (Recallk; Precisionk) points defines the Precision(Recall)
function whose graph forms the Precision-Recall curve. The area under this curve
is called Average Precision (AP).

Real Precision-Recall curves constructed in this way are almost always non-
monotonous, and piecewise constant interpolation is used when calculating AP:

AP =
∑

k

(Recallk+1 − Recallk)Precisioninterpol.(Recallk+1),

where the interpolated Precision is defined as

Precisioninterpol.(Recallk+1) = max
r≥Recallk+1

Precision(r).

The nonmonotonicity of the Precision-Recall curves constructed in this way
contradicts the meaning of the Recall and Precision metrics. The use of piecewise
linear interpolation leads to an even more significant AP overestimation.

The main reason for the nonmonotonicity of traditional Precision-Recall curves
is that the confidence level is used as a threshold. At the same time, in practical appli-
cations, it is not the confidence level itself that is important, but only its achievement
of the minimum acceptable value. As a rule, in machine vision systems, an object is
considered detected if its confidence exceeds 0.5 or 0.4.
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3 Research Methodology

This chapter proposes an alternative approach to plotting Precision-Recall curves
and calculating the average accuracy in object detection systems. This approach is
based on calculating Statistical Precision and Statistical Recall.

As with the traditional Precision-Recall curve, the whole number of objects in
all images is determined first (TP + FN). Further, in each image j, the number of
correctly detected objects, the number of undetected objects, and the number of false
alarms are determined:

I ntergral T Pj =
∑

l∈Image j

T Pl, I ntergral FN j =
∑

l∈Image j

FNl,

I ntergral FPj =
∑

l∈Image j

F Pl . (7)

Then Statistical Confidence is calculated as the share of correctly detected objects
in the image:

Statistical Con f idence j =

∑
l∈Image j

T Pl

∑
l∈Image j

T Pl + FNl
. (8)

After that, for each threshold level t ∈ [0, 1], the total number of correctly
recognized objects in all images is determined:

I ntegral T P (t) =
∑

j : Statistical Con f idence j>t

I ntegral T Pj , (9)

the total number of background objects in all images mistakenly assigned by the
algorithm to one of the classes:

I ntegral FP (t) =
∑

j : Statistical Con f idence j>t

I ntegral FPj , (10)

Precision(t) = I ntegral T P (t)

I ntegral T P (t) + I ntegral FP (t)
, (11)

and

Recall(t) = I ntegral T P (t)

T P + FN
. (12)

The resulting statistical Precision-Recall curve as a graph of the
Precision(t)

(
Recall(t)

)
function, in contrast to the traditional method, will be



Statistical Precision-Recall Curves for Object Detection … 341

monotonously non-increasing. We can calculate the area under this curve and
consider this value as the Statistical Average Precision of object detection in images.

Let’s consider a specific example. Our research group is developing an apple
harvesting robot. Various apple detectionmethods based on the use of differentmodi-
fications of the YOLO algorithm combinedwith pre- and post-processing procedures
were sequentially tested in the machine vision system of this robot [19, 20].

As a test dataset, we use a set of 878 images with 5142 ripe apples, taken by
employees of the VIM Federal Agroengineering Center in 2019 in an industrial
apple orchard with different pixel resolutions, from different distances, and under
different lighting conditions.

Figure 3 shows examples of such images. Apples that were correctly detected
using the YOLOv3 algorithm with pre- and post-processing [19, 20] are framed by
green bounding boxes (TP).Unrecognized apples are framed by red bounding boxes
(FP).

Background objects mistaken by the algorithm for apples are framed by yellow
bounding boxes (FN). Unique identifiers from A to Z6 are assigned to all bounding
boxes. For each green and yellow bounding box, the confidence level is given. The
results of detecting apples in these images are summarized in Table 1.

In Table 2, apple detection results are sorted in descending order of confidence
level.

Further, in Table 2, Accumulated T Pk (3), Accumulated FPk (4), Precisionk
(5), and Recallk (6) are calculated.

The blue line in Fig. 4 is a non-monotonous Precision-Recall curve constructed
traditionally, and the red line is the result of its traditional piecewise linear
interpolation.

Now let’s move on to building the statistical Precision-Recall curve. The total
number of ground-truth objects in all images TP + FN = 28.

Table 3 shows the number of correctly detected apples
(
I ntergral T Pj

)
, the

number of undetected apples
(
I ntergral FN j

)
, and the number of false positives(

I ntergral FPj
)
calculated by (7), as well as Statistical Con f idence j (8) for

each image.
In Table 4, for each level t ∈ [0, 1] of the threshold shows the calculations of the

total number I ntegral T P (t) of correctly recognized apples in all images (9), the
total number I ntegral FP (t) of background objects in all images, mistaken by the
algorithm for apples (10), Precision(t) (11) and Recall(t) (12).

The green line in Fig. 5 represents the statistical Precision-Recall curve. For
comparison, the traditionalPrecision-Recall curve (blue line) and its piecewise linear
interpolation (red line) are also shown.
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Fig. 3 Detecting apples in images
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Table 1 Apple detections

Image Object Confidence TP FP FN

a A 83.47 1

B 1

b C 47.29 1

D 95.42 1

E 37.26 1

c F 1

G 63.82 1

H 94.68 1

I 93.99 1

J 99.78 1

K 75.22 1

d L 98.29 1

M 1

N 61.69 1

O 1

P 55.09 1

Q 69.63 1

R 1

S 1

T 1

e U 1

V 79.34 1

W 1

X 1

Y 54.09 1

Z 1

Z1 52.04 1

Z2 42.07 1

Z3 1

f Z4 88.01 1

Z5 97.74 1

g Z6 96.10 1
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Table 2 Traditional Precision-Recall curve construction

Image Object Confidence TP FP FN Acc.TP Acc. FP Precision Recall

c J 99.78 1 1 0 1.00000 0.03448

d L 98.29 1 2 0 1.00000 0.06897

f Z5 97.74 1 3 0 1.00000 0.10345

g Z6 96.10 1 4 0 1.00000 0.13793

b D 95.42 1 5 0 1.00000 0.17241

c H 94.68 1 6 0 1.00000 0.20690

c I 93.99 1 7 0 1.00000 0.24138

f Z4 88.01 1 8 0 1.00000 0.27587

a A 83.47 1 9 0 1.00000 0.31034

e V 79.34 1 10 0 1.00000 0.34483

c K 75.22 1 11 0 1.00000 0.37931

d Q 69.63 1 12 0 1.00000 0.41379

c G 63.82 1 13 0 1.00000 0.44828

d N 61.69 1 14 0 1.00000 0.48276

d P 55.09 1 14 1 0.93333 0.48276

e Y 54.09 1 15 1 0.93750 0.51724

e Z1 52.04 1 16 1 0.94118 0.55172

b C 47.29 1 16 2 0.88889 0.55172

e Z2 42.07 1 17 2 0.89474 0.58621

b E 37.26 1 17 3 0.85000 0.58621

a B 1 17 3 0.85000 0.58621

c F 1 17 3 0.85000 0.58621

d M 1 17 3 0.85000 0.58621

d O 1 17 3 0.85000 0.58621

d R 1 17 3 0.85000 0.58621

d S 1 17 3 0.85000 0.58621

d T 1 17 3 0.85000 0.58621

e U 1 17 3 0.85000 0.58621

e W 1 17 3 0.85000 0.58621

e X 1 17 3 0.85000 0.58621

e Z 1 17 3 0.85000 0.58621

e Z3 1 17 3 0.85000 0.58621
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Fig. 4 Traditional precision-recall curve

Table 3 Statistical Confidence calculation

Image ( j) I ntergral T Pj I ntergral FN j I ntergral FPj Statistical Con f idence j

a 0 1 1 0.00000

b 1 0 2 1.00000

c 5 1 0 0.83333

d 3 5 1 0.37500

e 4 5 0 0.44444

f 2 0 0 1.00000

g 1 0 0 1.00000

Table 4 Statistical Precision-Recall curve construction

Threshold (t) I ntergral T P(t) I ntergral FP(t) Precision(t) Recall(t)

0.000 16 11 0.59259 0.5714

… … … … …

0.370 16 11 0.59259 0.5714

… … … … …

0.375 13 6 0.68421 0.46429

… … … … …

0.440 13 6 0.68421 0.46429

0.445 9 1 0.90000 0.32143

… … … … …

0.830 9 1 0.90000 0.32143

0.835 4 0 1.00000 0.14286

… … … … …

0.995 4 0 1.00000 0.14286
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Fig. 5 Statistical and traditional precision-recall curves comparison

4 Results

Unlike traditional Precision-Recall curves, the statistical Precision-Recall curves
proposed in this chapter are monotonously non-increasing. At the same time, Statis-
tical AP of object detection algorithms calculated as the area under the statistical
Precision-Recall curve always turns out to be less than AP calculated as the area
under the traditional Precision-Recall curve.

It indicates that the proposed statistical approach assesses the performance of
object detection models more realistically.

5 Discussion

In fact, although the proposed approach leads to a decrease in AP compared to
the traditional approach, this decrease is not significant in algorithms’ performance
evaluation on relatively large test sets of images. For example, Fig. 6 shows statis-
tical Precision-Recall curves for apple detection quality of the YOLOv3 algorithm
combined with pre- and post-processing and the YOLOv5 without special pre- and
post-processing on a full test dataset of 878 images with 5142 apples.
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Fig. 6 Statistical precision-recall curves for apple detection using YOLOv3/YOLOv5

Both curves do not look pessimistic, although YOLOv5 has shown much better
results than YOLOv3.

It seems that the proposed approach, based on the use of a statistical confi-
dence level and guaranteeing the monotonicity of the Precision-Recall curves, is
a good alternative to the traditional approach. However, for the widespread use of
this approach in quality assessment of object detection algorithms, a more detailed
study of the statistical Precision-Recall curves and the statistical AP is required.
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YOLOv5 versus YOLOv3 for Apple
Detection

Anna Kuznetsova , Tatiana Maleva , and Vladimir Soloviev

Abstract The use of the YOLOv3 and YOLOv5 algorithms for apple detection in
fruit-harvesting robots are compared. It is shown that the YOLOv5 algorithm could
detect apples in orchards without additional pre- and post-processing with 97.8%
Recall (fruit detection rate), and 3.5% False Positive Rate (FPR). It is much better
than YOLOv3 that gives 90.8% Recall and 7.8 FPR when combined with special
pre- and post-processing procedures, and then 9.1% Recall and 10.0% FPR without
pre- and post-processing.

Keywords Computer vision · Fruit-harvesting robot · YOLOv3 · YOLOv5

1 Introduction

Over the past hundred years, several revolutions have taken place in agriculture. The
two main ones related to the mechanization and use of chemical fertilizers have led
to a significant increase in labor productivity. However, manual labor continues to
be a vital cost component in agriculture [1, 2].

In horticulture, fruits are picked by hand; the share of manual labor in the total
value of grown fruits is 40%. As a result of people’s desire to move from rural areas
to cities, it is becoming challenging to recruit seasonal workers for harvesting every
year. At the same time, the crop shortage in horticulture reaches 40–50% [3].
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The development of the use of intelligent robots for harvesting fruits can increase
labor productivity significantly, reduce the share of heavy routine manual harvesting
operations, and crop shortages [4, 5].

The development of prototypes of apple harvesting robots began back in the late
1960s. However, to this day, not a single prototype has entered the phase of practical
use in agricultural enterprises. Prototypes of such robots cost hundreds of thousands
of dollars, even though the speed of fruit-harvesting is deficient, and the share of
unhandled fruits remains at a high level.

Recently, many new neural network-based models have been developed to recog-
nize apples. However, the computer systems based on these models in the existing
prototypes of harvesting robots work too slowly. These systems also take yellow
leaves for apples, do not detect apples with a lot of overlapping leaves and branches,
as well as darkened apples, green apples on a green background, etc.

Neural network algorithms of the YOLO family since 2016 demonstrate a high
ability to detect various objects, including in real-time. The third version of theYOLO
algorithm, YOLOv3 [6], which appeared in 2018, has already been used in several
fruit-detection systems.

In March 2020, the EfficientDet—new fast and efficient neural network was
published in open source [7], inApril 2020, the open-source neural networkYOLOv4
appeared [8], and in June 2020, the open-source YOLOv5 was released [9].

The research group of the Department of data analysis and machine learning
of the Financial University under the Government of the Russian Federation and
the Laboratory of machine technologies for cultivating perennial crops of the VIM
Federal Scientific Agro-Engineering Center cooperate in an apple harvesting robot
development.

TheVIMCenter develops the robot carriage andmanipulators, while the Financial
University is responsible for the apple detection and picking algorithms development.

We already usedYOLOv3 in ourmachine vision systemof the apple-picking robot
[10, 11]. The results show that YOLOv3, with some special pre-and post-processing,
gives a reasonable Fruit Detection Rate at 90.8% with 92.2% Precision, and at high
speed.

In this chapter, we compare using YOLOv5 and YOLOv3 for apple detection in
orchards.

The remainder of the chapter is structured as follows. The next section gives a
review of related works on apple detection in orchards using intelligent algorithms.
In Sect. 3, we present our methodology of using YOLOv3 and YOLOv5 for apple
detection. The results are compared and discussed in Sect. 4.
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2 Literature Review

2.1 Color-Based Fruit Detection Algorithms

Color is one of the main factors based on which the fruit can be detected in the image.
Therefore, setting the color threshold makes it possible to determine for each pixel
in the image, whether this pixel belongs to the fruit.

Clipping pixels by the color threshold was used to detect apples in [12–14].
The apparent advantage of fruit detection by color is the ease of implementation,

but this method very poorly detects green and yellow-green apples. Also, bunches
of red apples merge into one large apple.

2.2 Shape-Based Fruit Detection Algorithms

Apples, tomatoes, and other spherical fruits can be detected in images using
algorithms based on the analysis of geometric shapes.

In [15–17], to detect fruits partially hidden by leaves or other fruits, various
modifications of the Hough circular transformation were applied, in [18, 19], fruits
were detected in images by identifying convex objects.

These systems are quite fast, but complex scenes, especially in uneven lighting, or
when the fruits are overlapping by leaves or other fruits, as a rule, are not recognized
effectively in such systems.

Many authors combined algorithms for analyzing color and geometric shapes of
objects in images. As a rule, this led to an improvement in the recognition quality.

Analysis of geometric shapes for fruit detection has an advantage of its low depen-
dence on the lighting level [17]. However, this method gives significant errors, since
not only apples have a round shape, but also gaps between leaves, leaf silhouettes,
spots, and shadows on apples.

2.3 Texture-Based Fruit Detection Algorithms

Fruits differ from the leaves and branches in texture, and these differences can be
used to separate fruits from the background.

In [20], texture analysis, in combination with color analysis, was used to
detect apples. In [21], apples were recognized in images using texture analysis in
conjunction with geometric shapes analysis.

Fruits detection by texture only works in close-up images with good resolution
and works very poorly in backlight. Texture-based fruit detection algorithms have
too low speed and a too-high share of not-detected fruits. It leads to the inefficiency
of such techniques in practical use.
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2.4 Using Machine Learning for Fruit Detection

The first prototype of a fruit-picking robot that detects red apples against a back-
ground of green leaves using machine learning techniques was presented back in
1977 [22].

In [23], a linear classifier and KNN-classifier were used to detect apples and
peaches. The authors of [24] used a linear classifier, and the authors of [25] used
KNN-classifier was used to recognize apples. In [26], K-means clustering was used
to detect apples.

All these early-stagemachine learning techniques for fruit detectionwere tested on
very limited datasets of several dozens of images, so the results cannot be generalized
for practical use. For example, in [27], 92% apple detection accuracy was reported
based on a test set of just 59 apples.

In 2012, theAlexNet deep convolutional neural network [28]was developed. Since
then, machine vision and its use for detecting various objects in images, including
fruits, received an impetus in development. In 2015, the VGG16 neural network was
developed as an improved version of AlexNet [29].

In 2018, the authors of [30] built a robot for harvesting kiwi fruits with a machine
vision system based on VGG16. In the field trials, 76% of kiwi fruits were detected.

In 2016, a new algorithm was proposed—YOLO (You Look Only Once) [31]. In
this methodology, one neural network is applied to the whole image just once. The
YOLO algorithm divides the entire image into regions and immediately determines
the scope of objects and probabilities of classes for each object. In 2018, the third
version of the YOLO algorithm was published as YOLOv3 [6].

The YOLOv3 algorithm is still one of the fastest, and it has already been used in
robots for picking fruits. In [32, 33], modification of the YOLO algorithm was used
to detect apples. The authors made the network tightly connected: each layer was
connected to all subsequent layers, as the DenseNet approach suggests [34].

The authors of [35] compared the YOLOv3 and the DaSNet-v2 models for apple
detection. They showed that DasNet-v2 performs slightly better.

In [36], the YOLOv3 was compared to the Faster-RCNN and the LedNet (the
LedNet showed the best results).

In [10, 11], some special pre- and post-processing techniques were proposed
to make a YOLOv3-based fruit detection system effective. As a result, combining
the YOLOv3 with pre- and post-processing allowed to detect of 90.8% of apples
in orchards while without this pre- and post-processing, the YOLOv3 was able to
identify only 9.1% of apples.

Now the new version of the YOLO algorithm was released, the YOLOv5 [9]. In
the next section, we will check how efficiently the YOLOv5 can detect apples in
orchards, and compare the apple detection efficiency of the YOLOv3 and YOLOv5.
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3 Research Methodology

3.1 Image Acquisition

As a test dataset, we use the same set of images, as in [10, 11]. This dataset consists
of 878 images with 5142 ripe apples of different varieties, including red and green
apples:

• 553 far-view images (4365 apples in total);
• 274 close-up images (533 apples in total).

The images were taken manually in the industrial plantation of the apple orchard
in Zhilina, Oryol Region, Russia, during the 2019 harvesting season, by the VIM
Center employees.

Images were taken Nikon D3500 AF-S 18–140 VR cameras equipped with Nikon
Nikkor AF-P DX F 18–55 mm lenses.

Different pixel resolutions were used: 2528× 4512, 3008× 4512, 3888× 5184,
and 4032 × 3024. The images were collected during different weather conditions
and under different lighting. Different distances for shooting were used from 0.2 to
2.0 m.

The ground-truth apples were labeled in the images manually by the authors.

3.2 Performance Measurement

To assess the algorithmperformance,we use the traditional confusionmatrix notation
[37]:

• TP (True Positive)—the number of apples correctly detected by the algorithm;
• FP (False Positive)—the number of type I errors, i.e. background objects in the

image, mistaken by the algorithm for apples;
• PN (False Negative)—the number of type II errors, i.e. not detected apples.
• Knowing TP, FP, and FN, we calculate
• Recall F = T P

T P+FN—the share of apples detected by the algorithm;
• False Negative Rate = FN R = 1 − Recall = FP

T P+FN—the percentage of
not detected apples, which affects the crop shortage;

• PrecisionF = T P
T P+FP—the share of ground-truth apples among all the objects

that the algorithm called apples;
• False Posi tive Rate = FPR = 1 − Precision = FP

T P+FP—the share of
objects mistaken for fruits, which affects the harvesting speed;

• F1 = 2·Precision×Recall
Precision+Recall —the harmonic mean of Precision and Recall.
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3.3 Using YOLOv3 Without Pre- and Post-processing

In [10, 11], we used the standard YOLOv3 to detect apples in our test dataset. The
results were not acceptable.

While Precision was at the 90.0% level, Recall was only 9.1%—the YOLOv3
was able to detect only 469 of 5142 apples. We also calculated F1 = 16.5%, FNR
= 90.9%, and FPR= 10.0%. False Negative Rate of 90.9% means that not less than
90.9% of apples will remain on trees (some detected apples could not be reachable
by the robot, and some apples could be damaged during picking).

3.4 Using YOLOv3 with Pre- and Post-processing

To improve the apple detection efficiency, some image pre- and post-processing
procedures were proposed in [10, 11].

First, we pre-processed images using adaptive histogram alignment, thickening
of the borders, and slight blur. It led to the mitigation of such adverse effects as
shadows, glare, minor damages of apples, and overlapping apples by thin branches.

Then, during pre-processing, we detected images with backlight by the prevailing
average number of dark pixels and strongly lightened these images.

Images with spots on apples, perianth, as well as thin branches were improved
during pre-processing by replacing pixels of brown shades with yellow pixels.

To detect apples in far-view canopy images, we divided such images into nine
regions with the subsequent separate application of the algorithm to each region.

During post-processing, objects whose area of the circumscribed rectangle was
less than the threshold were discarded—it helped not to take the gaps between the
leaves for apples. Similarly, objectswhose ratio of the larger side of the circumscribed
rectangle to the smaller one was more than three were discarded—it made it possible
not to mistake yellow leaves for apples.

In general, the YOLO-v3 algorithm, supplemented by the described pre- and
post-processing procedures, detects both red and green apples quite accurately.

While Precision was equal to 92.2%, Recall has increased from 9.1 to 90.8%, and
now 4671 of 5142 apples were detected in images.

We also calculated F1 = 91.5%, FNR = 9.2%, and FPR = 7.8%.

3.5 Using YOLOv5 Without Pre- and Post-processing

Then we applied the standard YOLOv5 to detect apples in the test set of images. The
results we obtained look extremely promising.

The standard YOLOv5, without any special pre- and post-processing, was able to
detect 4998 of 5142 apples. The Recall was at the 97.2% level, Precision was equal to
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Fig. 1 Precision-Recall curves for YOLOv3 and YOLOv5

96.5%, and F1 has increased to 96.9%. FNR = 3.0% means that the YOLOv5 is not
able to detect only 3.0% of apples, FPR = 3.5% means that only 3.5% of detections
are false.

In Fig. 1, the Precision-Recall curves are compared for the YOLOv3 with pre-
and post-processing, and the YOLOv5. We can see that for the YOLOv5, Precision
remains high as Recall increases up to 97.1%.

4 Results and Discussion

In Table 1, we compare the results of using the standard YOLOv5 without pre-and
post-processing to the standard YOLOv3 without and with pre-and post-processing,
and to other known fruit detection algorithms. We see that YOLOv5 performs much
better than all the other algorithms.

The results show that the progress in deep convolutional network development
leads to the inevitable introduction of robotic harvesting technology in horticulture
in a very short time.
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Table 1 Comparison to other models

Model No. of images Precision Recall F1 FNR FPR

YOLOv3-Dense [32] 480 – – 81.7% – –

DaSNet-v2 [35] 560 88.0% 86.8% 87.3% 12.0% 13.2%

YOLOv3 [35] 560 87.0% 85.2% 86.0% 13.0% 14.8%

YOLOv3 [36] 150 – 80.1% 80.3% 9.9% –

Faster-RCNN [36] 150 – 81.4% 81.4% 8.6% –

LedNet [36] 150 – 84.1% 84.9% 5.9% –

YOLOv3 without pre- and
post-processing [10]

878 90.0% 9.1% 90.9% 10.0%

YOLOv3 with pre- and
post-processing [10]

878 92.2% 90.8% 91.5% 9.2% 7.8%

YOLOv5 878 96.5% 97.2% 96.9% 3.0% 3.5%
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