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Abstract. The vulnerability of neural networks to adversarial attacks has long
been revealed. However, the structure of neural networks is not given due attention
during the attack. The article deals with the impact of different parameters of a
neural network on its resistance to adversarial attacks. The main purpose of this
research is to determine which parameters increase resistance to attacks. The way
by which neural networks can be compared has been proposed. Several neural
networks were selected for comparison and a number of adversarial attacks were
conducted on them. As a result, certain conditions were identified under which
the attack took place over a longer time. It was also found that different changes
in neural network parameters were required to protect against different attacks.
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1 Introduction

Recent advances in the field of machine learning have significantly expanded the scope
of artificial neural networks. Particularly great success has been observed in the appli-
cation of convolution neural networks. Thanks to them, incredible performance in the
recognition of objects has been achieved. In this case, the recognition accuracy reaches
95% and sometimes exceeds the human abilities.

However, neural networks have disadvantages not inherent in humans. It is on the
basis of such disadvantages are built adversarial attacks on the neural network [1]. For
example, for a convolution neural network used to classify images, adding perturbations
to the recognition object can be critical. Such distortions can lead to classification errors.
At the same time, a person will not even notice such perturbations. In this work we
investigate the possibility of determining ways to increase the resistance of convolution
neural networks to adversarial attacks.We considered a neural network in which changes
weremade during the experiment. Trainingwas conducted on the same data and the same
attacks were performed.
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The main objective of the study was to characterize how various factors influence
the effectiveness of adversarial attacks. Such as changing the size of the training sample,
changing the number of cores, changing the activation functions, and combining these
methods. Based on the results obtained, a method was formed that allows comparing
different neural networks by their degree of resistance to competitive attacks.

2 Related Work

To affect neural networks, attacks are used either during training by manipulating the
data in the training sample [2] or during the operation of the neural network by affecting
the data to be classified [1]. To prevent such attacks, adding noise [3], using high-level
representation guided denoiser [4], learning on data containing competitive examples [1]
are used. Researches in this area are mainly aimed at counteracting attacks at a specific
stage, without assessing the impact of the parameters of the neural network itself on its
overall security. In this paper, the study of the influence of various parameters of the
neural network on the degree of its resistance to competitive attacks is considered.

3 The Proposed Way to Compare Different Neural Networks

Exposure to a normal neural network means attacks that use information to recognize.
Due to the fact that it is impossible to control such information, themethods of protection
adopted must be designed with the potential attacks in mind.

The first step is to determine if the neural network parameters are compromised.
Most adversarial attacks use the white box principle when there is complete information
about the neural network. If the information about the parameuters of the neural network
used in the system is publicly available, the range of attacks on it is increased. It takes
very little time from the moment an attacker receives the network’s data to the moment
he is able to submit a competitive example to the neural network’s entry.

If the parameters of a neural network are not considered fully protected from receiv-
ing them by an intruder, due to receiving them from a third party source or for other
reasons, the security of the neural network can be analyzed by determining the variabil-
ity of neural network parameters. In cases where it is impossible to hide the original
parameters, their variability will significantly complicate the attack. The moment an
attacker generates an image, the neural network parameters will already change and the
attack will not be so successful. However, retraining is possible if the training sample
is different from the original one. Achieving such a result is also possible with constant
retraining of the neural network, in this case it is not necessary to determine the time
when the parameters were disclosed, but only to determine the time required to change
the parameters of the Artificial Neural Network.

The second step is to analyze the parameters of the training sample. Increasing the
size of the training sample allows increasing the accuracy of the neural network. Adding
special noise or examples of competitive attacks to the training sample makes it more
resistant to FGSM and DeepFool attacks. However, simply increasing the size of the
training sample has almost no effect on the FGSM attack. At the same time, when
the size of the tutorial sample is reduced, it increases the duration of attacks in which
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the attack method targets a minimum number of modified pixels, such as JSMA and
OnePixel. The assessment is performed by performing a DeepFool attack, due to the
fact that this attack is the fastest among those considered, which can be influenced by
changing the size of the training sample.

The third step is to define the activation functions of the neural network. For several
attacks, their effectiveness depends on the selected activation function. The analysis will
be performed by determining the activation function used, if the activation function has
an upper value limit of the parameter, then it is considered vulnerable. Such function is
Bounded ReLU [3], neural networks with such function becomemore resistant to JSMA
and OnePixel attacks. This is because if this type of function is used, the ability to assign
excessive weight to one or more pixels will be limited.

The fourth stepDetermine the number of parameters processedby theneural network.
The increase in the number of parameters leads to an increase in the duration of an attack
such as PGD. Neural networks that have increased the number of cores and therefore
the number of parameters can better withstand DeepFool attacks.

Step five, conduct a series of adversarial attacks on the neural network. In this case it
is not recommended to conduct those attacks that were used to train the neural network.
Using the same attack during training and testing is dangerous and can overestimate
the reliability of protection. This step will determine which neural network is more
vulnerable to attack.

4 Object of Study and Methods of Exposure

To determine the degree of influence of neural network parameters on its resistance to
adversarial attacks, a convolution neural network was used. The main feature of such
neural networks is the presence of convolution layers. They act as a filter that sequentially
passes through all parts of the image and performs the operation of multiplication with
the part of the input data above which it is now. Then it summarizes all the obtained
values, thus forming the core [5]. It is the convolution core that is the most vulnerable
part of the neural network.

As part of this work, the objects of classification were images. The impact on the
subject of the study was carried out through competitive attacks using the principle of
“White Box”. Among the attacks used to affect the subject of investigation, such as
FGSM [6], PGD [7], DeepFool [8], JSMA [9] were used. All these attacks usually focus
on maximizing some measure of harm caused by adversarial perturbation, limited by
some perturbation size limit designed to make it less visible to the human observer.
For research purposes, we used methods that require a large amount of computational
operations. This was done in order to determine the degree of influence of parameters
on the speed of attacks.
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5 Experiment

The results were assessed by influencing five neural network models. Each of the neural
networks has different parameters. The same training sample CIFAR-10 [10] was also
used for each of them. Changing the size of the training sample was performed by
excluding the same training examples. In the course of attacks, 1000 competitive images
were generated for each case. The images for the attack were selected from the test set
CIFAR-10 of images. Simulation of the object of investigation was carried out using
TensorFlow machine learning libraries in the Jupyter Notebook software environment.

From the results of the experiment we can see that as the size of the training sample
decreases, the time of JSMA attack increases. As a result, it was determined that when
using 15000 images in training, JSMA allows to conduct the process of neural network
training in less time than the adversarial attack. It is assumed that there are no other
countermeasures are applied against the JSMA attack (Fig. 1).

Fig. 1. The dependency of the attack time and the size of the training sample.

There is also a dependence of increasing the amount of time for PGD attacks with
a significant increase in the number of parameters in the neural network. However, this
had almost no effect on other attack methods.

By comparing the data obtained during the analysis of the considered neural net-
works, it was determined that the use of more convolution cores, as well as the use of
Bounded ReLU, allows to increase the time of the attack. The increase in the number of
cores leads to an increase in the number of signs detected by the neural network, thus
making it difficult to select parameters during an attack by attackers. The use of Bounded
ReLU also makes it difficult to select parameters. At the same time, the training time
changes slightly. Use of the considered methods of protection together has not shown
improvement of results, and in the considered case even has shown less efficiency, than
each of methods separately. This is most clearly demonstrated for the DeepFool attack.
A comparison table for this attack is shown in Table 1.
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Table 1. Time of DeepFool attack in seconds depending on the training sample on different neural
network variants

The size of the
training sample

Artificial Neural
Network

Artificial Neural
Network with
increased number
of the cores

Artificial Neural
Network with
Bounded ReLU

Artificial Neural
Network with
Bounded ReLU
with increased
number of the
cores

50000 69 177 350 152

25000 73 185 306 124

10000 76 185 250 122

5000 72 170 244 106

6 Discussion and Future Work

The data obtained allow us to confirm that the method of neural network security assess-
ment, which is being developed based on neural network parameters assessment, can
be used. As the experiment has shown that combination of various methods of pro-
tection can either not increase safety, but even reduce it. This research is an important
direction for future developments in the field of countering attacks on neural networks.
Further researchwill be aimed atmore precise identification of the dependence of various
parameters of the neural network and the timing of competitive attacks.
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