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Preface

We welcome you to the joint proceedings of the 20th International Conference on Next
Generation Teletraffic and Wired/Wireless Advanced Networks and Systems
(NEW2AN 2020) and the 13th Conference on the Internet of Things and Smart Spaces
(ruSMART 2020) held in St. Petersburg, Russia, during August 26–28, 2020.

Originally, the NEW2AN conference was launched by the International Teletraffic
Congress (ITC) in St. Petersburg in June 1993 as an ITC-Sponsored Regional Inter-
national Teletraffic Seminar. The first edition was entitled “Traffic Management and
Routing in SDH Networks” and held by the R&D Institute (LONIIS). In 2002, the
event received its current name, the NEW2AN. In 2008, NEW2AN acquired a new
companion in Smart Spaces, ruSMART, hence boosting interaction between
researchers, practitioners, and engineers across different areas of ICT. From 2012, the
scope of ruSMART conferences has been extended to cover the Internet of the Things
and related aspects.

Presently, NEW2AN and ruSMART are well-established conferences with a unique
cross-disciplinary mixture of telecommunications-related research and science.
NEW2AN/ruSMART are accompanied by outstanding keynotes from universities and
companies across Europe, the USA, and Russia.

The NEW2AN 2020 technical program addresses various aspects of next-generation
data networks, while special attention is given to advanced wireless networking and
applications. In particular, the authors have demonstrated novel and innovative
approaches to performance and efficiency analysis of 5G and beyond systems,
employed game-theoretical formulations, advanced queuing theory, and stochastic
geometry. It is also worth mentioning the rich coverage of the Internet of Things, cyber
security, optics, signal processing, as well as business aspects.

ruSMART 2020 provided a forum for academic and industrial researchers to discuss
new ideas and trends in the emerging areas of the Internet of Things and Smart Spaces
that create new opportunities for fully-customized applications and services. The
conference brought together leading experts from top affiliations around the world. This
year, we have seen participation from representatives of various players in the field,
including academic teams and industrial companies, particularly representatives of
Russian R&D centers, which have a solid reputation for high-quality research and
business in innovative service creation and development of applications. The confer-
ence was held virtually due to the COVID-19 pandemic.

We would like to thank the Technical Program Committee members of the two
conferences, as well as the invited reviewers, for their hard work and important con-
tributions to the conference. This year, the conference program met the highest quality
criteria, with an acceptance ratio of around 35%. The number of submissions sent for
peer review was 225, while the number of full papers accepted is 79. A single-blind
peer-review type was used for the review process.



The current edition of the conference was organized in cooperation with IEEE
Communications Society Russia Northwest Chapter, YL-Verkot OY, Open Innova-
tions Association FRUCT, Tampere University, Peter the Great St. Petersburg
Polytechnic University, Peoples’ Friendship University of Russia (RUDN University),
The National Research University Higher School of Economics (HSE), St. Petersburg
State University of Telecommunications, and Popov Society. The conference was held
within the framework of the “RUDN University Program 5-100.”

We believe that NEW2AN 2020 and ruSMART 2020 conferences delivered an
informative, high-quality, and up-to-date scientific program.

August 2020 Olga Galinina
Sergey Andreev
Sergey Balandin

Yevgeni Koucheryavy
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Abstract. This paper undertakes the task of determining the information security
state of autonomous objects using information obtained through a side acous-
tic channel. The basic prerequisites for using externally independent monitoring
systems tomonitor the state of objects at risk of the influence of threats to informa-
tion security are considered. An experiment to study the functioning parameters of
unmanned vehicles in various functioning situations was performed. The appear-
ance and statistical characteristics of the signals, which enable the identification of
abnormal deviations during the operation of unmanned vehicles, are shown. Fur-
thermore, an algorithm of two- and three-class classification of the states of the
studied objects is presented. It was found that analysis based on the obtained sam-
ple is acutely sensitive to any changes in the software and hardware configuration.
Simultaneously, with a minimum time of accumulation of statistical information
using the proposed approach based on a given threshold, it becomes possible to
determine the point at which the attack was begun. The proposed approach model
implies the possibility of using various mathematical apparatus, statistical meth-
ods, and machine learning to achieve specified indicators for assessing the state
of an object’s information security.

Keywords: Information security · Side channels · Cyber-physical systems ·
Information security monitoring systems · Signal analysis

1 Introduction

An increasingly significant direction in the development of systems is the improve-
ment of the theory and practice of managing, controlling, and using mobile remote
autonomous objects that can independently solve individual problems using artificial
intelligence tools [1]. This approach involves decentralized management, the dispersal
of mobile systems objects, and the implementation of episodic interaction distributed
on a spatio-temporal scale, which necessitates the implementation of many measures
aimed at ensuring information security.

Decisions regarding the organization of distributed elements must be protected from
intentional and unintentional destructive influences, which necessitates the introduction
of not only protection systems but also state monitoring systems. Classical approaches
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to the protection of information, expressed in countering unauthorized access to data,
do not guarantee the achievement of a safe state.

In connection with the previous statement, one of the problematic issues is the devel-
opment of models andmethods for monitoring information security (IS) using additional
sources that provide independent analysis of the status of remote autonomous systems.

2 Problem Statement

The effectiveness of information security solutions for computing devices located outside
the controlled zone is associatedwith the development of a scientific andmethodological
apparatus designed to improve the quality indicators of identifying the state of security.
Protecting cyber-physical systems from attacks is an important but challenging task [2].
As a result, it becomes necessary to develop models and methods for monitoring the
information security of autonomous computing facilities [3, 4], taking into account the
features of cyber-physical systems [5].

Side channels are one of the additional sources allowing for analyzing the state of
information security. The authors in [6, 7] proposed a model for determining which key
was pressed on a device based on acoustic information obtained through side channels.
The work [8] provides an overview of some methods for determining the abnormal
functioning of devices using side-channel information. The choice of the side channel
depends on the specific application and the type of external monitoring system [9].

In [10–12], as applied to information security protection and monitoring systems,
solutions were considered that make it possible to carry out the mainly binary classifi-
cation that defines dangerous and safe states of elements of cyber-physical systems and
computing devices. However, in some cases, for surgical intervention, it is important
not only to analyze the state of the system or node as a whole, but also to identify the
beginning of the destructive effect, to determine the point from which the deviation
occurs.

Using side channels as a source, it is possible to describe the state of an object. For
example, the state of an autonomous system object based on an electromagnetic (EM)
or acoustic channel will be described by a sequence of amplitudes after the signal is
sampled in time:

X = {xn}; X = [xm0 , xm1 , xm2 , . . . , xmN−1 ], n = 0, . . . , N − 1. (1)

For various nodes of an autonomous object, there can be several such channels
where the signal amplitudes X0,X1, . . . ,Xm are taken. It is necessary to assume that
the latent state sequence XI = [xmI1

, xmI2
, . . . , xmIM

] is the most probable state for
abnormal behavior corresponding to a given EM signal sequence to implement training
identification algorithms.

Deviation from the normal state is reflected in a sudden change in signal paths. A
modified spectrum input will cause the corresponding latent state vector to depart from
the expected vector in the state space.
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3 The Proposed Approach

Being of an object of a computing system under attack causes various anomalies
in the internal computing processes of the device, which entails a change in power
consumption, signals, spurious emission parameters, an increase in the delay time, etc.

The suggested approach emphasizes statistical algorithms, where the first stage is
self-training, which identifies the current parameters that describe the state of the object.
Training is carried out on predetermined sequences that reflect the behavior of the device
in a known state. The accumulated statistical data in the future allow the determination
of the criteria based on whether it is possible to implement classifiers for the detection
of anomalies.

As a result of the destructive effect, changes in the execution of control sequences
occur. By determining the threshold value L for evaluation, abnormal states can be
identified.

Let H0 (H1) indicate the permissible (invalid) execution of control sequences; then,
the detection problem can be expressed as:

L

H0

≤
>

H1

ε (2)

where ε is the specified threshold.
When the threshold value is less than the specified threshold, the system is in a safe

state, and in the opposite case, in a dangerous state.

4 Experiment

Ananalysis of the abnormality detection capabilitieswas carried out based on experimen-
tal data, where an unmanned vehicle was exposed to external forces during a maneuver.
The preliminary stage of the experiment consisted of training an external control system
based on the characteristics of signals recorded via secondary acoustic channels when
performing maneuvers.

To improve the quality of the training sample, segmentation was applied based on a
graph model of state transitions [13, 14], which allowed the implementation of various
classification algorithms on predefined sets of states.

The scheme of the experiment is shown in Fig. 1.
The obtained data were converted into characteristics that describe the signal

sequence. The duration of the recorded maneuvers was four seconds.
The use of a trained network and segmentation of a state model allows for classifying

under conditions when unacceptable state transitions affecting the result are removed
from consideration.

An“incorrect” commandwasoccasionally introduced to simulate an attackingdevice
during the execution of a maneuver. For example, with a “straight-ahead” command, a
“turn right” or “turn left” command could occur. As a result, the form of the received
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Fig. 1. Scheme of the experiment

signal along the side channel changed. Figure 2 shows an overlay of the timeline, which
exhibits the normal state signal S1 and the same signal when a command from the
attacking device appeared. The arrows indicate themoments of exposure of the attacking
device.

Fig. 2. Signals appearance for cases: movement directly without attacking influences (top),
movement directly with commands “turn to the right” from the attacking device (bottom)

Figure 3 shows the appearance of the signals (the dependence of the amplitudes of
the signals on time) for various states (two examples from the training sample for each
studied state).

In the given experiment, differences in the sound range are visible for the spectra
of states obtained by repeated sequential execution of commands. For example, Fig. 4
shows the spectra of signals for S1 and S3 states.
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Fig. 3. Signals appearance. S1 – movement directly without attacking influences, S2 – movement
directly with periodic commands “turn to the right” from the attacking device, S3 – movement
directly with periodic commands “turn to the left” from the attacking device

A two- and three-class classification was carried out, the algorithm of which is given
below:

1. The ith spectral sequence Sp_Test was selected from the test sample.
2. For each kth frequency (Hz) of Sp_Test, its level (dB) was compared with the level

of the kth frequency of the jth spectral sequence from the training sample Sp_Train;
3. The measure of similarity was the Euclidean distance and its comparison with the

threshold value ε:

Listing 1.A fragment of the program code in the Matlab programming language 

4. If the deviation of the level of the kth frequency of the ith spectral sequence Sp_Test
from the level of the kth frequency of the jth spectral sequence Sp_Train exceeded
the threshold value ε, then an increment of 1 occurred in the cell (j, i) of the zero
matrix r. There was a transition to the next step after the end of the cycle.

5. At this step, directly determined that each ith spectral sequence Sp_Test from the
test set belongs to one of the state classes S1 – S2 (for two classes) or S1–S2–S3 (for
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Fig. 4. Signal spectra for states S1 (a) and S3 (b) at repetitions from 1 to 6

three classes) by searching for the smallest value in the matrix column r(:, i). If the
smallest value was present in several classes, then the ith spectral sequence Sp_Test
was recognized as being in one or the other states, from which the presence of an
error of the second kind, consisting in the incorrectly accepted hypothesis about the
similarity of the two spectral sequences from Sp_Train and Sp_Test, is obvious.

Figures 5, 6 show the percentage of correctly classified results and errors of the first
kind for classifying states. Recognition of two and three classes indicates the presence
of a range of threshold values in which detection occurs with acceptable error values.

Based on the given threshold and the digitized signal data received via the side
channel, the point at which the attack began is determined.

The method used uses the information contained in the structure of the received
signal, however, to improve the quality characteristics, reduce the likelihood of errors
when solving errors, it is possible to use groups of external behavioral signs related to
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Fig. 5. Experimental results for S1–S2 states

Fig. 6. Experimental results for S1–S2–S3 states

vibration, changes in power consumption, and readings of various sensors of computing
devices.

5 Conclusion

The proposed approach tomonitoring the state of information security, using a symbiosis
of machine learning methods and statistical data determined based on side channels,
allows for not only assessing the state of information security but also determining the
moment of occurrence of a destructive effect on the system.

At the same time, one of the drawbacks is the dependence of the obtained data
samples for training with various software and hardware platforms. Analysis based
on the obtained sample is very sensitive to any changes in the software and hardware
configuration. The implementation of methods for recognizing the state of a computing
device depends on the processing method and types of signals.
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Abstract. Internet of things (IoT) development has already become one of the
main directions in the telecommunications and the information and communica-
tion system development as a whole. Promising solutions in the communication
networks evolution, such as the latest LTE standards, concepts, and solutions for
building 5G networks critical, include this component as an integral part of a
promising communication network. There are various modern solutions for build-
ing IoT networks, and Long-Range Wide Area Network (LoRaWAN) is one of
them. LoRaWAN is a technical solution for the physical and partially link net-
work layers. Thepaper proposes an algorithm for ensuring traffic quality of service,
latency, and data loss, aswell as to provide an effectivewayof energy consumption.
We impalement a prototype for Long Range (LoRa) based edge computing.

Keywords: LoRa · Latency · Energy · Prototype · Edge computing

1 Introduction

Recently, technology affects all aspects of human life. In a short period, there has been
an unprecedented breakthrough in the development of information and communication
technologies, which has changed the traditional way of life. The information society,
where every person has access to information, knowledge, and also “generates” certain
amounts of data into a common network, presents new requirements both to the network
aspect of the issue and to the management of large amounts of data, the organization of
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services and, as a result, new, challenging tasks for service providers. Every year, the
volume of traffic generated by devices with Internet access increases hundreds of times.
If, in 2010, there were about 5 billion such devices, then by 2025, it is predicted that the
total number of Internet of Things (IoT) devices will grow to 50 billion [1].

LoRa is an example of a low-powerwide-area network (LPWAN) technologies. LoRa
technology guarantees radio coverage over a vast area but is known to be unsuitable for
multimedia transmission due to its low data rate. LoRa technology involves the use of
low-cost transceivers for IoT networks. The classic LoRaWAN network architecture is
consists of the end device, gateway, network server, and application server, as shown in
Fig. 1. Today, vendors offer the following architecture: where the operator places in its
data center and all points of the network are placed LoRa gateways, and all of them are
connected via a virtual MPLS or VLAN channel to the LoRaWAN server.

Fig. 1. LoRaWAN architecture

Power consumption and latency in LoRa technology are important issues that have
not been resolved yet. To address these issues and in addition to achievingmore important
requirements, LoRa must deploy new communication paradigms such as mobile edge
computing (MEC) [2]. The fundamental principle ofMEC is to expand cloud computing
capabilities at the edge of cellular networks. This will minimize network congestion and
improve resource optimization, user interaction, and overall network performance. By
using radio access networks (RANs), MEC will significantly improve latency and band-
width utilization, making it easier for both application developers and content providers
to access network services.

This paper proposes a prototype that consists of user devices. As in the case of Fog
computing, it can be all kinds of IoT devices, such as sensors, mobile phones, smart
vehicles, readers, etc. MEC servers are typically located in conjunction with a radio
network controller or base station. The servers run multiple instances of the MEC host,
which can perform calculations and storage on a virtualized interface. MEC servers are
ignored by the MEC Orchestra, which processes information about the services offered
by each host, available resources and network topology, and also manages MEC appli-
cations. MEC servers provide real-time information about the network itself, including
network load and capacity, as well as information about the end devices connected to
the servers, including their location and network information, the network core, and the
public cloud - a cloud infrastructure located on the Internet.
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Our paper presents a system using LoRa and Edge computing. To overcome limited
bandwidth, power consumption and latency, an approach of placing the LoRa server at
the edge is proposed. The remainder of this paper is outlined as follows. Related works
will be introduced in Sect. 2. The problem statement will be presented in Sect. 3. The
network model will be highlighted in Sect. 4. Experimental testbed and results will be
described in Sect. 5, followed by a conclusion in Sect. 6.

2 Related Works

Edge and Fog computing is a paradigm [3] that relates to the concept of distributed
computing, attracting the benefits of cloudy computing closer to the network edge [1].
This approach allows you to achieve benefits such as reducing the load in the cloud
and using bandwidth. Besides, there is a relatively general overall delay system. While
cloud computing plays a prominent role in IoT applications for smart cities, fog and
edge computing are used to reduce the load on the network and the amount of raw data
transfer, which provides a more balanced and intelligent solution with the distribution of
computing tasks at different network levels. The authors in [4] presented the integration
of edge and cloud computing, which minimizes the use of resources such as the network,
cloud storage, and computing capabilities of cloud servers. In another work [5], the
authors tested mobile edge computation (MEC) architecture using unmanned aerial
vehicles (UAVs) to collect environmental data at different points in the city. Accurate
and accurate data is required to obtain data. The advantages of using edge computing in
the system allow us to study computing, network, and caching resources to improve the
performanceof various applications. Improving the quality of service (QoS) usingmobile
edge computing (MEC) through the implementation of the concept of “FollowMeEdge”
was considered by the author in [6]. The proposed MEC network architecture has ultra-
low latency. Another article [7] presented an architecture based on LoRa technologies
for monitoring animal health. In this paper, to compress the data and extract features
at the edge level, machine learning is used, and then the data is sent through LoRa for
transmission to theCloud servers. The protocols presented in [8] and [9] can transmit data
with a data transfer rate of up to 250 Kbps in theory and 150 Kbps, while they consume
about 70 mW of power. Accordingly, they are suitable for high data rate applications.
When the number of sensor nodes increases significantly, additional hardware modules
can be added to one or more edge gateways depending on the application. WiFi can be
used as a basic wireless connection between sensor nodes and edge gateways. However,
this leads to an increase in the power consumption of the sensor nodes. Data can be
compressed using an algorithm. Approximately 10: 1, but the data can be correctly
presented without prejudice to any information. It is suitable for critical applications
such as video streaming. LoRa allows us to use the bandwidth effectively [10]. Also,
data can be transmitted on gateways to provide LoRa bandwidth.

To the best of our knowledge, there are limited studies that have shown that edge
computing is suitable for LoRaWAN technology in terms of latency [11, 14] and power
consumption [12, 13]. Still, none of themhave focused onLoRa physical layer in terms of
how to increase battery lifetime and latency. In this paper, we demonstrate an algorithm
for ensuring latency, and energy consumption, also several features, such as compressed
data and data encryption.
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3 Problem Statement

LoRaWAN architecture works perfectly and is already being put into operation by some
operators. On average, the delay between the gateway and the server is 30–40 ms. Based
on our research, we found that by reducing this delay, we can increase the longevity of
the LoRa battery. In our work, we propose to use a distributed architecture of the server
itself. We break up the server and stir it “close” to the gateways, thereby reducing the
delay between the gateway and the server to 1 ms. The server is hosted at the MEC. For
the experiment, LoRa silver was presented as a docker container for flexible installation
at MEC hosts.

In Fig. 2, we see that after the end device sends the message, it waits for some time
for the server to respond. It makes sense to reduce the response time by closing the
receive window earlier. Experimentally, we got proof of our assumption and achieved a
reduction in power consumption by the end device Fig. 2 shows the current consumption
of the target device.

Fig. 2. End device required amperage

4 Network Model

In this work, we proposed system architecture for energy-aware LoRa based on edge
computing and built a prototype to provide real experiments with the developed
algorithm.

As we can see in Fig. 3, the system consists of 3 layers: access layer, network layer,
and application layer.

Each layer solves its problem, together they provide a complete system for
monitoring and controlling production processes.

The access layer consists of a wireless sensor network based on LoRa data technol-
ogy. LoRa is a low-power broadbandwireless network technology suitable for low-speed
IoT applications over long distances. The advantages of this technology are low power
consumption and low positioning costs. Several other parameters allow us to choose
precisely the modulation method and LoRaWAN technology:
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Fig. 3. Layer based architecture

• Long-distance and low power consumption: +14 dBm, 868 MHz. Up to 3.5 km in
urban environments, up to 15 km in rural areas.

• Reliable communication: immunity of the interference from Bluetooth, WiFi, GSM,
LTE, etc.

• High geolocation accuracy: the modulation format provides high geolocation accu-
racy, does not use a GPS receiver; it is possible to implement additional functions.

• Improved network capacity: the ability to connect a large number of devices, additional
capacity for functions.

In our prototype, we add edge computing on LoRa gateway for resource allocation.

5 Evaluation

In this section, wewill provide details on the experimental testbed and evaluation results.

5.1 Experimental Testbed

Our testing stand consisted of the following elements: 2x SDR NI USRP n2950,
Deployed software-defined network (SDN) for building virtual channels on the LoRa-
server gateway segment. One of the SDRs was used as a gateway, the second as an end
device, upgrading the source codeMyriadRF assembled a test bench based on GNURA-
DIO (see Fig. 4). ChirpStack Network Server as a docker, was used as the LoRa network
server. Using artificial interference input, the network simulated an Internet network
with access to the cloud where the interference parameters were average latency, the
probability of packet loss.

The average Delay - Normal distribution [avr = 30, σ = 5] ms
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Fig. 4. Example of block’ in gnu radio

The average packet loss is p = 0.001.
For the experiments, we have set up an experimental testbed (see Fig. 5). Our pro-

posed structure for hosting the LoRa network server on MEC hosts was implemented
without artificial interference imitating the Internet. However, we analyzed the average
delay in packet delivery at the gateway server site. And it is a little over 1 ms. To prove
the effectiveness of our proposed structure, we measured the response time at the end of
the spectrum and approximated the positive results.

Fig. 5. Demonstration platform.

Figure 6 shows the sequence diagram of the proposed system.
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Fig. 6. Proposed system sequence diagram

This method of arranging LoRaWAN components can reduce the response delay
from the server to the end device, thus reducing the power consumption of the end
device.

5.2 Results Evaluation

Having carried out tests of our stand have received, a difference of total energy con-
sumption for different intensity of sending messages by the end node to the server, as
shown in Fig. 7 that the difference in duration of the end device with the intensity of
1/1000 min is more than 1.6 years.

Figure 8 shows the function of the dependence of energy consumption (J/Mbit) on
the delay between the gateway and the server for each spreading factor (SF). Then, the
Lagrange Polynomial was derived using the obtained point. The Lagrange polynomial
works correctly for points related between the maximum and minimum points along the
abscissa axis. Therefore, we derived a polynomial for all SF

SF7_L(t) = − 1, 84 ∗ 10−8x5 + 3.14 ∗ 10−6x4 − 0, 174 ∗ 10−3x3 + 0, 0032 ∗ x2

− 0, 0259x + 0.12455

SF8_L(t) = 1, 25 ∗ 10−7x5 − 0, 146 ∗ 10−6x4 + 0, 00063x3 − 0, 01032 ∗ x2

+ 0, 0759x + 0.055

SF9_l(t) = 2.75 ∗ 10−8x5 − 2.59 ∗ 10−6x4 + 0, 000071x3 − 0, 00041 ∗ x2

+ 0, 0159x + 0.16

SF11_l(t) = − 7.39 ∗ 10−8x5 + 9.71 ∗ 10−6x4 + 0, 00034x3 + 0, 0075 ∗ x2

− 0, 024x + 0.2373
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Fig. 7. Energy consumption

SF12_l(t) = − 1.98 ∗ 10−7x5 + 0.251 ∗ 10−6x4 − 0, 0011x3 + 0, 022 ∗ x2

− 0, 126x + 0.335

Fig. 8. LoRa server-LoRa gateway latency

By using these polynomials, energy consumption can be estimated for commission-
ing LoRaWAN networks.
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6 Conclusion

In this paper, we proposed the implementation and prototype of the efficient use of
LoRaWANnetworks basedon edgehosts.Weproved that reducingdelays in the gateway-
server segment depends on the duration of the end nodes. Given that our architecture will
be developed and available in most nodes of base stations, our proposed architecture will
play a key role in building private LoRa networks. In future works, we plan to study the
effectiveness of our proposed architecture in conditions of high and medium collision.
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Transmitted and Stored in IoT Systems
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Abstract. In this paper presented method for reducing the amount of data trans-
mitted and stored in IoT systems. Instead of expensive and complex network
devices, developers can use cheap and proven low-speed solutions (ZigBee, NB
IoT, BLE). This approach focuses on sensor processing. Correlation and auto-
correlation methods for event detection depending on waveform are described
in detail and implementation of endpoint architecture is proposed. Novelty and
another feature of this approach is the use of not the full waveform, but their com-
ponents and processing on the device. This significantly reduces the number of
operations and complexity of implementation. Other methods focus on the cloud
computing paradigm. The results of the simulation show that at the data transfer
rate from the sensor ~10 MSample/s, the proposed method allows you to trans-
mit and store 280 bytes in 70 min instead of 157 GB using the bypass method.
Reducing data transfer and storage requirements will simplify and reduce the cost
of IoT systems, improve performance, and apply additional precision sensors to
provide more accurate data.

The solutions are focused on low-power and FPGA/ASIC implementations.

Keywords: Internet-of-Things · Industrial IoT · Cross-correlation ·
Autocorrelation · Storage · Platform · Streaming

1 Introduction

THE modern Internet-of-Things systems operate with huge data generated from IoT
devices. The amount of data generated by sensors, devices, social networks, medical
applications, temperature sensors, and various other software applications and digital
devices that continuously generate large amounts of structured, unstructured, or semi-
structured data is increasing significantly. Thismass data generation results in “big data.”
The architectural concept of the Internet of Things has several definitions based on
abstraction and identification of the Internet of Things domain. As a rule, the structure
of the IoT is divided into five levels: the level of perception, the level of network,
the level of middleware, the level of applications and the level of business. Some IoT
architectures are designed for cloud computing at the center and a model of end-to-end
interaction between different stakeholders in the IoT cloud [1]. IoT reference architecture
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handles these requirements and builds a superset of functionality, information structures,
and mechanisms. Additional consideration of entities and their interaction leads to a
reference model. This model integrates aspects of related entities, such as human users,
device implementations, and server structures, and provides a more complete view or
template for the overall installation and its implementation in the domain [2]. Cloud
computing frees the enterprise and end user from the specification of many details.
This bliss becomes a problem for latency-sensitive applications that require nodes in
close proximity to meet their latency requirements. Cloud computing extends the cloud
computing paradigm to the boundaries of the network. Hazy vision was designed to
solve problems with applications and services that don’t fit well into the cloud paradigm
[3]. The typical architecture and components of an IoT system [1–4] are shown in Fig. 1.
The System includes modules consisting of sensors, actuators, and modems – devices
that generate and transmit data. The number of sensors reads and reports the status of
the connected tools. Industrial equipment can have thousands of points for generating
data. The module can also have Executive mechanisms for influencing the logical state
of the tool. The modem passes data to the next level – the gateway. Gate is usually a
hardware component that interacts with a number of modules. Gate also interacts with
the platform where data is stored, processed, and shared with end users. The platform
(mainly a web platform) has a number of core components, such as DRM, network
protocols, streaming (adaptive streaming), storage systems, databases, AI and BI tools,
and app engine support. Thus, one of the specific devices in the system is a module, since
the quality of primary data depends on this device. A typical case for an IoT system is
data transfer from modules to the IoT platform (cloud) as it is, and deep processing.

Fig. 1. Typical IoT system architecture.

There are two key issues:

1) Loss of events.
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Typically, IOT systems are configured for a low sample rate: 1 sample/min – 1
sample/10 min for some industrial applications, and 1 sample/day – 1 sample/ month
for smart home applications. But in this case, the system may lose valuable events, as
shown in Fig. 3A in simple cases, when the characteristics of the monitored object are
known, the data transfer rate generated by the sensors is low, and the network bandwidth
is sufficient, we can assume that there is no data loss. But in real cases you need to get
as much information about the object as possible.

2) Limited bandwidth of the Internet of things network and a large amount of data.

Very often, the amount of data transferred is so large that it is not possible to transfer it
from an IoT device to the cloud, but it is necessary. Also,most wireless technologies used
for building IOT networks have a typical bandwidth of 10-200 Kbit/s, and end devices
can be autonomous (have an autonomous power source) and low-power. In addition,
there are not enough storage systems for terabytes and petabytes of raw data. There are
many applications (industrial, connected cars, Smart city, assessments) where several
groups of sensors are used in tests or operations. In aviation, an aircraft engine can have
up to 250 sensors. A twin-engine aircraft can produce up to 844 TB of data in 12 h of
flight [5]. As already mentioned, not all data must be transmitted and stored for further
processing. An example of an industrial application is shown in Fig. 2. For a deep and
accurate analysis, critical modes aremost important, especially in the evaluation process.

Fig. 2. Application of IoT technologies for monitoring objects.

As the sample rate increases, new events can be detected that can bring completely
new information to end users (Fig. 3b).
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Fig. 3. a) Missed event when low data rate; b) detected event when data rate is high.

2 Clouds and Endpoint Architectures

One of the most commonly used approaches for IoT systems is to adapt the sample
rate [6–9]. The sample rate is the rate at which a new sample is taken from a continuous
signal supplied by the sensorBoard. This speed can be adapted according to the input data
received from the monitoring zone. If no significant changes are observed over a certain
period of time, the sample rate can be reduced for the upcoming period, and Vice versa,
if an event is detected, the sample rate increases. This sample rate adaptation is based
on event detection [7]. Approaches to data reduction focus exclusively on reducing the
number of transmissions while maintaining a fixed sampling rate [9]. The most popular
of them is the double prediction scheme [10]. A prediction model that can predict future
values is trained and shared between the source and destination, which allows the source
sensor node to transmit only those samples that do not match the predicted value.

Another option is a space-time correlation-based approach to adapting sampling and
transmission rates in cluster sensor networks [11]. The correlation between sensor nodes
and the new sampling rates of each sensor is calculated. This approach does not require
the implementation of any algorithm at the sensor level, the only tasks performed by the
sensors are unambiguously sampling and transmitting data. All work is performed at the
Cluster-Head (CH) level, where at the end of each round (the duration is determined by
the user); CH runs an algorithm that finds a spatial correlation between data reported by
sensors that belong to the same cluster. It then passes one of them its new sample rate
for the next round according to its level of correlation with other neighboring sensors in
the cluster. Sample rate planning follows a strict Protocol that keeps the sample rate of
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sensors showing high correlation with a large number of nodes at the optimal maximum
level [11].

In [12], the authors propose to record such changes in the correlation of sensor
data to improve the performance of detecting anomalies of IoT (Internet of Things)
hardware. In our feature selection method, we first combine correlated sensors together
to recognize duplicated deployed sensors according to sensor data correlations, and
track data correlation changes in real time to select sensors with correlation changes
as representative features for anomaly detection. Curve alignment and dynamic time
warping (DTW) [13] are methods used to measure similarity between two sequences
of time series data. However, DTW methods do not make assumptions about sequential
time lag, but rather calculate the optimal match between two given time series of data
with certain restrictions in order to maximize the measure of their similarity [12]. But
these methods involve working with big data at the gate or cloud level.

The typical architecture of the end device used is shown in Fig. 4. The main compo-
nents of the module are the sensor and a wired or wireless modem. The drive and battery
are additional parts in this architecture. Thus, the processor is part of a modem (8051,
ARM, etc.) and has relatively low performance. All data from the sensor is transmitted
by the modem to the cloud over a wireless and wired channel. In this case, the intensity
of data streaming is not as high.

Fig. 4. Typical IoT Module block diagram.

In Fig. 5 shows a more advanced approach-processing data on-the-module (on- the-
sensor) as an effective way to overcome the above problems. First, there are several
sensors and actuators that can be controlled. The architecture includes an additional
part-the processor, which is responsible for reducing the data flow. A managed object
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can have only one processor that interacts with multiple sensors and actuators. It is not
necessary to transmit a complete data stream, but it is important to detect and transmit
significant signal deviations. But the most effective case is when each sensor has an
individual processor block.

Fig. 5. Proposed IoT Module Block diagram.

3 Design and Results

Correlation methods can be effectively applied to solve topical issues. Applications for
radar and sonar systems for determining range and position have already been found, in
which transmitted and reflected signals are compared. In robotic vision, remote sensing
by satellite is used to compare data from different images. Because of the system of
Internet of things are digital, we will work with digital signals and values. The cross-
correlation [14] between two digital sequences x1(n) and x2(n), each containing N data
and normalized to the number of samples might be written as:

r12 = 1

N

N−1∑

n=0

x1(n) ∗ x2(n) (1)

Since the sequences are shifted relative to each other, the correlation should be
calculated with lags and Eq. (1) thus becomes:

r12(j) = 1

N

N−1∑

n=0

x1(n) ∗ x2(n + j) (2)
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In case when sequence x1(n) = x2(n), process is known as autocorrelation and can
be written as:

r11(0) = 1

N

N−1∑

n=0

x21(n) = S (3)

where S – normalized energy of signal.
The cross-correlation values computed according to above equations depend on the

absolute values of the data. But it is often necessary to measure cross-correlations in
the fixed range [−1; +1]. This can be achieved by normalizing the values by an amount
depending on the energy content of the data. And the normalized expression for r12(j)
becomes:

ρ12(j) = r12(j)

1
N

√

[
N−1∑
n=0

x21(n) ∗
N−1∑
n=0

x22(n)]
(4)

Where “+1” means complete coincidence (correlation), and “−1” - complete mis-
match, the signals are in antiphase. Despite the fact that the result in the range [−1;
+1] is convenient for understanding and analysis, the computational complexity of the
denominator (4) is high and requires relatively large computational resources, especially
the division operation.

To simplify we define x1(n) = x2(n), so denominator of “(4)” might be written as:

1

N
∗
N−1∑

n=0

x21(n) = constant (5)

In this case, the denominator does not require dynamic calculation and simplifies
the system, and the denominator can change.

One of application of correlation is the correlation detection implemented by the
matched filter, which maximize S/N ratio at its output. And output result of the matched
filter is the autocorrelation at lag zero of input signal and its locally saved copy. Chirp
modulation for correlation processing in radar systems has proven its effectiveness. But
opposite to radar applications, in IoT systems the Processing unit and Cloud can process
only received signals. Using the methods proposed in the [14, 15] when calculated
FFT and IFFT, for current conditions is associated with high computational complexity
(Fig. 6).

In this paper, we propose an event detection method based on the slope level of
the waveform. It is more important to have information about the rate of increase.
Figure 5 shows simple examples of envelopes: 60°, rectangular, triangular, and 30°
(slow-growing). The system of correlators was developed in accordance with models
(2), (4) and (5). The System consists of two correlators, the first of which C1 is focused
on processing a triangular waveform, and the second C2-a rectangular one. The length
of correlation sequences was determined to be asymmetric and equal to 7. Based on the
model, a sequence of data from 200 samples was taken for the experiment. The data
sequence includes several events: rectangular events and several triangular events. The
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Fig. 6. Types of detectable events.

results of processing after correlators are shown in Fig. 7. The Upper graph shows the
output of C1, when the maximum value is equivalent to a copy of the signal, and the
second triangular shape has a value of 0.81. The square shape gave a value of 0.89.

Fig. 7. Results of processing one data sequence with two correlators.

The lower diagram shows the result at output C2, when the rectangular signal cor-
responds to the correlation level 1, and the triangular waves had values of 0.87 and 0.7,
respectively. Setting the threshold level to 0.95 our system allows us to distinguish the
types of signals.
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In the second example, the system also consists of two correlators, the first of which
(C1) is focused on processing a semi-triangular waveform, and the second (C2) - a semi-
square one. The length of the correlation sequences was determined to be asymmetric
and equal to 3. The output results after the correlators are shown in Fig. 8.

Fig. 8. Results of processing one data sequence with two half-shaped correlators.

The upper graph shows the result at outputC1,when themaximumvalue is equivalent
to a copy of the signal, and the second triangular formhas a value of 0.83. the Square form
gave a value of 0.8.As in this example x2(n)was not full copy of x1(n) the final correlation
< 1 (0.98). The lower diagram shows the output from C2, when the rectangular signal
corresponds to the correlation level 1, and the triangular shapes had values of 0.88
and 0.81, respectively. Setting the threshold level to 0.95 our system also allows us to
distinguish the types of signals. But the number ofmultiplicationswas reduced compared
to the previous example.

Let’s assume that the sample rate is 10 Mbit/s and the sample size is 4 bytes. In
the case of direct transmission (bypass), you will need 23 GB to store information
after 10 min, and 202 GB after 90 min. When using correlation processing under the
assumption that 4 events occur per minute, we need to transmit 40 bytes in 10 min, and
only 360 bytes in 90 min.

The results are systematized in Fig. 9. When transmitting data over the network,
as a rule, 50% of the data packet is service information and 50% is content [16]. In
the calculations presented, we only take content. If the sample rate, sample size, or
number of sensors is increased, the amount of data required for transmission and storage
will automatically increase. The higher the sample rate, the higher the system gain. It
is obvious that at a low sampling rate (1 sample per day – 1 sample per month), this
approach is ineffective.
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Fig. 9. Number of bytes for transmission and storage: correlation processing method (black) and
bypass method (red). (Color figure online)

4 Conclusion

The main results presented here are summarizing methods for detecting critical events
and reducing the amount of data transmitted and stored in IOT systems. Applications
are particularly important in industrial systems (Industrial IoT).

Correlation and autocorrelation processes are described in detail, and the architecture
of endpoints for the processing method is proposed. The presented model of the system
is based on correlators, which store a copy of the signal with the full and reduced
length of the correlation sequence. The simulation results show the effectiveness of
event detection in combination with the establishment of a threshold level of the system
that allows you to distinguish the types of signals. Implemented models are focused
on low-power and FPGA/ ASIC implementation. Instead of expensive and complex
network devices, developers can use cheap and proven low-speed solutions (ZigBee,
NB IoT, etc.), particularly for rotating objects. Thanks to data processing on the sensor,
additional precision sensors can be used to obtain additional information about the
object being monitored. For future designs it is important to increase the accuracy of
event detection for different amplitude levels and optimize computational complexity.
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Abstract. Intrusion Detection Systems are widely used for detecting attacks
based on network traffic and host events. However, the raw data they provide
are not suitable for manual analysis due to information overload problem. Alert
Correlation Systems are used for IntrusionDetection Systemdata enhancing. They
can reduce false positives, eliminate duplicate entries, correlate events, analyze
attacker strategy and find attacker groups. In this paper, we are focused on the
latter. Classification of existing algorithms according to the methods they use is
performed. Then we analyze the categories for the compliance with the attacker
group recognition requirements. We conclude by highlighting opportunities for
further dataset analysis and supplementation options.

Keywords: Information security · Intrusion detection · Alert correlation ·
Attacker groups

1 Introduction

Intrusion Detection Systems (IDS) are widely used as a solution for attack detection,
both based on network traffic and device events. Despite the significant development of
the technology from the moment of its appearance, many solutions still have unsolved
problems. Often the use of such systems is possible only with the involvement of an
additional specialist for the analysis of IDS events. Thus, such systems can be considered
as auxiliary rather than independent solutions in the field of information security.

The limitations of current IDS include the following [1]:

– Large amount of false positives [2–4]. An excessive number of false alerts leads to
the complication of further analysis and the appearance of a phenomenon known as
“alert fatigue”

– Skipping real attacks [5, 6]. As actual threats bypass defense solutions, full attack
reconstruction becomes harder to accomplish

– Duplication of events in distributed systems [4, 7]. If the network data are analyzed
by several IDS, they can cause multiple alerts to appear
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– The heterogeneity of the information provided. Various IDS solutions provide alerts
in different formats with nonidentical fields. This issue is of current interest for large-
scale networks and collaborative IDS

– Large amount of low-level data [8]
– Lack of prioritization and alert connections

To solve these problems, the Alert Correlation Systems are used. They can be aimed
at achieving the following goals [9]:

– Normalization
– Aggregation
– Correlation
– False Alert Reduction
– Attack Strategy Analysis
– Prioritization

Several approaches, for instance, attacker-centric network attack behavior analysis
[10], are also aimed at the task of attacker group recognition.

In general, a group of attackers can be defined as an organization consisting of related
attackers, united by tools, the purpose and status of attacks, and information obtained
during the attacks. In the context of intrusion detection tools, it is important that attackers
will be considered by the resources used in attack rather than the people conducting the
attack.

From the perspective of information security, the identification of attacker groups
may allow the defensive side to take more accurate countermeasures [11]. Some
researchers consider, that “it is not the attack but rather the attacker against which
networks must be defended” [12]. Several methods of group identification are able to
determine those resources of the attackers that were not involved in known attacks, thus,
it is possible to identify or destroy attackers using such methods.

Reviews of various event correlation methods have already been made previously.
Pouget and Dacier [13] are considered to be pioneers. They classified the correlation
methods existing at that time and outlined the development paths of the area. Sadod-
din and Ghorbani [9] presented an analysis of the tasks that different approaches are
capable of, and examined the focus on these tasks of the existing approaches. Among
further works, following can be noted: Siraj [14] explored the possibility of using event
correlation in Intrusion Detection and Response System; Mirheidari et al. [1] analyzed
strengths and weaknesses of existing approaches; Chahira and Kiruki [15] highlighted
the requirements for amodern correlation system; Zhou et al. [16] defined the limitations
of existing approaches.

However, researchers did not consider the task of identifying attacker groups, only
analyzing the possibility of reconstructing specific attack scenarios. This work aims to
fill the gap.

The paper is organized as follows: in Sect. 2 algorithm classification is presented and
examples are described. In Sect. 3 the requirements for group recognition are presented.
Different categories are checked for compliance with these requirements. In Sect. 4 the
conclusion of this work is given and further directions of research are evaluated.
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2 Algorithm Classification

To date, several approaches have been proposed for classifying event clustering algo-
rithms based on the type of data processing, the task to be performed, the chosen dataset
and the methods used. A generally accepted approach has not been developed for the
latter, and a new one based on the methodology for comparing these events is proposed
in this paper. It is reasonable to distinguish two major types of techniques:

1. Attribute-based
2. Step-based

Attribute-based algorithms compare several events based on data present in events or
supplemented using third-party data systems. Algorithms based on steps track the state
of systems at the time of operation and work by compiling chains of events. Various
approaches consider parameters such as the previous stages of attacks, the fact of capture,
and so on.

It is worth noting that complex frameworks often combine both types. Therefore, the
division into categories is based on what type the major part of the algorithm belongs to
Fig. 1 illustrates the classification:

Fig. 1. Algorithm classification

The subsections below provide an analysis of the subcategories of correlation
techniques.
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2.1 Attribute-Based Algorithms

This category is based on a comparison of the data that came from the intrusion detection
system, or these data after being supplemented using third-party systems. The following
data types can be used as sources for supplementation:

– DNS records
– DNS history
– WHOIS records
– Open ports and service probes, etc.

In order to speed up some of the algorithms in this category combine similar events
intometa-events containing themain characteristics of the group, after which new events
are compared with them. A graph model is usually used to represent data, so the task is
to search for clusters inside the graph by a certain weight function, which determines
the differences in the algorithms.

Such type of algorithms is less expensive to prepare and set up and more versatile
compared to step-based [1]. Often there is the possibility of parallel computing, which
significantly improves the operating time of the system.

This group can be divided into the following subcategories:

– Property-based
– Timestamp-based
– Based on statistical relationships
– Filtering
– Machine Learning-based

Property-Based Algorithms. To correlate events, this algorithm type uses methods
defined by the authors of the algorithm and comparing the resources included in the
attack. The White Box method of operation allows to accurately determine the prop-
erties of events that contribute to the overall similarity function and to allocate similar
resources. Such algorithms, as a rule, cannot detect complex attacks, but are able to
determine the use of similar resources in various attacks.

Valdes and Skinner [17] proposed the correlation method based on EMERALD
Framework [18]. In their algorithm, the authors proposed combining event groups into
meta-events containing intersections of the properties of their events. For each new event,
the weighted average function of the sum of the similarity of properties is considered.
If it exceeds the required threshold by the sum, and for each property the minimum
similarity threshold is overcome, then the event is added to the meta-event. On the next
step the meta-events are combined into incidents based on a comparison with different
attack classes.

Debar andWespi [19] developed an algorithm for event aggregation and correlation,
consisting of three stages:

1. Raw data preprocessing. Normalization of events received from different sources
is performed. Data is reduced to one format: signatures of well-known ports are
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replaced by their numbers, host names by IP addresses, and so on. In total, three
types of data are used: information about the type of sensor, about the target and
source of the attack.

2. Analysis of relationships. At this stage, duplicates are identified, then they are either
removed from the final sample or, when a certain quantitative threshold is reached,
are combined into meta-events. A sequence of events is also analyzed. A sequence
is a predefined group of events that occurred during a specified time interval.

3. Joining in situations. Objects obtained at Stage 2 are examined in the framework of
the concept of the situation: various options for intersecting the source, target and
attack class are considered.

Cuppens [20] presented a method based on a set of expert rules. For such properties
of events as the attack class, time, target and source of the attack, a set of functions
is defined that measures the similarity of events and allows them to be combined. The
author proposes approaches to combining data clusters and resolving conflicts; the work
is also interesting in data presentation concepts.

Julisch [21] considers the separation of the values of certain types of properties into
categories having a hierarchical structure. Clustering is based on distance of properties
in the hierarchy of categories. Then the root causes of events are identified. Author
proposes that fixing misconfigurations can significantly reduce the total number of IDS
events.

Timestamp-Based Algorithms. This algorithm type uses event timestamp as the main
property for correlation. It is mainly targeted at false alert reduction. CMRAF framework
[22], proposed by Al-Saedi et al., reduces the number of events by identifying the simi-
larities between them, collapsing events close in time and comparing CVE classification
and clipping by CVE Score.

Fuzzy approach, proposed by Maggi et al. [23], allows to reduce the amount of data,
based on the proximity of the detection time, with the ability to correct small errors in
the data.

Algorithms Based on Statistical Relationships. This type of algorithm is based on
determining the normal type of system operation and identifying suspicious events -
attacks, as well as the connections between attacks. An example such technique imple-
mentation is the paper by Viinikka et al. [24], which estimates time series relationships
and events that occur periodically.

Another application of the approach are algorithms that highlight the relationships
between certain types of events in the system. The example of suchworks is an algorithm,
proposed by Lee and Qin [25].

NoDoze algorithm, proposed by Hassan et al. [26], reduces false alert rate and
prioritizes alerts based on anomaly score chains of events.

Filtering Algorithms. The basis of this algorithm category is the approach that deter-
mines the possibility of a detected attack in a particular network topology or information
system. Thus, the approach is primarily focused on cutting off false positives [16].
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Gula [27] considered the possibility of assessing whether the system is vulnerable
to a specific type of attack contained in the IDS event to filter out false positives.

Desai [28] proposed an approach event management, based on the manual configur-
ing of the services used for subsequent confirmation of IDS events.

Real-TimeNetworkAwareness system, presented bySourcefire [29], is based on pas-
sive scanning of traffic in the network and observing changes in the state of information
systems to confirm events detected by IDS.

An active approach was proposed by Kruegel and Robertson [30]. Their modifica-
tion for the Snort system extracts the CVE identifier from IDS events and uses special
scanning software to confirm the vulnerability.

M-Correlator Framework [31] builds the network topology using the nmap utility.
It then compares the success requirements of a particular attack with the following
parameters:

– OS version and type
– Hardware type
– Service package
– Enabled network services
– Application

Based on the totality of compliance of these event parameters, an assessment is given
in the range from 0 to 255; according to the results of the assessment, the event can be
filtered. Then the events are prioritized and clustered into groups according to the applied
policies.

Machine Learning-Based Algorithms. This category includes algorithms that auto-
matically create comparison functions either base on already clustered data or unsuper-
vised. Techniques using machine learning methods belong to the category of Black Box
methods.

A good example is an algorithm developed by Dain and Cunningham [32, 33], which
is based on DEF CON 8 CTF data. It combines events into a sequence of scenarios based
on a comparison function, the parameters of which are obtained by machine learning
methods. The decision tree of the algorithm is built on the basis of information obtained
earlier.

Approaches based on the unsupervised learning method were proposed by Julisch
[34], Zanero and Savaresi [35], Smith et al. [36] and Aminanto et al. [37].

Machine Learning-based alert clustering algorithms can be used both for defining
similarity functions and for weighting of characteristics.

2.2 Step-Based Algorithms

The second major category of algorithms consists of approaches based on attempts to
reconstruct the attacker’s actions, as it is believed that an attacker usually needs to take
several steps to achieve the goal of the attack [38].
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A category can be divided into two subcategories:

1. Scenario approach
2. Prerequisites-Consequences model

Scenario Approach. In the framework based on that approach, the expert describes the
known attack patterns using a formal language, then the system correlates existing sets
of events with known scenarios. This approach cannot detect new types of attacks, since
it is limited to a predefined set of rules, but it can detect more complex attacks than
the attributive approach. However, for algorithms of this type, the significant presetting
complexity remains.

The already mentioned techniques by Dain and Cunningham [32, 33] can also be
classified as scenario approach. Among the formal languages used in the description of
the scenarios, the following can be noted: LAMBDA [39], STATL [40], ADeLe [41]
and CAML [42].

Prerequisites-Consequences Model. The Prerequisites-Consequences model is based
on highlighting the prerequisites for the onset of events and assessing their possible
consequences. The author of the algorithm constructs a graph of such dependencies,
after which the algorithm compares a set of events with it.

Early work in this area includes the algorithm proposed by Templeton and Levitt
[43], as well as a series of works by Ning et al. [44–47], including approaches that allow
recovering some of the missing IDS events [5]. Peng and Xuena [10] proposed adding
success tracking and attack capture to the algorithm to identify attacker groups.

JIGSAW [43] was proposed as a language for determining the prerequisites and
consequences of attacks.

Methods of this category are difficult to implement, since they require a description
for a very wide range of possible attacks, however, their accuracy is notably high [1].

3 Results

The identification of attacker groups can be aimed at achieving two goals:

1. Identifying the Tactics, Techniques, and Procedures used by a group of attackers to
determine the level of threat and protective measures.

2. Forensic analysis aimed at identifying patterns of group action.
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Based on these goals, a list of requirements for event correlation algorithms for use
in identifying groups of attackers is formed:

3. Ability to put events related to common resources or attack steps into clusters.
4. Ability to explicitly represent the causes of connection between events.
5. Low error rate of type I and II.

The following Table 1 shows the analysis of the compliance of the categories of
algorithms with the requirements:

Table 1. Applicability of correlation algorithms.

Category Compliance Comment

Property-based Yes –

Timestamp-based No The main area of application of these algorithms is
the reduction in the number of duplicate events
recorded in a short time period. They are not aimed
at identifying resources or sequences of actions of
attackers

Statistical relationships Limited It is possible to use a subgroup of algorithms that
evaluate the causal relationships between events if
they satisfy Requirement 3

Filtering No Algorithms of this type are aimed at reducing the
number of false positives, rather than determining
the relationships between events

Machine learning Limited Algorithms that define similarity function by the
Black Box method do not allow to explicitly show
the reasons for connecting events. However,
algorithms that select the weight values of
similarity of various properties by machine
learning can be considered

Scenario Yes –

Prerequisites-Consequences Yes –

The data presented in the table determine only the applicability of those algorithms
that are to be directly involved in the process of identifying attacker groups. Creating
a framework for extracting groups from raw IDS data requires using other techniques
aimed at achieving other goals: normalization, reducing the number of false and duplicate
events, etc.
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4 Conclusion

The paper examined the possibility of using various classes of IDS event correla-
tion algorithms to identify attacker groups. Property based, scenario and Prerequisites-
Consequences approaches are considered suitable for that goal, as well as somemachine
learning and statistical approaches. Based on the requirements for modern correlation
systems [15], a comprehensive framework should include algorithms that belong to dif-
ferent categories. To select certain algorithms, a comparison of the approaches within
the specific categories should be made.

Only a small part of the observed techniques uses event data supplementation sys-
tems. Future studies should consider the data obtained directly from IDS, and analyze
what supplementation can be applied to them, and how extended data is more effective
in terms of correlation of events.

Among the common problems inherent in event correlation algorithms, the use of
artificial data sets to confirm effectiveness, such asDARPA99/2000 [9], should be noted.
Even if the data were obtained on the basis of real data, their depersonalization could
entail the loss of significant features of the events. Algorithms based on honeypot and
small organization datasets also cannot be considered proven effective. The nature of
the systems used in them can significantly distort the output and patterns of attacks.
Thus, research in the area of event correlation can be aimed at creating algorithms based
on data from real malicious campaigns and Advanced Persistent Threat. An alternative
could be checking the effectiveness of existing techniques on such data.

Methods based on steps often require a complex description of attacks by an expert,
the skill of which determines the effectiveness of the system. Further research should
consider the possibility of obtaining data on scenarios, prerequisites and consequences
from existing expert databases such as MITRE ATT&CK and CARET.
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Abstract. Source code authorship attribution is a process of source code author-
ship identification based on set of known code samples belonging to the given
author. One of practical applications of code attribution is a malware analysis
and detection. In the paper we explore attribution of Android applications based
on classification of source code data with particular focus on explanation of the
role of selected features and their impact on the final classifier decision. The pro-
posed solution uses Local Interpretable Model–Agnostic Explanations (LIME)
technique to explain decisions produced by classifiers. We explored this approach
on several types of classifiers such as SVM, Random Forrest and neural network
and dataset containing applications belonging to more than 20 different authors.

Keywords: Code authorship attribution · Explainable code attribution · LIME ·
Android application · Source code, support vector machine · Random forest ·
Neural network

1 Introduction

The task of code authorship attribution is associated with an ability to determine the
author of the program code based on their coding style. This task has many practical
application and is used when implementing copyright investigation, authorship verifi-
cation, establishing de-anonymized code writer [1]. Another interesting application is a
software forensics when analyst having a set of malware samples tries to identify possi-
ble malware author. Usage of authorship attribution techniques in this problem provides
an alternative approach to malware analysis. Instead of focusing on a particular malware
sample an analyst creates a set of specific features describing all malware samples cre-
ated by a particular malware developer [2]. This idea is based on the assumption that
all malware authors like software developers have their distinct coding style that can be
used to generate a set of specific features describing all malware samples created by a
particular malware developer. This assumption has solid practical basis. For example,
the authors of the Ginp banking Trojan developed its modification called Coronavirus
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Finder that was disguised as legitimate application targeted to locate people nearby
infected with COVID-19, however the primary goal of the application was to steal user’s
bank credentials [3].

In general case code authorship attribution is a classification problem that requires
thorough selection of features reflecting individual programming style. This problem
has been widely studied and there are a number of approaches varying in extracted fea-
tures and classification techniques utilized. But in major cases the suggested approaches
represent themselves a black box as their decisions could hardly be explained due to the
origin of analysis models being used. In this paper we apply Local Interpretable Model–
Agnostic Explanations (LIME) technique to explain the result of author attribution.
As LIME produces explanation in form of text and image artifacts, we investigate the
problem of authorship attribution based on analysis of the source codes extracted from
Android application. It has been shown that some syntactical features in source code
recovered during decompilation of binary are robust against optimization techniques [2].

Thus, our contribution is the assessment of the applicability of source code decom-
piled from Android application for authorship attribution, we also investigated param-
eters for transforming texts into vector space and tested three different classification
algorithms – algorithms based on random forest, support vector machine and artificial
neural network. Our experiments showed that the highest accuracy is demonstrated by
random forest classifier. To understand the decision of classifiers, we applied LIME
technique and assess its abilities in interpreting results of authorship attribution. The
experiments allowed us to conclude that in major cases similar features contribute to
final decisions of different classifiers. We also showed that this technique is not enough
to understand how the writing style of some authors differs from others because this
technique is based on explainable models that produce local explanations focusing on
features that are locally important.

The remainder of the paper is structured as follows. Section 2 presents related works
in the field of code authorship attribution and techniques used to explain results of the
author attribution. Section 3 gives general description of the suggested analysis process
and Sect. 4 describes results of experiments. Conclusions sum up the results obtained
and define the directions of the future research.

2 Related Works

2.1 Code Authorship Attribution

Previous research work on authorship attribution has focused on a wide variety of issues
and practical application. In major cases it is a classification problem that is depending
on type of task – authorship verification, copyright investigation, malware forensics
–either two class or multiclass classification. For example, when attributing malware
author, a forensics expert solves multiclass classification problem, in case of copyright
investigation this problem is a two class one. The most crucial issue in code authorship
attribution is the choice of analyzed features describingunique software developer coding
style [1]. This set of features depends on type of source data – source code or binary,
and programming language.
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In [1] authors discuss problem of authorship attribution based on analysis of the
source code written in C++ programming language, they propose to use three types
of features – lexical, layout and syntactic features. Lexical features are built up based
on analysis of word unigram frequency, layout features describe code-indention and
length functions, syntactic features are language dependent ones, and represented by
abstract syntax tree, and keywords. The authors also suggest a feature set adopted to the
peculiarities of Python language. Similar features extracted from the analysis of simple
word unigrams and abstract syntax trees are used when analyzing binaries. For example,
in [4] authors derive lexical and syntactical features fromdisassembled executable binary.
They analyze such features as abstract syntax tree node unigrams, labeled edges, node
average depth etc.

Kalgutkar et al. [5] investigated the problem of Android authorship attribution
through string analysis. They analyzed the accuracy of classification problem depending
on type of source date. They used strings extracted from DEX file as a list of identi-
fiers, extracted from strings.xml. As the primary focus of the research paper is malware
analysis, the authors applied the proposed technique to attribute benign, malicious and
obfuscated applications, and demonstrated that accuracy for malware author attribution
has 96.03% when analyzing all types of string data. In [2] authors analyzed the possi-
bility to establish authorship based on usage of specific data structures such as arrays
and classes definitions. They extracted attributes related to classes, their methods and
fields and array operations from bytecode, and the feature vector consisted of numerical
values describing usage of classes, statistic values from size of array definitions, such as
average, mean, median, and n-grams describing both array operations and data structures
detected.

E.Karbab et al. [6] proposed an attribution framework that relies on dynamic analysis
of sequence of API method calls using deep neural network. The authors constructed
benign and malicious patterns of API calls that could be used to identify a malware
author.

In [7] authors surveyed techniques used to attribute authorship of malicious code,
and highlighted challenges inherent to this problem, they are the following: scarcity of
data set, code obfuscation, usage of code generation techniques etc. However among
these problems it should be noted a problem of lack of explainability of the machine
learning techniques used to identify application author. In case of malware analysis it is
necessary to understand that this problem relates to an openworld classification problem,
as new samples and new malicious code writers are constantly appearing, there is no
baseline for writing malware that could be used to classify authors, and attributing rare
and unknown malware is a challenging task. The ability to understand the similarity
between sets of malware samples and to explain classification results could significantly
help in solving this task.

There are only few works devoted to the problem of making malware analysis inter-
pretable. One of the most well-known approaches to explain decision of malware detec-
tionmodel is described in [8]. The authors proposed a framework explaining solutions of
the support vector machine (SVM) classifier. Firstly, they determined different types of
static features such as permissions, API, network addresses used to classifymalware, and
assigned each type a textual explanation. Then they evaluated the contribution of each
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feature to the classification function f (x), it is done by storing the largest k weights that
determine the application position on malicious side of the hyperplane during computa-
tions. In [9] authors generalized this approach for explaining SVM and Random Forrest
(RF) classifiers by evaluating features contribution to the classifier decision. Thus, there
is a need to develop novel approaches to malware authorship attribution and explanation
of existing solutions.

In the paper we use approach to explain decisions made by classifiers based on appli-
cation of local linear models that could be easily interpreted and evaluate it applicability
to malware author attribution.

3 Methodology

Theanalysisworkflow is presented inFig. 1. Firstly,wedecompileAndroid application to
extract source code, thenwe apply text vectorizer to generate vector based on decompiled
source code, and then we determine the author profile using classifier trained earlier
and explain results using local interpretable model agnostic explainable technique. We
discuss these steps in detail in this section.

Fig. 1. Scheme of proposed author attribution process

Source Code Extraction. The decompiled source code is extracted from APK file of the
application. This is done using androguard tool [10]. All *.java source codes are merged
into one source_code.txt.

Feature Vector Generation. To form numerical features on the basis of the source code
for each application, we represent text as a set of n-grams. The numerical representation
of the text is then constructed using vectorization based on TF-IDF measure (term fre-
quency and inverse document frequency). Application of this approach requires setting
two main parameters - length of n-grams and the length of the dictionary, which is a set
of n-grams, ordered by a number of words found. These parameters were investigated
during experiments. Another important parameter for creating numerical presentation of
the text is usage of stop words. Stop words in natural language processing represent very
common words in language, and they are usually removed from the analysis as they do
not contribute to text semantic analysis or classification. In our approach we decided to
form two vocabularies with stop words, one Var_Vocabulary vocabulary contains words
that represent automatically generated variable names, such asv0_0, v1_1_1, another
Key_Vocabulary vocabulary contains a set of key words of Java programming language,
they represent data types (byte, int, float,etc.), access modifiers (public,
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private, protected, final, static, etc.), and information flow control ele-
ments (if, while, else, break, for, etc.). In the experiments we evaluated
impact of these vocabularies on classifiers accuracy and interpretability level of the
classifier explanations generated by LIME.

Authorship Identification. The code authorship is established using pre-trained classi-
fiers,we evaluated the accuracy of three types of classification algorithms– random forest
algorithm (RF), support vector machine (SVM) and artificial neural network (ANN). To
evaluate the efficiency of the analysis models, we applied 10-fold cross-validation of the
random permutation of sample elements, the initial set was divided into the training and
test set in the ratio of 80% to 20%.

Classification Results Explanation. In this approach we evaluated approach called Local
Interpretable Model agnostic Explanations (LIME) technique that explains the predic-
tions of any classifier in form of text or image artifacts [14]. It uses linear interpretable
models such as decision trees of small depth, falling rule lists to create local explanation.
Local explanation means that explanation considers features that are locally important
for a particular sample but they may not be important in global context. For text clas-
sification the interpretable representation of meaningful features is a binary vector that
indicates presence or absence of a word, and this representation does not depend on
complex feature extraction procedures such as word embeddings.

4 Experiments

4.1 Data

To train the classification models, we used dataset of benign Android applications
described in [5]. The archive provided by the authors contains more than 40 archives and
includes labeled applications belonging to different authors. We excluded archives that
did not contain apk files, or contained small number of apk files. After this procedure,
28 archives with applications authored by different software developers remained, the
number of applications per one author varied from 13 to 77 apk-files, with total number
of files equal to 817.

As it was stated above, only files with decompiled source code of the application
written in the Java language were used; during archive processing the vector containing
class labels for each author was generated.

The experiments conducted could be divided into two parts – identification of the
optimal parameter for text vectorizer and classifiers and explanation of the classifying
results using LIME for different types of classifiers.

4.2 Classification Performance Evaluation

The classification task was performed using three machine learning methods: random
forest, support vector machine and artificial neural network. The last classification tech-
nique is based on the use of feed-forward artificial neural networkwith two hidden layers.
The network architecture is shown in Fig. 2. The network was trained using the Adam
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optimizer with a learning rate coefficient of 0.005. To reduce overfitting, the method
of batch normalization was used on each layer of the network. The network trained in
100 epochs showed accuracy 0.86957 (±0.00463) on cross-validation, which was not
significantly improved during experiments, the authors suppose that this is due to lack
of data for complete training.

Fig. 2. The architecture of the proposed fully connected neural network

The accuracy of the rest classifiers assessed using cross validation is given in Table 1,
it shows that the best accuracy is achieved by RF classifier.

Table 1. Classifiers accuracy and optimal values for hyper parameters

Classifier Hyper parameters Accuracy

RF Ntrees = 250,
Depth = 28

0.96257 (±0.00567)

SVM with radial kernel Regularization C = 10000,
Gamma = 1.022

0.93622 (±0.00585)

ANN Epoch number = 100
Learning rate = 0.005

0.86957 (±0.00463)

In order to produce numerical representation of the text, we applied vectorizing
procedure based on TF-IFD measure. Its application requires setting two parameters
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–length of n-grams and the length of the dictionary. To assess these parameters, we
conducted a series of experiments using RF classifier with optimal parameters (ntrees
= 250, depth = 28). Table 2 shows classification accuracy for different values of the
vectorizer parameters. The best results were obtained with a dictionary length of 250
words and the use of bigrams, but since the results did not differ much, unigrams were
also added to evaluated explainable capabilities of LIME.

Table 2. Dependence of RF classification accuracy on TF-IDF vectorizer parameters: number of
n-grams and dictionary length

n-gram
range

Vocabulary length

25 50 100 250 1000

(1, 1) 0.93750
(±0.01017)

0.95024
(±0.00759)

0.95368
(±0.00703)

0.95547
(±0.00845)

0.95876
(±0.00521)

(1, 2) 0.93472
(±0.00953)

0.94614
(±0.00780)

0.95408
(±0.00670)

0.95928
(±0.00690)

0.96081
(±0.00684)

(1, 3) 0.93491
(±0.01477)

0.94427
(±0.01288)

0.95320
(±0.01334)

0.96059
(±0.01055)

0.96250
(±0.01122)

(2, 2) 0.93699
(±0.00623)

0.94753
(±0.00423)

0.95536
(±0.00644)

0.96257
(±0.00567)

0.96235
(±0.00620)

(2, 3) 0.92938
(±0.01089)

0.94640
(±0.01135)

0.95320
(±0.00968)

0.95997
(±0.01090)

0.96293
(±0.01080)

(3, 3) 0.92638
(±0.01329)

0.94929
(±0.01317)

0.95554
(±0.01162)

0.95924
(±0.01061)

0.96026
(±0.01081)

4.3 Data Splitting and Oversampling

Further experiments related to increasing the interpretability of classification results
using the LIME. In the process of research, the authors encountered two problems that
did not allow proper interpretation of the results obtained during classification. The
first problem is that each data element has a very large size, the length of the source
code examples for one application exceeded 5 × 106 characters, while the experiments
showed that interpretation of a local text sample using LIME is resource consuming
task starting with text length exceeds 105 characters, and with higher values it becomes
almost impossible in practically meaningful time. The second problem relates to the
imbalance of classes in the original data set, which can negatively affect the interpretation
of classification results, the ability of the classifier to correctly interpret objects from
small classes, while the accuracy as a whole remains high.

To balance source data set and reduce the size of each specific sample, we propose
following procedure. Firstly, we divide each object into separate parts, considering each
part as a separate independent sample element with a label of the corresponding class,
and within each class, use a different partition length in order to balance the training
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set. Another advantage of this approach is that it allowed us to artificially increase the
amount of data, which can positively affect the performance of the neural network.

In the process of splitting, it is necessary to determine a number of partitions indi-
vidually for each class. To do this, we calculate length of the samples of the source code
data(lbl) for each lbl author from the classes, where classes is a set of authors labels,
then we calculate their average, and divide the obtained value by the average for each
class and multiply by the coefficient of the expected length scale, where scale is chosen
in suchmanner that sample with target scale is easily interpreted using LIME. After that,
we split each sample of the source code into the obtained number of parts within each
class and assign it a corresponding label. The number of ksplit parts for splitting within
each lbl class can be calculated by this formula, where N is the number of classes:

ksplit(lbl) = round

⎛
⎜⎝

∑
lbl∈classes

data(lbl) · N · Scale
∑ ∑

lbl∈classes
data(lbl)

⎞
⎟⎠.

Figure 3 shows distribution of samples per author in the source data set before and
after application of the proposed procedure. The total size of the newdata set increased up
to 37910 source code samples, and thematrix of attributes submitted to the classifiers had
a dimension (37910, 250). For this novel dataset the training procedure for all classifiers
was repeated.

4.4 Classification and LIME Performance Evaluation on Extended Dataset

We constructed LIME interpretation for an arbitrary data element for each classifier. The
visualization of the results is shown in Fig. 4. The bar charts in upper part of figure shows
the probability of the sample class, the vertical bar charts in lower part of the figure show
the list of words with corresponding probabilities, that contribute to the decision of the
classifier.

It is clear, that the distribution of words which define the decision of the classifier is
more likely to demonstrate the syntactic features of the program code than the individual
features of the application or the author’s coding style.

When creating a numerical representation of text data using TF-IDF in the first
experiment, we did not use any stop words. In order to understand the impact of differ-
ent features describing program flow, access modifiers, etc., we applied two vocabular-
ies - Var_Vocabulary and Key_Vocabulary, as they are defined in Sect. 3. In total, the
Var_Vocabulary included 5514 words and Key_Vocabulary - 28 keywords.

Table 3 presents the results for evaluating the accuracy of three algorithms with
previously selected hyperparameters with and without use of stop words in the text
vectorizing process for new data set consisting of 37910 samples. The neural network
was trained twice, in the first case the best accuracy value was selected for 100 epochs
automatically using the callback checkpoint in the keras library, in the second case
the network was trained for 200 epochs, and 10% of the training sample was used for
checking the accuracy of the network for each epoch. Figure 5 shows a graph of accuracy
in the training and validation set for each epoch, one can see that after the 100th epoch,
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Fig. 3. Samples distribution per author a) for initial data set and b) after application of splitting
procedure with scaling parameter scale = 105

accuracy does not significantly increase, therefore, further training does not make much
sense, in addition, the effect of overfitting may occur.

Thus, usage of stop words had impact on the quality of classification. The neural
network turned to be the most stable to usage of vocabularies, its accuracy does not
decrease during training for 200 epochs. The random forest turned to be themost sensitive
to the usage of stop words, its accuracy decreased by more than 1%. At the same time,
the accuracy of the neural network when using Var_Vocabulary orKey_Vocabulary only
as a vocabulary of stop words increased. This at first glance allowed us to assume that
syntactic features do not contribute much to the final decision of the neural network in
global context.

We also evaluate the prediction of which classes the classifier makes with higher
confidence using confusion matrix. Digits on diagonal present the number of correctly
predicted elements from the test set, and at the edges are the numbers of false predictions
for the corresponding class. The confusion matrix for the random forest classifier with
stop words is shown in Fig. 6.
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Fig. 4. Visualization of LIME interpretation results for three classification methods without stop
words.

Table 3. Classification results on a new dataset using stop words

Stop-words Random forest Neural network 100
epochs

Neural network 200
epochs

SVM

None 0.9402 0.9143 0.9146 0.8984

Key_Vocabulary 0.9358 0.9183 0.9250 0.8996

Var_Vocabulary 0.9356 0.9249 0.9266 0.8857

Key_Vocabulary and
Var_Vocabulary

0.9277 0.9092 0.9151 0.8902

Based on this visual interpretation, we can conclude that, for example, class objects
with labels 3, 4, 7, 9, 11 are classified more correctly in comparison with objects belong-
ing to classes 1, 23, 24, 25. Let us consider class 3, according to the confusion matrix,
we see that the classifier makes a confident decision about whether this object belongs
to this class.

Let us analyze the interpretations produced by LIME for any object of class that has
either high prediction confidence or low prediction confidence, in order to explain these
results. The LIME interpretation for the sample belonging to the class (class 3) with high
classification confidence is shown in Fig. 7. We see that now many words are specific
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Fig. 5. Neural network accuracy on test and validation set

Fig. 6. Confusion matrix for random forest with stop words

methods for modifying data structures, and the signs that have the greatest weight, such
as ggbook and tencent, do not belong at all to java syntax. Thus, they may contain
a semantic characteristics of a particular application.
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Fig. 7. Visualization of LIME interpretation results for three classification methods with stop
words for a class object with a minimum classification errors.

Then we take an element belonging to a class that is classified with less accuracy, for
example, class 25. Figure 8 presents a visualization of the explanation obtained using
LIME for this sample.

In this case, the classifiers have no such clear decision-making boundaries, while the
support vector machine does not change significantly compared to the first case, random
forest and neural network with some significant probability tend to choose an object
from another class, but at the same time, each classifier forms the right decision. In
addition, the interpretation shows that all three classifiers rely more on the same words
when making decisions, only the probability distribution differs. Thus, the decision is
made more likely due to the structure of the words distribution in the program code than
due to the unique features specific to a particular application.

Based on the experiments performed to interpret the classification results, the follow-
ing conclusions can be drawn. LIME allows interpreting the contribution of the attribute
to the decision of the classifier, to show the probability distribution of the object belong-
ing to a particular class, the difference between the values of individual attributes for
each class. But at the same time, the assessment is performed only for a specific data
sample. LIME does not allow generalizing and building profiles of typical characteristics
for each class and does not make it possible to conduct a comprehensive assessment.

In the task of explaining the attribution of program code, LIMEallows one to evaluate
the most significant words, to understand the style of writing the code of a particular
application, and to understand how much the distribution of words affects the decision.
In addition, experiments with removal of words that represent Java key words from
analysis allowed us to focus on the details that may contain individual features of the
application and its semantics. Since the method is based on local explanations, it does
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Fig. 8. Visualization of LIME interpretation results for three classification methods with stop
words for a class object with significant classification errors.

not allow us to understand how the writing style of some authors differs from others
and whether the decision of the classifier depends on the writing style or only on the
distribution of the most significant features (words) in the program code.

5 Conclusion

The paper presents an approach to Android source code authorship attribution based
on analysis of decompiled source code and its explanation using LIME technique. We
evaluated three types of classification algorithms to solve this problem – random for-
est, support vector machine and artificial neural network. We obtained more than 95%
classification accuracy on dataset consisting of more than 800 applications from 28
developers.

Our experiments also showed that application of LIME technique to explain source
code classification is very resource consuming task, and to be able to apply this algorithm
as well as to avoid overfitting and to increase test data volumes, an approach based on
dynamic data partition was proposed. To construct input vectors for classification and
explanation, we applied TF-IDF vectorization procedure and experimented with usage
of stop words.

We explained feature contribution and class distribution for two data samples with
various error dispersion for three different classification algorithms, and showed that in
major cases similar features contribute to final decisions of different classifiers. We also
showed that this technique is not enough to understand how the coding style of some
authors differs from others as this technique is based on explainable models that produce
local explanations.
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Future works is related to the classification and explaining malware application,
experiments with more complex explanation models with higher generalization ability,
feature extraction from different sources like a control flow graphs, strings and file head-
ers, more complex feature preprocessing techniques, and training and tuning classifiers
on large amounts of data.
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Abstract. The paper presents the results of an analysis of the impact of require-
ments on the quality of service and traffic on the structure of the telecommunication
networks of the fifth and beyond generations. Given the crucial role of the net-
work in building an effective digital economy, the concept of a digital cluster is
introduced. A model is proposed that allows you to choose the size of a digital
cluster, taking into account the requirements for the quality of service of subscriber
traffic and the distribution of users on the territory. The proposed model allows
you to create a network structure of digital clusters, taking into account various
requirements and user traffic. A method for the location of service delivery points
is also proposed, using the proposed model to select the sizes of digital clusters.
The results can be used in modeling and planning telecommunication networks
of the fifth and beyond generations.

Keywords: Telecommunication network with ultra low latency · Digital cluster ·
Quality of service · Latency · Traffic · Service model · Service provision point

1 Introduction

Over the course of its evolution, telecommunication networks have changed both in terms
of technologies for implementing channels and switching methods, and in terms of the
structure of their construction. Historically, the first telecommunication networks had
a fully connected peer-to-peer structure, and in the course of their technological devel-
opment and penetration, this structure was transformed into a multi-level hierarchical
structure, including nodes and communication lines. Until recently, these elements were
the elements of telecommunication networks. However, further development led to the
integration of the telecommunication networks and computing systems, which led to the
formation of an integrated infocommunication system (environment) [1].
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The convergence, and frequently integration, of application-level implementation
tools (services) and data delivery tools is so significant that it is often difficult to distin-
guish both hardware and software that belong to only one of these levels. The introduction
of data centers (DCS) and software-defined network (SDN) technology is the next step
in this integration [2].

Naturally, new elements, technologies and capabilities are reflected both the number
of implemented services and the structure of the infocommunication system as a whole.

In particular, the introduction of data centers and information services on their basis
is a significant factor that affects the redistribution of traffic and, as a result, the need to
make structural changes to existing networks.

Potentially, data centers in the modern structure can act as centers that provide a
variety of services, and are points of concentration of traffic. The choice of the number
and geographical location of these points determines the redistribution of traffic in the
communication network, and therefore its structure.

The desire to create high-performance data centers and the concentration of all
functionality in a small number of geographical locations perhaps in part justified by
economic considerations, but frequently contradicts the requirements for the stability of
functioning, as well as the requirements of modern services.

Moreover, it is the requirements from the service side that have already led to the
emergence of new structural solutions, in particular, to the emergence of so-called
“cloud” services and various ways to implement them, both as part of the data cen-
ter and as part of other elements of the infocommunication system, for example, as part
of the nodes of the base station network and even as mobile nodes of land or air based
[3–7].

The variety of modern solutions and approaches is due to the diversity of differ-
ent services and requirements. Consequently there is a need to systematize them and
determine the main requirements for structural solutions.

This paper is devoted to the analysis of modern requirements to the structure of fifth
and beyond telecommunication networks [8–10] from the service side and the choice of
the method of its construction taking into account the variety of requirements.

2 Problem Statement

Let’s define the main factors that affect the network structure. It is known that the
main task in building a communication network is the solution of compromise between
subscriber traffic (demand for the service), the quality of its service and the volume of
network resources. Since the network is built on a certain territory, while solving this
problem, it is also necessary to take into account geographical features, which often play
a leading role and determine the structure of the network.

Currently, in the field of fifth and beyond telecommunication networks the concept
of ultra Reliable and Low Latency Communications (uRLLC) [11, 12], based on the
concept of the Tactile Internet that appeared a little earlier [13, 14] is beginning to play
a main role. Fundamental changes in the amount of delay, according to the requirements
of the Tactile Internet and uRLLC, the delay can not exceed 1 ms, lead to physical
restrictions on the distances at which the corresponding service can be provided. This
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factor has an impact not only on the telecommunication network itself, but also on the
construction of an effective digital economy, since it leads to the decentralization of the
network and creates prerequisites for the decentralization of the economy [3]. In view of
the above, in papers [16, 17] it was suggested such a concept as digital agglomerations,
within which it is possible to provide users with appropriate services.Wewill continue to
use a slightly different concept – digital cluster, because in our opinion this concept more
accurately reflects the structural characteristics of the network,whichhave adirect impact
on the possibility of forming certain services in a particular territory (territories). Note
that a digital cluster cannot be separate, because it appears in the process of clustering
the network based on fairly strict mathematical representations, and its location in the
network depends, of course, on the location of other digital clusters.

The main factor affecting the network structure is subscriber traffic [18]. We will
talk about traffic as a process of data entering the network. This process depends on the
type of service, its relevance (demand) and the number of users. In a network, traffic is
usually transmitted between the user’s connection point and the service delivery point,
the latter can be either the user’s connection point or the service servers. Between these
points, traffic can be transmitted over different sections, depending on the accepted route
selection rules. Therefore, traffic on the network element (channel) will also depend on
the physical and logical structure of the network.

The second factor is the distribution of users across the territory that the network
should serve. Naturally, most of the resources of modern communication networks are
concentrated in those geographical areas where users are localized. And, as a rule, the
degree of their penetration is higher, the greater the number and density of users. A
feature of modern communication networks is that they can be used not only by people,
but also by various devices, such as the Internet of things [19, 20]. Their distribution
also has a significant impact on the network structure, especially if their number is
comparable to or exceeds the number of human users.

The third factor is the quality of service requirements. Quality of service require-
ments are the main factor that determines the requirements for network resources and
its structure. These requirements are expressed in the definition of normative values for
the main features of the network operation. The main parameters selected are those that
most affect the quality of perception of the service, if the consumer of the service is a
person. In the case of data transfer between automatic devices (Internet of Things, Tactile
Internet), the defining requirement is the implementation of the necessary functionality
for which the data is transmitted.

The main quality parameters for modern communication services are probabilistic-
time indicators of traffic service [21–23]. Here we will consider such indicators as the
probability of losing a data packet and the delay in its delivery. These parameters are
crucial for most services. As part of this paper, we will consider the services that have
the most stringent requirements for these parameters.

In the way, when building fifth and beyond telecommunication networks, it is neces-
sary to form a structure that can potentially ensure the quality of modern and promising
services.
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3 Network Model

We assume that the main parameter that characterizes the quality of the service is the
delay in data delivery τ . This approach determines the ability to build uRLLC networks,
and by and large the effectiveness of building a digital economy. The amount of delay
depends on many factors. First, it depends on the size of the unit of quantity (volume) of
data that is being transmitted, and the speed of data transmission over the communication
line for each of the route sections, if the route consists of several sections. Second, from
the possible delays in the route nodes associated with waiting in the buffer due to busy
line transmission of the next data packet. Third, the time of signal propagation between
data exchange participants.

Given this it is possible to write the following.

τ = t̄ + w̄ + tp (1)

where t̄ = L̄/b̄ - average transmission time; L̄ - average amount of data transmitted; b̄
- the average transfer speed; w̄ - average waiting time; tp - the propagation time of the
signal. For a route under certain assumptions the average delay can be estimated as the
sum of the delays for each of the sections

T =
k∑

i=1

τi (2)

where τi is the delay for the i-th section, defined according to (1).
Let’s assume that the network between the user and the point of service provision

consists of two sections: the access section and the connection line to the point of service
provision. The structure of the network model is shown in Fig. 1.

Fig. 1. Network structure.

The model consists of service users U, access points A, and the point of service
provision S. The accepted assumptions are that the access points are connected to the
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point of service provision by communication lines whose length is equal to the length of
a straight line segment passing through the corresponding points. Themaximumdistance
from the user to the access point is Ra, and the maximum distance from the point of
service provision to the access point is Rs. Then the max distance covered by the signal
will be

dmax = RS + Ra (3)

With the assumptions made above

Ra << Rs (4)

Under the assumption (4), the distance between the user and the point of service
provision can be assumed to be equal to Ra.

The propagation time of a signal is determined by the speed of light propagation
in the transmission medium. We believe that between the access point and the point of
service provision a fiber-optic communication line is used. So, taking into account the
recommendation [24]

tp = toRS (5)

where to - delay in propagation per unit length.
According to [15], the propagation time t0 = 5 us/km.
We also assume that users are randomly distributed over the territory and their

distribution can be described by a Poisson field.
The probability of entering n users in the service area by the point of service provision

will be defined as

pn =
(
πR2

Sη
)n

n! e−πR2Sη (6)

where η - density of users on the territory (1/m2)
The number of users in the service area will be

v = πR2
Sη (7)

Intensity of requests (flow) in the service area

λ = λ0v (8)

Intensity of requests (flow) in the service area
where λ0 - request intensity created by a single user.
Let’s assume that traffic can be described by a flow model with a coefficient of

variation in the time interval between Ca requests. Let’s define the waiting delay (for
one network segment) using the model for the GI/G/1 Kramer and Langenbach-Baltz
system [25]

w̄ ≈ ρ t̄

2(1 − ρ)

(
C2
a + C2

t

)
g
(
C2
a ,C

2
t , ρ

)
(9)
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g
(
C2
a ,C

2
t , ρ

)
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⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

e
− 2(1−ρ)

3ρ
(1−C2a)

2

C2a+C2t , C2
a ≤ 1

e
−(1−ρ)

(C2a−1)
2

C2a+4C2t , C2
a > 1

(10)

where
ρ = λt̄ - the use of the channel (the intensity of the load);
Ca.- coefficient of variation of the interval between requests (packages);
Ct .- coefficient of variation in service time.
Let’s estimate the dependence of the packet delay at the node using an example when

the data transfer rate is 10 Gbts and the packet length is 1518 bytes. the package length is
selected maximum from the list of possible lengths offered for Ethernet testing in [26].

Figure 2 shows the dependence of the wait delay on the traffic intensity ρ and the
coefficient of variation for the Ca stream.

Fig. 2. Delay dependence on flow properties for transmission rates of 1 (a) and 10 (b) Gbts.

As you can see from the figure, the waiting time depends significantly on the proper-
ties of traffic and its intensity. The data transfer rate of 1 Gbts can be considered typical
for 5G networks, and 10 Gbts - for communication lines between elements of such a
network.

Comparing the graphs in Figs. 2a and 2b, you can see that the dominant value for
equal line usage is the access section, and the difference between delays is determined
by the ratio of transfer rates.

Given that the length of the access section is significantly less than the communication
line, there is reason to believe that the dominant value of the propagation time is the
propagation time over the communication line.

In [15] it is shown that the area of service provision can be described like a circle with
a radius that is determinedmainly by the time of signal propagation, i.e. the distance. This
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is actually the defining value and the results presented in this paper can be considered
as the limit bounds of the digital cluster.

In this paper, we intend to refine this value by taking into account the traffic generated
by the digital cluster. Increasing the radius of the digital cluster RS according to (7) and
(8) leads to the growth in the intensity of requests, which according to (9) and (10) leads
to the growth in latency due to waiting, Fig. 2b. Taking into account this dependence,
the limit value of RS will be slightly less than [3].

The second task is to take into account the different requirements for delayed delivery
fromdifferent services. Suppose that the network serves traffic ofm services, and for each
of the services the maximum allowed average delay value is defined. Then a limit value
RS can be defined for each of the services. In planning the telecommunication networks
of the fifth and beyond generations when implementing the concept of ultra-low latency
communications uRLLC, the delay requirements can be taken from [27].

The third task is to choose the method of organizing the network structure, in which
it is necessary to ensure the quality of m services.

4 Method of Forming Digital Clusters for the Telecommunication
Networks of the Fifth and Beyond Generations

4.1 Cluster Size

First, determine the value of RS for the service to which is made requirement for the time
of delivery of the message. Then the limit value of RS can be found from the solution
(1) with respect to RS , taking into account (4) and (5).

Based on (7) and (8) solution (1) can be expressed using RS .

τ = t̄ + w̄(ρ,Ca,Ct) + tp (11)

where

ρ = λt̄ = λ0πR
2
Sηt̄ (12)

Figure 3 shows the results of the calculation according to (11) for several values
of user density η. The user density was selected based on the population density data
for Moscow, Saint Petersburg, and the Moscow region [28]. The traffic intensity was
selected to be equal to λ0 = 0, 01 packets per second. These data don‘t claim to be
accurate estimates of traffic for any particular service, but they clearly demonstrate the
qualitative nature of the change in delivery delay from the radius of the digital cluster.

As a results, we can say that the delay dependence on the size of the digital cluster
is linear only for relatively small traffic intensity values. When approaching the value
that corresponds ρ → 1, there is drastic increase in the delay value.

We can conclude that while planning the placement of digital clusters in the telecom-
munication networks of the fifth and beyond generations for services with strict require-
ments for the amount of delay, it is necessary to take into account the amount of traffic
intensity, which is proportional to the population density, alongwith the delay introduced
by the time of signal propagation.
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Fig. 3. A figure caption is always placed below the illustration. Short captions are centered, while
long ones are justified. The macro button chooses the correct format automatically.

It is expected that for cities with a high population density, the Ra value will be
significantly less than for localities with a low population density.

As can be seen from the graphs in Fig. 3 limiting the value of RS with traffic is much
earlier than without it.

Given the size of the territory and the fact that the population density in the Russian
Federation varries significantly in different localities, it makes sense to use the refined
model proposed above when choosing the size of a digital cluster (11).

4.2 Cluster Type

Different types of services have different requirements for the amount of delay in data
delivery. For example, the highest latency requirements are imposed on the part of
production automation and Tactile Internet services (1 ms) [27, 29]. Somewhat less
stringent requirements (5 ms) exist on the part of augmented reality and virtual reality
services. There may also be new groups of services with increased requirements for
the amount of delay. This is due to the development of various types of automated and
remotely controlled robotic tools, vehicles, etc.

Therefore, it is advisable to solve the problem presented above of choosing the size of
a digital cluster for each such group of services. In this case, the network structure must
contain points of service provision (servers) differentiated by various service groups.
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Figure 4 shows an example of coverage of the territory by points of provision of two
serviceswith different requirements for the quality of service.One of the points combines
the functions of providing both services, the others only one service. This example
illustrates the possible structure of organizing digital clusters in the telecommunication
networks of the fifth and beyond generations with an even distribution of users across
the territory.

S1, S2S1 S1

S1S1

S1 S1

RS1

RS2

Fig. 4. Example of a digital cluster structure for two uRLLC network services.

This is an ideal case, which is the task of covering the territory with digital clusters
of the same radius. The solution to this problem is known, the optimal coverage (the
minimum number of digital clusters) is achieved when their centers are located at the
vertices of an equilateral triangle. This approach is applicable when you need to build a
network on a territory with an even distribution of users.

However, in practical tasks, you need to cover a certain number of points (users,
buildings, localities, etc.). This is quite obvious, since users are concentrated in localities,
and the size of the digital clusters in question can be commensurate with the size of
localities and the distances between them.

This problem can be formulated as an optimization problem, in which it is necessary
to ensure the minimum coverage of a given number of points by digital clusters (circles).
The analytical solution to this problem is unknown.

The simplest approach to solving this problem is to use clustering algorithms, in
particular the FOREL algorithm [30], as was done in [15].

Using this algorithm, you can find a particular solution to the problem of selecting
points for providing a single service (covering the same radius with digital clusters).
However, in this case, you need to place points for providing multiple services (covering
digital clusters with different radius).
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To implement the task in this case, we propose a method based on several stages of
executing this algorithm for each of the services separately.

Below is a representation of the proposed method.
0. The initial data for solving the problemare: the number of servicesm; requirements

for the amount of delay for each of the services
{
τ̂1, . . . τ̂m

}
; coordinates of points

corresponding to localities and other elements that need to be covered by a digital
cluster

{
x1, . . . xg

}
, where g is the total number of specified points; the number of users

at specified points
{
n1, . . . ng

}
; the specific traffic intensity for each of the services{

λ
(1)
0 , . . . λ

(m)
0

}
; the data transfer rate on network sections and the average packet size

for each of the services, which allows to estimate the transmission time c.
1. At this stage, based on the initial data, according to the model (11), are calculated

the values of the size of digital clusters for each of the services,
{
R(1)
S , . . .R(m)

S

}
, i = 1.

2. Preparing source data for clusterization: X = {
x1, . . . xg

}
, R(i)

S , Y = X .
3. Then the FOREL algorithm is executed in ametric space, and the space is bounded

by the set M = Y.
If the algorithm is complete, the solution is received.
If the algorithm is incomplete, it continues at M = X.
The solution is a set of points where the service servers are located S(i) ={

s(i)1 , . . . s(i)k

}
, ki ≤ g

4. If i = m, then all solutions are obtained, output of solutions, stop.
If not, Y = S(i), i = i+1
Go back to point 3.
The method proposed above performs step-by-step clusterization of a given set of X

points. At each stage, clusterization is performed with the corresponding radius defined
according to the model (11). Moreover, clusterization begins with the smallest RS values
in ascending order.

Clusterization uses a modified FOREL algorithm. The modification is that the range
of permissible provisions of the digital center of the cluster is limited by many M. This
modification allows you to ensure that the points provide a variety of services, whenever
possible, coincide, which gives the possibility of reducing the length of the lines.

This method allows to get a particular solution to a multi-criteria optimization prob-
lem. The quality of this solution can be characterized by the volume of resources (entered
service delivery points) and the quality of service.

By setting different initial conditions for solving the clustering problem, you can get
another solution. This gives you an additional opportunity to choose themost appropriate
decision for multiple solutions to the problem.

5 Conclusions

1. The introduced model makes it possible to estimate the size of digital clusters in the
telecommunication networks of the fifth and beyond generations, taking into account the
user traffic produced in them. The proposed model, in view the dependence on traffic,
allows us to consider the specifics of territories with different user densities. The latter
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is necessary when planning networks in the Russian Federation, since the population
density in various territories changes from 0.07 to about 5000 people per km2.

2. Using this model and differentiated estimation of the size of digital clusters for
services with various latency requirements makes it possible to form the structure of
the telecommunication networks of the fifth and beyond generations, namely, to choose
the positions and size of digital clusters for multiple services, taking into account the
concept of uRLLC networks.

3. The developed method of placing digital clusters is based on the application of the
models and modified clustering algorithm FOREL developed in this paper. The method
allows to get a close to optimal solution, which is choosing the placement of digital
clusters.

Acknowledgement. Thepublication has been preparedwith the support of the “RUDNUniversity
Program 5-100”.
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Abstract. In this paper, we propose three metrics that could be used
for accessing the effectiveness of a dynamic Network Slicing. On the
one hand re-slicing could result in more adaptive resource allocation for
different virtual network operators (VNO), but could arise the signaling
overhead. On the other hand an insufficient amount of re-slicing could
significantly decrease the quality of service for VNO users, but reduce the
signaling delays. Proposed metrics could be used for analyzing the above-
mentioned effect. We illustrate the metrics by the simulation model for
a simple dynamic network slicing algorithm. We also propose a queuing
system approach for analyzing dynamic network slicing for 2 VNOs.

Keywords: Impatient elastic traffic · Two-service QS · Dynamic
system · Efficiency indicators

1 Introduction

Nowadays there is an increase in the number of devices and users of various
mobile network services. In an effort to meet the needs of users in terms of
quality of service, mobile operators are developing new software and hardware
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introducing new principles for building a network architecture based on new
standards [1]. The most common way to reduce operating costs in fourth gen-
eration (4G) networks is sharing a Radio Access Network (RAN) between two
or more mobile operators. The Multi-Operator Core Network (MOCN), LTE-
operators with dedicated frequencies, and Multi Operator RAN (MORAN),
3G-operators with dedicated frequencies, are solutions for RAN sharing. The new
technologies of 5G networks have fundamental advantages allowing to maintain
high data transfer speeds and a larger number of users [2–4]. One of the most
important concepts of fifth-generation networks is Network Slicing, which pro-
vides the ability to logically divide the operator’s resources into slices depending
on the tasks [5], for example, by type of service: one for cellular, the other for
the Internet of things [6,7]. Slicing is crucial in resource management to pro-
vide ultra-fast and reliable communications in segments of the fifth generation
networks such as Enhanced Mobile Broadband (eMBB), Critical Communica-
tions (CriC), Massive Internet of Things (MIoT) [8], Enhanced Vehicular to
Everything (eV2X), which impose different and often conflicting performance
requirements [9]. The tasks that arise as part of the implementation of this tech-
nology are now being actively investigated. The development of network slicing
technology led to the task of designing a theoretical communication model that
takes into account the heterogeneous requirements and various characteristics of
three services – Ultra-Reliable Low Latency Communication (URLLC), eMBB
and Massive Machine-Type Communications (mMTC) [10]. It is important to
note that this approach ensures the implementation of guarantees on the qual-
ity of service, delay and the number of supported devices. For efficient resource
management in network slicing scenarios, a comparison of two schemes is pre-
sented in [11] – separation based on the developed forecasting algorithm and
equal resource sharing in each slice. The first implies one reasonable option, and
the second saves a lot of computational cost. In [12], a mixed-justice scheme is
considered when slices are further scaled based on a large class of utility func-
tions in real time. Such a scheme is a network slicing game in which each slice
tenant responds to the distribution of users of other tenants in order to max-
imize their own utility [13,14]. To ensure the specified parameters of Quality
of Service (QoS), dynamic resource allocation is used [15–17]. The possibility
of deploying a car network, taking into account the priority of requests from
transport, classifying flows, and grouping such scenarios as applications for safe
driving, infotainment applications, or applications responsible for the operabil-
ity of comfortable driving indicators, as well as the possibility of programmed
multiple access, was studied in [18,19]. Autonomous driving applications are
also considered in [20]. Here is a model of a system for dividing services into a
four-level logical architecture. An analysis of propagation delay and processing
latency is presented based on the GI/M/1 queuing system. The construction
of queuing systems for solving network slicing tasks is also used, for example,
to create a new business model Slice-as-a Service (SlaaS). The authors in [21]
solve the problem of access control using the Markov model with several queues
for heterogeneous requests. Queuing systems with a buffer, repeated calls [22],
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minimum guaranteed data rate [23] and different types of service-level agree-
ment [24] were built to solve the problem of efficient slicing. The dynamic sharing
of network segments supporting inelastic users with minimal speed requirements
and denial of service for users whose requirements cannot be met is presented
in [25].

In this paper, we investigate the problem of efficient use of network resources.
Slices are formed taking into account the features of the services provided to
users, or are grouped by mobile network operators. A distinctive feature of the
studied model is dynamic redistribution performance analysis (how often we need
to do it), taking into account the workload of the system. With this approach, it
can be not only achieve high performance and avoid downtime of resources, but
also ensure that the minimum guaranteed requirements are met. This problem is
solved by simulation methods, and the analysis of a particular scenario for two
slices is carried out using the methods of queuing theory.

The paper is organized as follows. The next section presents the system model
and metrics for dynamic network slicing. Section 3 presents the algorithm for
resource allocation and its illustration. Queuing system for case with 2 slices
dedicated in Sect. 4. Appendix, containing the technical details, conclude the
paper.

2 System Model and Metrics of Interest

We are interested in understanding how some slices should efficiently share the
same radio resources. onsider a set of network slices K = {1, 2, . . . ,K}, which
virtual operators (VNO) can use. The total number of slices is K = |K|. The
aggregate bit rate that could be reached on the available resources C is allo-
cated between K slices. So, in the initial moment of time resource slicing is
C
K = N1(t0) = N2(t0) = ... = Nk(t0) = N

K , where N – total size of
K slices. In other words, the maximum number of users that could be served
simultaneously. This allocation is fixed in the Service Level Agreement (SLA)
– (N1(t0), N2(t0), . . . , NK(t0)). Slices receive some user requests, for each of
which the virtual operator allocates one of Nk(t) positions corresponding to the
amount of resources of slice (Fig. 1).

Fig. 1. Scheme of resource slicing in time with a cutting interval Δ

At time moments tl the resource is reallocated, therefore the first moment
of slicing t0 = 0 and the rest are produced at intervals: tl+1 = tl + Δ,



74 I. Kochetkova et al.

l = 0, 1, . . . ; Δ = const. From here, Nk(tl) – size of k-slice as a result of real-
location algorithm. At t some number of users (nk (t)) are allocating the k-slice
resources and some (mk (t)) – wait in buffer with a maximum size Mk for k-users.
The Table 1 reflects the main parameters that describe the system model.

Table 1. System parameters for simulation model

Parameter Description

K Number of slices (operators, types of users)

C Aggregate bit rate that could be reached on the
available resources (PRBs) for K slices [bps]

N Total size of K slices (i.e. maximum number of
users that could be served simultaneously) [user]

Δ Time interval between the moments of time for
dynamic resource reallocation between slices [s]

tl Moment of time for dynamic resource reallocation
between slices [s]

Nk (t) Size of k-slice at moment t [user]

Nk (0) Default size of k-slice at moment t0 = 0 (specified
in the SLA) [user]

Mk Size of k-buffer (i.e. maximum number of k-users
waiting for service to start) [user]

nk (t) Number of k-users allocating the k-slice resources
at moment t [user]

mk (t) Number of k-users waiting for service to start in
k-buffer at moment t [user]

2.1 Metrics of Effectiveness of Dynamic Network Slicing

For optimal dynamic network slicing, it is necessary to introduce some condi-
tions. We accept the following points for our model: (a) striving for conditions
contained in the SLA; (b) minimum system load by service messages; and (c)
exclusion of resource “downtime” in conditions of buffering on other slices. There-
fore, for resource management the following indicators have been developed as
measures of the optimal slicing:

(a) α∈[0, 1] – coefficient describing SLA compliance. We assume that the first
allocation of the resource contained in the SLA is our initial state, which our
system is committed. Thus the average value among all slices is:

α =
1
K

∑

k∈K

ak, (1)
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where αk∈[0, 1] – the ratio of the value of the SLA compliance in the interval
(tl, tl+1) to the total value of whole simulation time. It is determined as:

ak = lim
T→∞

∑L(T )
l=1 ((tl − tl−1) min (Nk (tl) , Nk(t0)) )

TNk(t0)
, (2)

where T – full time simulation of the system, L(T ) – entire number of
calls of slicing. Using the law of total probability for the selected resource
Nk (tl) for k -slice with initial slicing Nk(t0) at tl: P (A | Hi) = P{Nk(t0) ≤
Nk (t) |t = tl − tl−1}. This can be expressed as Nk(tl)

Nk(t0)
, which shows how

close is the amount of resources to the initial. However, Nk (tl) may have
a greater numerical value than Nk(t0), therefore, for the correct calculation
of this probability it is necessary to choose the minimum value from these
two quantities: P (A | Hi) = P {Nk (tl) = Nk(t0)} = min(Nk(tl),Nk(t0))

Nk(t0)
. The

probability of an event being at the required time interval can be written as
P (Hi) = P {t = tl − tl−1} = tl−tl−1

T . In total there is L(T ) such events. Then
we obtain:

P (A) =
L(T )∑

l=1

(tl − tl−1)
T

min (Nk (tl) , Nk(t0))
Nk(t0)

.

Further it remains only to find the limit of this expression for T → ∞, and
sum it over all slices and divide by the number of such slices. We get the
formula for calculating SLA compliance coefficient (2).

(b) β∈[0, 1] – coefficient of useful slicing calls :

β = lim
T→∞

∑L(T )
l=1 maxk∈K 1 {Nk (tl) �= Nk (tl − 0)}

L (T ) + 1
. (3)

At the time of reallocation of resources the system sends a service message.
However, if there are too many messages it will be overload. Consider all
the calls of the resource redistribution algorithm and calculate the number
of those for which the value of Nk(t) has changed for (useful slicing). Find
the number of useful slicing: maxk∈K 1{Nk (tl) �= Nk (tl − 0)} , where tl −0 –
point in time before l-th slicing. The result of this function will be 0 if there
is no changes and 1 – otherwise. Sum these values over the entire number of
slices L(T ) to get the number of favorable outcomes and to find the number
of slicing moments L(T ) + 1.

(c) UTIL∈[0, 1] – the average value of the coefficient of employment of resources
of virtual operators. We try to reduce downtime of system when one of the
slices is overloaded, but on the other there is free resources:

UTIL =
1
K

∑

k∈K

UTILk, (4)

where UTILk∈[0, 1] – the ratio of sum of periods of device employment to
full model time:

UTILk = lim
T→∞

∑I(T )
i=1 (ti − τi)

T
, (5)
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where τi and ti are the beginning and end of the resource busy interval, and
I(T ) – number of this intervals.

3 Numerical Illustration of Metrics

3.1 Simplified Algorithm for Dynamic Network Slicing

To summarize the main assumptions discussed so far, we assume that such sys-
tem can be represented as a model with a fixed number of users, the behav-
ior of each is determined in accordance with the following principle. The user
sends a request for the service, receives a resource and utilize it for a while,
then waits and loads it again. Clearly, for the l-th slicing at tl: N (tl) =
(N1 (tl) , N2 (tl) , . . . ,NK (tl)).

The system operation is described by three situations:

1. ∀ mk (tl) = 0, k∈K – the buffers of all operators are empty → leave the
resource allocation unchanged: N (tl) =N (tl−1).

2. ∀ mk (tl) > 0, k∈K – all buffers have at least one request. → leave the resource
allocation unchanged: N (tl) =N (tl−1).

3. ∃ k∈K: mk (tl) > 0; ∃ j∈K: mj (tl) = 0 – there is at least one non-empty
queue → reallocation needed. Find the amount of free resource units avail-
able for redistribution for each operator and the number of requests in all
buffers. Further find the smallest difference between free resource and buffer
fullness. And finally, we allocate the free resource between the busiest buffers
until either the resource runs out or all the buffers become empty. All these
actions are described in the Algorithm 1. We omit the parameter tl for
convenience.

3.2 Simplified Algorithm for Two Slices

In the case when there are two virtual operators in the system the following
simplifying assumptions can be made. If all the buffers are empty or busy as for
K-operators, the resource allocation remains unchanged: N (tl) =N (tl−1). But
if at least one buffer is not empty, there are two different events:

(a) m1 (tl) > 0,m2 (tl) = 0 – the first buffer is not empty and all resources of
the 1-operator are busy;

(b) m1 (tl) = 0,m2 (tl) > 0 – the second buffer is not empty and all resources
of the 2-operator are busy.

We consider these events (a) and (b) in more detail. In each of them different
development options of events are possible, depending on the parameters that
determine the state of events. In the reallocation in (a) there can be two orthog-
onal situations, (i) and (ii). Similar conditions can be presented for event (b).
The new amount of slice resources is given by (6).
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Algorithm 1. Cycle
1: for k, K do
2: nk=Nk−nk

3: end for
4: Sort
5: K= {i1, i2, . . . ,iK} , i∈K, ni1≥ni2≥. . .≥niK ,
6: EndSort
7: for k, K do
8: n. =n. + nk � sum of available resource units for slicing
9: m. =m. + mk � sum of all requests in buffers

10: end for
11: i:= min (n., m.)
12: repeat
13: s= argmax (nk) , k∈K
14: q= argmax (mk) , k∈K
15: Ns:=Ns−1
16: Nq:=Nq+1
17: mq:=mq−1
18: ns:=ns−1
19: i:=i−1
20: until s > 0 and i > 0

(i) m1 (tl) ≤N2 (tl−1) −n2 (tl) – the free resource of 2-operator is enough to
cover the number of pending requests in the 1-queue;

(ii) m1 (tl) >N2 (tl−1) −n2 (tl) – the free resource of the 2-operator is not
enough.

N1 (tl) =

{
N1 (tl−1) + m1 (tl) , m1 (tl) ≤ N2 (tl−1) − n2 (tl) ,

N1 (tl−1) + N2 (tl−1) − n2 (tl) , m1 (tl) > N2 (tl−1) − n2 (tl) ,
(6)

N2 (tl) =

{
N2 (tl−1) − m1 (tl) , m1 (tl) ≤ N2 (tl−1) − n2 (tl) ,

n2 (tl) , m1 (tl) > N2 (tl−1) − n2 (tl) .

3.3 Numerical Example

To carry out simulations, we consider network slicing scheme with C = 60 [Mbps]
available resources. As network traffic, a File Transfer-service was chosen, which
is characterized by the volume of the transmitted file (exponential distribution
with a mean s = 2 [Mb]). K = 5 slice are defined in five scenarios of user
behavior. Assume that the amount of time between file download requests is
exponentially distributed with a means λ1 = 2 for 1-slice and λ2 = 5, λ3 = 8,
λ4 = 10, λ5 = 15 for other slices, respectively. Herewith, the same minimum
guaranteed bit rate are provided inside each slice, bmin = 0.1 [Mbps]. The queue
length for each slice is r = 50. Note that users can departure from the queue
due to impatience (losses) with intensity γ = 0.000001.
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The choice of such system parameters is determined by the desire to demon-
strate the operation of the resource slicing algorithm described above. Further-
more, with an increase in the number of slices, the number of studied charac-
teristics, such as the average time for servicing requests, the average number of
requests in a system (device or queue), increases directly, because it is necessary
to calculate these characteristics for each slice separately and construct their
own confidence intervals.

Fig. 2. Dependence of resource employment on the number of users for the first and
second systems

Fig. 3. Comparison of the resource employment coefficient for each operator for differ-
ent lengths of the slicing interval

The graph (Fig. 2) shows the dependence of each of the selected performance
indicators on the value of the gap between the cuts (the interval Δ), as well as
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the average value for them, made in black dotted line. Taking into account the
basic principles laid down in the Algorithm (2.1), we choose a segment in which
the green dot and the black dotted line take values close to 1 at the same time.
As a solution, we suggest any value of the δ in the interval 150 − 200 ms. A
sample result is shown in Fig. 3,which shows the values of resource employment
coefficients separately for slices. It is easy to notice that significant changes from
initial slicing occur for the first two slices (in 1-slice the allocated resource is
used only for a quarter of the volume, and in 2-slice more than 40% of the
resources are not used). Accordingly, the graphs show that the value of δ that
gives a significant increase in resource load is 200 ms. The results of modeling for
Δ = 200 ms are illustrated in Fig. 4. It can be observed that significant jumps
in available resource volumes occur for slices with a higher intensity of requests.

Fig. 4. Slice dynamics at Δ = 200 ms

4 Queuing Model for Two Slices

4.1 Model Description

Here, we describe the model with two operators (K = 2) in the form of queu-
ing system. Let N – the total size of slices, then M1 and M2 are sizes of the
corresponding buffer. So, a three-dimensional Markov process represents as:

X(t) = (N1(t), N2(t),M1(t),M2(t))t≥0, (7)

where Nk(t) – the total number of users on the slice of k-operator at time t.
Mk(t) – the total number of users of k-operator in the buffer at t.There are two
buffers in the system, m1 and m2. The number of users of the first slice is n1 and
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the second slice is n2 (see Table 2). Consequently, the state-space representation
for this system is:

X = {(n1, n2,m1,m2) : n1 ≥ 0, n2 ≥ 0,m1 ≥ 0,m2 ≥ 0;
(n1, n2, 0, 0) : n1 + n2 ≤ N ;

(n1, n2,m1,m2) : n1 + n2 = N,m1 ≤ M1,m2 ≤ M2},
(8)

Let λ1 and λ2 is the Poisson arrival rate of the first and second type users.
The minimum guaranteed bit rate for the user we denote by bmin and the average
exponential file size by s1 and s2. Users can departure from the queue due to
impatience with exponential reneging rate with means γ1 and γ2. The dynamic
reallocation of resources is indicated by dashed line on the device. Figure 5 shows
the scheme of the queuing system.

Fig. 5. Queuing model for two slices

4.2 Infinitesimal Generator

We write the system of equilibrium equations in a matrix form pT = A ·0, where
A – infinitesimal generator, pT – row-vector of stationary probability states. The
equation is solved together with the normalizing condition

∑
i pi(x) = 1, where

pi(x), x ∈ X – various states of queuing system. To express the formulas that
show the effectiveness of the system, it is necessary to create a infinitesimal
generator. The simulation showed that a system with two slices has 15 states.
Table 3 presents the system states in general, where n1 and n2 are the number
of users allocating corresponding slice, the m1 and m2 are the number of users
in corresponding buffer.

4.3 Performance Characteristics

In order to evaluate the effectiveness of slicing, we introduce the following indi-
cators:

1. The average number of users on slices:
Lk =

∑
(n1,n2,m1,m2)∈X nkp(n1, n2,m1,m2), where X – space-state (see For-

mula 8)
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Table 2. System parameters for queuing model

Parameter Description

K = 2 Number of slices (operators, types of users,
types of files)

C Aggregate bit rate that could be reached on
the available resources (PRBs) for K = 2 slices
[bps]

bmin Minimum guaranteed bit rate to transfer one
file [bps]

N = C
bmin

Total size of K = 2 slices (i.e. maximum
number of users that could transfer files
simultaneously) [user]

Mk Size of k-buffer (i.e. maximum number of
k-users waiting for file transfer) [user]

λk Poisson arrival rate of requests for file transfer
from k-users [1/s]

sk Average exponential file size from k-users [bit]

γk Exponential reneging rate for k-users (waiting
users are impatient and decide to interrupt the
waiting process with the reneging rate) [1/s]

nk Number of k-users allocating the k-slice
resources [user]

mk Number of k-users waiting for file transfer in
k-buffer [user]

2. The average number of users in the buffer:
Qk =

∑
(n1,n2,m1,m2)∈X mkp(n1, n2,m1,m2).

3. Blocking probability:
Bk =

∑
(n1,n2,m1,m2)∈B p(n1, n2,m1,m2), where B = {(n1, n2,m1,m2) :

(
∑K

k=1 nk = N) ∩ (mk > Mk)}.

4.4 Numerical Example

We present numerical simulation results for the following initial data: N1 = N2 =
5 [users], M1 = M2 = 10 [users], C = 10 [Mbps], bmin = 1 [Kbps], λ1 from 1 to
10 [users/min], λ2 = 5 [users/min], γ1 = 0.1, γ2 = 0.1, s1 = s2 = 1 [b]. Models
with a strict resource sharing and with dynamic slicing were considered.

As we can see (Fig. 6) for a model with dynamic resource sharing, the average
number of users for each slice will vary depending on the needs of the system.
For a model with strict resource sharing, such a re-slicing will not occur and the
maximum number of users for each slice will be fixed.

It can be seen from the Fig. 7 that due to slicing, the number of users in the
buffer in the model with dynamic slicing of resources will tend to balance. This
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Table 3. States of transition rate of a system with dynamic segmentation.

State Intensity Comment

(n1 + 1, n2, 0, 0) λ1 There is no queue. User of the 1st operator comes

to the 1st slice.

(n1, n2 + 1, 0, 0) λ2 There is no queue. User of the 2nd operator comes

to the 2nd slice.

(n1 − 1, n2, 0, 0)
C
s1

There is no queue. The user of 1st operator is

served.

(n1, n2 − 1, 0, 0) C
s2

There is no queue. The user of 2nd operator is

served.

(n1, n2, m1 + 1, m2) λ1 All resources are busy. The user of 1st operator has

entered the queue.

(n1, n2, m1, m2 + 1) λ2 All resources are busy. The user of 2nd operator

has entered the queue.

(n1, n2, m1 − 1, m2)
C
s1

+ m1γ1 On slices users of two operators. In the queue of

each there are users. 1) The user was served. In its

place there is a user from the 1st queue. 2) Impa-

tient user.

(n1, n2, m1, m2 − 1) C
s2

+ m2γ2 On slices users of two operator. In the queue of

each there are users. 1) The user was served. In

its place there is a user from the 2nd queue. 2)

Impatient user.

(n1, n2, m1 − 1, 0) C
s1

+ m1γ1 On slices users of two operator. The 2nd type

queue is empty. 1) The user is served from the

queue of the 1st type. 2) Impatient user.

(n1, n2, 0, m2 − 1) C
s2

+ m2γ2 On slices users of two operator. The 1st type queue

is empty. 1) The user is served from the queue of

the 2nd type. 2) Impatient user.

(n1 − 1, n2 + 1, 0, m2 − 1) C
s1

On slices users of two operator. The 1st queue is

empty.The user of 1st operator was served, the user

of 2nd operator was received on the slice, since its

queue isn‘t empty.

(n1 + 1, n2 − 1, m1 − 1, 0) C
s2

On slices users of two operator. The 2nd queue is

empty. The user of 2nd operator was served, the

user of 1st operator was received on the slice, since

its queue isn‘t empty.

(n1 − 1, n2 + 1, m1, m2 − 1) C
s1

On slices users of two operator. In the queue of

each there are users. The user of 1st operator is

serviced and user of 2nd operator comes in its place

from the queue.

(n1 + 1, n2 − 1, m1 − 1, m2)
C
s2

On slices users of two operator.In the queue of each

there are users. The user of 2nd operator is serviced

and user of 1st operator comes in its place from the

queue

phenomenon occurs due to the user selection algorithm for service. In a model
with strict resource sharing, the number of users will depend on the maximum
buffer capacity.

The blocking probability for a model with dynamic resource sharing (Fig. 8)
for users of the first and second operators will increase when the intensity of
the arrival of the first operator users increases, since resources will be re-slicing
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Fig. 6. The average number of users on slices.

Fig. 7. The average number of users in the buffer.

Fig. 8. Blocking probability.

between the two operators in a timely manner. However, for a model with strict
resource sharing, re-slicing will not occur and, accordingly, the blocking proba-
bility in the first operator will be noticeably higher than in the second.
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5 Conclusion

The Network Slicing concept plays a key-role in the development of fifth-
generation networks. However, it involves a number of issues related to the fair
and efficient sharing of resources between slices. In this paper, we have pro-
posed the method of dynamic slicing, based on the obtained slicing performance
indicators, the lengths of slicing intervals are determined. As a special case of
network configuration, a mathematical model is constructed in the form of a
queuing system for two slices, formulas for calculating performance indicators
are obtained.
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Abstract. The fifth-generation (5G) wireless networks will utilize higher fre-
quency mmWave bands with wider bandwidth to increase system capacity in
Ultra-Dense Network (UDN) scenarios. Massive multiple-input multiple-output
(mMIMO) and beamforming (BF) technology have attracted much attention to
compensate for path-loss at higher frequency bands. Using new protocols and pro-
cedures, e.g. spatial beam management, motivates to evaluate 3D Beamforming
(3DBF) and Full-Dimensional MIMO (FD-MIMO) performance for Space Divi-
sion Multiple Access (SDMA) with spatial separation of user equipment (UE) in
UDN 5G wireless networks. Intelligent SDMA should take into account UE loca-
tion and include preliminary positioning procedures to steer the transmitted signal
of interest (SOI) toward the desired direction and simultaneously, avoiding signal
of no interest (SNOI) transmission or reception from the unwanted direction. The
purpose of thiswork is to evaluate the performance of interference suppression rate
(ISR) as a relation of SOI to SNOI levels in 5G UDN using MISO (Multiple Input
Single Output) when Base Station (BS) implements Adaptive Beamforming (AB)
for two neighboring UE angular and distance separation scenarios. SOI to SNOI
rate is evaluated for linear and planar antenna array patterns with several elements
and contribute to the development of recommendations for UE separation in 5G
UDN for spatial multiplexing and SDMA.

Keywords: Ultra-dense radio networks · Beamforming · Antenna pattern ·
Preliminary positioning

1 Introduction

5Gwireless networks introduce several enabling technologies, amongwhichmillimeter-
wave (mmWave) transmission and three-dimensional (3DBF) beamforming are expected
to solve challenges for increasing demands in data rate and a number of users.

On the physical layer, smart antenna utilization in RAN should consider following:
adaptive beamforming includes creating and controlling the beam with a different con-
figuration of antenna arrays to focus energy in the desired direction; antenna training
protocols to align transmitter and receiver beamdirection pair; angle of arrival estimation
for the transmitter to point at the receiver direction [1].
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O. Galinina et al. (Eds.): NEW2AN 2020/ruSMART 2020, LNCS 12525, pp. 86–98, 2020.
https://doi.org/10.1007/978-3-030-65726-0_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65726-0_8&domain=pdf
https://doi.org/10.1007/978-3-030-65726-0_8


Space Division Multiple Access Performance Evaluation 87

On theMAC layer, smart antenna utilization in RAN should consider following: spa-
tial beam patterns formation for successful SDMA support; directional MAC protocols,
including directional CSMA protocols with RTS/CTS transmissions in directional and
omnidirectional modes and TDMA channel time allocation [1].

Beamforming is a signal processing method that generates directional antenna beam
patterns usingmultiple antennas at the transmitter [2]. From the layer of the wireless net-
work, its ability to steer the transmitted signal of interest (SOI) toward the desired direc-
tion and simultaneously, avoiding signal of no interest (SNOI) transmission or reception
from unwanted direction enables interference suppression and thus, leads to spatial mul-
tiplexing or space division multiple access (SDMA), which is of great importance for
next-generation 5G ultra-dense network (UDN) architecture [2].

Comparing the models for beamforming control schemes on the plane, where beam
radiation pattern is adapted only in the horizontal plane, and termed two-dimensional
beamforming (2DBF), 3DBF utilizes beam radiation pattern adaptation in both elevation
and azimuth planes to provide more degrees of freedom in supporting users. Higher user
capacity, less intercell interference, higher energy efficiency, improved coverage, and
increased spectral efficiency are some of the advantages of 3DBF [2].

The mathematical framework for elevation beamforming with full dimensional
MIMO architecture in 5G systems is proposed in [3]. Transmit beamforming technique
for MISO downlink systems with three-dimensional antennas where a transmit antenna
is determined in three-dimensional coordinates is investigated in [4]. However, works [3,
4] consider only a single-user case and do not take into account interference evaluation.
3D beamforming scheme based on the spatial distribution of user location is proposed in
[5] and provides a 3D beamforming model where beam steering depends on the random
spatial distribution of UE. In contrast to the random spatial distribution of UE, it is obvi-
ous, that preliminary positioning of UE could substantially increase spatial multiplexing
and SDMA network capabilities [6–10]. Moreover, distortions of the antenna pattern
shape can lead to significant changes in the direction-finding of UE [11–14]. Thus, the
aim of this work is to account for linear and planar antenna array during performance
evaluation of interference suppression rate (ISR) as a relation of SOI to SNOI levels
in 5G UDN for two neighboring UE with preliminary angular and distance positioning
and contribute to the development of recommendations for UE spatial multiplexing and
SDMA.

The material in the paper organized in the following order. Mathematical models
of linear and planar antenna arrays, essential for ISR performance evaluation, are pre-
sented in the second part. Direction of arrival (DOA) estimation as a part of preliminary
positioning and adaptive beamforming cases in 5G UDN are formalized in the third
part. UE angular and distance separation scenarios for interference suppression in 5G
UDN simulation are presented in the fourth part. Finally, we draw conclusions about UE
spatial multiplexing and SDMA in the fifth part.

2 Mathematical Models of Antenna Arrays

In this part mathematical models of linear and planar antenna arrays, essential for ISR
performance evaluation, are presented. As shown in [14], it is more convenient to use
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planar antenna arrays for wireless communications, since linear arrays are not intended
for scanning in 3D space. Also, planar arrays can form a beam in any direction: by θ

(elevation) and φ (azimuth). However, linear arrays are a well-studied and convenient
framework to compare results, thus we consider basic principles and expressions for
linear and planar antenna system (AS) arrays. For all of the array types, we will denote
the array factor (AF) metric, which refers to pattern multiplication and is a function of
the antenna height and the observation angle [14].

2.1 Linear Antenna Array System

The first of AS array types we will consider a linear AS (LAS), consisting of M (even)
identical elements with uniform spacing, where all elements are positioned symmet-
rically along the y-axis, as shown in Fig. 1, and the AF for this type of array is
[14]:

1 2 3 M/2
y

r
z

x

...
23 1M/2

...

d dφ

θ

Fig. 1. Linear array with elements along the y-axis.

(AF)M = w1e
+j(1/2)ψ1 + w2e

+j(3/2)ψ2 + . . . + wM /2e
+j[(M−1)/2]ψM /2

+ w1e
−j(1/2)ψ1 + w2e

−j(3/2)ψ2 + . . . + wM /2e
−j[(M−1)/2]ψM /2 (1)

Normalizing the expression (1), the AF for an even number of elements with uniform
spacing along the y-axis reduces to:

(AF)M =
M /2∑

n=1

wn cos[(2n − 1)ψn] (2)

where

ψn = πd

λ
sin θ sin φ + βn (3)

In (2) and (3), wn and βn represent, respectively, the amplitude and phase excitations
of the individual elements. The amplitude coefficients wn control the shape of the pattern
and the major-to-minor lobe level while the phase excitations control primarily the
scanning capabilities of the array [14].
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2.2 Planar Antenna Array System

As we mentioned before, LAS array lacks the ability to scan in 3D space, and since it is
necessary for portable devices to scan the main beam in any direction of θ (elevation)
and φ (azimuth), planar antenna system (PAS) arrays are more efficient in such cases.
Let us assume that we have M × N identical elements (M and N are even), with uniform
spacing positioned symmetrically in the XY-plane as shown in Fig. 2.

y

(θ,ϕ)

z

x

dx

ϕ

θ

dy

Fig. 2. Planar array with uniformly spaced elements.

The AF for this planar array with its maximum along θ0, φ0, for an even number of
elements in each direction can be written as:

[AF(θ, φ)]M×N = 4
M /2∑

m=1

N/2∑

n=1

wmm cos[(2m − 1)u] cos[(2n − 1)v] (4)

where

u = πdx
λ

(sin θ cosφ − sin θ0 cosφ0) (5)

v = πdy
λ

(sin θ sin φ − sin θ0 sin φ0) (6)

In (4), wmn is the amplitude excitation of the individual element. For separable
distributions wmn = wmwn. However, for nonseparable distributions, wmn �= wmwn.
This means that for an M × N planar array, only M + N excitation values need to
be computed from a separable distribution, while M × N values are needed from a
nonseparable distribution [14]. Considered mathematical models of linear and planar
antenna arrays will be uses further for ISR performance evaluation in the fourth section.
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3 DOA and Adaptive Beamforming Scenarios in 5G UDN

Adaptive beamforming (AB) is one of the main tools of the 5G radio networks and
includes beamforming and control procedures, adaptive antenna systems (AAS) training
protocols, and DoA signal angle/direction determination methods [15, 16].

AAS training protocolswith adaptive beamforming are designed to solve the problem
of preliminary beam alignment of the transmitting and receiving radio stations and
are a feature of the directional radio communications (Fig. 3a). In contrast to non-
directional receptions and transmissions (Fig. 3b), AAS preliminary beam alignment of
the transmitting and receiving radios is a prerequisite for communication sessions.

a) b) 

Fig. 3. Preliminary beamforming a) with beam alignment, b) without beam alignment.

DOA together with the AAS training protocols is an essential procedure for adaptive
beamforming. Preliminary DoA procedures can be helpful to the radio communications
organization both in the presence of LOS and in the absence of line of sight (NLOS);
in the last case, the beams of the receiving devices work with reflected signals. The
objectives of a digital signal processing unit are to estimate: a) the direction of arrival
(DOA) of all incoming signals; b) the appropriateweights to steer themaximum radiation
of the AP toward the SOI and to place nulls towards the SNOI.

AAS with beam switching is the evolution of traditional sectorized antennas and
represents an alternative option of directional radio communication with partially over-
lapping sectors [6]. In AS with beam switching, transmission and reception are carried
out using predefined AP from a finite set that is implemented in current AS. In contrast to
adaptive AS with the capabilities of the current situational beamforming based on CSI,
SOI, and SNOI parameters, both optimistic and pessimistic scenarios are possible in
AS with beam switching. In the optimistic scenario (Fig. 4a), the user equipment (UE),
which is the receiver of the useful SOI signal, is located at the maximum of the AP of the
switched beam, and other UEs, which are SNOIs, are located in some local minima of
the switched beam. In the pessimistic scenario (Fig. 4b), the UE, which is the receiver of
the useful SOI signal, is shifted in azimuth from the maximum of the AP of the switched
beam, while other UEs, which are SNOI, are at the local maxima of the side lobes of
the switched beam, which causes an increased level of intra-system interference. The
advantage of AS with beam switching over adaptive systems is the lower overhead of
the communication protocol based on situational parameters CSI, SOI, and SNOI [14].
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AS with beam switching can significantly increase the budget of the mmWave radio
channel and can be used when the rapid collection of CSI, SOI, and SNOI parameters
is difficult.

SOISNOI SOISNOI

a) b)

Fig. 4. Radio communication directions in antenna systems with beam switching when a) SOI is
in a local maximum of AP and SNOI is in a local minimum of AP, b) SOI is not in the main lobe
maximum of AP and SNOI is in a side lobe maximum of AP

Massive MIMO is the evolution of MIMO systems with the number of elements
significantly exceeding the number of subscriber terminals in the coverage area of a BS
or UE. In mMIMO antenna arrays, the number of antenna elements can reach 128, 256,
or more. With a certain configuration of the elements of the antenna array, spatial 3D
diagram formation is possible both horizontally and vertically and we can talk about the
Full Dimensional MIMO systems, that includes beam steering in space (Fig. 3) (Fig. 5).

Vertical Beamforming

Horizontal Beamforming

Fig. 5. 3D vertical and horizontal beamforming in FD-MIMO systems
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When operating in spatial multiplexing mode and corresponding processing on the
transmitting and receiving sides, mMIMO systems can increase the radio link bandwidth
by a factor comparable to the number of antenna elements, aswell as implementmultiuser
spatial detection of signals from different devices [15, 16].

4 UE Separation Scenarios for Interference Suppression in 5G
UDN Simulation

As mentioned before, to determine how to separate UE in 5G UDN for SDMA, we
need to analyze the different initial conditions that can be set on a case-by-case basis.
In [17–19] different potential performance requirements of the positioning use cases
are listed. For example, for augmented reality value of spatial angle resolution is 10°
(for 2 m/s velocity), but for UAV connections spatial angle resolution is 2°. (for 0.5 m/s
velocity). Also, in [20] angle accuracy better than 5° for the 3-Dimension direction of
travel is set. Previously, in [12] it was shown that for a given distance between UE (i.e. a
cell radius), a certain angular accuracy of beamforming is achieved, but paying attention
to UDN concept it is more convenient to use minimum requirements, performed in the
ITU-R report: 1 000 000 devices per km2 [18]. Also, in [21] it is shown that the cell
radius in UDN networks can be greatly reduced, down to values less than 100 m. For
the purpose of recommendations development for UE separation in 5G UDN for spatial
multiplexing and SDMA, let us set up the three main approaches for investigation:

1. An azimuth angle between UE is determined for 2D (using preliminary AOA/DOA,
positioning information and angle separation requirements);

2. A distance between UE is determined for 2D (using preliminary positioning
information and IMT minimum requirements);

3. An elevation angle between UE is determined for 3D (using preliminary AoA/DoA,
positioning information and angle separation requirements);

Analysis of all the cases above is built on the ISR using SOI/SNOI estimation based
on AF for a 2-user case.

4.1 Azimuth Angle Separation 2D Case

Using requirements in [19, 20] we can specify three main cases for the UDN concept
using angle separation: 2°, 5°, and 10°. The assumed scenario for all angle separation
cases is shown in Fig. 6. Model results for 2D using LAS array are presented in Tables 1
and 2 (Fig. 7).

Analysis of the azimuth angle separation 2D case shows that in the worst-case of 2°
UE separation minimum number of AS elements are 32 to provide required ISR.

4.2 Azimuth Distance Separation 2D Case

Using requirements in [18] we can specify three main cases for the UDN concept:
distance is below 1 m, is equal 1 m, and above 1 m. It was investigated, that average



Space Division Multiple Access Performance Evaluation 93

SOI

SNOI
φ=2o

SOI

SNOI
φ=5o

SOI

SNOI
φ=10o

a) b)                                             c)

Fig. 6. UDN angle separation 2D case illustration when the angle between UE is a) 2°, b) 5°, c)
10°.

Table 1. Antenna factor for SOI, SNOI and total SOI/SNOI in 2D for azimuth angle= 2° between
UE (d = 0.5λ, µ = 0.01, 500 samples, AF null = −40 dB, w/o AWGN)

Number of AA elements Azimuth angle between UE, deg

SOI, dB SNOI, dB SOI/SNOI,
dB

8 −3.3 −6.8 3.5

16 −4.5 −26.5 22

32 −1 −40 39

64 0 −40 >40

128 0 −40 >40

Table 2. SOI/SNOI in 2D for different angles between UE (d = 0.5λ, µ = 0.01, 500 samples,
AF null = −40 dB, w/o AWGN)

Number of AA elements Azimuth angle between UE, deg

2 5 10

8 3.5 17.7 39.6

16 22 39.6 >40

32 39 >40 >40

64 >40 >40 >40

128 >40 >40 >40

intersite distance (ISD) for UDNs is reduced to around or less than 100 m in contrast
to the 400 m distance in the traditional 4th-generation (4G) deployment [21]. For our
purposes, we will take a radius of 20 m, which is near to the femtocell radius of 4G and
can be one of the frequent cases for 5G. The assumed scenario for all distance cases is
shown in Fig. 8. Model results for 2D using LAS array are presented in Tables 3 and 4.
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a) b)

Fig. 7. Beamforming pattern for 2D angle separation case (2°) with antenna elements number a)
N = 8, b) N = 32

SOI

SNOI SNOI

SOI

SNOI
0.5 m

SOI
1 m 2 m

b) b)                                             c)

Fig. 8. UDN distance separation 2D case illustration when the distance between UE is a) 0.5 m,
b) 1 m, c) 2 m.

Table 3. Antenna factor for SOI, SNOI and total SOI/SNOI in 2D for distance = 1 m between
UE (d = 0.5λ, µ = 0.01, 500 samples, AF null = −40 dB, w/o AWGN)

Number of AA elements Angle between UE, deg

SOI, dB SNOI,
dB

SOI/SNOI,
dB

8 −3.6 −16 12.4

16 −1 −40 39

32 0 −40 >40

64 0 −40 >40

128 0 −40 >40

Analysis of the distance separation 2D case shows that in the worst-case scenario of
0.5 m UE separation minimum number of AS elements are 32 to provide required ISR.
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Table 4. SOI/SNOI in 2D for different distances between UE (d = 0.5λ, µ = 0.01, 500 samples,
AF null = −40 dB, w/o AWGN)

Number of AA elements Distance between UE, m

0.5 1 2

8 3.9 12.4 11.1

16 20.8 39 >40

32 39 >40 >40

64 >40 >40 >40

128 >40 >40 >40

4.3 Elevation Angle Separation 3D Case

To evaluate the case with the elevation angle separation, we use the model shown in
Fig. 9. With a fixed azimuth, based on the requirements in [19, 20], using the cell radius
from a previous case and antenna array height that equals 8 m (e.g. billboards and
lampposts), three elevation angle cases are considered: elevation difference equals 2°,
5°, and 10°. The assumed scenario for 10 degrees elevation angle separation is shown
in Fig. 10. Model results for 3D using PAS array are presented in Tables 5 and 6.

SNOI SOI

θ

ϕ 

8
m

Fig. 9. UDN elevation angle separation 3D case illustration.

Analysis of the elevation angle separation 3D case shows that in the worst-case
scenario of 2° UE separation the minimum number of antenna elements is 256 to provide
required ISR.
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Fig. 10. Beamforming pattern for 3D elevation angle separation case (10°) with antenna elements
number N = 256

Table 5. Antenna factor for SOI, SNOI and total SOI/SNOI in 3D for elevation angle = 10°
between UE (d = 0.5λ, µ = 0.01, 500 samples, AF null = −40 dB, w/o AWGN)

Number of AA elements Elevation angle between UE, deg

SOI, dB SNOI, dB SOI/SNOI,
dB

(4 × 4) 16 −5.76 −21.01 15.3

(8 × 8) 64 −2.145 −40 >40

(16 × 16) 256 0 −40 >40

Table 6. SOI/SNOI in 3D for different elevation angles between UE (d = 0.5λ, µ = 0.01, 500
samples, AF null = −40 dB, w/o AWGN)

Number of AA elements Angle between UE, deg

2 5 10

(4 × 4) 16 1.0 5.1 15.3

(8 × 8) 64 12.5 >40 >40

(16 × 16) 256 >40 >40 >40

5 Conclusion

In this paper, we investigated UE angular and distance separation scenarios for inter-
ference suppression in 5G UDN. Spatial separation cases were formalized and various
antenna array models and 5G UDN scenarios were considered. Simulation results show,
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that inworst-scenario cases 32 antenna elements for linear antenna array and 256 antenna
elements for planar antenna array are required for assured interference suppression, espe-
cially, spatial multiplexing and SDMA capabilities with 2° azimuth/elevation angular
and 0.5 m distance UE separation using FD-MIMO are verified for 5G UDN scenarios.
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Abstract. Fog computing brings computing infrastructure to the edge
of the network. This enables resource-greedy real-time mobile applica-
tions by offloading them to the fog, which provides enough comput-
ing resources and reduces the response time in comparison with cloud
computing-based solutions. In the paper, we analyze the two-parameter
offloading mechanism that takes into account both the computing com-
plexity and the data size to be transferred in case of offloading. We
derive the cumulative distribution function of the response time in terms
of Laplace-Stieltjes Transform. It is used for the analysis of the prob-
ability that the response time exceeds a predefined threshold, which is
specified based on the type of application.

Keywords: Fog computing · Computing offloading · Response time ·
Laplace-Stieltjes transform

1 Introduction

Fog computing has received attention in recent years, as the Internet of Things
(IoT) paradigm is expected, bringing a number of new use case scenarios [1].
Fog infrastructure is placed at the edge of the network and work as intermediate
nodes for mobile computing tasks offloading, which are closer to the end-user
than remote data centers with high-performance servers, thus enabling new 5G-
grade applications [2,3]. The physical limitations associated with the response
times of remote high-performance servers lead to the emergence of fog computing
concept [4].
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A lot of research is done on the tradeoff between the energy-efficiency and the
response time in offloading of mobile application tasks to fog computing infras-
tructure. Authors of [5] compare the effectiveness (in the context of the trade-off)
of cloud-based and edge-based deployments for IoT applications using extensive
simulations. In [6,7], the authors consider a fog computing network with three
layers with computing resources: mobile devices, fog nodes and remote cloud. By
queuing theory methods, energy consumption, execution delay and payment cost
of offloading processes are analyzed. Authors in [8] used the similar approach
but proposed more complex offloading criterion, which implies that only heavy
(in terms of the required computational resources) tasks should be offloaded
to the fog or remote cloud. The paper [9] is focused on the offloading decision
parameters that grants reasonable delays and optimized energy consumption of
mobile devices.

All these papers analyze only average response time of the offloaded task.
However, the majority of delay-sensitive applications require that response time
is lower than the predefined threshold. Thus, more relevant performance indica-
tor is the probability that the response time exceeds some value. In our work,
we use the two-parameter offloading model proposed firstly in [10]. We carefully
indicate all delays that occur during offloading and processing of tasks, derive
their cumulative distribution functions (CDF) and finally obtain the CDF of the
total response time. The CDF of the response time gives better insight to the
system performance and allow estimating the probability that the response time
exceeds some threshold.

The paper is organized as follows. Section 2 presents the system model, Sect.
3 is devoted to the analysis of the response time CDF. The case study is presented
in Sect. 4, and conclusions are drawn in Sect. 5.

2 System Model

We consider a distributed computing system that consist of mobile devices
(MDs), a fog node and a remote cloud. MDs run real-time applications that
require significant amount of computational resources. For each task, a MD
makes a decision, whether it will be offloaded to the fog node or processed locally.
The performance of the fog node is limited, which means if there are too many
tasks offloaded, then some of the offloaded tasks are redirected to the remote
cloud to prevent the fog node congestion. The considered system is shown on
Fig. 1.

Assume there are M MDs, each of them generating a Poisson flow of tasks
with intensity λi, i = 1, 2, ...,M . Each task is characterized by the amount of
processing volume required and the data size to be transferred in case of offload-
ing. We assume that the processing volume (measured in millions of instructions,
MI) and the data size (measured in MB) are independent random variables with
CDFs Wi(x) and Si(x), probability density functions (PDF) wi(x) and si(x)
respectively. MDs process locally served tasks in the FCFS mode with constant
serving rate μi, i = 1, 2, ...,M (measured in MIPS).
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Fig. 1. Simulated fog system.

The proposed offloading mechanism implies offloading of “heavy” tasks in
terms of processing volume and “light” - in terms of data size. Splitting to
“heavy” and ‘light” tasks are done by the threshold Ow on the processing volume
and the threshold Os on the data size. Consequently, the offloading probability
πi,O on the i-th MD is evaluated according to the following formula:

πi,O =

+∞∫

Ow

wi(x)dx

Os∫

0

si(y)dy = (1 − Wi(Ow)) Si(Os). (1)

If the task is processed locally, then the response time is equal to the local
serving time. If a task is offloaded, then the total response time is the sum of task
transmission time to the fog node through wireless network, the processing time
on the fog node and the transmission time back to the MD. If the fog node is
overloaded, then the processing time at the fog is replaced by the transmission
time between the fog node and the remote cloud, the processing time on the
cloud and the transmission time back to the fog node.

We assume that the wireless network provides total bitrate R, which is used
to transmit the data of tasks one-by-one in FCFS order, so the transmission
time is obtained as the fraction of the data size of a task and total bitrate R.
On the other side, the transmission time between the fog node and the cloud is
assumed constant.

The fog node provide computational resources by means of virtual machines
(VMs), each of them having the constant serving rate μF . The total number of
VMs at the fog node is N . The constant serving rate μC of VMs at the cloud is
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greater than muF , and amount of computational resources (VMs) at the remote
cloud is assumed to be large enough, so that it is cannot be overloaded.

3 The Response Time Analysis

3.1 CDFs of the Response Time Components

In this paper, we derive CDFs of all response time components, which will be
used for the analysis of the total response time.

The service process at MD i is modeled in terms of a queuing system M/G/1
with arrival intensity λi,

∑M
i=1 λi = λ. The distribution of the processing volume

WMD,i(x) of locally served tasks is obtained by using well-known conditional
probability rules:

WMD,i(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Wi(x)
1 − πi,O

, x ≤ Ow,

Wi(Ow) + (Wi(x) − Wi(Ow))(1 − Si(Os))
1 − πi,O

, x > Ow.

(2)

As the service time is the processing volume divided by the service rate μi of
MD i, its CDF is simply

TMD,i(x) = WMD,i(μix) (3)

With the CDF of service times, the waiting time distribution is obtained
from [11].

If a task is offloaded to the distributed computing infrastructure, it is first
transferred through the wireless network to the fog node. The delays in wireless
networks are obtained analogously, by employing M |G|1 queue. Note that the
arrival process is not actually Poisson, but may be approximated by Poisson
process as the aggregated flow from a number of independent sources. The arrival
intensity λF is the sum of the offloading intensities from all MDs:

λF =
M∑
i=1

λiπi,O (4)

The CDF of data size of an offloaded task is also derived using conditional
probability rules:

Str,i(x) =

⎧⎨
⎩

1
πi,O

(1 − Wi(Ow))Si(x), x ≤ Os,

1, x > Os,
(5)

And the service time distribution in the wireless network is

Ttr,i(x) = Str,i(Rx). (6)
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At the fog node, there are N VMs to serve offloaded tasks, so the service
process may be modeled by M |G|N |0 queue, where the blocked customers are
redirected to the next layer - remote cloud. The arrival intensity is the same
as for wireless network - λF . The service time is determined by the required
processing volume of a task, whose distribution is also obtained by using well-
known conditional probability formula:

WF,i(x) =

⎧⎨
⎩

0, x ≤ Ow,
1

πi,O
(Wi(x) − Wi(Ow))Si(Os), x > Ow

(7)

The service time is simply processing volume divided by the service rate μF , so
the CDF of the service time at the fog node is

TF,i(x) = WF,i(μF x), (8)

TF (x) =
λiπi,O

λF
TF,i(x), (9)

Denote τF - the average serving time at the fog node, which can be easily
evaluated from the CDF TF (x). The overloading probability (the probability that
a task is redirected to the remote cloud) πF is obtained from Erlang formula for
M |G|N |0 queues:

πF =
(λF τF )N

N !

(
N∑

k=0

(λF τF )k

k!

)−1

. (10)

The fog overloading probability πF does not depend on the processing volume
of a task, so the service time distribution TC(x) at the cloud is

TC,i(x) = WF,i(μCx), (11)

Then, after processing in the cloud, the task returns to the mobile device
with a constant delay between the fog nodes and the cloud and the wireless
network. The task is considered completed.

3.2 Analysis of the Total Response Time

In this subsection we derive the Laplace-Stieltjes Transforms (LST) for all delay
components, and obtain the LST of the total response time.

The LST of a function strongly depends on its type. So, for simplicity, we
assume that both processing volume and data size have Gamma-distribution
with k = 2:

wi(x) = xk−1 e− x
δw

δw
kΓ (k)

(12)

si(x) = xk−1 e− x
δs

δs
kΓ (k)

(13)
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The LST T̃MD,i of the service time at the MD i is found directly from (3):

T̃MD,i(s) =
+∞∫
0

e−sxd(TMD,i(x)) = 1
1−πi,O

[
μ2

i

(sδw+μi)2

−
(
1 − e− Os

δs

(
1 + Os

δs

))
e
−

(
sWO

μi
+

WO
δw

)
μiWO(sδw+μi)+μ2

i δw

δw(sδw+μi)2

]
.

(14)

Next, we find the LST ωMD,i of the waiting time distribution according
to [11] as the waiting time in a M |G|1 queue, and the LST of the sojourn time
distribution on mobile device i, formulas (15) and (16) respectively.

ωMD,i(s) =
s(1 − ρi)

s − λi + λiT̃MD,i(s)
(15)

φMD,i(s) = T̃MD,i(s) · ωMD,i(s). (16)

Note that ρi is the offered load on the MD i.
The same steps are done for transmission time through the wireless network.

First, we obtain the LST T̃tr,i(s) of the transmission time distribution directly
from (6):

T̃tr,i(s) =
+∞∫
0

e−sxd(Ttr,i(x))

= e
− Ow

δw (Ow+δw)R2

πi,Oδwδ2
s

(
e− Os

R (s+ R
δs

)
s+ R

δs

(
Os

R + 1
s+ R

δs

)
− 1

(s+ R
δs

)2

) (17)

Since the wireless network is also modeled in terms of the M/G/1 type queue,
the LST ωtr,i(s) of the waiting time distribution and the LST φtr,i(s) of sojourn
time in the wireless network are:

ωtr,i(s) =
s(1 − ρtr)

s − λF + λF T̃tr,i(s)
; (18)

φtr,i(s) = T̃tr,i(s) · ωtr,i(s). (19)

Here ρtr is the offered load in the wireless network and is equal to the product of
λF and the average data size transferred, which is obtained from the CDF (5).

In the similar way, the LST T̃F,i of the service time distribution at the fog
node is derived from CDF (8):

T̃F,i(s) =

+∞∫

0

e−sxd(TF,i(x)) = e
− sOw

μF
μF Ow(sδw + μF ) + μ2

F δw

(b + Ow)(sδw + μF )2
(20)

Note there is no waiting queue both at the fog node and the remote cloud.
And the LST T̃C,i(s) of the service time distribution in the cloud is obtained
from CDF (11):

T̃C,i(s) =

+∞∫

0

e−sxd(TC,i(x)) = e
− sOw

μC
μCOw(sδw + μC) + μ2

Cδw

(b + Ow)(sδw + μC)2
(21)
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It remains to get the LST T̃FC(s) of the constant transmission time between
the fog node and the cloud:

T̃FC(s) = e−tF Cs, (22)

where tFC is the constant transmission time between the fog node and the cloud.
Finally, we can proceed to the LST of the total response time. Having received

the LST of all delay component distributions, we apply the convolution formula
and obtain the LST τ̃(s) of the response time distribution of a task from MD i:

τ̃i(s) = (1 − πi,O)φMD,i(s) + πi,O(1 − πF )T̃F,i(s)φ2
tr,i(s)

+πi,OπF T̃C,i(s)φ2
tr,i(s)T̃

2
FC(s).

(23)

Further we employ numerical Reverse Laplace-Stieltjes Transformation to
the τ̃i(s) to obtain the CDF τ(x) of the response time. This allows to evaluate
the probability Π(T ) that the response time is lower than a threshold T :

Π(T ) = τ(T ). (24)

4 Numerical Analysis

In this section, the results of the case study are presented. The main metric of
interest here is the probability Π(T ) that the response time for a task does not
exceed the threshold T .

We consider a scenario with homogeneous MDs that run the same applica-
tions, so the distributions of processing volume and data size of tasks are also
the same. All values of parameters used in the section are gathered in Table 1.

Table 1. Parameter values for the numerical analysis.

Parameter Value

M 20

N 8

R 150 Mbps

λi 2 tasks/s

μi 4 MIPS

μF 6 MIPS

μC 10 MIPS

δs 0.25

δw 0.75

tFC 0.5 s
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Fig. 2. Probability Π(T ) as a function of the response time threshold for different
values of Os

Fig. 3. Probability Π(T ) as a function of the response time threshold for different
values of Ow

First, we analyze the behavior of the Π(T ) as a function of T for various
offloading threshold parameters. In Fig. 2, the offloading threshold on the pro-
cessing volume Ow is fixed and equal to 1.5 MI, which is the average value of the
processing volume. So, from the processing volume point of view, the offloaded
tasks are nearly half of the whole number. Then, with the increase of the data size
threshold Os, the offloading intensity is also increased. The plots show that more
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intensive offloading leads to better performance of the system for the considered
scenario.

In Fig. 3, the offloading thresholds are replaced. Here we fix the data size
threshold Os = 0.5 MB, which is the average data size in the scenario, and vary
the processing volume threshold. However, the increase of the processing volume
threshold leads to the decrease of task offloading according to the considered
offloading criterion. Again, as in the previous figure, one can conclude that the
more tasks are offloaded, the better.

Fig. 4. Probability Π(T ) as a function of the response time threshold for different
values of Ow with increased Os

However, if the data size threshold is fixed on greater value Os = 0.8 MB,
the results are not so straightforward (see Fig. 4. For low values of T , the results
are similar to those on Fig. 3, but with increase of T the situation changes. The
reason of such behavior is increased load on the fog node, which causes more
often rerouting of tasks to the remote cloud and the increase of the response
time. For example, if Os = 0.8 MB and Ow = 1 MI, more than 80% of the tasks
are offloaded to the fog.

Figure 5 shows the probability Π(T ) as a function of processing volume
threshold with the fixed response time threshold T = 1 s and various data
size thresholds. Note that according to the considered offloading criterion, the
increase of processing volume threshold Ow on the X-axis leads to the decrease
of the offloading intensity. The reason for the different behavior of different
curves is load balancing between MDs and the fog node. For small values of
data size volume, the offloading probability is rather small and the majority of
the incoming load is served locally. So, if the offloading probability is decreased
further, the system performance goes down. But for Os = 0.8 MB, the offloading
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Fig. 5. Values of the distribution function of the response time of the system for a fixed
response time of the system and the variation of the threshold volume of calculations.

intensity is bigger significantly and the fog node is overloaded, which leads to
the increase of the rerouting probability πF . Consequently, with the decrease
of the offloading intensity, the bigger part of the load is served at MDs, which
helps to improve the performance. One can note that at Ow = 1.75 the ideal
load balance is obtained.

5 Conclusion

In the paper, we focused on the analysis of the response time of real-time mobile
applications that use fog computing infrastructure to increase the performance
and to improve the battery life of mobile devices. We carefully defined all delay
components and derived their CDFs. Using the LST technique, we obtained the
CDF of the total response time and formula for the probability that the response
time is lower than a predefined threshold. Further, we presented the extensive
numerical analysis of this performance metric. The analysis showed that on the
different intervals of the response time threshold the probability Π(T ) may have
completely different behavior.
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Abstract. The paper investigates the effectiveness of wireless power collection
of electromagnetic energy emitted by LPD433 and Wi-Fi transmitters as well as
by the base stations of the LTE and 5G mobile network. The legal regulations
of the Russian Federation that affect wireless energy collection (sanitary zone
range, maximum transmitter power and antenna gain, etc.) have been taken into
consideration. The efficiency of options for wireless energy collection at various
free and cellular frequencies has been compared according to such parameters as
collected power, maximum charging range and energy replenishment coefficient.
Based on the results of the comparison, the most promising RF bands which can
be used for wireless harvesting in Russia have been proposed.

Keywords: Wireless charging · RF energy harvesting · LPD433 · Russian law
regulations · Power collection effectiveness

1 Introduction

The rapid spread of technologies for radio frequency (RF) energy collecting can be
explained by thewide availability of electromagnetic signals in human life: base stations,
Wi-Fi routers, TV and radio broadcast stations. However, radio frequency energy sources
are relatively low-power compared to other types of energy (solar, wind, ocean waves,
etc.) In addition, the maximum level of electromagnetic radiation from transmitters is
limited by the legislation of a particular country. Despite this, a huge advantage of RF
energy sources is that the collection can be carried out continuously and does not impact
the environment negatively.

In the future the amount of radio frequency energy in the environment will signif-
icantly increase. It is caused by the transition to ultra-dense 5G and IEEE 802.11ac
networks with the support of massive MIMO and beamforming technologies. The RF
energy can be used to charge electronic devices which have low energy consumption.

In addition, the recent challenges humanity is faced with, such as the Covid-19
outbreak, have markedly changed the patterns of people’s workflow. It is becoming
increasingly important to work from any convenient place rather than being restricted
to the workplace. The wearable electronic devices (for example, smart rings, Bluetooth-
headphones), which allow an employee to always be in touch with their colleagues and
managers, are important attributes of working remotely. At the same time, the capacity

© Springer Nature Switzerland AG 2020
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of wearable devices is small, and to ensure stable connectivity, the issue of finding
alternative ways of recharging them is of utmost importance.

Thiswork evaluates the efficiency of radio frequency energy harvesting at various fre-
quencies which are typical for modern wireless technologies. The regulatory constraints
of Russian Federation legislation have been considered. They include the limitations of
the maximum transmit power and antenna gain for different radio technologies, which
impact the conducted efficiency assessment.

2 Background of the Study

In terms of the industry, most of the developments in the field of wireless harvesting
are based on the Qi standard [1], which was elaborated in 2009 by the Wireless Power
Consortium. Qi is designed to transmit energy at a maximum distance of 4 cm. The
tangible results have also been achieved in the usage of energy emitted byWi-Fi devices.
The scientists from theUniversity ofWashington have presented PoWiFi technology [2],
which uses wireless routers to transmit power of RF signal without special equipment
or damage to data transmitted. This technology is mostly based on emitting energy by
Wi-Fi router when no data is transferred.

The ready-to-sell solutions have already been developed in the UK. For example, the
created air quality sensor uses Freevolt technology [3], which allows harvesting from
radio frequency waves of wireless networks. This sensor is capable of accumulating
energy from two RF bands: 1800 MHz (GSM) and 2.4 GHz (Wi-Fi).

Although Qi and PoWifi are patented technologies, they are insufficiently known in
Russia and their effective range is short.

For a long time, academia researchers have also demonstrated the feasibility of pow-
ering sensors and devices, focusing primarily on the effectivity and design of rectennas.
In [4], the authors present a wearable device operating at GSM 900 and GSM 1800. The
antenna of the device reaches RF-to-DC conversion efficiency of 84%. In [5], the authors
demonstrate collecting energy at a distance of 110 m from the GSM base station with
receiving dual-band antenna. The works [6, 7] investigate the integration of wireless
radio-frequency charging technology into the 5G and urban crowd sensing ecosystem.
They focus on the impact of network, the density of users and behavior on wireless
charging, as well as Federal Communications Commission (FCC) regulatory issues.

However, none of the existing papers emphasize the Russian Federation legislation
restrictions in the context of wireless harvesting. These regulations are strict in com-
parison with those of the EU, which could significantly affect the efficiency of wireless
energy collection in this country. Therefore, the research topic has not been profoundly
considered yet.

3 Restrictions Imposed by the Legislation of the Russian Federation

Sanitary epidemiological rules and standards (SanPiN’s in Russian terminology) are
developed in the specialized research institutes and institutions of theMinistry of Health
of Russia. The control over their implementation is assigned to The Federal Service for
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Surveillance on Consumer Rights Protection and HumanWellbeing (Rospotrebnadzor),
which is subordinate to the Government of Russia.

The permissible levels of radiation of transmitting radio engineering objects for
uncontrolled exposure to the population are established by SanPiN 2.1.8/2.2.4.1383-03
[8]. The electromagnetic fields (EMF) of the frequency range 30 kHz–300GHz, affecting
the population, are limited in Appendix 1 of [8] and are shown in Table 1.

Table 1. Maximum permissible levels of electromagnetic fields in the frequency range 30 kHz–
300 GHz for the population in Russian Federation (source: [8])

Frequency
range

30–300 kHz 0.3–3 MHz 3–30 MHz 30–300 MHz 0.3–300 GHz

Normalized
parameter

Electric field strength, E (V/m) Energy flux density
(µW/cm2)

Permissible
level

25 15 10 3* 10
25**

* – Except for radio and television broadcasting (frequency range 48.5–108; 174–230 MHz).
** – For cases of radiation from antennas operating in the circular view or scanning mode.

Generally, with a view to preventing negative biological effects, in Russian Fe-
deration the reference levels or exposure limits for electromagnetic fields for the public
are one of the most stringent requirements among the countries of Eurasia. The public
exposure limit for power frequency magnetic fields is 5–20% of the reference levels in
the EU recommendations for different types of areas and institutions [9].

The power of the base station transmitters and their maximum gain are determined
and assigned by the State Commission on Radio Frequencies (SCRF) under theMinistry
of Telecommunications of Russia. This state body is responsible for the regulation of the
radio frequency spectrum in the Russian Federation, solves the problems of introducing
new radio communication technologies and other tasks in this field.

Technical characteristics for the radio-electronic means of cellular networks of LTE
andUMTS standards are defined in the SCRFdecisions [10, 11] and are shown inTable 2.

Table 2. Transmitter power and antenna gain for electronic equipment of the LTE standard and
subsequent modifications in Russian Federation (source: [10, 11])

Parameter name Parameter value

User equipment Base station

Maximum transmitter power, dBm 25 46

Maximum antenna gain, dB 7 24
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Clause 3.17 of [8] limits the restriction zone around the emitter antennas as follows:
“the impossibility of people’s access and the absence of neighboring buildings at a
distance of at least 25 m from any point of the antenna should be ensured, regardless of
its type and direction of radiation”.

4 Constants and Methodology

In general, the performance comparisons can bemade according tomany characteristics,
although they are all interrelated (through the Friis formula [12]) and follow the same
trends. Therefore, it is easier to estimate the collected power, which is the basis of the
other parameters:

Pcoll = PtxGtxGrxη

r2

(
λ

4π

)2

(1)

where Ptx – transmitting antenna power,Gtx – transmitting antenna gain,Grx – receiving
antenna gain,λ –wavelength, η –RF-to-DC conversion efficiency, r – reference distance.

The power of the transceivers Ptx is limited by the documentation considered earlier:
0.1 W [13] for wireless access devices, including devices operating on the IEEE 802.11
standard, 0.01 W for the free LPD433 frequency [13]; 20 W is half of the maximum
power of cellular base stations (46 dBm= 39.8 W), limited by the decisions of the State
Commission on Radio Frequencies [14].

The gain of the receiver antennaGrx is 0 dBi. The efficiency of converting the energy
of an electromagnetic wave into DC energy η is taken as 50%. The reference distance
r at which energy is collected has two options: 3 m for free frequencies and 25 m for
cellular frequencies. As mentioned before, 25 meters is the restriction zone around the
base station of any power, limited by the law [8].

In the calculations for each frequency, we compare two options for energy transfer:
omnidirectional (isotropic) and directional. In the case of omnidirectional radiation, the
transmitter antenna gain Gtx is 2.15 dBi (as a gain of the simplest antenna – half-wave
dipole).

In terms of directional radiation of energy, the transmitter antenna gainGtx is obtained
by modelling the antenna array in MATLAB. It is equal to 11.4 dBi for any range due
to the dependence of the size of the antenna array on the frequency. For modelling
transmitting antennas, we have used the same 3 × 3 square antenna array consisting of
half-wave vibrators (Fig. 1).

In practice, the appropriate frequency is selected based on the operating environment,
the national radio frequency standards and the physical limitations of the antenna. For
example, popular free frequency bands in Russia are LPD433 (433.075–434.775 MHz)
[15], which is used for low-power devices, and two Wi-Fi frequencies: 2.4 GHz (range
2.400–2.4835 GHz) and 5.2 GHz (range 5.150–5.250 GHz). In modern LTE base sta-
tions, the most popular cellular frequencies among operators in Russia are 800 MHz,
1800 MHz, 2100 MHz and 2600 MHz. For the deployment of pilot zones of 5G com-
munication networks in Russia, one of the allocated ranges is the 4.8–4.99 GHz [16].
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Fig. 1. Possible configuration and 3D-pattern of the square antenna array that operates on
frequency 5.2 GHz (source: MATLAB Antenna Toolbox)

5 Results

The results have been obtained for two options: in Table 3, the calculations have
been made for freely-used LPD433 and Wi-Fi frequencies. In Table 4, we present the
calculations for the most widely-used cellular frequencies.

Table 3. Results anticipated for free frequency ranges.

Free frequencies

LPD 433 MHz Wi-Fi 2.4 GHz Wi-Fi 5 GHz

Center frequency, MHz 433.93 2442 5200

Wavelength, m 0.69 0.12 0.06

Isotr. Direct. Isotr. Direct. Isotr. Direct.

Transmitter power, W 0.01 0.01 0.1 0.1 0.1 0.1

Pcoll at the reference distance, mW 0.11 23.21 0.89 7.46 0.19 1.62

The results demonstrate that the collection implemented by using the directional
transmitter antenna is more effective provided that the receiver is located inside the
main lobe of the radiation pattern of the transmitting antenna.
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Table 4. Results anticipated for cellular frequency ranges.

Cellular frequencies

791–862 MHz 1805–1880 MHz 2110–2170 MHz 2620–2690 MHz 4.8–4.99 GHz

Center frequency, MHz 826.5 1842.5 2140 2655 4895

Wavelength, m 0.36 0.16 0.14 0.11 0.06

Is. Dir. Is. Dir. Is. Dir. Is. Dir. Is. Dir.

Transmitter power, W 20 20 20 20 20 20 20 20 20 20

Pcoll at the reference distance, mW 22 184.3 4.4 37.1 3.3 27.5 2.1 17.9 0.6 5.3

When it comes to freely-used frequency ranges, with the restrictions established in
the Russian Federation for radiated power levels, wireless energy collection is gene-rally
ineffective.

Since in Table 4 we have used the same transmitter power for all frequency ranges
in order to simplify the evaluation of the results, it can be concluded that using lower
frequencies allows more energy to be collected.

To assesswhether a nominal electronic device can be charged at the selected reference
distance, we consider that its consumed power (discharge rate) Pcons is 15 μ W. Then
from Friis formula [12] with Prx = Pcons we get the maximum charging range rmax,
i.e. the maximum distance where collected power is more or equal to consumed device
power:

rmax = λ

4π

√
PtxGtxGrxη

Pcons
(2)

Fig. 2. Maximum charging range for free frequencies

The comparison of the maximum charging range for free frequency bands is demon-
strated in Fig. 2. The most promising option there is directional energy collection in the
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Fig. 3. Maximum charging range for cellular frequencies

LPD433 frequency range. In other cases, the device is discharged faster than it collects
RF energy, even though Russian legislation permits using a more powerful antenna for
Wi-Fi technology.

Figure 3 shows the comparison of themaximumcharging range for cellular frequency
bands. There are several options for collecting energy, wheremaximumcharging range is
greater than reference distance. For example, LTE 800 MHz band allows energy collec-
tion with both directional and omnidirectional antennas. For other LTE frequencies, only
the directional energy collection is available. Finally, in the 5G range (4.8–4.99 GHz),
energy collection proves to be impractical in the given conditions.

Fig. 4. Comparison of energy replenishment coefficient
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To unify the results of the two previous figures and compare the efficiency of wireless
charging, we enter the energy replenishment coefficient σ :

σ = Pcoll − Pcons

Pcons
(3)

Figure 4 shows only those options where σ is greater than zero. According to our
calculations, energy harvesting in these ranges deserves further research.

6 Conclusions

Although nowadays considerable improvement is required in many aspects of wireless
power charging, we have shown that there are prospects for forming a new sustainable
energy source. Based on our study, the following conclusions can be drawn:

• For wireless power harvesting in the Russian Federation, freely-used low frequency
ranges could bemore effective if not for the strict power restrictions imposed on trans-
mitters emitting at such frequencies. This leads to the assumption that it is preferable
to use low-frequency mobile communications, for which these restrictions are less
noticeable.

• Directional energy transfer is noticeably more efficient than omnidirectional, and
further technological improvements can markedly increase the efficiency of energy
collection. However, even in this case, recharging devices with a relatively low power
consumption is implied.

• We emphasize two promising areas for the development of wireless energy transfer:
using low-frequency bands with the enhanced RF-to-DC efficiency and the wide
deployment of beamforming technology in 5G networks.

In the future, RF energy collection could help the development of low-power elec-
tronic devices and significantly facilitate the life of ordinary people by their using
wearable devices with frequent recharging.
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Abstract. The authors researched problematic issues of the information security
state analysis of elements of Industry 4.0 devices. The type and characteristics
of behavioral patterns used for the analysis were demonstrated. The authors con-
ducted an experiment aimed at obtaining statistical information from investigated
objects. During the experiment, a sample of signal trace patterns was obtained
for the states under consideration. The approach based on the k-means clustering
method was considered as the decisive identification rule. The approach to iden-
tifying the state of Industry 4.0 devices in information systems based on the pro-
cessing of digitized sequences was proposed. The overall accuracy of the selected
method was found to be 98%. The main limitations of the proposed approach are
the need of formalization and selecting data groups for the formation of behavioral
patterns. The basic advantage of the proposed approach is the relative ease of its
implementation and minimum requirements for computing resources.

Keywords: Industry 4.0 · Behavioral patterns · State analysis · Information
security

1 Introduction

The emergence of a new development paradigm of information, technological and cyber-
physical systems is associated with the application of the Industrial Internet of Things
and Industry 4.0. In this regard, there is a need to develop models for ensuring security,
operability, sustainability and methods aimed at investigating situations resulting from
the emergence of various threats.

The information security of the Industrial Internet or Industry 4.0 is associated with
the introduction of digital technologies of large data analysis, secure remote access
as well as interfacing of various computing, network and mechatronic devices into
production systems.

The Industrial Internet is aimed at more efficient use of equipment running over
different protocols, the unification of various information systems of data, the imple-
mentation of operational analysis of technological processes and improving operational
management capabilities.

© Springer Nature Switzerland AG 2020
O. Galinina et al. (Eds.): NEW2AN 2020/ruSMART 2020, LNCS 12525, pp. 119–125, 2020.
https://doi.org/10.1007/978-3-030-65726-0_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65726-0_11&domain=pdf
http://orcid.org/0000-0003-1798-8257
http://orcid.org/0000-0001-6753-2181
http://orcid.org/0000-0002-7216-769X
https://doi.org/10.1007/978-3-030-65726-0_11


120 M. E. Sukhoparov et al.

However, this approach initially containsmultiple vulnerabilities that arise as a result
of the need to run over a variety of protocols, consolidate a number of information sources
as well as organize additional nodes and pre-processing storages.

The majority of attacks being conducted against IT systems and computer-aided
process control systems are various modifications of relatively easy to implement DDoS
attacks (different ways to saturate the bandwidth, “flood”, heavy requests, etc.).

Studies related to the cyber-physical system state analysis make it possible to deter-
mine normal and abnormal behavior on the basis of external and internal characteristics
and digitized traces of processes running in them.

2 Formal Problem Statement

The analysis of typical statemonitoring systems shows the presence ofmainly embedded
solutions that has a number of disadvantageswhen the intruder uses exploits, logic bombs
and viral infections. In most cases, the analyzed device is out of the controlled zone or
difficult to access, as is proven in papers [1–3], which facilitates access to it by a potential
intruder. The processes running in Industry 4.0 devices and nodes themselves must be
constantly monitored and controlled to ensure operability, sustainability, functionality,
and information security, according to papers [4–6].

In this regard, there is a need to obtain information not only from internal but also
from external channels. The functioning of mechatronic elements is determined both by
internal computing processes and network traffic and by changes in electromagnetic and
sound spectra, frequencies and amplitudes of vibrations, temperature, etc. recorded by
detectors and sensors.

Considering the functioning of mechatronic devices and units of Industry 4.0, each
process can be identified by information from detectors, sensors, and internal control
elements. A signal path S(t) is received from each sensor. Tuples of characteristics H
= {S(t) | t = 1,…, M} are determined by synchronizing the values received from the
various control elements in discrete moments of time. Different signatures F(H) are built
on their basis.

For information security, the object state can be analyzed on the basis of data obtained
through several different-type side (external) channels, as demonstrated in papers [7–9]
and monograph [10].

Then the task of analyzing the state of Industry 4.0 elements can be presented as
follows.

Let Z be a set of system states defined by the incoming values of signatures F(H). C
is a set of state classes (in particular, normal or abnormal). The function of the distance
between objects (z, z′) is selected. There is a final training set of the known states
Zk = {z1, . . . , zm} ∈ Z .

It is necessary to split the training set into subsets consisting of states close by the
metric r and find the function a: Z → C.

Thus, the purpose is to identify additional information from external independent
sources, in the particular case calculated on the basis of external channels, throughwhich
to highlight the associated state characteristics of Industry 4.0 devices, as described in
papers [11, 12].
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To achieve the goal, it is necessary to develop an approach to state identification
based on time-synchronized tuples of characteristics, according to works [13–15].

3 Proposed Approach

Elements of Industry 4.0 are affected by the environment and various internal situations
related to the computing process, messaging, competition for resources and commu-
nication channels. The internal situations are determined by the sequence of control
instructions coming to devices. The external environment brings a number of impacts
related to time and physical resource constraints as well as interference.

The element is affected by control instructions and internal situations related to
the operation, processes of receiving and transmitting messages between the devices,
which determine the transient characteristics h(t) and depend on the current state of the
external environment u(t). It gives a dynamic system,which has k inputs and d outputs, as
is proven in paper [9]. A control instruction and the values of the external environment
variables determining the device state are given to the input. Signals S(t) (acoustic,
electromagnetic, etc.) recorded by various sensors appear at the element output.

Data received through external channels depend on the parameter of noise component
v(t) associated with the properties of the measuring device, the characteristics of the
received signal, etc.

In general, the state of the Industry 4.0 device is determined by the following ratio:

∑k

i=1

∑d

j=1

t∫
0
ui(t)hij(t − τ)dτ =

∑d

j=1

t∫
0
f
(
sj(t), vj(t)

)
, (1)

where k is the number of source channels, h is the transient characteristics of the i-
th channel for the j-th registering sensor values received through the channel, f is the
function of the measured values.

Identification of the Industry 4.0 device state is performed based on external signals,
defined in discrete instants of time t0, t1,…tn. The signal values are calculated by the
discrete function X(t) and represent a sequence described by a random vector with the
values of X0= X(t0), X1= X(t1)…Xn= X(tn).

A random signal is determined from a mixture of the useful signal S(t) and the
parameter v(t):

X(t) = F[S(t), v(t)], (2)

where vector X is the result of m mixed mutually independent signals S(t) (1, 2,…, n)
having distortion of the noise component v(t).

The process of state monitoring is performed on the basis of calculations that imple-
ment decision making with the help of behavioral pattern databases and patterns of
digitized signal traces. The calculation of deviations in the behavioral pattern of sig-
nal traces is implemented through comparisons with reference values calculated under
“normal functioning” conditions.
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4 Experiment

In order to identify the state, a “network bridge” type connection was implemented.
Structured information was transmitted from the node A to the node B through the node
C in the form of a database table.

Its processing was carried out at the node C. In the first case, information was
transferred through the node C without processing (state S1), in the second case (state
S2) filtration was performed by the predefined field of the table, in the third case (state
S3) calculations were performed, and an additional field was added to the transferred
table. Identification of the state was determined through the signal trace sequences of
the system monitor of the node C.

The obtained experimental data on the percentage of resource utilization are pre-
sented in the form of output vectors of time-synchronized sequences of CPU usage
values, network packages, and memory resource consumption.

During the experiment, a sample of signal trace patterns was obtained for the states
under consideration. The approach based on the k-means clustering method was consid-
ered as the decisive identification rule. The Euclidian distance was used as a measure of
proximity:

r(x, ẋ) =
√∑n

ρ=1

(
xρ − ẋρ

)2
, (3)

where R is the observation space x, ẋ ∈ Rn.

Using the values of the training set based on the k-average method, m observations
are divided into k groups (or clusters)(k ≤ m), S = {S1, S2, . . . , Sk}

min

[∑k

i=1

∑
x
(S)∈Si

∣∣∣
∣∣∣x(j) − µi

∣∣∣
∣∣∣
2
]
, (4)

where x(j) ∈ Rn, μi ∈ Rn, μi is the centroid for cluster Si.

Fig. 1. Resource loading for the state S1

The identification process is that the values are calculated by values of the incoming
sequence, and calculated values are compared with the cluster centroids. Fixed sequence



Information Security State Analysis of Elements of Industry 4.0 Devices 123

traces from the CPU, network packages and memory resource consumption for different
states as well as state clusters with clots that are quite well distinguishable from each
other, are shown in the Figs. 1, 2, 3 and 4. There is a correlation between safety of
elements of Industry 4.0 devices and their information security.

Fig. 2. Resource loading for the state S2

Fig. 3. Resource loading for the state S3

Bymeasuring the distance to the center of the cluster, the minimum value is selected.
The overall accuracy of the selected method for the case of full classification was found
to be 98%.
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Fig. 4. Clustering results based on average value of coordinate variation

5 Conclusion

The developed approach to the identification of the state of the Industry 4.0 cyber-
physical system device based on the clustering method makes it possible to identify the
current state of the device. The state analysis is based on the clusteringmethod. Themain
limitations of the proposed approach are the need to formalize and select data groups
for the formation of behavioral patterns. Another limitation is the choice of the lengths
of the considered intervals.

The combination of characteristics makes it possible to increase the accuracy of the
device state estimation. The basic advantage of the proposed approach is the relative
ease of its implementation and minimum requirements for computing resources.
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Abstract. Problematic questions of the state of the Industry 4.0 mechatronic
elements have been considered. The prerequisites determining the need to use
external monitoring systems have been revealed. The type and statistical char-
acteristics of behavioral patterns used for the analysis have been demonstrated.
The proposed approach to the analysis of the autonomous object state is based on
clustering methods and allows for the identification of the current state based on
the processing of digitized signal traces. An experiment aimed at obtaining statis-
tical information on various types of movement of a mechatronic device element
has been described. The obtained data were processed using the k-means method.
The approach to identifying the state of Industry 4.0 mechatronic elements based
on the processing of digitized sequences received through external channels has
been proposed. At the minimum time of the statistical information accumulation
with the use of the proposed approach, it becomes possible to reveal differences
in the manoeuvres performed by the object, with the probability close to 0.7. The
proposed approach to the signal information processing can be used as an addi-
tional independent element for identifying the state of Industry 4.0 mechatronic
elements. The approach can be quickly adapted to achieve the specified quality of
the probabilistic assessment.

Keywords: State analysis · Industry 4.0 behavioral patterns · Nodes and devices

1 Introduction

The development of technologies that combine network, computing and physical pro-
cesses determines the technologies of Industry 4.0 cyber–physical systems. The shift of
emphasis to the embedded software containing artificial intelligence components per-
forming the computation, collection, and analysis of data causes the need for monitoring
the processes taking place inside, as is proved in paper [1].

The implementation of Industry 4.0 cyber-physics systems tends to unify compo-
nents that can be used in various devices for manufacturing, urban infrastructure, and
biomedical systems, as shown in paper [2].
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The access to such devices is carried out both remotely and physically, which con-
siderably expands the possibilities of external destructive impacts and causes the need
for the state analysis, according to paper [3].

The principal directions related to the anomaly detection are mainly focused on
the analysis of internal device characteristics, network interaction, software integrity,
and information availability. However, the presence of mechanical elements of cyber-
physical systems (CPS) allows the development and application ofmethods for detecting
physical impacts on remote devices using mechatronic element state analysis, according
to papers [4–7].

The functioning of the devices presupposes a preprogrammed response to various
external events, which includes the predefined sequence of actions described in previous
papers [8–10]. Each operation is characterized by both external and internal processes,
including power consumption, electromagnetic radiation, and sound, as illustrated in
prior studies [11–14]. The sequence of characteristic values of external and internal
processes of such actions forms a behavioral pattern for the performance of predefined
commands [15]. The set of characteristic values over time provides various digitized
sequences of signal traces, which can be used to identify the object’s state.

To identify the state of the Industry 4.0 mechatronic devices, the digitized discrete
values of the sample process traces are considered:

y =
⎧
⎨

⎩

y10, . . . , y
1
k−1

· · ·
yr0, . . . , y

r
k−1

⎫
⎬

⎭
(1)

The use of time synchronization processes allows for the determination of the lengths
of all traces equal to K.

Thus, there exists a behavioral pattern of digitized traces of Y of the type
y = [y(1)0 . . . yrk

]
as well as a set of classes C = {C0,…, Cn}. There is a target

dependence of c’: Y → C, those values are determined based on the training sample YR

= (yi, ci)Ti = 1. It is necessary to build the algorithm of the classification a: Y → C as
well as the approximate dependence c’ on the whole set of Y.

A(y) = argmaxj
∣
∣{r ∈ 1, 2, . . . , k}f (yr) = j}∣∣ (2)

The authors proposed a technique consisting of several stages and conducted a series
of experiments to prove its applicability. The accuracy of the proposed approach was
assessed.

2 Proposed Approach

To determine the states of mechatronic elements and nodes, a variety of object evaluation
indicators are used. The amplitude, frequency, energy and other parameters of signal
traces coming to the database can be considered as information channels.

Information about the object state and comparison of the corresponding valuesmakes
it possible to form a training sample, which can then be used to detect anomalies.
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The proposed approach consists of the four steps.
Step 1: Database provisioning and preliminary selection of the digitized values of

the signal traces.
This step involves switching over the device under a predefined operating mode as

well as the collection, consolidation, integration, structuring, and organization of the
database of behavioral patterns so as to ensure its readiness for the subsequent analysis.

Step 2: Preliminary data processing.
At this stage, the digitized sequences obtained through the previous step are analyzed

to eliminate the various noises detected during the data collection process.
Step 3: Clustering.
This step begins with the choice of a clustering method. Clusters are created on the

basis of the state data obtained from the processing of the digitized sequence traces.
Further, methods are selected for the identification of the device’s state and its elements.

Step 4: Identification of states on the basis of the cluster data.
This step involves the processing of incoming current data concerning the digitized

sequences received from the device. The analysis is based on the metrics and procedures
associated with the chosen current state clustering method.

Figure 1 illustrates the sequence of actions performed during the state identification
process.
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Information channel

Information channel

Information channel

Database

C
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Result

Control instruction

Fig. 1. The state identification sequence of actions

3 Experimentation

The performance of the experimentwas based on a pattern consisting of the synchronized
coordinate sequences obtained from a data accelerometer. As a result, the state of the
analyzed device was identified on the basis of the recognition processes associated with
the digitized signal trace values at a rate of 1000 values per each coordinate axis. The
trace record times were synchronized, and they contained amplitude values when the
signal states changed.
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The acceleration and motion parameters were determined by an accelerometer
located on the movable part of the manipulator.

The scheme of the experiment is presented in Fig. 2.

A
cc

el
er

om
et

e

C
la

ss
if

ie
r

R
es

ul
t

Fig. 2. The scheme of the experiment

The training and test samples contained the digitized sequences of the accelerome-
ter’s signals for the following states: S1 for the forward and reverse manipulator move-
ment, S2 for the forward and left manipulator movement, and S3 for the forward and
right manipulator movement. The following two “abnormal” states were implemented
in an effort to detect deviations: S4 for the forward and left manipulator movement with
interference, and S5 for the forward and right manipulator movement with interference.
The durations of the states also differed, ranging from 3.5 to 4.0 s.

The classified data are presented in the formof value tuples received through different
information channels that were synchronized over time.

Y (t) = {(y0(t0), y1(t0), . . . yk (t0)); (y0(t1), y1(t1), . . . yk (t1) ); . . . ; (y0(tr), y1(tr), . . . yk (tr) )}
(3)

where Y(t) is a tuple of the yi(tj) values of the digitized sequences obtained from the
different information channels over time.

The digitized sequences obtained from various sources form a conventional behav-
ioral pattern concerning the device’s state. The information contained within the pattern
characterizes the state of the device when receiving a typical command and also allows
for the analysis of abnormal deviations.

A training sample was formed for all the different states (S1–S5). Figure 3 shows the
information obtained when digitizing the data concerning the acceleration projections
received from an accelerometer for the different states. It can be seen from the graphs that
in case of performing a certain manipulation, the acceleration along the corresponding
axis changes accordingly to state.

The analysis of the data obtained from the digitized trace sequences demonstrates
both their homogeneity and the strongly pronounced group density. Further, the number
of clusters corresponds to the number of defined states. The k–means clustering method
allowed for the division of n observations of the digitized sequences of the signal traces
into k non–overlapping clusters by the states.
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Fig. 3. The acceleration projections for the states: S1 (a), S2 (b), S3 (c), and S4 (d)
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The Euclidean distancewas used as a proximitymeasure for the numerical attributes:

ρ(x, y) = ||x − y|| =
√
√
√
√

n∑

ρ=1

(
xρ − yρ

)2 (4)

where x, y∈Rn, R is the observation space.
Using the training sample values obtained via the k-means clustering method, the

division of m observations into k groups (or clusters) (k ≤ m), S = {S1, S2, …, Sk} was
performed in such a way as to minimize the total squared error of the cluster points from
the centroids of the clusters:

min

[
k∑

i=1

∑

x

(S)∈Si
∣
∣
∣

∣
∣
∣x(j) − μi

∣
∣
∣

∣
∣
∣
2
]

(5)

where x(j) ∈ Rn, µi ∈ Rn, µi is the centroid for the Si cluster.
Figure 4 presents state clusters; apart from that, clots can be found that are quite

well distinguished from each other and the cluster sizes are similar. This allows us to
conclude that the proposed approach has a good resolution.

Fig. 4. Clustering results based on the average value of changes in coordinates

The occurrence of new digitized sequences is processed, and then the distance is
compared to the cluster centroids. The result is the cluster with a minimum distance to
its center.

The results of the state analysis are presented in Table 1. Proposed approach has
shown sufficient results for multi-classification of the states of Industry 4.0 mechatronic
Elements.
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Table 1. Results of the state analysis based on the search of the nearest centroid of k-means
clusters

Projected state

S1 S2 S3 S4 S5

R
ea

l s
ta

te

S1 421 10 5 1 12

S2 5 471 17 0 3

S3 1 11 473 13 1

S4 7 12 55 419 6

S5 20 29 7 2 430

Figure 5 illustrates the classification results in terms of the class classification
accuracy, according to the check and test data.
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Fig. 5. The classification results

The sum of the diagonal element values demonstrates the total number of states that
were correctly assigned to the corresponding cluster. The total accuracy of the selected
method for the case of the full classification was found to be 0.90. The classification
accuracy for most of classes is sufficient. The decrease in accuracy for some states is
caused by some similarity of the portrait of the received signals in different parts of the
time series.
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4 Conclusion

This paper presents a method for the state identification of the mechatronic device of
the Industry 4.0 cyber-physical system through information clusterization in databases
of digitized signal trace sequences. The method will make it possible to determine the
anomalous (in terms of function) states of devices.

The main advantage of the proposed approach is its simplicity. The method has a
good operation speed. As shown in this paper, the use of five states for the recognition
demonstrates the utility of the proposed method application; it should be noted that
the proposed method detects anomalous states with acceptable identification accuracy
values. Future directions ofwork are related to the development of the proposed approach
in order to increase the number of identifiable states. Another direction is the research
of new typical profiles of functioning for the effective application of the technique to
other types of devices.
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Abstract. This article describes an approach to parallelization of data mining
algorithms in the framework of agent-oriented programming for distributed data
processing. The conversion of Naive Bayes algorithm into agent-oriented form
for distributed execution and the algorithm implementation in the framework of
agent-oriented programming are described as an example.

Keywords: Parallel algorithms · Distributed algorithms · Data mining ·
Distributed data mining · MapReduce · Agent-oriented programming

1 Introduction

Nowadays, there is an intensive growth of the amount of stored information. The volume
of information from different sources and gadgets increases constantly. The set of such
sources includes sensors, video cameras, mobile devices, etc. Internet of Things (IoT)
is the set of such devices, united in global network. The volume of information in IoT
will only increase with time [1, 2]. Currently, this kind of data is called Big data. Big
data in IoT has next properties: large volumes, different storage formats and a high rate
of change.

Data mining of Big data is associated with the analysis of big volume of data. It
requires the usage of significant computational resources for get acceptable analysis
time. Therefore, parallelization of Data mining algorithms is the actual direction in the
development and implementation of such class of algorithms.

MapReduce (US patent No. 9612883) is the known method of performing data
processing in a distributed and parallel processing environment.

The main disadvantages of this method are that the known method is suitable only
for some tasks of Data mining. At the same time, there are Data mining algorithms,
for example, Apriori, PageRank, etc., for which this method is not suitable, since the
algorithms do not have a list homomorphism [3–5].

Also, this method does not show approaches to the implementation of Data mining
algorithms in the framework of agent-oriented programming. Implementation and paral-
lelization of Data mining algorithms in the framework of agent-oriented programming is
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separate part of Data mining algorithm realization. This separate part appears due to the
significant differences between agent-oriented approach and the traditional imperative
approach. Therefore, this direction should be supported by special methods of imple-
menting Data mining algorithms with the aim of their execution in the agent-oriented
environment.

There is next main problem of parallel execution of program written in imperative
programming languages (Java, C/C++, Fortran and others.). Their parallel execution is
required simultaneous access to the program state from parallel branches. Therefore,
there are such problems as access synchronization, blocking, race and others. Solving
these problems is a difficult task at stages of development and debugging [6].

2 Agent-Oriented Programming Features and Related Works

Agent-based programming is a programming approach that assumes the design of
software systems based on software agents.

In object-oriented programming, class objects interact with each other through an
interface. The interface of the class object is defined in the corresponding class. A call
to an object, can lead to a call to another object.

Agent-based programming assumes the interaction of a software agent with an exter-
nal environment that can change rapidly. By agent is assumed a software or hardware
component that can perform the tasks assigned to it. It is assumed that the agent is capa-
ble of perceiving changes in the environment, interacting with it, and performing actions
that change the environment. Users and other software agents are also included in the
external environment of the agent.

It can be seen from the foregoing that a program agent is a significantlymore complex
entity compared to a class object in object-oriented programming. Thus, the agent-based
approach allows us to describe complex software and hardware systems at a new level.

For solving computational problems, program agents can be represented as compu-
tational actors. This approach assumes that a program agent has the ability to create new
program agents in an agent-based programming environment, send a message to other
program agents at a known address and receive messages from other program agents.

All mention capabilities allow creating universal patterns of decision for data mining
algorithms [7].

There a lot of research in the field of parallelization of data mining algorithms.
The biggest part of the research in focused on particular data mining algorithms and
optimization of parallel structure of algorithms for execution under particular conditions.
Those conditions can be different [8]. For this reason the parallel algorithms developed
under particular conditions, may not be efficient under other conditions.

There are a lot of examples of realization of different types of data mining algorithms
for specific types of computing systems. The set of classes of such algorithms includes
decision tree algorithms, association algorithms, clustering algorithms [9–14]. All of
these algorithms were implemented in imperative programming languages.

There are a lot of algorithms implementations in the framework of agent-oriented
programming. However, existing decisions are intended for particular algorithm.
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Thus, the most part of approaches resolve task of parallelization for particular Data
Mining algorithm that requires significant effort to adopt such approach for new algo-
rithm or create one new approach. The approach describing in this article allows con-
verting sequential Data Mining algorithm, implemented in imperative languages into
the parallel form for execution in the framework of agent-oriented programming.

3 Implementation of Data Mining Algorithm in the Framework
of Agent-Oriented Programming

3.1 Data Mining Algorithm Representation as a Function

Data mining algorithm at the input receives a set of input data, and the result of if work
is the final output knowledge model. Thus, each Data mining algorithm represents a
function, since it receives as input a set of input data and returns the result of applying
the algorithm to the input data in the form of the final output knowledge model.

During the work, Data mining algorithms analyze the data set and build an interme-
diate knowledge model at each step. The made intermediate knowledge model is sent
to the next stage. Thus, the Data mining algorithm can be represented by a functional
expression in the form of a composition of functions [15]:

f = fn◦fn − 1◦ . . .◦ fi◦ . . .◦ f1

3.2 Data Mining Algorithm Representation in the Framework of Agent-Oriented
Programming

Each function fi from previous expression represents the step of the algorithm. A data
set (D) and an intermediate knowledge model are input data for each of such step. A
new intermediate knowledge model (MP) is the result of the work.

Thus, the Data mining algorithm can be represented as sequential work of software
agents implementing the step of algorithm.

D ->A1 -> . . . ->Ai -> . . . ->An, (1)

where Ai - a software agent implementing the i-th step of the Data mining algorithm,
receives as input arguments a set of input data (D) of the Data mining algorithm and
an intermediate knowledge model. In (1) the arrows indicate the transfer of the initial
data (D) of the Data mining algorithm and an intermediate knowledge model from one
software agent to the next.

The program agent A1, which implements the first step of theDatamining algorithm,
receives only a set of input data (D) of the Data mining algorithm as input arguments.

The result of the work of each software agent is an intermediate knowledge model
using in the next step. The result of the work of the software agent An is the final output
knowledge model.
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Hereinafter, the examples will use the notation of programming language
Java [https://docs.oracle.com/javase/tutorial/]. Also, the examples will use concepts,
approaches and built-in classes of the agent-oriented programming framework JADE
[http://jade.tilab.com].

It is convenient to represent the set of initial data (D) of the Data mining algorithm
in the form of list data structures. In Java, the source data set (D) can be represented
as a class containing as a member a list of attributes (attributes_list), a list of vectors
(vectors_list) and a list of all possible classes of the target attribute (class_list):

The set of initial data (D) of the Data mining algorithm can be conveniently repre-
sented in the form of list data structures. In Java, the initial data set (D) can be represented
as a class containing as a members a list of attributes (attributes_list), a list of vectors
(vectors_list) and a list of all possible classes of the target attribute (class_list):

public class D  
{ 

public ArrayList<ArrayList> attributes_list;
public ArrayList<ArrayList> vectors_list;
public ArrayList class_list; 

}          

A list consisting of K attributes (attributes_list) can be defined in the following way:

ArrayList<ArrayList> attributes_list =
{{ 

add(attr0); 
 …   
add(attrK); 

}}; 

where attr<i> - list of possible values of the i-th attribute. Below is an example for
attribute 0 consisting of five values:

ArrayList attr0 = new ArrayList(Arrays.asList(0.5, 3.0, 4.5, 5.4, 2.5));
A list consisting of L vectors (vectors_list) can be defined in the following way:

ArrayList<ArrayList> vectors_list =
{{ 

add(vector0); 
 …   
add(vectorL); 

}}; 

where vector <i> is a list of the values of each attribute and the value of the target
attribute. The value of the i-th attribute is located at the i-th place in the list. If the
value of the target attribute is unknown, then in Java, it can be represented with the null
character. The value of the target attribute can be placed at the end of the list. Below is
an example for vector 0. First four values correspond to the attribute values, and the last
value corresponds to the value of the target attribute:

ArrayList vector0 = new ArrayList(Arrays.asList(1.5, 4.0, 4.2, 5.5, 8.5));
ArrayList vector0 = new ArrayList(Arrays.asList(1.5, 4.0, 4.2, 5.5, 8.5));

https://docs.oracle.com/javase/tutorial/
http://jade.tilab.com
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The structure of the intermediate (MP) and final output knowledge model (M)
depends on the algorithm that implements Data mining. Intermediate (MP) and the
final output knowledge model (M) can be represented in the form of list data structures.
For example, a knowledge model in the form of decision trees is often used for the
algorithms of Data mining. In general, an intermediate knowledge model (MP) can be
represented as structure consisting of the parameters of the current step (step_context)
and the list of rules (rules_list).

public class MP  
{ 

public StepContexClass step_context;  
public ArrayList<ArrayList> rules_list;

}          

The parameters of the current step (step_context) can contain, for example, a list
of attributes that have not yet been used to build the knowledge model, and therefore
should be processed in the following steps.

3.3 The Approach for the Implementation of Data Mining Algorithms
in the Framework of Agent-Oriented Programming

In main case Data mining applications have data parallelism. For parallel execution of
the application approach assumes adding a data partitioning features and features for
merge the results obtained in software agent working simultaneously and implementing
particular step of Data mining algorithm. The merge of the results should be performed
in the main software agent.

In contrast to MapReduce, such approach allows to parallelize algorithms that do
not have a list homomorphism. Such result is achieved because of execution in parallel
mode of each individual step of Data mining algorithm, rather than the entire algorithm
at once.

Mentioned features allow parallelizing of the application in an agent-oriented pro-
gramming framework and amulti-agent systemJADE.Properly configured JADEsystem
installed on a set of interconnected systems, each of which has one or several processors
and memory, must have functionality for

• transferring messages with data from a plurality software agents to the main software
agent,

• creating of the set of software agents, in the main software agent, and the subsequent
launch of the set of software agents in the systems to execute,

• receiving data in the main software agent from a plurality of software agents,
• launching the main software agent in the system for execution,
• execution of a plurality of software agents, including the main software agent, on any
of the processors of the system

• reading from input files or databases source data specifying a task;
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The features that need to be implemented for execution of the application in the
framework of agent-oriented programming consist of:

• the feature of splitting the input data into parts for the work of a one of the set of
software agents;

• the feature ofmerging the results of the set of software agents into a single intermediate
knowledge model in the form of a set of list data structures;

• the feature of creation the final output knowledge model from the intermediate
knowledge model formed at the last stage;

• the feature of receiving data in the main software agent, having the ability to receive
data from a set of software agents;

• the main software agent, implemented in the agent-oriented programming environ-
ment, having next abilities

– the creation of the set of software agents implementing a certain step of the appli-
cation, and the subsequent launch of the set of software agents in the systems to
execute;

– the execution of the feature of splitting the input data into parts for the work of a
one of the set of software agents;

– the transferring of data to a set of software agents;
– the execution of the feature of merging the results of the set of software agents into
a single intermediate knowledge model in the form of a set of list data structures;

– the execution of the feature of receiving data in the main software agent.

• form software agents, having next abilities

– the performing of an application step;
– the execution of the feature of transferring work results to the main software agent.

Input data D from files or databases must be read by the main software agent into
a set of list data structures containing attribute lists and vector lists. The configured
JADE system should have features for reading from input files or databases source data
specifying a task. Since themain software agent can be executed on anymachine from the
system, then all machines in the system should have access to required files or databases.
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4 Parallelization of Naive Bayes Algorithm in the Framework
of Agent-Oriented Programming

As examples, we will consider probability algorithm Naive Bayes [16].

for all attributes a 
  if a is not target attribute 
    for all vectors w  
      increment count of vectors for value of attribute a 
         equaled value of the attribute a of the vector w 
    end for all vectors; 
  end if 
end for all attributes; 
for all classes c 
    for all vectors w 
      increment count of vectors for class of vector w; 
    end for all vectors 
end for all classes c 

The input data (D) for the algorithm can be represented in the form 
of a table, each row of which contains the values of the input attributes
and the class of the target attribute corresponding to them. 

The input data (D) of the algorithm can be represented in the next 
form 

public class D  
{ 

public ArrayList<ArrayList> attributes_list;  
public ArrayList<ArrayList> vectors_list;  
public ArrayList class_list; 

}          
where 
attributes_list - a list of attributes, vectors_list - a list of vectors,

class_list - a list of all possible classes of the target attribute. 

The implementation of theNaiveBayes algorithmneeds to be transformed in the form
of software agents performing the steps of the application and the main software agent,
with the purpose to run on execute the application in an agent-oriented programming
environment. To implement the main program agent, it is necessary to add functionality
for splitting the input data and merging the results computed in the set of software agents
implementing the application step.

Below is a variant of a parallel algorithm, which performs parallel processing on
vectors, implemented with usage of the offered approach. The implementation of the
main agent class using the build-in classes of the JADE agent-oriented programming
framework is placed below:
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import jade.core.Agent; 
import jade.core.behaviours.OneShortBehaviour; 
/*the import of all required libraries */ 

public class AgentMainBehaviour extends OneShotBehaviour  
{ 

public void action()  
{ 

D d; 
load_data(d);  
MP mp = new MP(); 

//The initialization of software agents performing  
//the step of application and send  
//a list of vectors for calculations 
divide_vectors_parall (D);  

merge_attr_parall( mp); 
set_best_attr(mp);  
M m; 

//Build the final output model 
build_final_model(mp, m);  

// Actions with the final output model 
// M - save to database, files, etc. 

myAgent.doDelete(); //Finish the work of software agent

return; 
 } 
 ….. 
 //Auxiliary methods of the class 
} 

public class AgentMain extends Agent  
{ 
 public void setup()  
 { 
  addBehaviour(new AgentMainBehaviour (this)); 
 } 
} 
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The AgentMain class is the implementation of the main software agent for parallel
execution of the algorithmwith parallelization by vectors in the JADE environment. The
class inherits from the build-in Agent class of the JADE framework.

AgentMainBehaviour is the class of behavior. It is installed in the setup () method
of AgentMain class. AgentMainBehaviour implements the behavior of a program agent
in terms of the JADE environment. The AgentMainBehaviour class inherits from the
build-in OneShotBehaviour class of the JADE framework.

The task performing by main software agent is implemented in the action() method
of the class AgentMainBehaviour. The action() method is called once after the agent
starts. When the method finishes, the agent stops execution.

The function load_data loads the source data from files or databases into an instance
d of class D. The function divide_attr_parall is designed to split the source data into parts.
Each part is intended for the work of a one of the set of software agents. The function
is a member of the class AgentMainBehaviour. In the function before starting the set
of software agents, the number of machines in the system on which agents can run is
determined. Based on the mentioned number, it calculates the range of data for each of
the set of software agents. Each of the set of software agents implementing the step of the
application has to process its own data range. Further, in the process of the functionwork,
a set of software agents are launched in the JADE environment and information about
the running agents is stored in variable members of the class. The function also passes
to each of the set of running software agents a set of vectors intended for processing
by the software agent. The implementation is omitted in the example for simplicity. It
should be noted that the implementation depends on the agent-oriented programming
framework.

The function merge_attr_parall is designed for merging the results of the set of
software agents into a single intermediate knowledge model (mp). Each of the set of
software agents sends the results of the work to the main software agent at the end of
work. The function merge_attr_parall receives the results of the work from each of the
set of software agents implementing the step of application.

The function build_final_model forms the final output knowledge model (m).
The implementation of the class of software agent implementing the step of the

application is placed below. The implementation uses the build-in classes of the agent-
oriented programming framework JADE:



144 A. Malov et al.

/*the import of all required libraries */ 

public class AgentStepBehaviour extends OneShotBehaviour  
{ 

public void action()  
{ 

D d; 
load_data(d);  
MP mp = new MP(); 

for ( ArrayList cur_vector : receive_vector_list_for_handle() )
{ 
    handle_cur_vector(cur_vector, d, mp); 
} 
send_results_to_main_agent(mp); 

myAgent.doDelete(); //Finish the work of software agent 
 return; 

} 
….. 
//Auxiliary methods of the class 

} 

public class AgentStep extends Agent  
{ 

public void setup()  
{ 

addBehaviour(new AgentStepBehaviour (this)); 
} 

} 

import jade.core.Agent; 
import jade.core.behaviours.OneShortBehaviour; 

Classes Agent, OneShotBehaviour are the standard classes of the JADE environ-
ment used to implement the software agent class. Those classes as well as other used
concepts of the JADE environment were observed earlier. The purpose of the function
load_data were observed earlier too. The receive_vector_list_for_handle method of the
class AgentStepBehaviour receives from themain program agent a list of vector intended
for processing by particular software agent and returns it as a result.

The function handle_cur_vector processes the vector from the parameters
and adds the results to the intermediate knowledge model mp. The function
send_results_to_main_agent is used to send the results of the work of the software
agent to the main software agent. The implementation of the function is omitted in the
example for simplicity.

Thus, the implementation of parallelization by the vectors of the Naive Bayes
algorithm on the basis of the offered approach was overviewed.
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5 Performance Evaluation

There were performed a series of experiments for the implemented Naive Bayes algo-
rithms. The experiments have been performed with various input data sets (Table 1).
These data sets contain various numbers of vectors. The usage of several data sets
allows reaching different loading of the Naive Bayes algorithm.

Table 1. The description of input data sets

Input data set Number of vectors Number of attributes Number of classes

W1 30000 50 100

W2 150000 50 100

W3 300000 50 100

The experiments were performed on a computer having several CPU cores with
following configuration: CPU Intel (8 cores), 3 GHz, 16 Gb, Ubuntu 18.04 LTS, JADE
4.5. In the framework of agent-oriented programming algorithms were executed for the
numbers of software agents (accordingly CPU cores) equal to 4 and 8. The experimental
results are presented in Table 2.

Table 2. Results of experiments (s)

Algorithm Cores W1 W2 W3

Sequential form of Naive Bayes algorithm 1 2,18 44,37 170

Agent-oriented form of Naive Bayes algorithm 4 0,6 11,2 43,22

8 0,34 6,29 24,38

According to experiments the execution times of the Naive Bayes algorithm for
different data sets and parameters are different. The algorithm performs faster with
grow of the count of software agents.

The coefficient of performance increasing is approximately equivalent to the count
of using software agents (CPUs core), but a little bit less. Such results are observed
because part of the time in the case of parallel execution consumes for data transfer
between software agents. Also there is regularity described below. When the count
of vectors grows, than percent of time for data transfer between software agents will
decrease. Such results are observed because of the time required for computation will
increase when the count of vectors grows. Accordingly computation time will consume
the biggest part of entire task time, when the count of the vectors of input data sets grows.
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6 Conclusion

There are a big volume and big amount of different kind of data in the word of IoT.
This kind of data is called Big data. Data mining and Big data analyzing are difficult
tasks requiring significant computational resources for get acceptable analysis time.
For this reason parallelization of Data mining algorithms is the actual direction in the
development and implementation of such class of algorithms.

Standard approaches like MapReduce are suitable only for some tasks of Data min-
ing. This article describes an approach to implementation of data mining algorithms
in the framework of agent-oriented programming. Features of the framework of agent-
oriented programming for implementation Data mining algorithms were observed. The
approach assumes representing an algorithm as a functional expression. Each function
from the expression can be implemented in the form of software agent.

For execution of the algorithm in the framework of agent-oriented programming,
according to approach it is necessary to add functionality for splitting the input data and
merging the results computed in the set of software agents implementing the application
step.

Using the proposed approach Naive Bayes algorithm was implemented. An experi-
ment results showed the effectiveness of version for different data sets. Agent-oriented
forms of the algorithm are more effective than sequential when several CPUs are
available.
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Abstract. The following contribution illustrates effects and potentials that digi-
talization has on the supply chain. Supply Chain Management itself is considered
to be a tool for visualization, optimization and synchronization of various groups
of processes within an enterprise, while its digitalization can potentially increase
this influence. Such digital technologies as Big Data and Internet of Things in
combination create new possibilities for a closer interlinking of participants as
well as wide-ranging potentials for an optimization of supply chain planning and
logistics management. Similarly, the paper aims to recognize the impacts of Big
DataAnalytics on information usage in a corporate and supply chain context as it is
imperative for companies’ logistics management to access to up-to-date, accurate,
andmeaningful information.Moreover, such information becomes extremely rele-
vant whenworking with information that depends on constantly changing external
factors, for example, severe climatic conditions. The study highlights the case of
the Arctic zone, where emerging technologies allows to optimize the process of
oil transportation.

Keywords: IoT · Big data · Supply chain management · Arctic zone · Big data
analytics

1 Introduction

In a dynamic market environment that is characterized by a high degree of competition,
companies must be able to react flexibly to permanently changing factors of influence.
Consequently, the concept of supply chain management aims at optimizing business
processes within the supply chain in order to reach an adaptation to dynamic market
requirements. However, in this particular paper the emphasis of automizing the process
the performance of which is heavily dependent on the outer environmental factors.
Company’s operation deployed in one of the most severe and harsh regions on the planet
- the Arctic provided with the hardly manageable risks.

In order to mitigate the risks associated with the supply of oil to the developed fields,
it is necessary to use the most advanced digital technologies available on the market. It
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is necessary to exclude errors that may arise due to the human factor in order to make
work processes safer and less costly [1].

Information is undoubtedly amajor driver of decisionmaking on all corporate levels:
strategic, tactical, and operational. The widespread of Information and Communication
Technology (ICT) has enabled the business to access massive datasets that, with the
proper management, become a significant resource for enhancing strategic and busi-
ness processes. However, the constant growth of the amount of data and information
generated by companies sets a challenge for businesses to extract the value from it as
it becomes a more complicated process of identification and application of the most
relevant information.

The impact of digitalization and Industry 4.0 on the ripple effect and disruption risk
control analytics in the supply chain is studied. As it is imperative for companies in the
supply chain to have access to up-to-date, accurate, and meaningful information, the
exploratory research provides insights into the opportunities and challenges emerging
from the adaptation of Big Data Analytics in Supply Chain Management describing
the operation of the oil production and transportation in the Russia’s Arctic region.
This description is based on an analysis of the case of Gazprom Neft, which operates
throughout Russia’s major oil and gas regions, including Russia’s Arctic Shelf – The Pri-
razlomnoye Project, and Novy Port – one of the most significant oil and gas-condensate
field under development in the Yamalo-Nenets Autonomous Okrug [2].

The purpose of this paper is to contribute to theory development in Supply Chain
Management by investigating the potential impacts of IoT and Big Data Analytics on
information usage in a corporate and supply chain context.

2 Methods

The basis of the analysis in this article was a review of the literature on the topic of supply
chain management in the Arctic, application of IoT and Big Data technologies, and case
study of Gazprom Neft company, as well as interviews with company representatives.

The effectiveness of the development of remote Arctic fields largely depends on how
competently the oil transportation system is organized [3]. In the case of Prirazlomnoye
and Novy Port hydrocarbons can only be exported by sea for several reasons. The most
important one is that the fields are located at a considerable distance from the traditional
oil transportation infrastructure. In such conditions, competent logistics becomes critical
as any interruption occurrence in shipping increase the risks of overflowing the tank farm
which leads to a limitation of the level of oil production. Hence it is fraught with financial
and reputational losses to the company.

The supply chain that provides transportation of crude oil produced in Arctic oil
fields includes several important links. When preparing a shipping plan, it is necessary
to take into account the monthly volume of oil production, the possibility of its accu-
mulation in tank farms, restrictions on mooring to terminals. Raw materials from assets
are transported using 12 shuttle tankers that make regular round-trip movement of cargo
between the floating oil storage tank in the Kola Bay near Murmansk, the platform in
the Pechora Sea where two tankers operate, and the Arctic Gate terminal in the Gulf of
Ob where 10 tankers operate. Despite the fact that all tankers have a reinforced ice-class
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that allows them to work in the Arctic, atomic icebreakers Atomflot are involved in their
safe and efficient movement during the winter navigation in the Kara Sea and the Gulf
of Ob [4].

The issue of uninterrupted and efficient logistics is critical for the Gazprom Neft
Arctic field, which are remotely accessible from the infrastructure: production volumes
are directly dependent on the timely export of hydrocarbons. Manual logistic calculation
for such a number of participants and constantly growing volume of data appears to be
ineffective and especially labor-consuming process.

Technologies developed for a more comprehensive and more efficient use of data
have long been a significant element in Supply Chain Management, as many optimiza-
tion approaches and methods only became applicable in practice with data availability
and usage thereof. There are many examples for this, such as the automatized acqui-
sition of shipping data per RFID, with which the status of shipments can be tracked
via defined registration points, or the GPS-based optimization of transport routes for
the minimization of transportation time and the prevention of unloaded mileage for
vehicles [5]. Further developments of ERP systems have also strongly furthered cross-
functional and cross-system harmonization of processes over the last few years, while
simultaneously differentiating supply chains according to market-specific and prod-
uct specific proper-ties. Through the further progress of digital technologies and their
improved and more economical use, supply chains are becoming more transparent and
more manageable through available information. Hence, the flexibility for all partici-
pants is improved, costs can be reduced further, and supply chain pace can be improved
by this automatization of processes.

The attempt to make sense of this intangible growing mass of data is known as
Big Data Analytics [6]. Currently, Big Data Analytics consists of the following data
processes:

– Storage and data management;
– Data stripping;
– Data mining;
– Data analysis;
– Data visualization;
– Data integration;
– Data grouping [7].

All this data is collected from various processes or, for example, things from the
Internet of Things network. In essence, analytics describes the application of advanced
statistics to historical data in order to identify behavioral patterns that eventually enable
the forecasting of future behavior to some extent [8]. Big Data is generally characterized
in literature by 5Vs which are volume, variety, velocity, veracity, and value. Big Data
Analysis is based on knowledge extraction from vast amounts of data, facilitating data-
driven decision-making. Hence veracity and value are precisely important since data
analysis evaluates the real purpose of Big Data [9].
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3 Results

The analyzed company has developed and implemented a logistic scheme for year-round
crude oil export. However, the use of digital technologywould ensure the export of grow-
ing production volumes in the Arctic region. Themain trend in the digital transformation
sector is the exclusion of the human factor in those sectors of work where it seems pos-
sible. A digital Arctic logistics management system would ensure operational efficiency
and safety [10]. This could be accomplished by processing data that can be gathered
from various source systems and sensors installed on tankers.

The Track-and-Trace systems (T&T) aim at a timely identification of deviations or
risks of deviations in supply chains, analysis of deviations and alerts about the disruptions
that may occur, and elaborating control actions to recover supply chain’s operability
[11]. The feedback control of Track-and-Trace systems can be largely supported by
RFID technology which enables supply chain event management systems for effective
communication on disruptions and revision of initial schedules. In practice, the cloud-
based analytics platforms such as SupplyOn Industry 4.0 Sensor Clouds enable to control
the supply chain in real-time as it is a critical issue in this area to detect disruption and
their scope at the actual moment. It also provides planning and processes adjustments
using up-to-date information. By choosing a container type, the graphs indicate whether
there has been a violation of the defined temperature or humidity limits along the time
axis. The data analysis on such charts allows quick identification of all orders where the
lead time was exceeded, allows for a swift identification of questionable transports.

Decision-making in terms of supply chain structural dynamics is associated with
control and adaptation in different uncertainty environments where the response and
recovery are needed in order to allocate scarce resources to reconnect supply chain and
therefore to ensure process continuity and viability [12]. Real-time information acquiring
is of vital importance for supply chain recovery planning and coordinated deployment
of recovery policies [13].

The Arctic logistics management system would increase the effectiveness of anal-
ysis of the ships’ movements, predict the average speed of tankers on routes, fuel con-
sumption, calculate unit costs for oil transportation. This would allow to evaluate the
effectiveness of the fleet and optimize its composition by detecting the unnecessary com-
ponents of the logistics scheme. Based on the exact values of the parameters gathered
from the established data streams instead of using the mean values or inaccurate predic-
tions the system should reveal the calculations which describe the reality of the highly
extremeArctic region [14]. The information evaluated from the calculations would assist
in decision-making processes on all management levels.

Gazprom Neft company has launched a digital Arctic logistics management system.
The innovative project “CAPTAIN” (Complex of Automatic Planning for Interactive
Transportation ofArcticOil)was implemented to ensure year-rounduninterrupted export
of the entire volumeof crude oil produced byARCOandNovyPort grades and to increase
the efficiency of logistics management. The system should be operating in three models:
long-term and operational planning, scheduling of the Arctic fleet, and analytics using
artificial intelligence based on Big Data technologies and analysis.

The system helps to solve threemajor problems for the company simultaneously. The
first is the planning of ongoing crude oil production and shipping activities. The work
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result of CAPTAIN system is a schedule of ship traffic and an interconnected schedule
of crude oil shipments from the terminal in the fields. The system enables user to access
information on daily crude oil production for the period of interest, the amount of oil
in the tanks, the exact dates, and estimated time of arrival of shuttle tankers and tanker
carriers to the terminals. It also provides the up to date information on the location and
movement parameters, the remaining fuel on the tankers, the icebreaker, and support
ships’ location and ice conditions prediction.

The CAPTAIN system is capable of current weather conditions analysis as well as
forecasting in termsof planning and selection of the optimal route for the tanker following
the direction and speed of the wind, air temperature, and operational ice conditions. This
feature greatly increases the system’s efficiency as the various weather conditions can
affect the estimated time of arrival of the tanker to the terminals, and accordingly, the
shipment of crude oil and the entire schedule for its production.

In order to objectively assess the existing conditions and to evaluate an accurate
forecast for the nearest future event, the system is not only capable of monitoring the
movement of ships in the present tense, but also comparing it with the historical data on
movement and evaluating conclusions. It is provided with the functionality of predic-
tive analytics which is based on the accumulation of a large amount of statistical data
continuously processed and analyzed.

The ongoing functionality development of the CAPTAIN system consists of ice drift
prediction based on images obtained from satellites using data analysis of sea conditions,
wind direction, and strength. This is necessary in order to optimally calculate the routes
of shuttle tankers as it its speed and travel time depends on it.

Optimizing the oil tankers fleet movement in the Arctic area increases the export
of crude oil and oil products and distributes oil storage load. The volume of export
shipments of Arctic oil varieties planned in the first half of 2019 was increased by 5.5
million tons, which is 10% more than in the first half of the previous year. Arctic oil
marketing in foreignmarkets is conducted by a subsidiaryGazpromNeft TradingGmbH.

4 Conclusion

As requirements concerning supply chains and value networks continuously rise due
to the influences of not only the permanently increasing complexity of business pro-
cesses and collaborative manufacturing and trade processes but also the factors of the
environmental nature. The significance and necessity of Supply Chain Management as a
company’s organizational and management instrument intensifies. The present develop-
ment toward a digitalization of supply chains offers substantial impulses for mastering
the requirements concerning Supply Chain Management applying Big Data and Internet
of Things technologies.

The analytical system of digital logistics management CAPTAIN developed by the
Russian oil and gas company Gazprom Neft and highlighted in this article uses such
information streams as daily oil production volumes at the Novy Port and Prirazlomnoye
fields of Gazprom Neft and oil accumulation volumes in oil storage facilities, location
and parameters of vessel movement, ice conditions on routes, tidal schedules, weather
conditions, the possibility of formation new standard for the market consignments of
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rawmaterials. The implementation of the system using the Big Data analysis approaches
has significantly reduced the planning and coordination of oil shipping operations and
optimized transportation costs [15].

The system’s functionality allows real-time analysis of the fleet’s operational effi-
ciency, evaluating the speed of the route, fuel consumption, and vessel load. CAPTAIN
provides online monitoring of the location and parameters of the movement of ships,
cargo operations, routes, and ice-breaking assistance. Its functionality allows you to
quickly create a schedule of oil shipments with a horizon of up to three years, which
provides the opportunity to optimize the composition of the chartered and own fleet of
the company.

This article examined only main benefits of using IoT and Big Data in Supply Chain
Management. Based on modern technologies, various companies have the possibility to
develop systems to monitor, plan and improve the effectiveness of organizations.

5 Discussion

Receiving telemetry data from ships is important not only for managing the Arctic
logistics of the real economy industry companies. Indeed, along with information on
the operation parameters of ship systems, sensors can transmit any data - for example,
temperature, weather conditions, and environmental conditions. This will be an invalu-
able tool for experts and scientists studying the ecosystem of the Arctic. In the future,
any organization or company operating in the Arctic region will theoretically be able to
join CAPTAIN. Moreover, the technologies used in this system can be applied in other
areas important for the Arctic zone, for example, in medicine, using IoT and Big Data
Analytics for telemedicine services.
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Abstract. The reliability of the emergency power supply system for voice com-
munications of air traffic control (ATC) systems is considered, taking into account
the common set of backup batteries and their real downtime for maintenance
operations. Mathematical dependability model of emergency power supply sys-
tem for voice communications of ATC system on the base of batteries network is
developed.

The availability of ATC controller’s activity in the energy emergency for
batteries network with common set of standby batteries and their maintenance
is defined. The analyses of reliability model of ATC controller’s functions
for condition-based maintenance and periodical schedule-based maintenance of
batteries of batteries is carried out.

Keywords: Availability · Power supply · Air traffic control · Battery

1 Introduction

In aviation pilot-controller voice communication is very important for air traffic control
(ATC) operations.Anyproblemswith communication in theATCcan lead to catastrophic
events [1]. In such situation European organization for the safety have a special attention
to communication problems as flight safety issues. This ismanifested, in particular, in the
architecture of the air-ground voice communications system. Duplication is widely used
in such a safety critical system. Radio stations are frequently deployed in main-standby
pairs with manual or automatic switch in case of radio failure [2].

The set of main ground radio stations (GRS) usually are placed at the remote center.
The reliability of ground-air communication in such architecture is critically dependent
on the link between radios and the controller’s desk (CD) and on power supply of
remote center. The standby radios (SR) are usually located directly at the workplaces of
controllers. They historically have operated from both AC (alternating current) mains
and a DC (direct current) battery backup supply to provide continuous operation when
the mains supply has failed (it can be a frequent event in some cases).

Air traffic controllers are usually located at the air traffic control centers. The number
of controllers at one center can reach several dozen, depending on the capacity of the
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airport and the size of air traffic areas under monitoring. Each of the controllers has a
specified duplicated set of communication radios and supply.

The structure of the power supply network of the ATC voice communication system
is shown in Fig. 1.

Fig. 1. The structure of the power supply network of the ATC voice communication system

To ensure the uninterrupted operation of radio stations in emergency mode from the
batteries (B), there is a group of n backup batteries (BB), each of which can be used
to replace any of the m main batteries (MB) installed at the controller workstations.
Periodic maintenance and charging of batteries are required in real operating conditions.

The paper investigates the reliability emergency energy resources for voice commu-
nications of air traffic control system.

The structure of the paper includes four sections. Analyses of references in the area
of reliability of batteries and radios of ATC systems are presented in the Sect. 2. The
definitions, notation and the reliability model of study system are given in Sect. 3. The
conclusion is presented in the Sect. 4.

2 Review of References

The impact of power supply is special interest critical to safety systems. Such sys-
tems with standby components and subsystems, including energy supply sources, are
discussed in [3].
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Electric cars and their functioning are a new area that is intensifying research on the
reliability of energy supply in network structures. The approach to ensuring the fault
tolerance of power supply of electric vehicles based on dynamic switching of the battery
network and their optimal balancing is considered in [4]. Troubleshooting of wireless
sensor networks is a separate area of research. A review of studies in this direction is
contained in [5]. The study provides a classification of diagnostic methods by type of
test, the nature of the test signals and the test methodology.

In the paper [6] the duplication of power supply sources as amethod of dependability
increasing of communication networks is discussed. The reliability model is proposed
and comparative analysis of traditional and proposed method is made.

Duplication of power supplies for each of the network communication nodes
increases their dependability, but at the same time requires additional resources. In
article [7], a compromise solution to the problem was proposed by adopting a common
set of backup energy suppliers for energy supply of network nodes.

Dependability models of multichannel network with redundant architecture of
elements are proposed in [8, 9].

Battery life depends on many factors. It varies widely and depends on the operating
and maintenance conditions of the batteries (Fig. 2) [10].

Fig. 2. The duration of the battery life cycle

Battery capacity is affected by ambient temperature and battery discharge rate. Low
temperatures reduce battery capacity (Fig. 3) [10]. Depth of discharge is the most impor-
tant factor for durattion of life cycle of battery. The battery capacity is depend not only
on the number of charged-discharged cycles. The different discharge depth (DOD) has
a great influence on final capacity that can be maintained (Fig. 4) [10].

The above dependencies indicate that the efficiency and, consequently, the reliability
of the functioning of batteries significantly depends on their maintenance. At the same
time, the time for maintenance operations should be taken into account when analyzing
the availability of batteries for emergency use.

This paper examines the reliability of the emergency energy resources for voice com-
munications of ATC system in real operation environment with standby set of batteries
and finite downtime for their maintenance operations.
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Fig. 3. Discharge characteristics of batteries

Fig. 4. Function of percentage of capacity from DOD and number of cycles

3 Model Formulation and Solution

In the paper the availability of redundant set of batteries with periodic maintenance
is analyzed. The Markov model of system dependability is proposed. On the base of
Kolmogorov-Chapman equations, the stationary probabilities of states for system under
study are defined.

The following symbols and notations have been used in the study:
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λ - Failure Rate of batteries

μ - Repair Rate of batteries

m - Number of controllers in the ATC system

n - Number of redundant batteries

A - Availability of emergency energy resource for controller

AM - Availability of emergency energy resource with influence of
batteries maintenance

λM - Maintenance flow rate for average maintenance intervals TM

μM - The intensity of the flow of work performed during maintenance for the average time of
their execution tM

γ = λ/μ

ω = γ /l

The repairable redundant emergency energy architecture of voice communication
ATC system has N = m + n batteries, where m are main and n are standby batteries
(Fig. 1). Time of failures, repairs andmaintenance operations of batteries has exponential
distributions.

Fig. 5. Markov graph of state transitions

The Markov model can be used to identify the dependability of the system under
study. The transition diagram for states of the studied system is shown in the Fig. 5. The
following notation is used in this diagram:Hi is state of the systemwith i faulty batteries,
but dedicated controller’s workspace is equipped with good battery; HiI is state of the
system with i + 1 faulty batteries, in the dedicated controller’s workspace workable B
is absent; HM – all batteries are without failures and one B at the maintenance.

Using the state transition graph of the Markov model (Fig. 5), the Chapman –
Kolmogorov system of equations can be written in accordance with the general rules
[11].



160 I. Kabashkin and V. Philippov

In this case the availability of energy resource at dedicated controller’s workspace
can be presented by equation

A = 1 − U = 1 −
N−1∑

i=n

hi,I (1)

Let us determine the stationary probabilities hi of states Hi with assistance of model
aggregation method proposed in [12].

In accordance with [12], the original graph (Fig. 5)

H = H ′UH ′′ = {H0,HM ,H1,H2}U
{
Hij,Hj,I : i = 2,N − 1; j = n,N − 1

}

can be represented by two similar graphs R and S.
The graphs at the Fig. 6 and Fig. 7 are formed by states

R = {R0,RM ,R1,R2};

S = {
Sij, SjI : i = 2,N − 1; j = n,N − 1

}

Set of states R and S have similar configuration and parameters as the corresponding
part of the original graph

R ≡ H ′; S ≡ H ′′

Graphs of subsystems R and S are shown at the Fig. 6 and Fig. 7.

Fig. 6. Markov model for subsystem R

In accordance of [12], we can obtain

hi/h2 = ri/r2 : ∀i (2)

hαβ/h2 = sαβ/s2 : ∀α, β (3)

h2 = r2s2/(r2 + s2 − r2s2) (4)

where hi, hαβ, ri, sαβ - stationary probabilities of states Hi,Hαβ,Ri, Sαβ of related
subgraphs.
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Fig. 7. Markov model for subsystem S

According to the general rules for Markov process [11] the system of Chapman-
Kolmogorov equations has the form:

s
′
0(t) = −N (λ + λM )s0(t) + μs1(t) + μM sM (t)

s
′
1 = Nλs0(t) − [(N − 1)λ + μ]s1(t) + 2μs2(t)

s
′
2(t) = (N − 1)λs1(t) − 4μs2(t) + (N − 1)λsM (t)

s
′
M (t) = NλM s0(t) − [(N − 1)λ + μM ]sM (t) + 2μs2(t)

Solution of this system of equation gives us opportunity to define probability s2.
Expression for s2 in the case of highly reliable systems (λ � μ) has form:

s2 = N (N − 1)(λ + λM )γ

a
[
(N − 1)γμ + 2NλM + 2μM

] (5)

where a =
{

1, l = 1,
2, 1 < l < n,

γ = λ/μ

For the subgraph R the expression for probability r2 was determined in [7] and for
ideal switching can be presented by the expression

r−1
2 = 1 + 2

N (N − 1)

l∑

i=3

(
i
N

)
γ i−2

+ 2(N − 2)!ll−2ωN−2

l!

{
N−l−1∑

i=m

1

i!ωi
+ 1

m

[
1

(m − 1)!ωm−1 +
m−2∑

i=0

(m − i))

i!ωi

]}

(6)

The stationary probability h2 of the system at Fig. 5 can be defined by including
formulas (5) and (6) into (4).
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On the base of expressions (2) and (3), the formula for the availability of selected
controller’s workspace (1) takes the form

A = h2

[
1 − s2
s2

+ r−1
2

N−2∑

i=2

ri

]
(7)

where in accordance with [12]

N−1∑

i=0

ri = r2

{
1 + 2

N (N − 1)

l∑

i=3

(
i
N

)
γ i−2

+2(N − 2)!ll−2/l!
⎡

⎣
n∑

i=l+1

ωi−2

(N − i)! +
N−1∑

i=n+1

ωi−2

(N − i − 1)!m

⎤

⎦

⎫
⎬

⎭

Thus, formulas (4)–(6) after substitution them into (7) determine the battery
availability of selected controller’s workspace of the initial system (Fig. 5).

Example
Effect from the loss of time due to maintenance of battery can be evaluated by using the
availability reduction factor

V = 1 − A

1 − AM

whereA– availability of emergency energy resource for controller in themodel excluding
the loss of time due to maintenance of battery [7], AM – the availability in the model
taking into the effect from the loss of time due to maintenance of battery.

As example, the availability reduction factor V is shown at the Fig. 8 for m = 10
controllers at the ATC system as function of maintenance parameter γM = λM /μM for
n redundant batteries with reliability parameter γ = 10−4.

There are two typical maintenance forms: condition-based maintenance with small
value of parameter γM and periodical schedule-based maintenance with large value of
the same parameter.

An analysis of the results of the example shows that for batteries network with first
form of maintenance the availability of controller’s activities weakly dependent on the
parameter γM , but in the second case the influence of battery’s maintenance downtime
has a significant influence on availability of controller’s activities.
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Fig. 8. The dependability degradation factor

4 Conclusions

The reliability of the emergency power supply system for voice communications of ATC
systems is considered, taking into account the common set of backup batteries and their
real downtime for maintenance operations.

Mathematical dependability model of emergency power supply system for voice
communications of ATC system on the base of batteries network is developed.

The availability of ATC controller’s activity in the energy emergency situation for
batteries network with common set of standby batteries and their maintenance is defined.

The analyses of reliability model of ATC controller’s functions for condition-based
maintenance and periodical schedule-based maintenance of batteries of batteries is
carried out.
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Abstract. The openness feature of Twitter allows programs to gener-
ate and control Twitter accounts automatically via the Twitter API.
These accounts, which are known as “bots”, can automatically perform
actions such as tweeting, re-tweeting, following, unfollowing, or direct
messaging other accounts, just like real people. They can also conduct
malicious tasks such as spreading of fake news, spams, malicious soft-
ware and other cyber-crimes. In this paper, we introduce a novel bot
detection approach using deep learning, with the Multi-layer Perceptron
Neural Networks and nine features of a bot account. A web crawler is
developed to automatically collect data from public Twitter accounts
and build the testing and training datasets, with 860 samples of human
and bot accounts. After the initial training is done, the Multi-layer Per-
ceptron Neural Networks achieved an overall accuracy rate of 92%, which
proves the performance of the proposed approach.

Keywords: Bot accounts · Machine learning · Spam bots · Security

1 Introduction

Twitter is currently one of the most used social media networks with over 326
million of monthly active registered users in 2019, where 46% of them are on
the platform daily, together sending over 6,000 tweets every second, which cor-
responds to over 350,000 tweets per minute and 500 million tweets per day [1].
This social network provides a powerful micro-blogging platform where people
can easily share their thoughts, feelings and opinions about a wide variety of
topics in the form of tweets (a message or a post limited to 140 characters) [6,9].
Users can also share tweets created by other persons on their own Twitter feeds,
which will be then visible to their friends and followers [13]. One other important
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feature of Twitter is the use of the hashtag, which is a word or a phrase preceded
by the pound sign (#) [14]. Hashtags help users to arrange and sort their tweets
and discover other Twitter users who are interested in the same subjects [14].
With this feature, Twitter creates an online social structure consisting of clusters
of interconnecting people, with celebrities having huge numbers of followers [11].
The potential capability of this platform in exchanging information in the form
of views, thoughts and opinions, makes it an ideal place for promoting a variety
of relatively harmless tasks [9] such as targeted marketing or spreading fake news
for malicious intent and manipulate the public opinion [10]. These activities are
usually carried out by using fake accounts known as “bots” or “Sybils”.

A bot is an automated user account controlled by a computer program that
has been coded to interact with Twitters’ API to perform automated tasks such
as tweeting, following, unfollowing, or direct messaging other accounts. More
sophisticated bots can even interact with human users, just like real people [6].
A recent study by the University of Southern California and Indiana University
[12], found that up to 17% of Twitter active accounts are in fact bots rather than
human users, which correspond to nearly 48 million accounts. Another study by
Gartner [5] estimates that by 2020, 85% of customer requests will be handled by
bots, while Inbenta estimates 1.8 billion unique customer chatbot users by 2021
[5]. Although some bot accounts such as Earthquake Bot are beneficial to the
community, many are malicious. A study by Jordan Wright et al. [18] confirmed
that generated bot accounts are mainly used to spread spam and malware as
well as influencing online discussion and sentiment. For example, bots have been
used to redirect users to particular phishing websites [5], sway political elections,
manipulate the stock market and create fake followers to make some people
appear more popular than they are. In this paper, we aim to address this issue
by introducing a novel approach that uses Deep Learning to detect bot accounts.
The proposed approach relies on the Multi-layer Perceptron Neural Network and
a set of nine features that include account, tweets and graph-related features.
The Neural Network is trained on a dataset that consists of 760 normal and bot
twitter accounts. Similarly, it was tested on a dataset of 100 twitter accounts
either bot and normal. The initial experiments show promising results with 92%
accuracy.

The remainder of this paper is structured as follows. Section 2 gives an
overview of existing Twitter bots detection techniques, their advantages and
drawbacks. In Section 3, we present the methodology of the proposed method.
Section 4 presents the results of the experiments. Finally, Sect. 5 concludes the
paper and presents future work.

2 Related Work

The detection of bot accounts within Twitter has been an area of research that
has gained more interest over the past few years and several approaches have
been proposed to detect bots on Twitter. A recent review by Emilio Ferrara [6]
classified those methods in three main categories; (a) methods based on social
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networks graphs, (b) systems based on crowd-sourcing and human computation,
and (c) machine learning algorithms based on features of bots. In this section,
we focus on the last category because our work falls in this category.

Machine learning-based approaches focus on the behavioural patterns of bot
accounts that can be encoded in features and adopted with machine learning
techniques to distinguish a bot account from a human one. For instance, Lin and
Huang [9] proposed a method to detect bots in Twitter based on two Twitter
account-related features; URL rate and interaction rate. The URL rate designs
the number of tweets with URL in the total number of tweets, while interaction
rate defines the ratio of the number of tweets interacting over the total number
of tweets. The proposed approach was evaluated on a dataset that was collected
from 26,758 public accounts with 508,403 tweets. Authors reported a precision
rate between 82.9% and 88.5%, with the classification algorithm J48. In [15],
Song et al. built a graph model to represent Twitter users and their relation-
ships, where users and tweets represent the nodes of the graph and relationships
represent the links between nodes. Then, distance and connectivity features are
extracted from the graph and used to detect bot accounts. The distance defines
the length of the shortest path between the tweet’s sender and mentions, while
the connectivity feature defines the strength of the connection between users.
Authors claim that unlike account features, relation or graph-based features are
difficult for spammers to manipulate and can be collected immediately. This
approach achieved nearly 92% true positive with Bagging, LibSVM, FT, J48
and BayesNet classifiers.

In more recent work [17], Alex Hai Wang used three graph-based features
and three tweets-based features to facilitate spambots detection. The graph-
based features (i.e. the number of friends, the number of followers and fol-
lower ratio) are extracted from the user social graph, while the tweets-based
features (i.e. the number of duplicate tweets, the number of HTTP links, and
the number of replies/mentions) are extracted from user’s most recent 20 tweets.
The dataset used to evaluate this approach contains 25,847 users, around 500K
tweets, and around 49M follower/friend that are collected from publicly available
data on Twitter. Different classification methods are used to identify spam bots
including Decision Tree (DT), Neural Network (NN), Support Vector Machines
(SVM), Naive Bayesian (NB) and k-Nearest Neighbours (kNN). The NB classi-
fier achieved the best results with 91% accuracy, 91% recall and 91% F-measure.
In the same context [13], Lacopo Pozzana et al. studied the behavioural dynam-
ics that bots exhibit for one activity session via four tweet features; mentions
per tweet, the text tweet length, fraction of retweets and fraction of replies. This
study found behavioural differences between human users and bot account, which
can be exploited to improve bot detection techniques. For example, over the
course of their online activity, humans are constantly exposed to posts and mes-
sages by other users, so their probability to engage in social interaction increases.
Authors used five machine-learning algorithms (DT, Extra Trees (ET), Random
Forests (RF), Adaptive Boosting (AB), kNN) with the features considered above
to identify either a bot or a human produces the tweets. The dataset used in the
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experiments consists of more than 16M tweets posted by 2M different users. ET
and RF achieved the best cross-validated average performance (86%), followed
by DT and AB (83%) and kNN (81%).

In [4], Zi Chu et al. used features extracted from the tweeting behaviour,
tweet content and account proprieties to classify Twitter users into three cat-
egories: human, bot and cyborg. Authors assumed that bots behaviour is less
complex than that of humans. For that, they used an entropy rate to measure
the complexity of a process, where low rates indicate a regular process; medium
rates indicate a complex process, whereas high rates indicate a random pro-
cess. The content of the tweet is used to build text patterns of known spam
on twitter. Some other account-related features are also used in the classifica-
tion such as external URLs ratio, link safety, account registration date, etc. The
RF machine-learning algorithm is used to analyse these features and decide if a
twitter account is a human, bot or cyborg. The effectiveness of the classifier is
evaluated through a dataset of 500,000 different Twitter users. This approach
archived an average overall true positive rate of 96.0%.

3 Proposed Approach

3.1 Approach Overview

The goal of the proposed approach is to classify a given Twitter account as a Bot
or not, therefore, the bot accounts detection is considered as a binary classifica-
tion problem with bot Twitter accounts belong to the positive class (“Bot”) and
normal accounts belong to the negative class (“Human”). As illustrated in Fig. 1,
the bots detection system consists of several modules: the data crawling module,
the graph database, the pre-processing module and the machine-learning module.
The crawling module collects Data from the Twitter Platform and stores them in
a Neo4j database. The pre-processing module uses the data stored in the Neo4j
database to create the training and testing dataset and the machine-learning
module uses a NN classification algorithm to detect bot Twitter accounts.

3.2 Data Collection and Processing

There is no accepted worldwide dataset that can be used in the experiments, there-
fore, a web crawler called “PyTrawler” is developed to collect detailed user infor-
mation from public accounts. PyTrawler is a Python application that uses two
Python libraries, “Tweepy” to communicate with the Twitter API’s and “Py2neo”
to communicate with a Neo4j database and store the collected data. PyTrawler was
built to handle the issue of the limited speed of data harvesting because an appli-
cation can only make a limited number of requests to Twitter’s API in a certain
time window. As stated in the Twitter Developer Policy1, a host is permitted 150
requests per hour. It also handles the issue of losing the internet connectivity, which
gives PyTrawler the ability to continue crawling for long period of time without
1 https://developer.twitter.com/fr/developer-terms/agreement-and-policy.

https://developer.twitter.com/fr/developer-terms/agreement-and-policy
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Fig. 1. Overview of the proposed approach

the need to resetting it. For each user visited, PyTrawler collected useful informa-
tion about his profile, follower, friend list and posted tweets. The collected data
is stored in a graph database using Neo4j technology [7]. This NoSQL database
provides a browser GUI to visualise the data. The data collected and stored in the
Neo4j database are formatted and normalised, then stored in a CSV file. Figure 2
illustrates the activity diagram of PyTrawler.

Fig. 2. Activity diagram of PyTrawler

A java application was developed to read raw data from the Neo4j and save
the formatted data in the CSV file. The Apache Spark was used to speed up
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the data formatting process, where a Spark job was created to normalise all the
data by using the following normalisation Eq. (1), which would scale each value
relative to the data in the range [0, 1] for each column.

v(x) = log2 ×
(
x−min

x + min
+ 1

)
(1)

For, the training process a supervised learning approach was chosen; this
involves giving the neural network a training dataset that has already been
classified and labelled either ‘Human’ or ‘Bot’. Therefore, a training and testing
datasets were created, from the CSV file, to be used by the neural network.
The approach used to identify bots accounts was to look at the accounts that
had high TFF Ratio (Twitter Follower-Friend Ratio), then manually evaluate
the account within Twitter. This is a time-consuming process but meant that
the data used to train the neural network contained genuine bot accounts. The
training dataset contains 760 samples labelled either ‘Human’ or ‘bot’, while the
testing dataset is composed of 100 samples (humans and bots accounts).

3.3 Features Selection

Most approaches in the literature use a large number of features. However, recent
studies show that similar high performance can be achieved by using a minimal
number of features [2,8]. Thus, in our method we propose a set of nine fea-
ture that are inspired from the previous work [3,4,16]. The features values are
gathered from the information in the NoSQL database, by examining username,
account metadata, followers and friends count, description of the account, num-
ber of tweets, and content of the tweets. The explanation of the selected features
is given in Table 1.

4 Experimental Results

In this section, we evaluate the efficiency of our classification system based on the
datasets that have been previously collected. The metrics used in the evaluation
are accuracy, precision, recall and F-score. The accuracy refers to the ratio of all
correct predictions to the total number of input samples and it is computed by
the following equation.

Accuracy =
TruePositives + FalseNegatives

TotalNumberofSamples
(2)

Where, TruePositives is the number of samples that are correctly classified
as bot accounts, TrueNegatives is the number of samples that are correctly
classified as human accounts and TotalNumberofSamples is the number of all
samples (Bot and Human accounts). FalsePositives refers to the number of
samples incorrectly classified as bot accounts and FalseNegatives notes to the
number of samples incorrectly classified as humans. Precision corresponds to the
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Table 1. Features explanation

Feature Explanation

Default profile This feature has a binary value, where true, indicates that
the user has not altered the theme or background of their
user profile

Statuses count This feature presents the number of tweets and retweets
issued by the user

Followers count This feature presents the number of followers this account
currently has

Listed count This feature presents the number of Twitter lists on which
this Twitter account appears

Friends count This feature presents the number of users this account is
following. Generally, Bot accounts have too many
followings compared to human accounts

URLs ratio This feature represents the frequency of included external
URLs in the posted tweets by a user account. Study in [4]
found that the ratio of a bot is 97%, while that of human
is much lower at 29%

Verified account This feature has a binary value, whether a user account is
verified by twitter or not. It is used to establish
authenticity of identities of key individuals and brands on
Twitter. A true value indicates a verified account

Protected account This feature has a binary value, which indicates if the user
is protecting their tweets, and they are invisible to
everyone other than its selected followers, or not. Bots are
mostly unprotected accounts

Hashtags ratio This feature represents the number of hashtags that a user
account has used by the number of tweets. One tweet can
include more than one hashtag

proportion of bot accounts that are correctly considered as bots, with respect
to all correct prediction results (Bot and Human accounts) (Eq. 3), while recall
is the proportion of bot accounts that are correctly considered as bots, with
respect to all actual bot samples (Eq. 4). F-score is a weighted average between
precision and recall (Eq. 5).

Precision =
TruePositives

TruePositives + FalsePositives
(3)

Recall =
TruePositives

TruePositives + FalseNegatives
(4)

F − score = 2 ×
(
Precision×Recall

Precision + Recall

)
(5)
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4.1 Experiment Setup

The simulation experiments were performed on a virtual machine that is running
Ubuntu 18.0.4 on Intel Core i7 CPU, 3.80 GHz, with 6 GB memory. The config-
uration of the Multi-Layer Perceptron (MLP) neural network is built with the
DL4J (Deep Learning for Java) library. DL4J is an open-source deep-learning
library written in java and includes implementations of a large number of deep
learning algorithms. The layers of the MLP neural network were constructed
with the ‘NeuralNetConfiguration.Builder’ method from DL4J. In addition, the
Apache Maven tool is used to keep the list of all required dependencies for the
NN in a ‘pom.xml’ file, which can then be altered to import or change depen-
dencies as needed. This meant that the setup of the project on different devices
was quick and easy, which sped up the development process. Finally, a java class
was developed to help the NN read the data from the CSV file produced in the
pre-processing step. After the neural network was configured, it was trained with
760 samples of Twitter accounts that have already been classified and labelled
either Bots or Humans. Other 100 samples are used for testing the neural net-
work. The testing set represents the unknown Twitter accounts that we want to
classify as Bots or Humans.

4.2 Test Results

Using the training and testing datasets that had been previously created, several
tests were carried out to evaluate the success of the detection method and deter-
mine the accuracy of the MLP neural network. In this context, several tests were
performed on the initial training of the network to find a suitable learning rate
for the MLP neural network. The value of this parameter has a high influence
on the training process and accuracy of the neural network, large values may
result in an unstable training process, whereas small values may lead to a long
training process that could get stuck.

The results of these tests are illustrated in Fig. 3. From the obtained results,
it was found that the optimum configuration was a learning rate of 0.02.

From the tests results, it was found that changing the number of hidden nodes
or layers did not seem to influence the accuracy of the networks predictions, so it
was fixed at 25 layers. Thus, the optimum configuration used in the experiments
was a learning rate of 0.02, with 200 passes and 25 hidden layers. Knowing that due
to the hardware limitations on the computing power the testing was restricted to
200 passes. After the optimum initial configuration was found, the neural network
was reloaded and retrained on the created training dataset. Once retrained, it was
assessed against the testing dataset. The MLP neural network achieved an overall
accuracy rate of 92%, which is a high rate and meets the required accuracy rate in
practical use. The precision is also high with a rate of 92.59%, which shows strong
overall confidence in the pattern recognition process. The recall ratewas lower than
the precision rate (50%), knowing that in our work, precision is more important
than recall because getting False Negatives (FN), when a bot account is consid-
ered as user account, cost more than False Positives (FP), when a user account is
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Fig. 3. Learning rate results on the accuracy

considered as bot because a bot account could be a spam bot that was created to
conduct malicious activities [3]. In this context, a study conducted by Z. Chu, et
al. [3] on a large Twitter dataset found that most bots include malicious URLs in
tweets and that the average number of URLs in tweets sent by bots is three times
higher than the number in tweets from real people accounts. The overall results of
the initial test are presented in Table 2.

Table 2. Overall results of the initial test

Accuracy (A) Precision (P) Recall (R) F-score (F1)

92.00% 92.59% 50.00% 64.94%

5 Conclusion

In this paper, we proposed a novel approach that utilises machine learning to
solve the problem of bot accounts within Twitter. The proposed approach con-
sists of a collection of different modules that provide functionalities to accu-
rately and precisely detect bots within Twitter. The machine-learning module
has proved that it is possible, through the analysis of account data, to detect bot
accounts within Twitter by only looking at a small number of account features.
Despite the neural network not being 100% accurate, it was able to learn and
improve itself with minor supervision.
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In the future, we plan to improve this work by the use of more samples to
properly train and test the neural network, which will with no doubt enhance
the predictive accuracy of the classifier. Furthermore, we intend to implement
multiple neural networks that looked at different aspects of the data that were
collected from Twitter and compare the results from the applied deep learning
algorithms.
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Abstract. A significant increase in the network of roads, achieved in recent years,
highlights the issues of proper repair and maintenance. Ensuring the safety of
roads, improving their technical level along with the construction of new roads
becomes the main task of road organizations. The solution of this problem is the
ultimate goal of the road maintenance service activity and should be based on
intensification of production and increasing its efficiency and quality. Among the
measures aimed at improving production, a special place is occupied by the issues
of timely performance of works on current repair and maintenance of highways.
In these conditions, it is timely to plan the maintenance and maintenance of roads
on the basis of scientifically grounded recommendations.

Due to the development of mobile applications, mobile networks, new tech-
nologies (include 5G) and communications, the timely identification of prob-
lem areas, can be solved through the development of specialized services. The
article presents a new approach for improving the standardization management
method using mobile applications. The analysis of the impact of mobile applica-
tions on standardization and the definition of the mechanism of such interaction
is demonstrated.

Keywords: Standardization · Quality ·Web-based services ·Mobile services ·
5G

1 Introduction

Standardization is a kind of activity aimed at establishing an optimal solution through
the use of appropriate methods. The methods of standardization include:

Regulation – how the management of diversity is primarily connected with the reduction
of diversity;
systematization – consists in scientifically substantiated, consistent classification and
ranking of the aggregate of specific objects of standardization;
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selection – the activity consisting in the selection of such specific objects that are
considered expedient for further production and use;
simplification – the activity consisting in definition of such concrete objects which are
recognized as inexpedient for the further manufacture and application;
typification – the activities to create typical (model) objects - structures, technological
rules, forms of documentation. Unlike selection, the selected specific objects are subject
to any technical changes aimed at improving their quality and universality;
optimization - finding the optimal parameters (assignment parameters), as well as the
values of all other quality and economy indicators;
parametric standardization - the choice and justification of an appropriate nomenclature
and the numerical value of the parameters. This problem is solved with the help of
mathematical methods;
unification - the activity to rationally reduce the number of types of parts, units of the
same functional purpose is called product unification. It is based on classification and
ranking, selection and simplification, typing and optimization of elements of finished
products;
aggregation – the method of creating machines, instruments and equipment from indi-
vidual standard unified nodes, repeatedly used to create various products on the basis of
geometric and functional interchangeability;
complex standardization – the establishment and application of interrelated requirements
for the quality of finished products required for their production of raw materials, com-
ponents and components, as well as the conditions of conservation and consumption
(operation);
advanced standardization – is the establishment of higher standards and requirements
for standardization objects, which are already achieved in practice, which are predicted
to be optimal in the subsequent time [1, 3–7].

Today, thanks to technical progress, the modern world does not appear without the
use of mobile communications (telephones, navigators, tablets), standardization must
pass from passive form (when standards are on the shelf) into an active form. Mobile
applications and services can successfully serve the development of active forms of
standardization. Service described in this work allows you to get visual and current
information about the state of roads [2, 8, 9]. The development and application of such
services (which will allow standardization to pass from the passive to the active phase)
at the level of the authorities of the city, region, country or union of states will help to
plan the maintenance work properly.

2 Norms and Standards as an Information and Analytical Product

The modern standardization has several problems. The main reason is the orientation
solely on the object or its application.At the same time, the possibility of compliancewith
established requirements or norms is not taken into account the established standards
and norms [10–13]. The basis for improving the standardization of standard-setting
procedures is the problem-oriented approach, which has proved itself in practice.

Norms and standards should be referred to information and analytical products. In
this sense, they are a technical product. Based on this provision, we can assume that
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the methods of product development can also be used to develop information-analytical
products, i.e. norms and standards [14–16]. With this method, the modularity of the
content of standards, norms and requirements is achieved. Thanks to this, it is possible
to develop compliance technologies in automated systems.

Separation of the process of norm development into phases or working steps. It
is advisable to distinguish several different concretizing stages in the general search
process of the solution. So, at first the basic interrelationships are singled out and only
details and details are specified in the project being implemented [17, 18].

Based on the division of the design process into the development of appropriate
elements and nodes, it is possible to apply the phases of such a process to the development
of standards and norms. Methodological development of norms and standards is divided
into the following phases:

• the phase of formulation of the task;
• the phase of concept creation;
• the design phase;
• the development phase;
• the testing/testing phase;
• The final phase.

The phase of the formulation of the problem.
To formulate a task, it is necessary:

• to receive a proposal for rationing;
• analyze the proposal;
• determine the functions (goals) of the valuation;
• Conduct a check on technical, economic and organizational standardization;
• approve the functions of rationing;
• Develop a sketch of the norm;
• identify professional, economic and technical requirements;
• approve the list of requirements;
• Transfer to the concept development.

Verification of technical, economic and organizational standards [19–21].
Determining the possibility of standardization is one of the most difficult tasks.

Errors in this definition (either too early or late standardization) can adversely affect
technical development and damage the economy [22–24]. Therefore, it is necessary to
develop a methodology with unique attributes for assessing the need for standardization.
Because standard or norm is a technical product, it must be evaluated according to tech-
nical and economic criteria [25]. Therefore, it is expedient to distinguish in the concept
of “normability” technical, economic and organizational factors. Their relationship is
shown in Fig. 1.

For standardization, which covers almost all special areas, it makes no sense to
formulate general and therefore complex and voluminous criteria for estimating the
normability. For this purpose, a general methodology with a number of significant fea-
tures should be developed. Based on these characteristics, evaluation criteria can then
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Fig. 1. Interrelation of factors of normability

be developed in accordance with the field of application. Thanks to this, they will be
clear and understandable.

Technical Normability
The system is technically standardized if it has reached a certain technical level.

In doubtful cases it is necessary to take into account the opinion of specialists. The
exception is the innovative industries, where the systems should be checked by market
observations or studies of norms in order to understand whether rationing is necessary
for subsequent technical development or not [26–28].

The normalization functions serve as the basis for the assessment.
Accounting for these functions is important, as well as the correct distribution of

information on these functions, because the quality of standards depends on this.
Therefore, the rationing functions should first be checked with respect to the

correctness of the content before searching for information.
With the help of the collected and evaluated information, it is possible to estimate

the expected functions of the norm, i.e. Is it technically normal (state of the art) or
conditionally normalized (the state of science and technology)?

In the new technology sectors, a detailed analysis is needed to establish the basis
for rationing. If, for example, it is a question of stimulating development or applica-
tion, which is extremely necessary for technology, standardization should be used as an
incentive tool, it the system from the technical point of view should be standardized.

There is often a lack of reliable information, because enterprises, wishing tomaintain
their technical advantage, are reluctant to provide such information. In this case, the
special efforts of the standards developers are required.An example is the standardization
of machine control interfaces; these systems are prone to frequent technical changes.

Economic Normability.
Economic normability takes place if, as a result of standardization, a reduction in the
cost of money is achieved.

Undeniable is the fact that standardization, among other things, is an instrument of
rationalization. It is also undeniable that in some cases it is difficult to prove the cost
reduction due to standardization. First of all, when it comes to the monetary expression
of this reduction [29–31]. Nevertheless, it is possible to calculate the economy of the
system using general and special calculation methods developed for standardization.
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Organizational Normability.
On the organizational normability is the case when, as a result of checking its content for
compliance with the main regulations, there are no significant contradictions [32, 33].

Integrated normability estimate.
After considering the technical, economic and organizational standardization, a general
assessment should be made. Integral normability is valid if the goal-setting common
elements are found in its separate types.

The system for estimating the normability using check digits is difficult because of
such phenomena as copyright protection, contracts, etc. An example is the rationing of
materials, because they are often protected by patents. In the general assessment, special
attention should be paid to the economy.

3 An Example of the Method of Standardization Based
on Compliance with the Standards Through the Use of Mobile
Applications

A significant increase in the network of roads, achieved in recent years, highlights the
issues of quality of their repair and maintenance. Ensuring the safety of highways, rais-
ing their technical level along with the construction of new roads becomes the main goal
of standardizing road works. The solution of this problem is the ultimate goal of the
road maintenance service activity and should be based on intensification of production
and increasing its efficiency and quality. Among the measures aimed at improving pro-
duction, a special place is occupied by the issues of timely performance of works on
current repair and maintenance of highways. In these conditions, it is timely to plan the
maintenance and maintenance of roads on the basis of scientifically grounded recom-
mendations. To establish the standards of this process, it is necessary to use a method
aimed at ensuring the timely detection of deviations in the established standards for the
quality of the road surface.

Thus, it is necessary to adapt the established norm for the timely detection of road
pavement damage areas affecting road safety on public roads at the stage of their opera-
tion and planning maintenance repairs. Such adaptation, in particular, will allow to solve
the issue of reducing the impact of road services and the human factor.

Taking into account the current development of technologies and the increased num-
ber of functionalities of mobile phones, the service described in this work allows obtain-
ing clear and up-to-date information about violations of the standards requirements. Then
the standard procedure for determining the smoothness of the roadway can be replaced
(supplemented) and implemented through software developed for mobile devices. This
will simplify the issue of budget planning for repair work.

The roadway contains a large number of irregularities, some of them can eventu-
ally damage the running gear of the car. To such unevennesses it is possible to carry
pits, “lying policemen” and ledges on the tram rails crossing the roadway. When the
car hits a strong unevenness, a blow occurs, which is partly compensated by the car’s
suspension and tires. This blow can be fixed with. The device, allowing to measure
acceleration - an accelerometer. Almost all modern mobile phones are equipped with
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an accelerometer that allows you to measure the acceleration of the 3-axis. The data
from the phone’s accelerometer can be collected with sufficient frequency to record the
acceleration readings when the pit passes the car at high speed. Since the task of the
project is to determine the smoothness of the roadway and its mapping, it is necessary
to obtain the coordinates of the site from which the accelerometer data was collected.
The coordinates are obtained from the geo-position sensor (GPS/GLONASS).

Initially, it was unclear exactly how the data from the accelerometer will look when
the car passes through irregularities. Therefore, several test trips were made to get a
better idea of the problem being solved. Data were collected from different types of road
sections: with and without road surface irregularities. The acceleration graph on a flat
section of the road can be seen in Fig. 2, and the acceleration graph with pits is shown
in Fig. 3.

Fig. 2. Acceleration graph on a flat road segment

With a maximum purity of polling the phone’s accelerometer for 1 s, about 3000
measurements are taken. Data from the geo-position sensor cannot be received at the
same speed, because there will be too much error in them, so the data is obtained at the
speed with which the Android platform can provide the most accurate coordinates. All
measurements are decomposed into ameasurement package.A packagewith dimensions
is created each time the data from the geophone sensor changes. This approach allowed
to create fewer packages for analysis when the car is at a traffic light or in a traffic jam.

When analyzing packages, it became clear that the data from the accelerometer is
very noisy, because the accelerometer used in mobile phones is not a very accurate
device, and also because of the small irregularities of the roadway itself. Such data is
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Fig. 3. Graph of the acceleration of the site with pits

Fig. 4. Data after filtration on a flat section of the road, along the vertical axis, the acceleration in
the package, along the horizontal axis, the circumference is marked by a measurement package

very difficult to interpret and a standard deviation method was used to obtain the data
metric:

σ =
√
√
√
√

1

n

n
∑

i=1

(xi − x̄)2,

where x̄ - is the standard deviation, xi is the acceleration value in each packet, n is the
number ofmeasurements in the packet. The obtained value of σ is written as the deviation
for this packet. The result of applying the algorithm to reduce the data and apply the
root-mean-square deviation method on an even section of the road and on a road with
pits is shown in Fig. 4 and Fig. 5.
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Fig. 5. Data after filtration in a section of the road with pits, along the vertical axis, the accel-
eration in the package, along the horizontal axis, the circumference is marked by a package of
measurements

4 Classification of Uneven Roadway

To classify the data obtained, the machine learning approach was used.
Machine learning is a section of computer science that studies the construction of

algorithms capable of learning. Most of the algorithms can be divided into two types:

1. Learning with the teacher, best suited to the tasks of classifying data, where classes
are known in advance.

2. Learning without a teacher, algorithms that are suitable for clustering data where it
is not known which classes will be, and their number.

Most of the classification tasks use the training approach with the teacher. Teaching
with the teacher means that for each data instance, an answer will be provided (class, in
the case of classification tasks). For the task of marking the data, a mobile data collection
application was supplemented with a functional capability to mark the time for the car
to pass through the unevenness. Functionality includes an additional device, with one
button (mobile headset). When the button is clicked, the time is fixed and sent to the
server.

A tripwithmarkedmarkers is visualized in Fig. 6. The applied approach has a serious
drawback - the marks marked while driving, have an error regarding the collected data,
are pressed several times or simply missed. To eliminate this drawback, an additional
module was written, which allows you to mark the data more accurately, relying on the
tags collected during the collection of data on the car. When you click on each column,
the data representing it is marked as a pit. Manually marked data are presented in Fig. 7.
The use of two approaches in marking uneven road sections on data from trips made it
possible to form a quality training sample for the subsequent learning of the machine
learning algorithm.
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Fig. 6. Labeled data while driving, the label is marked with a circle

Fig. 7. Data after re-marking, gray bars indicate the columns on the flat part of the road, black
marked columns with pits, circle data that was marked while driving

In order to not self-encode the algorithm of machine learning and efficiency anal-
ysis methods, Weka software was used. Weka (Waikato Environment for Knowledge
Analysis) - free software aimed at analyzing and initial processing of data and their
visualization. Also, “Weka” allows you to calculate how well the trained algorithm uses
sliding sampling. Sliding sampling is a method in which data is divided into several
samples, one part of the samples serves to classify the classifier, the other part to verify
the correctness of the trained classifier (Figs. 8 and 9).

As classifiers, two algorithms were used:
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Fig. 8. The result of the efficiency of the naive Bayesian classifier on a sliding sample in the
special software “Weka”

Fig. 9. The effect of the K nearest neighbors method on a sliding sample in the special software
“Weka”
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1. Naive Bayesian classifier is a classifier based on the Bayes theorem. He makes an
assumption about the object class based on the data distribution. Very often the naive
Bayesian classifier shows very good results on the data.

2. The K nearest neighbors method is a classifier that classifies objects depending on
the proximity of objects whose classes are known in advance.

Both algorithms showed themselves very well with a sliding test, the accuracy of
correctly classified objects is about 96% in both algorithms. With equal accuracy of
algorithms, I preferred a naive Bayesian classifier, because it is much faster - the method
K of nearest neighbors calculates the distance from one object to another a large number
of times (depends on the value of K), and on a large amount of data can show very poor
performance. The class value is probably belonging to the class and takes a value from 0
to 1, the closer the value to 1, the greater the probability that the object is an unevenness.

After the data were classified, it was necessary to make their overlay on the city
road map. To overlay a map, each street is divided into sections with a length of about
10 m. For correct partitioning, you need information about the geometry of the road.
Unfortunately, such services as “Yandex Maps” and “Google Maps” do not provide
open access to data on the geometry of the road. But they provide the service “Open
Street Maps”. Cartographic data in the service “Open Street Maps” is created by users
of the service and the accuracy of data in cities is almost equal to commercial mapping
services.

Broken sites should store information about all measurements received from mobile
devices. The readings of the geology sensor have an error, and you cannot simply link
the raw geological data to the broken sections on the road. To link the real coordinates
to the road, the “GraphHopper” software and its “map-matching” module were used.
“GraphHopper” is intended for building routes for ground movement (bicycle, motor-
cycle, car) in the “Open Street Maps” environment. The binding is carried out, taking
into account all the data about the trip. After the coordinates are added, the classified
value is added to the road section. The plot can store 10 dimensions, when the new
measurement is received, the oldest dimension is deleted, and a new one is added. After
that, the arithmetic mean of the plot is calculated. The chosen algorithm for averaging
the value on the road segment allows to reduce the influence of false data, and allows to
update the condition of the roadbed when new measurements are received.

5 The Process of Data Collection and Description of Entities

The process of collecting data begins with the receipt of the “create a trip” event, it
occurs when the “start measurements” button is pressed. The event initiates a request
to the server to obtain a unique trip ID, which is stored in the application memory
throughout the trip. After the successful receipt of the identifier, the subscribers are
registered to receive data from the sensors. If the registration process is successful,
then the measurement starts. When the data is received, the “Measure collected” event
is generated. This event receives a dimension handler that wraps the measurements in
packets. Each package is collected within the time specified in the application settings,
after that it is sent to the server. The data collection algorithm is shown in Fig. 10.
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Fig. 10. Data Collection Algorithm

To present information about trips and measurements, the following entities were
created:

1. The trip, stores information about the measurements, the processed measurements,
the unique identifier of the device from which the collection was made.

2. Measurement, stores in itself information about the geo position, vehicle speed, data
from the acceleration sensor, the measurement time.

3. The processed measurement stores the same information as the measurement, only
passed through the measurement filter by the data processing module.

The relationship diagram of the entities is shown in Fig. 11.
To provide information on road roughness on the geographical map required the

creation of an entity that would store information about the classification of the road. To
solve this problem, we have developed the following entities:

1. Part of the road, stores ID information of the road from the service of Open Street
Maps, information about classified metric plot, the coordinates of the location of the
beginning and end of the segment.
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Fig. 11. Diagram of the entity relationships of the trip

2. Classifiedmetric of the site, stores information on the classification andmeasurement
dates.

Diagram of entity relationships related to the road segments presented in Fig. 12.

Fig. 12. Diagram of the relationship of the road section entities

The Used Technologies
The main programming language of the client application was JavaScript. JavaScript
is a dynamically typed, interpreted programming language with a flexible development
paradigm. It is executed on the browser side.

AngularJS is a client framework written in the JavaScript language that allows you
to simplify writing a client application that is executed on the side of a web browser.

BowerJS is the package manager for the client part. It is called to simplify the receipt
of dependencies and to manage their versioning.

Server Architecture
The server part consists of the following modules:

1. Web service for mobile application. Responsible for receiving requests from the
mobile application and their subsequent processing. Web service methods are
presented in Table 1.
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Table 1. Web service methods for mobile application

The path HTTP method Description

/rest/trip POST Creates a new trip and returns its id

/rest/trip/{trip ID}/measures PUT Adds new dimensions to an existing trip

2. Module of interaction with the database. Provides a high abstraction at the level of
business logic for performing such operations as saving, updating and deletion.

3. Data processing module. Performs processing of stored data and subsequent
conversion of data for display on the map.

4. Web service for the client application. Handles requests from the client application.
Web service methods are presented in Table 2.

Table 2. Methods of the web service of the client application

The path HTTP method Description

/web/map/ GET Gets information about road sections

The relationship between the modules is shown in Fig. 13.

Fig. 13. Dependency diagram of the server application modules

Client Application
The client part is a web application that receives data from the server part via the HTTP
protocol. The user on the client application can get information about the roughness of
the roadway in the form of a map, with an additional layer that displays the state of the
roadway with color markings (red color – pits, yellow for uneven coverage, green for
flat sections of roads).

Graphical Interface
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The graphical interface is a standard cartographic interface through which you can
navigate, zoom. The screen form is shown in Fig. 14.

Fig. 14. Graphical user interface of the client application (Color figure online)

The loosely coupled structure of the developed modules allows you to quickly
respond to new requirements and easy interpretation with other systems.

6 Conclusions

Changes that occur due to the development of new technology and technology are asso-
ciated with an increase in the role of automation. This leads to the need to revise the
issues of standardization in all areas of activity. The revision of the standards is nec-
essary in order that the norms and requirements can be performed automatically, and
not waste time exploring them, building a system for monitoring the implementation of
these norms and requirements, etc. Thus, standardization should be implemented at the
expense of active forms, for example, special mobile applications. For example, meth-
ods for measuring damage to road surfaces that affect road safety are labor-intensive
and labor-intensive. They require planning work; it is always the departure of special
teams for which the desired good weather conditions. As a result, the city authorities
for taxpayer’s money contain a large number of special brigades, which still do not have
time to analyze timely the road surfaces. We propose such a passive method of moni-
toring norms and requirements to replace the active method by using a special mobile
application. To solve the problem of ensuring the appropriate quality of the road surface
at the state level, it is necessary to install this mobile application for urban vehicles and
road patrol vehicles.
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Abstract. The current trends of the healthcare industry are value-based and per-
sonalized medicine. The requirements of compliance with the principles of value-
based and personalized medicine have to be met in the architecture model of
a healthcare organization – from business services to IT systems and the tech-
nology architecture. The personalized data collection is a sufficient enabler of a
value-based and customer-oriented services. This paper is aimed at identifying the
devices that could be used to collect and analyze personalized data, and thereby
would enable the principles of value-based and personalized medicine; determin-
ing the place of such devices within the enterprise architecture; describing the
existing and the target model of the technology architecture of a healthcare orga-
nization and its services; designing the architecture model of a healthcare organi-
zation that would include such devices. The research is grounded on the enterprise
architecture approach which allows to describe different interdependent elements
of the enterprise management system in one comprehensive model.

Keywords: Technology architecture · Personalized data collection · Healthcare
device · Healthcare organization · Health 4.0

1 Introduction

Successful technological development and innovations in various industries have a sig-
nificant impact on the activities of different types of enterprises, changing the very nature
of their activities. The concept “Industry 4.0” connects digital and physical objects, creat-
ing an entirely new domain of scientific and practical activity that significantly influences
the economy of different markets, changing the basic processes of enterprises and the
life cycles of products, as well as triggering new business models and system of require-
ments to competencies of experts [1]. Initially, the term “Industry4.0” was coined as
part of the production development process and the “Smart Factory” concept [2]. The
scope of this term has changed over time, and concepts such as a “Smart City”, “Smart
Logistics”, “Smart Home”, “Smart Transport” and some others have appeared [3]. All
these terms are the result of developing and implementing a sensor system that makes
physical objects part of the information space of an enterprise. It also involves creating
an integrated ecosystem of companies that can interact within a single space and share
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the necessary data in real time, creating a maximum value for the end user, as well
as making the process of delivering this value more manageable and transparent. The
healthcare sector is no exception: due to the trends in the medical industry and modern
digital technologies, a new type of healthcare organization appears – a “Smart Hospital»
[4].

The main ideological concepts that influence the modern healthcare system are:
value-based medicine, personalized medicine, the concept “Health 4.0” [5]. In general,
the essence of the new stage in healthcare can be expressed as follows: due to the
technological capabilities for data processing personalized collection and analysis of
patient data becomes possible, which reflects the industry trend for patient-oriented and
value-oriented approaches.

The requirements for compliance with the principles of value-based and personal-
ized medicine have to be met in the architecture model of a healthcare organization.
Health 4.0 technologies sets requirements for the structure of IT support and the techno-
logical infrastructure that ensures the implementation of processes. Thus, a methodol-
ogy is needed to design IT and technological architectures of a healthcare organization
and apply the principles of value-based and personalized medicine using devices and
technologies that collect, process, analyze and store personalized data [6].

According to the concept Health 4.0, modern digital technologies (Big Data man-
agement, the Internet of Things, blockchain, telemedicine, predictive analytics, etc.) are
used to improve the economic and medical efficiency as well as accessibility of medical
care. Modern healthcare organizations in Russia cannot cope with the increasing data
flow, because the existing management architecture, including the architecture of infor-
mation systems and applications, does not provide interfaces to interact with modern
digital technologies. In addition, healthcare organizations are still automated in a patch-
work way, which prevents effective information exchange between the components of
the information technology architecture [7–9].

Following the current trends in healthcare development, it is important to develop
such a model of healthcare organization’s activity that would apply the principles of
value-based and personalized medicine, use the capabilities of Health 4.0 technolo-
gies, and could respond quickly and in a flexible way to the dynamically changing
environmental conditions. This paper is aimed at:

• Identifying the devices that could be used to collect and analyze personalized data,
and thereby would enable the principles of value-based and personalized medicine;

• Determining the place of such devices within the enterprise architecture;
• Describing the as-is and to-be models of the technology architecture of a healthcare
organization and its services

• Designing the architecture model of a healthcare organization that would include such
devices.
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2 Materials and Methods

Materials
The leading concepts that set the trend for the development of the modern healthcare
system are: value-based medicine, personalized medicine and the concept of healthcare
digitalization – Health 4.0 [10].

Value-based medicine is a result-oriented approach to organizing the medical care
system, which involves choosing a method of patient management that allows you to
achieve better results at lower costs. Value-based medicine is defined as medical practice
that includes the highest level of evidence-based medical data processing combined with
assessing the effectiveness of treatment through the quality of life of a patient who has
received the service [11]. At the same time, the patient is in a system in which treatment
effectiveness is measured. Value-based medicine focuses on the results achieved during
the time when medical services are rendered.

The following points are necessary for a healthcare organization to switch to value-
based medicine:

• integrative care has to be organized, starting with prevention and primary care for
each specific segment of risk populations;

• it is necessary to organize assessing the illness outcomes (in the long-term) and the
cost of medical care for every patient;

• the remuneration system has to be changed so that the treatment of a pathology is paid
for as a whole, not in parts;

• the participants in the process should be integrated with each other;
• an IT infrastructure and a platform for data analysis and decision-making have to be
created.

According to this approach, themain goal of healthcare is the value from the patient’s
point of view [11]. Theprovider ofmedical services receives payment for actually helping
the patient improve their health status, reducing the incidence of chronic diseases and
their complications, and contributing to better public health. Of course, this approach
should be used with extreme caution, since the result of healthcare has a high degree
of uncertainty, and often the right approaches and techniques can be ineffective due to
circumstances of force majeure or unpredictability of the patient’s response.

According to the concept of personalized medicine, an individual patient treatment
trajectory is selected and organized based on his or her specific features [12]. Personal-
ized medicine is understood as a set of methods for preventing a pathological condition,
diagnosing and treating a pathology considering the patient’s individual characteristics.
Personalized medicine is also called “precision” medicine or individualized medicine.
Applying the principles of personalized medicine involves efficient collection, process-
ing, and analysis of a large volume of primary data about every patient in real time
[13].

The objectives of personalized medicine are to provide opportunities for predicting
individual predisposition to diseases and developing personal tactics for preventing dis-
eases, making an accurate diagnosis, and forming the most effective treatment tactics
taking into account the individual characteristics and effects of medicinal products [14].
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Using such tactics in routine clinical work is expected to bring a number of problems
and constraints: it requires personalized accounting and processing of data about every
patient, safe automation of such assessment and ensuring the availability of the data.

When developing solutions for the healthcare sector, the world’s largest software
manufacturers, such as SAP, Microsoft, Oracle etc., are guided primarily by the need to
implement the ideas of value-based medicine and personalized medicine. The main goal
ofmodern IT solutions is tomaintain a balance betweenmedical and economic efficiency
of the healthcare organization. There is need for providing cost-effective care, creating
a digital network for a new consumer-oriented healthcare ecosystem, and enabling real-
time information exchange between health care providers and patients. It is necessary to
maintain a more personalized interaction of patients with the healthcare organization at
all stages of the process, from prevention and diagnostics to treatment and postoperative
care.

Ensuring the availability of medical care and compliance with the principles of
value-based medicine and personalized medicine are directly related to the possibility
of increasing economic efficiency. Providing medical care that is appropriate, in the
patient’s opinion, for a particular case, creates prerequisites for the effective use of
healthcare organizations’ resources. Modern management technologies, including digi-
tal ones, have considerable potential and can solve a number of problems so that more
affordable, cost-effective and high-quality medical care will be provided.

The described trends in healthcare are based on the capabilities of automated col-
lection of data on the patient’s condition. In this regard, it is important to identify the
devices and technologies that allow such collection:

1. Smart mobile devices

This paragraph describes separate, independent devices that collect, transmit and analyze
primary data on the patient’s condition. Such smart devices are carried by the patient, and
are often integrated into everyday things such as clothing,watches, and other accessories.
The market of smart medical devices is growing every year with new, more advanced
devices appearing. The production of such devices is gradually shifting towards multi-
functional devices. They are very convenient and easy to use for an ordinary person, but,
despite their simplicity, with their help the user can monitor their physical condition and
some specific body parameters, and, if necessary, send the data received to the doctor.
Table 1 shows the most popular consumer “smart” medical devices used today.

2. E-Health and m-health technologies

Mobile healthcare (mHealth, mobile health) is a branch of telemedicine that provides
medical care andmonitors a person’s healthy lifestyle usingwireless telecommunications
technologies and mobile devices [15].

The goal of E-Health is to ensure the implementation of the ideas of value-based
medicine and personalized medicine through the mass use of modern IT technology:
cloud computing, the Internet of Things and services, the ability to process and use
huge amounts of data (Big Data), machine learning, advanced mobile networks (5 g),
etc. Using these technologies makes it possible to make the infrastructure of healthcare
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Table 1. “Smart” medical devices

Device Brief description

Fitness trackers These are gadgets designed to control a person’s physical activity. The main
task of trackers is to encourage the owners to increase physical activity and
control the resulting loads. The device has built-in sensors for monitoring
heart rate, steps, burned calories, sensors for monitoring stress levels, sleep
quality, travel speed and distance traveled. The information from a fitness
tracker can be transferred to a smartphone or computer, which can calculate
a person’s activity and track the dynamics of the health indicators. The most
common form of such a device is a wristband

Watches The gadget, like a normal watch, can show the time and also collect
information. The full functionality is obtained by synchronizing it with your
smartphone. The main purpose is to display messages about calls and text
messages received on your smartphone, updates from social media,
reminders of planned events, weather forecasts, and so on. They can work as
fitness trackers. Some functions such as a calculator work without
connection to a smartphone

Smart clothing Clothing that integrates with modern information technologies. It helps
people with physiological abnormalities or diseases. Smart clothing is also
useful when dealing with dangerous substances. Such clothing allows you to
monitor your condition and control the most vital indicators. Smart clothing
can conduct tests remotely and provide remote medical advice. Some models
have a geolocation function

Shoes You can track your heart rate, skin temperature, and oxygen levels using
sensors built into smart socks, shoe inserts, or shoes themselves. Some
models have GPS sensors

Glucose meters A device that helps you continuously monitor your glucose levels. The
sensor, attached to your body, makes measurements and transmits the data to
the smartphone via wireless connection

Scales Scales that interact with the app on your smartphone and send measurement
results. The application may build a graph of changes in weight, calculate
body mass index as well as other important metrics

organizations “smart”, take solutions based on artificial intelligence to provide expertise
and analyze huge amounts of medical data at a relatively low cost.

The Internet of Things is a large network of devices connected to the Internet. Almost
any “thing” equipped with sensors can act as such a device: cars, industrial, medical and
any other equipment, smartphones, tablets, oil rigs, wearable devices and many more.
All these “things” collect and exchange data with the help of sensors. The Internet of
Things and Machine-to-Machine technology (M2M) allow for greater transparency in
any industry. In healthcare, the Internet of Things is used to remotely monitor the health
status of a patient or client using wearable devices (including ECG and EEG monitors),
smart sensors, and mobile applications.
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Big Data refers to large amounts of data that can be structured to a various extent
(well-structured, poorly-structured, or unstructured) that require special processing
methods while maintaining a high level of data processing speed and quality. Healthcare,
along with finance and market research, is one of the most advanced spheres using Big
Data. Big Data is used in genetic analysis, clinical trial analysis, and expert systems.

Methodology
The capabilities for applying the technologies of Health 4.0 set requirements for the
structure of IT support and technological infrastructure ensuring that the necessary pro-
cesses are implemented. Thus, a methodology is needed to build themanagement system
for healthcare organizations, where such elements of a healthcare organization’s man-
agement systemwould develop as a business process system, architecture of information
systems and applications as well their hardware in an integrated, interconnected manner
and within a single model. In this paper an architectural approach was chosen as such a
system. It is used to build management systems, including IT and technological support
of activities.

The enterprise architecture is a unified whole of such elements of the management
system as business processes, functional and organizational structures, material and
cash flows, information systems and applications, data, document flow, and technolog-
ical infrastructure facilities [16]. Reforming the operations of healthcare organizations
caused by the need to implement modern management technologies, in accordance with
the concept of enterprise architecture, should be carried out systematically, taking into
account the interrelations and interdependencies of all elements of an organization’s
management system [16–20].

According TOGAF ideology [17], the enterprise architecture has the following main
components:

• business architecture (a system of business processes and business services);
• data architecture (data formats, technologies for data collection, clearing, and upload-
ing, etc.), together with application architecture often referred as IT-architecture;

• application architecture (a patient’s electronic medical record, an electronic appoint-
ment with a doctor, bed occupancy, inventory of consumables in real time, etc.),
together with data architecture often referred to as IT-architecture;

• technological architecture (databases, data storages, system software, network com-
munications, etc.).

This paper focuses on IT architecture, technology architecture and the interaction
between them.

3 Results

The current section describes the model of the architecture solution supporting the per-
sonalized patient data collection and processing. The technology layer of the enter-
prise architecture is in focus of this section as data collection capabilities refers to the
functionality of this layer of the architecture.
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The first step of the architecture solution modeling is to define the current state
of the technology architecture model. When modeling the technological architecture
of a healthcare organization, we encounter a number of limitations: the technological
architecture of a healthcare organization substantially depends on the security policy
adopted by the organization, as well as the general IT strategy adopted by the company.
A general model of the technological architecture of a healthcare organization, which
can be considered an “as is” model, can be formed only on the basis of a certain set
of principles and assumptions that will form its basis. Otherwise, the technological
architecture is highly variable depending on the chosen organization. The technological
architecture of the “as is” model of the architecture of a healthcare organization can be
based on the following principles:

• client-server application architecture (for single access to the information base from
any computer in the organization);

• increased attention to data protection (to protect the personal data of patients).

It is also important to note that the medical equipment is not part of the technological
architecture of the healthcare organization in an “as is” state. The integration of medical
equipment is one of the stages in the development of a healthcare organization within
the framework of the Industrie 4.0 paradigm.

The generalized as-is model of the technology architecture of a healthcare organi-
zation is shown on the Fig. 1.

The key part of the healthcare organization IT architecture (beside traditional for all
types of companies ERP systems) is a Medical information system (hereinafter referred
as MIS). It processes all the patient data and contains all the history of the patient treat-
ment. An effective data analysis, whether of medical or economic aspects of a healthcare
organization activity, requires BI functionality within the enterprise architecture [21].
The “to-be” model of the technology architecture of a healthcare organization based on
the integration of the ERP,MIS and BI systems, is presented on Fig. 2. The proposedway
of realization of a technology architecture provides reliable data for the data analysis
services of the joint BI system, as well as to increase the accuracy and efficiency of data
analysis services [22].

The personalized data collection and processing involves a patient-related IT-
solutions and devices as parts of the whole architecture solution. The model of the
latter, shown on the Fig. 3, is divided into two parts – healthcare organization architec-
ture and patient-related (portable) architecture. As patient health status parameters have
to be collected directly from the patient’s body, there is a need to introduce a personal
device for it, which is a part of the information exchange architecture. Patient data col-
lection functionality can be performed either by a specific healthcare device or can be
integrated in existing multifunctional device (like an application for a mobile phone).
No matter which way is chosen, it should be integrated with a healthcare organization
architecture. The specific attention should be paid to the data security aspects as the
personal data is involved in the process. Depending on the type of data collected and the
way it is collected, the patient can get a data analysis services via a certain interface.
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Fig. 1. As-is model of the technology architecture of a healthcare organization

Fig. 2. To-be model of the technology architecture of a healthcare organization

The example, presented on the Fig. 3, illustrates the provision of healthcare param-
eters monitoring services. Another personalized services can be introduced to the
corporate architecture:
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Fig. 3. Architecture solution for personalized patient data collection

• Personal account service – like an interface between a patient and his record in the
MIS;

• Payment service – by means of integration of a personal account and a payment
system;

• Feedback collection service;
• etc.

The mentioned services contribute to the value-based approach either. Unlike the
monitoring and analysis of healthcare status service, they are not a part of the personalized
architecture, but are just interfaces between a healthcare organization architecture and a
patient.

4 Conclusion and Discussion

Value-based concept and customer orientation are trends of today’s economy, not only
of a healthcare industry. The personalized data collection is a sufficient enabler of a
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value-based and customer-oriented services. Services in healthcare means more than in
many other industries as it is about the quality of a human life.

The paper solves the following tasks:

• Describes the role of personalized data collection for the purpose of value-based and
personalized medicine;

• Describes the devices for personalized healthcare data collection;
• Analyses the as-is and to-be technology architecture of a healthcare organization;
• Describes the architecture model for patient data collection and its integration into
the healthcare organization architecture.

One of the ways of further research is description of the value-based architecture
models for different industries where data collection is focused not only on a person,
like in healthcare case, but on other entities, e.g. houses in public utilities, vehicle in
transport and logistics, etc. Authors also plan to focus on the specific digital technologies
(IoT, M2M), enabling realization of value-based and personalized medicine principles
for the sake of increasing medical and economic efficiency of healthcare systems.

Acknowledgement. The reported study was funded by RFBR according to the research project
№ 19-010-00579.
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Abstract. The personal photos captured and submitted by users on
social networks can provide several interesting insights about the user’s
location; which is a key indicator of their daily activities. This infor-
mation is invaluable for security organisations, especially for security
monitoring and tracking criminal activities. Hence, we propose in this
paper a novel approach for location prediction based on the image anal-
ysis of the photos posted on social media. Our approach combines two
main methods to perform the image analysis; place and face recognition.
The first method is used to determine the location area in the analysed
image. The second is used to identify people in the analysed image, by
locating a face in the image and comparing it with a dataset of images
that have been collected from different social platforms. The effectiveness
of the proposed approach is demonstrated through performance analysis
and experimental results.

Keywords: Image analysis · Place recognition · Face recognition ·
Location prediction · Security · Social media

1 Introduction

The large number of personal photos shared on social media platforms presents
a new opportunity to develop location prediction systems [27]. In this context,
Instagram is a popular social network for sharing real-time photos with over 95
million photos uploaded each day [17]. These photos commonly contain sensitive
information about the user, like places they usually go to, whether or not they
are on vacation, and who are their friends and family members [27,28]. Thus,
hundreds of millions of shared photos can provide several interesting insights on
the locations of people [9]. This can lead to different use cases of such information,
as it is a key indicator of their daily activities. Image analysis to predict and
identify locations on social media could produce effective real-time monitoring
systems that can be relevant to law enforcement authorities and others involved
with public security to fight criminality and terrorism [13]. It may also keep
track of malicious actions and threats such as the paedophile hunter activities,

c© Springer Nature Switzerland AG 2020
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grooming and planned criminal activities; where a person’s current location could
be coupled with geocoded crime statistics to predict when and where crimes will
occur [13]. In this context, a recent report of the Guardian stated that complaints
to police about alleged crimes linked to the use of Facebook and Twitter have
increased by 780% in four years. While, in 2018, there were more than 4,908 crime
reports in the UK, which involved the two sites [2]. Moreover, in the case of an
emergency, incident or crisis, local authorities can achieve situational awareness
in a short space of time because of the speed of social media in providing visual
snapshots of the incidents that took place [9].

Motivated by the above use-cases and others, a wide array of approaches
have been developed to extract the location information of users on social media
[8,23]. A small number of researchers have previously exploited images submitted
on those platforms to extract such information e.g. [28], by focusing on non-
visual features of social media images such as geotags, descriptions, and other
metadata [9,28]. Most of these approaches have limitations regarding coverage
because a large number of the submitted photos may contain poor annotation, or
no annotation at all [28], which affects their accuracy and raises questions about
their effectiveness in real-world scenarios. In this paper, we aim to address these
issues, by proposing a novel approach for predicting a user’s locations through
submitted photos on online social media. Our approach combines two main image
analysis processes; place location and face recognition. The place location process
is used to find the location area in the analysed image, by comparing it with a
data set of known location images. While the face recognition technology is used
to detect people in the analysed image by locating their face in the image and
comparing it with a dataset of images that have been collected from different
social platforms. The combination of those two techniques has the benefit of
providing high accuracy and potentially complete coverage needed for security
monitoring.

The rest of the paper is organized as follows. Section 2 presents the related
works on the topic of identifying a user’s location through social media. Section 3,
provides a detailed explanation of the proposed approach. The experimental
results and discussions are presented in Sect. 4. Finally, Sect. 5 reviews the
content of the paper, presents the conclusions and outlines the potential future
work.

2 Related Work

The prediction of a user’s geographical location through social media has
attracted intensive attention in recent years. In this context, a variety of infor-
mation sources have been exploited for predicting locations. Some researchers
have exploited a user’s relationships on social networks to predict their location,
such as works in [10,19,21]. These approaches are built upon the finding that
friends in social media will be very likely to live in the same location. Therefore,
the location of a given user can be predicted based on their relationship with
other users. Most of these social-graph based approaches investigated inductive
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machine learning methods for making the predictions. Thus, the accuracy of the
proposed approach highly depends on the samples used to train the classifier.

Another kind of approach used the content associated with a user’s posts
to estimate their locations [5,6,8,12,23]. These approaches generally predict a
user’s locations by examining words from their profile and generated posts. For
example, authors in [8] used a user’s tweets to extract words that are highly
related to a specific geographic region and used these words to calculate the prob-
ability that this user lives at a specific location. The user profile is also applied in
several content-based approaches to establish the location of users, particularly
in twitter [3,15,19], where user profile is often combined with other information
from message metadata such as MML (latitude and longitude geotags) [15], or
other services such as Google Maps use geocoding to generate coordinates from
a place name [3]. Most of these approaches face several key challenges, such as
the uncertainty and heterogeneity of the generated content, which can affect the
accuracy of the estimator. Study in [31] affirmed that content-based approaches
have moderate coverage and low accuracy because of the lack of relationship
between the user’s true physical location and the mentioned one in the posts, as
many users provide invalid place names. For example, on Twitter, from 46% to
77% of users provide fake location information [15].

Although a limited number of studies have focused on shared images through
social media to predict a user’s location, some investigative effort has been
made to exploit the non-visual features of social media images such as geotags,
descriptions, and other attributes to determine locations. For instance, work
in [28] investigated the fusibility of geotagged photos of Flickr to examine the
spatiotemporal human activities, which can be used for further location analy-
sis. This work highlighted the potential of Volunteered Geographic Information
(VGI) to examine human activities in space and time. In other recent work [9],
authors introduced an image classification model to detect geotagged photos
that are further analysed to determine if a fire event did occur at a particular
time and place. To evaluate the proposed approach, the authors used a dataset
of 114,098 Flickr photos, where 20.3% of the collected photos were geotagged
and 2.5% contained GPS data in the EXIF (Exchangeable image file) header.
The authors reported an average accuracy of 132 km in identifying the location
of fires. However, those approaches have low coverage as only 2.5% of flicker
photos have EXIF header information [27]. Furthermore, data is often noisy and
photos may contain poor annotation, or no annotation at all, which affect the
accuracy of these approaches.

In order to overcome the drawbacks of non-visual features-based approaches,
some researchers have exploited the visual features of images to extract the
location information. For example, work in [7] proposed visual features that
assess the images at a low level. In this work, the authors performed image
analysis of photos posted on Twitter by extracting SIFT (Scale-Invariant Feature
Transform) descriptors [18] from the images. Then, the SIFT descriptors were
clustered to form visual words. Authors reported an average F1-score of 70.5%
of image classification using text, image and social context features. The main
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problem of this work is the lack of geotagged images. In prior work [14], authors
proposed a data-driven scene matching approach to predict the location of social
geotagged images at the global scale, they first retrieve visually similar photos
and form clusters using geo-clustering. The geo-centroid of the cluster containing
the most photos used for location prediction.

3 Proposed Approach

The main idea of this study is to present a visual-content-based approach that
predicts a user’s location from photos on social media. Our methodology com-
prises of two main image analysis steps. Firstly, we apply a place recognition
technique on the input image to find the location area where the image was
taken. This process is done by matching the input image with a data set of
known-location images. In the second step, a face recognition technique is used
to detect people in the input image, by locating their face in the image and
comparing it with a dataset of images that have been collected from different
social platforms. By combining the results of the two steps, the system outputs
the location where the image is taken with the name of the person or persons
shown in the image. More details are given in the following sections.

Fig. 1. Overview of the place location process.

3.1 Place Location

The location recognition step compares the input image with images of well-
known locations to detect the area where the image was taken. As illustrated in
Fig. 1, the place recognition process is performed by using the low and high
frequency components, which are extracted from the input image. The low-
frequency component provides details that describe the basic information of the
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input image, while the high-frequency component is very useful to find descrip-
tive and invariant features for image matching. Firstly, the high-frequency com-
ponent is compared with a dataset that contains samples of known locations
images (see Fig. 1).

If the features matching in the first step is successful, the low-frequency
component is then used to compare the basic information of the input image
with the samples in the dataset. In this step, the comparison is done by using
an image hashing algorithm, which is a fast method to compare the differences
between the images.

3.2 Face Recognition

The face recognition process is used to identify if a person is in the input image,
where his or her face is located, and who this person is. It has as input, the
image to be analysed, and as output, the identity of the person that appears in
this image. The procedure is separated into two main steps; face detection and
face recognition.

Face Detection. In this step, a Haar classifier [30] is used to determine the
existence of human faces in the input image and their locations. This classifier
uses a set of Haar features [30] to capture important characteristics of human
faces in the input image, and removes all the unwanted objects (e.g., building,
tree, etc.). Many researches have proven the effectiveness of Haar features in
building accurate classifiers with a limited number of images in training the
data set [30]. The expected outputs of this step are detected faces in the input
image, which will be used for further processing.

Face Recognition. The goal of this step is to automatically determine the
identities of the faces in the input images. Thus, a faces dataset is required,
where for each person, several images are taken and their features are extracted
and stored in the dataset. In our approach, the facial images were collected
from different social platforms. Then, features are extracted from each input
facial image and compared with those of each face class stored in the database.
For the comparison, the Fisherface method [29] is used when the facial images
have large variations in illumination and facial expression. Otherwise, the Local
Binary Patterns Histograms (LBPH) [1] algorithm is more suitable. Figure 2
gives an overview of the face recognition flowchart.

4 Experiments and Discussion

In this section we describe the experiments and results obtained from the meth-
ods shown in Sect. 3. First, we describe the experimental set-up and results for
each step. Then we compare the performance of the proposed method with base-
line methods.
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Fig. 2. Face recognition flowchart.

4.1 Location Recognition Experiment Results

In these experiments, we used the OpenCV (Open Source Computer Vision)
library [20], where the three descriptors; SIFT, Speeded Up Robust Features
(SURF) [4], and Oriented FAST and Rotated BRIEF (ORB) [24] were used for
feature detection and collection. The hashing algorithms dhash [11] and pHash
[22] were used to compare the differences between images; grayscale-images and
colour images. For the training and testing, we used a dataset of 400 well-known
location photos collected from social platforms: Facebook, Wechat and Tecent,
with 200 similar images and 200 different images.

High-Frequency Component. Figure 3 shows comparison results for the
SIFT, SURF and ORB techniques. The results illustrate the robustness and
accuracy of the SURF algorithm for feature detection. While the ORB algo-
rithm is more suitable to solve the rotation problem of image (Fig. 4). ORB
provides faster image matching than the SURF, but it is less accurate.

Low-Frequency Component. For the low-frequency component experiments,
four tests were carried out to determine the accuracy of the dhash and pHash
algorithms. Tests were performed between similar images and different images,
by using a dataset consisting of 200 similar images and 200 different images.
For each test, we identified the weight hash values for the similar images test
and the different images test, the threshold and the accuracy. Two tests were
performed with grayscale images and the two other with colour-images. In the
grayscale image tests, the hash value is computed after converting the image to
the grayscale format. In the colour image tests, the hash values were calculated
for each RGB colour separately. After calculated the hash value for Blue is
appended to Green and finally both to Red.

As shown in the Table 1, the dhash algorithm achieved the highest accuracy
with colour images (64.4%) for a threshold of 34. Whereas, the pHash algorithm
reached an accuracy of 64% for the grayscale-images test with a threshold of 23,
which is higher than the dHash one with approximately 7% points. Similarly,
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Fig. 3. Comparison of The SIFT, SURF and ORB algorithms.

Fig. 4. Results for rotation.
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Fig. 5. Results for illumination.

it achieved the highest accuracy for the colour images test (68%) for the same
threshold (23). From the results, we concluded that the pHash algorithm has
higher accuracy than the dhash for grayscale-images and colour images. Also,
the hashing algorithms pHash and dhash provide higher accuracy with colour
images than grayscale images.

Table 1. Tests results for Dhash and Phash algorithm

Tests Weight value Threshold Accuracy

Similar images Different images

dhash (grayscale) 30.35 40.37 34 59.6%

dhash (colour) 32.67 40.66 36 64.4%

pHash (grayscale) 18.43 27.81 23 64%

pHash (colour) 19.83 23 23 68%

Table 2 shows the min, max and average times spend on data analysis for
each test. The results reveal that for the two algorithms, the data analysis take
more time for colour images than the grayscale images. Also, the pHash is a
time-consuming algorithm (maximum time cost is 1.25 s) compared to the dhash
(maximum time cost is 0.6 s). In summary, pHash algorithm has higher accuracy,
but lower speed. While the dhash algorithm is fast but less accurate. In fact,
pHash has the highest accuracy in all hash algorithms. However, it is time-
consuming because of the complex calculations. Also, the two hashing algorithms
provide higher accuracy with colour images but they need more computing time
because the hash value calculation time is tripled.
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Table 2. Speed tests results for dhash and Phash algorithm

Tests Mean Maximum Minimum

Dhash (grayscale) 0.10 s 0.50 s 0.10 s

Dhash (colour) 0.10 s 0.60 s 0.10 s

Phash (grayscale) 0.30 s 0.80 s 0.15 s

Phash (colour) 0.50 s 1.25 s 0.20 s

4.2 Face Recognition Experiments Results

In the face recognition experiments, we used a Haar classifier to identify and
collect front faces from the input image with rectangles (see Fig. 5). To recog-
nize the collected front faces, we used the Fisherface, LBPH and Eigenface [29]
algorithms. In these initial experiments, only 20 faces were used for testing and
training. Figure 6 shows the images of three persons used for the training step.

Fig. 6. Cai, Shi and Yuan images used for the training and testing steps.

Table 3 shows the results for the face recognition using the three algorithms
Fisherface, Eigenface and LBPH. From the results we can see that the Fisherface
has the highest accuracy in face recognition, while the Eigenface algorithm is the
faster. Fisherface is one of the popular algorithms used in face recognition and is
widely believed to be superior to Eigenface. Thus, it is more suitable for our app-
roach. However, the LBPH algorithm is more suitable in case of upright images.

4.3 Comparison

It is not easy to conduct a fair comparison among various image and loca-
tion recognition approaches due to the differences between the datasets and
algorithms used. Thus, our comparison will be based on some significant fea-
tures including accuracy, speed, image type, rotation and illumination. Table 4
overviews a general comparison between our approach and other approaches.
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Table 3. Eigenface, Fisherface and LBPH results

Eigenface Fisherface LBPH

Accuracy 40% 53.3% 79%

Speed Fast Normal Normal

Colour-element Yes Yes Yes

Illumination No No Yes

Rotation Less than 10◦ Less than 10◦ No

Firstly the hashing method is compared with other representative’s approaches
(see Table 4). Then, the proposed face recognition method is compared with
previous works in the field (see Table 4).

As can be seen from Table 4, the hashing method in our approach has the
highest accuracy with a suitable threshold for colour images. Compared to the
grayscale approaches, it increased by 5% and 4% for dhash and pHash algorithms
respectively, which prove the effectiveness of computing the hash values from
primary colours; red, blue and green. However, the results for the face recognition
step need further investigation due to the limitation of training data.

Table 4. Comparison with other methods

Hashing method, comparison with other methods

Accuracy Speed Image type Rotation Illumination

Zauner et al. [33] 49.6% 9.69 s Grayscale Yes Not mentioned

Yang et al. [32] 60% 9.0.7 s Grayscale Less than 30◦ Yes

Jie et al. [16] 50% Not mentioned Grayscale Less than 5◦ Yes

Our approach 66% 0.5 s Colour Yes Yes

Face recognition method, comparison with other methods

Nikolaos et al. [25] 40% 0.5 s Grayscale No Yes

Magali et al. [26] 79% 2 s Grayscale No No

Our approach 53.3% 1 s Colour No Yes

5 Conclusions

This paper proposed a novel approach for location prediction based on image
analysis of the photos posted on social media. This approach exploited the visual
features of images to extract the location information, by using the place and
face recognition techniques. From our initial experimental results, the method
seems promising and being able to predict the people locations, with potentially
complete coverage required for security monitoring. Future work would improve
the accuracy of the face recognition process by using more samples for training
and testing. Also, we intend to use other machine learning approaches such as
to enhance the accuracy of this approach.
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Abstract. In recent years, the use of augmented reality (AR) applica-
tions in various industries and spheres of human life has increased sig-
nificantly. With the appearance of new AR devices and the development
of technology, the mobility of users has increased and the possibilities
of using AR have expanded. This leads to the need to develop new AR
user traffic models taking into account the features of its movement. The
paper presents the results of an investigation of the movement of the user
of augmented reality services. Augmented reality user movement mod-
els have been developed and a detailed analysis of the influence of user
behavior on AR traffic parameters and the quality of experience of AR
services has been carried out. The generalized augmented reality user
movement model is based on experimental data and can be used in the
future for modeling and implementation of AR services.

Keywords: Augmented reality · Traffic · Quality of experience · User
behavior · User movement model

1 Introduction

Augmented reality services are firmly entrenched in our everyday life in the
form of many applications for smartphones, such as maps of cities and settle-
ments, applications for paying for the metro, navigators, guides, etc. [6,15,20].
In practice, the range of such services is not limited to the provision of geo-
graphic information and mobile services. Provided that the AR service provides
the appropriate quality, its various applications will find application in many
fields of activity, for example, industry, medicine, transport, etc. [5,9,18,22,23].

Augmented reality terminals can serve as various devices as general purpose
(smartphones, tablet computers, laptops), and specialized (augmented reality
glasses, projectors, etc.). The main function of the AR service is the delivery to
the consumer of information useful to him in certain conditions. The methods
for identifying such conditions and methods for delivering information can be
very different [10,13,19].
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Today, augmented reality applications for smartphones are commonly called
mobile augmented reality [2,3]. A lot of research is currently aimed at the appli-
cation of MEC (Mobile Edge Computing) technology for the implementation of
mobile augmented reality, which will allow ultra-low latency, real-time access,
location-based services, and so on [1,21]. However, due to the strict latency
requirements of augmented reality applications for mobile devices, the applica-
tion of MEC technology is not always sufficient to provide the required quality
of experience [11]. To improve the quality of the experience of AR services to
mobile users, it is necessary, among other things, to take into account the speed
and direction of movement of users, as well as the density of AR objects in the
user’s environment and the way information is displayed.

It is anticipated that AR applications will play an important role in fifth
generation communications networks. Due to the great popularity of AR appli-
cations for mobile terminals, it is necessary to solve a number of technical prob-
lems in order to ensure the operation of such applications with the appropriate
QoE. So investigation [8] examines the effect of network density and users on
the operation of 5G networks. The authors also assess the effect of user mobility
and explore the concept of dedicated radio-frequency charging. The paper [17]
explores the next stage in the development of the Internet of Things, namely
self-driving cars and ensuring the efficient and reliable operation of applications
in them. In particular, the concept of opportunistic crowdsensing applications
is proposed, which uses IoT sensors powered by vehicle-mounted mobile relays.
When implementing AR applications, the use of D2D communications can sig-
nificantly reduce the load on the network. In paper [16], the authors investigate
the application of D2D communication in 5G networks. They believe that for the
development and widespread use of D2D communications, the adoption of the
concepts of trust and social-aware cooperation between end users and network
operators is necessary.

Various ways of presenting information. Most AR services provide informa-
tion through visual messages (text, icons, color, image brightness, etc.), although
in some applications other forms of data presentation are possible (voice, sound,
tactile sensations). Thus, the organization of AR services is a complex task, the
solution of which is largely determined by the applied orientation [4].

Consider the services of AR intended for mass consumers, as terminals using
either specialized devices (augmented reality glasses), or smartphones or tablet
computers. The generalized model of AR services is shown in Fig. 1.

For the target space, we take the user’s environment, where objects are
located, information about which is contained in the database of the AR and
can be claimed. As conditions that determine the need for this or that infor-
mation, we will consider the user’s position in his environment, as well as the
characteristics of the movement. For example, when using a service such as a
map or navigator, the user is free to move and the only characteristic of his
position in the environment is the coordinates, the change of which serves as the
basis for requesting data. Depending on the user’s coordinates, the smartphone
application downloads map data, and in the process of its movement periodically
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Fig. 1. The generalized model of AR services

loads the necessary data. If data loading is late, the information on the map is
no longer relevant. The value of information decreases and becomes zero when
the user leaves the area displayed on the map.

Obviously, the quality of user perception of the service depends on the timeli-
ness of information delivery, and the requirements for the delivery process on the
nature of the requests, i.e. from the method of its movement, which, of course,
will be different for the pedestrian and for the driver of the car on the express
road. To eliminate the risk of untimely data delivery, for example, by a navigator
application, all map data can be pre-placed on the user’s device (offline maps).
However, this method is good only for one of the services, and in addition, it
is applicable if the data is unchanged for a long time: it is impractical to store
information, in particular, about traffic jams at the terminal. Additional infor-
mation AR, which is a report on the current state (this may be, for example,
a radio graph of the patient during surgery), generally not be stored. Thus, in
order to organize the AR service and ensure its quality, it is necessary to take
into account the traffic model, which, in turn, is determined by user behavior
and the methods of generating data requests [14]. In this paper, we propose a
AR traffic model based on a motion model and generating data requests.

2 Goal of Investigation

To achieve such basic goals as timely delivery and provision of AR data to
the user, various mechanisms of predictive (proactive) data delivery to the user
terminal can be used. To implement this mechanism, it is necessary to produce
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proactive data requests – the volume of transmitted traffic and the timeliness of
message delivery depend on this.

Obviously, the delivery of more data to the client application increases its
“autonomy”, i.e. the ability to provide information for a long time. However,
an increase in the volume increases the traffic intensity in the communication
network and the load on the AR server, which can lead to the opposite effect,
i.e. to data delivery delays and unavailability of the service. The inefficiency of
such an increase in terms of the use of network and memory resources is obvious.
After all, the user is rarely faced with the need for a short time to have all the
cards in the terminal’s memory.

Moreover, not all services, as noted above, allow you to download data in
advance. Thus, the delivery of such a volume of AR data that is most likely to
be in demand in the near future can be considered the best approach. And since
we are talking about a future point in time, this task should be considered as a
forecasting problem. The predicted value is the probability of demand for data
at some, most likely, the closest point in time.

The predicted value is the probability of demand for data at some, most
likely, the closest point in time. In fact, the parameters of this request are the
predicted values of the state of the user’s environment, on the basis of which
the selection of AR data should be made. To achieve this goal, it is necessary to
analyze and build a model of processes that determine the choice of forecasting
method.

3 User Model

A user model is one of the most essential elements in modeling a service. Since the
user is the subject for whom the service is being created, the model should reflect
its basic characteristics of behavior and perception, which set the requirements
for the technical parameters of the service. It is the perception of messages
(information) and the behavior that determines the need for information that
serve as factors in the choice of methods for organizing and providing services.

The ability to perceive various forms of presentation of messages determines
the choice of means for organizing the interface (in the general case) of the
human-machine [7]. Such a choice should be based on studies of the characteris-
tics of human perception of various forms of message presentation, as well as the
ability to perceive several messages in different conditions. This is a separate area
of research. In this paper, we focus on user behavior, namely, on the behavior
features that are associated with the nature of data requests. This component of
the user model allows you to identify the features of the query traffic and data
traffic services AR.

When describing the user model, we proceed from the following assumptions:

1. The user is a person, and the user terminal is AR glasses [14], a smartphone
or other portable wearable device connected to the communication network
and having a graphical interface (screen) with the user.
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2. We consider a typical user whose behavior is determined by the most probable
(typical) situations. This model does not claim to be completely general, since
many special areas and situations are possible in which user behavior can
differ significantly from typical. Such applications require specific models.

3. When constructing a behavior model, we study only those features that deter-
mine the nature of data requests. These include those that manifest them-
selves in the effect on the AR device, which can be estimated using sensors
and input devices currently available.

We describe the parameters that can be measured or entered by the AR
device. In general, these include:

1) sound, without recognition of the source and content;
2) sound, with recognition of the source and/or content;
3) photo or video (without object recognition);
4) photo or video (with object recognition);
5) manipulation with the input device (touch screen, etc.);
6) the position of the device in space (coordinates of GPS or other global posi-

tioning systems);
7) the orientation of the device in space (orientation in the Earth’s magnetic

field);
8) data on illumination;
9) temperature data.

The given data set is typical, individual devices can show a wider data set,
for example fitness bracelets (“smart watches”), etc.

The AR service is provided during the interaction of the AR client application
running on a mobile device and the server. Data requests are made by the client
application. Moreover, the request for AR data can be as interactive, i.e. at the
request of the user, and predictive – by the decision of the client application. In
the first case, the user makes a request in some established manner, in particular
by touching the touch screen, moving the manipulator or voice command. In the
second case, the request is carried out automatically by the client program based
on an analysis of user or environment actions, for example, moving to a point
with other coordinates, rotating a subscriber’s device, hitting a target object in
the observation area, etc.

Thus, the nature of data requests can be very diverse, which significantly
depends on the specifics of the service. When developing a model, we will ana-
lyze only those requests that are initiated by the application, i.e. automatically,
based on the analysis of individual properties of user behavior. Consider the
most characteristic properties inherent in most modern applications and ser-
vices, namely: the movement of the user and the change in position of the device
in space.

In such conditions, the request is initiated when the user coordinates or the
position of the subscriber device in space changes. Since the data should be
delivered in a timely manner (when they are supposed to be in demand), their
request should be made based on some forecast. The initial data for the forecast
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can be parameters of user behavior until the moment the request is made. It is
obvious, for example, that when a driver moves in a car on a high-speed road,
it is advisable to prepare data taking into account the speed and direction of
movement.

In the general case, we can say: in a particular situation, different data have
different probability of being in demand. This is determined by the behavior of
the user, his movement. Moreover, the movement can be characterized by the
movement of both the user (change of coordinates) and the subscriber device
(orientation in space).

Speaking about the user’s movement (changing his coordinates in three-
dimensional space), we assume that a data request is formed when the AR
object enters the user’s surrounding space. Such an event can be registered by
the sensors of the subscriber device, if possible and if it is provided for by the
service, or after accessing the AR database. In the second case, access to the AR
database should be made when the user coordinates are changed. Obviously, a
certain threshold value of this change should be chosen, since changes in the
coordinate estimate occur not only as a result of the user’s movement, but also
by chance – due to the presence of an error in the functioning of the positioning
system. In addition, the size of this change may depend on the density of AR
objects in the space under consideration [12].

For example, if the user’s environment is defined by a region bounded by a
circle with radius R, then with his rectilinear and uniform movement (Fig. 2),
with a random distribution of objects, the path traveled by the object in the
perception area will be a random variable with a probability density equal to:

g(d) =
1

πR

√
1 − (

d
2R

)2 (1)

mathematical expectation

M [d] = d =
4
π

R (2)

When the user’s speed v is the time the object stays in the perception area
will also be a random variable with probability density:

q(t) =
1

πR

√
1 − (

v
2Rτ

)2 (3)

and mathematical expectation

M [t] = τ =
4
π

R

v
(4)

The graph of probability density (3) is shown in Fig. 3.
Expressions (3) and (4) make it possible to estimate the residence time of

objects in the area accessible to the user. The task of constructing a system in
this case will be to select the values of the system parameters for which condition
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Fig. 2. User linear movement model

Fig. 3. The probability density of the object in the user’s environment
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(4) is satisfied. These parameters are the fractions of messages of each type and
the methods of their formation.

Let us turn to the model of service delivery. Note that focusing only on
straight traffic is not entirely correct: all users (pedestrians, passengers of vari-
ous types of public transport, passengers and drivers of vehicles) have different
speeds. Therefore, we consider several models of speed as a random variable.

4 User Movement Patterns at Different Speeds

In Fig. 4 shows the probability density of the speed of a pedestrian, obtained on
the basis of the experiment – by analyzing traffic according to monitoring of its
geographical coordinates.

The resulting histogram has three pronounced modes: 0; 0.4 m/s (1.4 km/h)
and 1.4 m/s (5.0 km/h). These modes, obviously, describe three characteristic
types of pedestrian traffic: waiting (allowing traffic light, transport, etc.), slow
movement (while waiting for transport, walking step), normal movement (along
the sidewalk).
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Fig. 4. Probability density of estimates of average pedestrian speed

The histogram in Fig. 4 is approximated by the sum of two gamma distribu-
tions and a delta function:

f (v) = η1δ (0) + η2
vk1−1

θk1
1 Γ (k)

e− v
θ1 + η3

vk2−1

θk2
2 Γ (k)

e− v
θ2 , η1 + η2 + η3 = 1 (5)

where η1, η2, η3 are empirical coefficients; k1, k2, θ1, θ2 are distribution
parameters.

In Fig. 5 shows an empirical histogram and the probability density of a vehi-
cle’s speed with difficulty (at rush hour). The histogram has several modes, the
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actual number of which is difficult to calculate. These modes are determined
by the average speeds of traffic that are characteristic of the automobile flow
in various states: free movement, movement when an obstacle is bypassed, an
intersection travels when driving “in traffic” (acceleration, traffic and stopping
in line to the intersection). There may be a different number of characteristic
situations – at least in the experimental data, three modes can be distinguished.
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Fig. 5. Probability density of estimates of average vehicle speed in difficult traffic

According to the selected modes, we construct a probability density function.
As in the previous case, we will consider the situations described above, which
determine the different nature of the movement of random and independent
events. Then the probability density function can be represented as a weighted
sum of the probability densities of each of the considered types of motion. The
probability density in this case is:

g(v) = η1δ(0) + η2
vk1−1

θk1
1 Γ (k)

e− v
θ1 + η3

vk2−1

θk2
2 Γ (k)

e− v
θ2 + η4

vk3−1

θk3
3 Γ (k)

e− v
θ3 (6a)

η1 + η2 + η3 + η4 = 1 (6b)

where η1, η2, η3, η4 are empirical coefficients; k1, k2, k3, θ1, θ2, θ3 are distribution
parameters.

Summarizing the two cases considered, we can assume that the probability
density of the movement of a pedestrian, car or passenger of public transport is
determined by the expression:

h(v) = η0δ(0) +
N∑
i=1

ηi
vki−1

θki
i Γ (k)

e
− v

θi ,

N∑
i=0

ηi = 1 (7)

where ηi are empirical coefficients; ki, θi – parameters distributions; N – number
of mods.
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In Fig. 6 shows the coordinate changes during the observation time. Each
point corresponds to one sample, samples taken at intervals of 1 s. Neighbor-
ing samples are connected by lines. Figure 6b illustrates the main directions of
motion that occurred during the observations. The data obtained are divided
into three clusters (indicated by ovals in the figure), for each of which a vector
is constructed, formed by averaging in direction and distance.
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Fig. 6. Change of coordinates during observations: a - sequence of changes in coordi-
nate, b - main directions of movement

The clusters obtained are characterized by the proximity of both the readings
and the time for which they were obtained, i.e. Each vector can be associated
with a continuous time interval during observations. From the analysis of Fig. 6
it follows that the most probable transitions occur in the direction of movement
of the object.

5 Conclusion

The growing number and variety of augmented reality applications in recent
years has attracted an increasing number of users of this technology. To date, a
number of training programs have been developed in the field of education, the
military industry and production. AR is actively used to create Smart Cities, in
the field of tourism, city navigation, visualization of historical objects, in muse-
ums, theaters, etc. The possibilities of the augmented reality itself are expanding.
Today it is not necessary to buy expensive specialized devices, just download the
application on your smartphone. With an increase in the number of users, diffi-
culties can arise with the timely delivery and display of augmented reality data
to the user, which will have a significant impact on the quality of experience of
the service as a whole.

When implementing and providing augmented reality services, it is necessary
to take into account the main factors affecting the quality of its experience by the
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user. These factors are different for different services; they determine the main
parameters of the interaction of client equipment with AR servers. Key features
include user behavior.

The paper presents a generalized AR service model, a AR user model, and an
analysis of the movement of AR users. The proposed model of user movement
is based on experimental data and takes into account the peculiarities of the
movement of a pedestrian and passenger in a urban environment. The model can
be used both for modeling services (modeling the movement of users), and in
the process of its implementation (in the formation of data request parameters).

Acknowledgment. The publication has been prepared with the support of the
“RUDN University Program 5-100”.
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20. Rashid, Z., Melià-Segúı, J., Pous, R., Peig, E.: Using augmented reality and internet
of things to improve accessibility of people with motor disabilities in the context
of smart cities. Future Gener. Comput. Syst. 76, 248–261 (2017). https://doi.org/
10.1016/j.future.2016.11.030

21. Tran, T.X., Hajisami, A., Pandey, P., Pompili, D.: Collaborative mobile edge com-
puting in 5G networks: new paradigms, scenarios, and challenges. IEEE Commun.
Mag. 55(4), 54–61 (2017). https://doi.org/10.1109/mcom.2017.1600863

22. Chen, X., Liu, X., Xu, P.: IOT-based air pollution monitoring and forecasting sys-
tem. In: 2015 International Conference on Computer and Computational Sciences
(ICCCS). IEEE, January 2015. https://doi.org/10.1109/iccacs.2015.7361361

23. Younes, G., et al.: Virtual and augmented reality for rich interaction with cul-
tural heritage sites: a case study from the Roman Theater at byblos. Digit. Appl.
Archaeol. Cult. Herit. 5, 1–9 (2017). https://doi.org/10.1016/j.daach.2017.03.002

https://doi.org/10.1007/978-3-319-51917-3_22
https://doi.org/10.1109/mcom.2015.7060487
https://doi.org/10.1007/978-3-319-67380-6_64
https://doi.org/10.1007/978-3-319-67380-6_64
https://doi.org/10.1007/978-3-319-66836-9_24
https://doi.org/10.1007/978-3-319-66836-9_24
https://doi.org/10.1007/978-3-319-61382-6_19
https://doi.org/10.1109/bhi.2017.7897199
https://doi.org/10.1109/mwc.2016.7553033
https://doi.org/10.1109/jiot.2017.2670363
https://doi.org/10.1145/3032970.3032976
https://doi.org/10.1145/3032970.3032976
https://doi.org/10.1016/j.procir.2018.03.061
https://doi.org/10.1016/j.future.2016.11.030
https://doi.org/10.1016/j.future.2016.11.030
https://doi.org/10.1109/mcom.2017.1600863
https://doi.org/10.1109/iccacs.2015.7361361
https://doi.org/10.1016/j.daach.2017.03.002


Audio Interval Retrieval Using Convolutional
Neural Networks

Ievgeniia Kuzminykh1,5(B) , Dan Shevchuk2, Stavros Shiaeles3 ,
and Bogdan Ghita4

1 King’s College London, Strand, London WC2R 2LS, UK
ievgeniia.kuzminykh@kcl.ac.uk

2 Blekinge Institute of Technology, Campus Grasvik, 371 41 Karlskrona, Sweden
3 University of Portsmouth, Portsmouth PO1 3RR, UK

stavros.shiaeles@port.ac.uk
4 University of Plymouth, Drake Circus, Plymouth PL4 8AA, UK

bogdan.ghita@plymouth.ac.uk
5 Kharkiv National University of Radio Electronics, Nauky av. 14, Kharkiv 61166, Ukraine

Abstract. Modern streaming services are increasingly labeling videos based on
their visual or audio content. This typically augments the use of technologies such
as AI and ML by allowing to use natural speech for searching by keywords and
video descriptions. Prior research has successfully provided a number of solutions
for speech to text, in the case of a human speech, but this article aims to investigate
possible solutions to retrieve sound events based on a natural language query, and
estimate how effective and accurate they are. In this study, we specifically focus on
the YamNet, AlexNet, and ResNet-50 pre-trainedmodels to automatically classify
audio samples using their respective melspectrograms into a number of prede-
fined classes. The predefined classes can represent sounds associated with actions
within a video fragment. Two tests are conducted to evaluate the performance of
the models on two separate problems: audio classification and intervals retrieval
based on a natural language query. Results show that the benchmarked models
are comparable in terms of performance, with YamNet slightly outperforming the
other two models. YamNet was able to classify single fixed-size audio samples
with 92.7% accuracy and 68.75% precision while its average accuracy on intervals
retrieval was 71.62% and precision was 41.95%. The investigated method may be
embedded into an automated event marking architecture for streaming services.

Keywords: Deep learning · Intervals retrieval · Natural language query · Audio
classification · Convolutional neural network

1 Introduction

Natural language search is becoming more and more popular among users, with an
increasing number ofmobile and embedded devices providing the feature either included
in the operating system or as part of a streaming services. This is evidenced by the sale
of devices that support this feature. Due to this increased market interest, recent years
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have witnessed a significant amount of research on factors influencing engine rankings
during voice search [1]. In early 2019, Amazon released device sales data for which it
sold over 100 million devices that support the voice assistant applications [2]. Demand
for these devices exceeded supply by several times, therefore, somemodels are currently
impossible to purchase. Other studies from WARC, Dynata and PwC also confirms the
popularity of voice searches [3, 4]. According to their research, 60% of the mobile
device users actively use voice search, and mobile advertising reached 62.4% of the user
population. More than half of users (53%) who make a request from a smartphone are
looking for information about a product, 50% find answers to questions of interest, 42%
use navigation and 41% look for information about brands.

The usability and convenience of voice search subsequently led to an expansion of
the scope of this function, with searching for a video fragment by description being a very
popular choice. Most of the time people can describe verbally what they are looking for
but, given the lack of metadata associated with the timeline and content of the video, this
option is currently mostly unavailable. however, currently there is no publicly available
efficient way of searching through multimedia content to identify and label an audio
event or sound.

Numerous studies have been conducted in the area of audio recognition over the past
few decades [5–9]. Most of the traditional approaches require handcrafted features to
providemetadata. This situation improved significantlywith the use ofmodern deep neu-
ral network architectures that rely on convolutional layers [10]. While up until recently
it was possible to achieve a reasonable level of feature extraction from images, now it is
also possible to effectively recognise patterns in videos using deep neural networks. The
most recent research [6] achieves a very reliable result. However, it aggregates features
from 3 sources: individual frames, an array of frames at once (continuous snippets) and
subtitles. Its success can further be improved by extracting the features from the sound-
track, which the paper does not do. To exemplify one should consider a scene where
the actor stays silent and only the sound of an airplane can be heard in the background,
but the aircraft is not visible in the scene. Querying video or subtitles for “sound of a
flying airplane while the actor is standing still” cannot yield any helpful result because
the required input is not present either in the video or in the subtitles. Another exam-
ple is a generic nature scene with an arbitrary song in the background. The user can
remember the song but we would need to also search through the soundtrack to use it for
query. Such examples demonstrate that this result can be improved by also including the
soundtrack as one of the input parameters. In this context, the biggest challenge is the
lack of technology to allow interval retrieval from sound data based on semantic input,
in order to replicate and support the existing technology for video interval retrieval.

The aim of this study is to identify and investigate models capable of retrieving
intervals from an audio sample based on a natural language query. To benchmark their
efficiency, the models will be trained on the AudioSet [11] database that consists of an
expanding ontology of 632 audio event classes and a collection of 2,084,320 human-
labeled 10-s sound clips drawn from YouTube videos. The ontology is specified as a
hierarchical graph of event categories, covering a wide range of human and animal
sounds, musical instruments and genres, and common environmental sounds.
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2 Related Works

There have been a few studies conducted in different areas that relate to the challenges
of audio information retrieval based on semantic input. A significant subset of this body
of research proposed a number of methods for querying an audio file by the semantic
description of its class [12–16]. These can be considered partial solutionswhen compared
to the aim of this study, which is not only to identify the class of the given audio but
also to convert its semantic description into an abstraction that can be matched to the
extracted features of the given audio file of an arbitrary length.

Aside from actual querying, research also aimed to provide a better, more distinctive
input through data pre-processing, analyse the features of the audio data to be fed into the
models, and identify the best approaches for one of the intermediate data segmentation
and classification steps. From this line of research, the approach fromQazi et al. involved
segregating the audio intervals of interest (such as music and speech) from noisy data
[17]. This may provide a useful and necessary pre-processing step to clear up the audio
input before starting to extract features that can be matched to the semantic description,
thus improving the accuracy of the resulting model. Along the same direction, a number
of studies [18–21] sought to investigate the most useful features of the audio data,
which would subsequently allow them to analyse and retrieve information from it more
accurately. Others research [22–25] redesigned the audio data classification process to
allow searching for an audio file or to automatically label existing audio clips.

On the wider societal context, Pfeiffer et al. sought to automate the process of audio
data analysis with different applications such as music indexing and retrieval as well as
violence detection in the sound track of videos [26]. Foote J. has studied the process
of audio information retrieval in general to give insights into the process that can be
valuable for any kind of further research in this area [27].

In terms of the core method used, Shawn Hershey et al. have compared the VGG,
AlexNet, ResNet-50, Inception V3, and Fully-Connected architectures on their perfor-
mance on audio data. Based on a 17million samples dataset, the study identified ResNet-
50 as the best performing model [10]. However, the analysis focused exclusively on the
performance of the models on sound classification. The evaluation can be extended by
using the models for audio interval retrieval based on the natural language query and
comparing the models’ performance in terms of accuracy, precision etc.

All of the studies that are mentioned above provide either a partial solution to the
problemof audio-interval retrieval based on a semantic description,whichwe are seeking
to solve with this study, or provide a useful information that will help address this thesis’
aim faster and more accurately.

Though there are reliable methods of event retrieval based on semantic input, they
are all based solely on the visual data, like individual frames or motion features. To
the best of our knowledge, none of the related work papers we surveyed employ the
soundtrack for increasing the accuracy of the interval retrieval. Therefore, studying the
best performing methods for audio-based interval retrieval would improve the existing
technology of content-based video and audio classification and searching in a unified
approach and would enable further analysis of audio data.
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3 Method

This study investigates the effectiveness of deep learning models within the convolu-
tional neural networks of sound classification. To benchmark the performance of such
algorithms, the experiment involved three models: AlexNet, ResNet-50 and YamNet.
Both AlexNet and ResNet-50 are known to be well-suited for image classification, as
highlighted in the previous section. In order to exploit their ability to discriminate visual
input, the input audio data used for training and testing the models was converted into
melspectrograms, providing themwith the necessary input [10, 18]. YamNet model is an
already pretrained model provided by TensorFlow team. YamNet takes in a waveform
of the given sound data sample and predicts the probability of each of its 521 classes; it
was chosen for the study due to the fact that it is pretrained on the same dataset used for
this study.

3.1 Performance Metrics

In order to evaluate the performance of the models and comparatively benchmark them,
we followed the procedure outlined in previous studies [28, 29] and calculated Accuracy,
Precision, F-1 score, MCC, and ROC AUC.

The metrics operate with true and false positives and negatives measurements to be
calculated. The nature of true and false positives and negatives is explained in Table 1.

Table 1. True and false negatives and positives.

NO (prediction) YES (prediction)

NO (actual) True Negative
(TN)

False Positive (FP)

YES (actual) False Negative
(FN)

True Positive (TP)

The first metric used to compare the models is the receiver operating characteristic
area under curve (ROC AUC). The ROC curves are constructed by plotting the false
positive rate (FPR) on the x-axis against the true positive rate (TPR) on the y-axis at
various threshold settings. After calculating the ROC curves, the area under the curve
(AUC), is computed for each ROC curve. The area under the curve is equal to the
probability that a classifier will rank a randomly chosen positive instance higher than a
randomly chosen negative one (assuming ‘positive’ ranks higher than ‘negative’) [29].

TheMatthews correlation coefficient (MCC) is used inmachine learning as ameasure
of the quality of binary (two-class) classifications. The metric is generally regarded as a
balanced measure that can be used even if the classes are of different sizes [29].

MCC = TP · TN − FP · FN√
(TP + FP) · (TP + FN) · (TN + FP) · (TN + FN)

(1)
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Accuracy is closeness of the measurements to a specific reference value.

Accuracy = TP + TN

TN + FP + TP + FN
. (2)

The precision of a model is defined as the number of True Positives divided by the
sum of all positive predictions.

Precision = TP

TP + FP
. (3)

A F measure (or sometimes F1 score) is a statistic that tries to combine the concerns
of precision and recall in the same metric. F measure is calculated using the following
Equation:

F1 = 2 · (recall · precision)
recall + precision

. (4)

The above parameters provide a full statistical overview of the accuracy of the
method, beyond its ability to discriminate individual events.

3.2 Data

The dataset used for evaluation is based on the AudioSet [11] database that consists of
an expanding ontology of 527 audio event classes and a collection of 2,084,320 human-
labelled 10-s sound clips drawn from YouTube videos. The ontology is specified as
a hierarchical graph of event categories, covering a wide range of human and animal
sounds, musical instruments and genres, and common everyday environmental sounds.
Every video has on average 5 event labels. A combination of metadata (title, description,
comments, etc.), context, and image content for each video were used to generate the
labels automatically. It is worth noting that, in the dataset, the labels apply to the entire
video and the labels are generated automatically, hence they are not 100% accurate [10].

The AudioSet database contains links to Youtube videos, labels and time frames for
the correct segments from distinct videos. But not all links are available in the moment,
therefore, a subset of 16902 samples was used for evaluation. The resulting number
of items from the training dataset was 19614 items. We have decided to use only 6
out of 527 audio classes due to simplification of the experiment, and due to time and
computational constraints. The selected classes are: “Rapping”, “Cheering”, “Gunshot,
gunfire”, “Radio”, “Cat” and “Helicopter”.

The reduced dataset is balanced. The downloaded evaluation and training datasets
were merged and only audio samples that have one of the selected classes as labels were
picked for the experiment as the final training and evaluation dataset. For the purpose of
obtaining a higher degree of accuracy, all the entries from both training and evaluation
dataset weremerged and then randomly split 80/20 for as the training and testing subsets.

Each of 6 classes has approximately 120 audio samples linked to them in the training
data had been picked and then another 11266 augmentations had been generated so that
each class is represented by approximately 2000 samples in the training dataset. Totally,
12000 were used for training, of which 734 are 10 s raw samples in wave format.

After the last layers of AlexNet and ResNet-50 models were fitted, an additional
classifier, Random Forest, was trained for each model, including YamNet.
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3.3 Interval Retrieval

To understand the performance of the models on a fixed-size length audio samples,
184 audio samples out of 16902 from the evaluation dataset of AudioSet [11] were
used. The selection criteria for this data was that an audio sample contains keyword(s)
belonging to one or more tested classes. Each sample gets split into fixed-size non-
overlapping patches and fed into the classifiers. The evaluation dataset does not contain
any augmentations, only raw original data. For each model, the output was fed into the
instance of the Random Forest classifier trained for that specific model and the final
output was evaluated against the target. The type of classification in this experiment is
also binary multilabel classification.

In order to evaluate the performance of the models, a new audio file was created. The
file is 41 s long and it contains samples from 3 audios, each of which is present in the
evaluation dataset for the classification problem. The audio file is constructed in a way
presented on Fig. 1 that has distinct intervals of sounds that are easily recognizable by
a human listener and has intervals without any sound as well. This melspectrogram is
fed into all the models that have been already trained with the data. Since the evaluation
audio file was handcrafted, it is labeled with a high degree of accuracy. The predicted
intervals were compared against the handmade labels.

Fig. 1. A melspectrogram obtained by transforming the handcrafted evaluation audio file.

Comparing the predicted intervals with the handmade labels involves creating binary
arrays for both predicted intervals and for hand-made ones. The binary array is an output
in the binary multilabel classification, whereby the interval is retrieved using the user-
provided keyword that should match one of the classes in the fixed term (in this case
a fixed size of 0.01 s). Each patch is an array of length 6 but in the case of our audio
file from Fig. 1 three out of six elements in the array will be 0. Each element of the
output arrays is a float number in range [0, 1] and represents the probability of each of
the predicted classes.

3.4 Models

YamNet. It is a deep neural network that, following training predicts 521 audio event
classes based on the AudioSet-YouTube corpus, and employing the Mobilenet_v1
depthwise-separable convolution architecture [30]. Six classes out of 527 were omitted
based on the recommendations from reviewers [10].
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The MobileNet structure is built on depthwise separable convolutions except for
the first layer which is a full convolution. All layers are followed by a batchnorm and
ReLU nonlinearity with the exception of the final fully connected layer, which has no
nonlinearity and feeds into a softmax layer for classification. Down sampling is handled
with strided convolution in the depthwise convolutions as well as in the first layer. A
final average pooling reduces the spatial resolution to 1 before the fully connected layer.
Counting depthwise and pointwise convolutions as separate layers, MobileNet has 28
layers.

As mentioned above, the model normally outputs 521 classes. However, for the
purposes of the experiment, the output has been filtered and the array of 521 elements
was replaced with a 6-element array, each of which represents the probability of each of
the 6 classes picked for the study.

The output is then fed into another classifier - Random Forest. The final output is
the one used for intervals retrieval since the model performs better together with the
classifier than on its own.

AlexNet. It contains eight layers - five convolutional and three fully-connected [31].
The original model was modified for this task, with the last layer changed to output
an array of 6 classes instead of the default 1000. We used the pretrained version of the
model, which was trained to classify natural images. We decided to use the deep features
of the model as well retrain it so that the model fits the problem better. The Random
Forest classifier was also used on top of the output of AlexNet.

ResNet-50. The original ResNet-50 is a residual neural network which consists of 50
layers,most ofwhich are convolutional [32]. Themodelwas altered similarly toAlexNet,
with the last layer set to output an array of 6 classes instead of the default 1000. The
pretrained version of the model was used, which is pretrained to classify natural images.
We decided to use deep features of the model as well retrain nine last layers. We also
used a Random Forest classifier on top of the ResNet-50’s output.

4 Results and Analysis

To understand the performance of the models on fixed-size audio samples, they were
applied on the evaluation dataset. Table 2 shows the result value of the measured metrics
in percentage for all three models. For comparison purposes, the YamNet model was
implemented without the additional Random Forest classification in the experiment.

The best performing model overall is a combination of YamNet and Random Forest.
However, comparing to the pure YamNet model, without Random Forest, the other
models with additional classifier in form of Random Forest showed better results. To be
more specific, the reason for the difference in performance lies in the fact that YamNet
was trained on 2084320 human-labeled 10-s sound clips drawn from YouTube videos,
while AlexNet and ResNet-50 were trained on 12000 samples, 11266 of which were
automatically generated from the original 734.

The next experiment was conducted in order to see the performance of the model on
the classification of a single sample correlated with the performance on retrieving the
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Table 2. Models’ performance on classifying audio samples.

YamNet without RF YamNet AlexNet ResNet-50

ROC AUC 62.5 92.5 87 88

MCC 24.9 81.53 65.8 67.6

Accuracy 79.16 92.7 88.7 88.85

Precision 37.5 68.75 61.74 63.11

F1 score 42.85 75.25 71.4 72.63

Fig. 2. Comparison of the metrics on the intervals retrieval by keywords.

intervals by querying the specific classes. As input the hand-crafted file was used. The
performance of the models for three classes is presented on the Fig. 2.

The best performing model for class “Helicopter” was AlexNet which outperforms
the other models on every single metric. The performance of AlexNet in this case is
far from perfect, with an accuracy of 77.15% and a precision of 48.9%. In addition, the
values of the other metrics suggest that it could be possible to achieve a reliable result
with more training data. YamNet yielded a very low value for MCC even though the
model had been trained on more examples than the others. This is possibly due to the
fact that YamNet was trained to recognize 521 classes and its output was just filtered
and the 6 classes were used to construct the final output while the other two models were
fitted for these specific 6 classes.

The best performing model for class “Cat” was YamNet with accuracy of 81% and
precision of 51.46%. AlexNet and ResNet-50 yielded a similar result, but ResNet-50
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still performed better, yielding higher values for both ROC AUC (75.28%) and F1 score
(49.64%).

The best performing model for class “Cheering” was YamNet, with accuracy of
72.86% and precision of 49.54%. ResNet-50 yields an even higher accuracy and preci-
sion, however, a low value of F1-score suggests that the high values of some of the other
metrics are a result of the model not activating the queried class on a disproportionately
large part of the audio sample rather than a result of good performance.

As we can see from Table 3, the aggregated values of the models’ performance
metrics are comparable. However, we know from examining the classes one by one that
some of the values are too high on some classes and too low on the others just like in
case of ResNet-50. Having examined the performance of the models on a single class
case by case we can say that the best performing model overall is YamNet, yielding a
mean accuracy of 71.62% and a mean precision of 41.95%. The model also yields stable
values for most of the other metrics.

Table 3. Mean performance on three queried keywords.

YamNet AlexNet ResNet-50

ROC AUC 67 69 66.59

MCC 27.4 30 29.72

Accuracy 71.62 67.72 71.93

Precision 41.95 33.83 41.16

F1 score 45.95 45.53 36.37

5 Discussion

In order to find the most suitable matching method to retrieve an audio of an arbitrary
length via a natural language query input, two experiments have been conducted. Since
the data that needs to be classified is audio and the features that were extracted from
the data are melspectrograms, we have picked the models that perform well on image
classification [10, 30]. The selected models are AlexNet and ResNet-50. All models
have been pretrained to classify audio samples.

Two sets of tests were conducted to find the best performing model. The first test
evaluated the performance of the models on the fixed-size audio samples classification
problem. The best performing model turned out to be YamNet with accuracy of 92.7%
and precision of 68.75%.

The purpose of the second test was to evaluate the performance on the intervals
retrieval problem. The best performing model is still YamNet, but it is worth noting
that the aggregated value of the metrics is similar for all the models. Evaluation of the
models’ performance on a single class at a time gave us a more clear picture of how the
models actually perform. BothYamNet andAlexNet had a relatively stable performance,
while ResNet-50 showed evidence of being biased towards certain classes.
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None of themodelswas able tomatch the natural language query to the corresponding
interval with a reliable degree of accuracy and precision. However, there are a few factors
that might have affected the experiment negatively. Firstly, YamNet, the best performing
model, could have performed better on the classes that hadmore examples in the original
training dataset because had been trained originally with more samples. Secondly, the
models might have misclassified the audio samples and it is possible that retrieving the
intervals for related classes as well and aggregating that into a single array of intervals
would have yielded a more reliable result. However, picking the relevant classes for the
audio samples is beyond the scope of the study and could be the baseline for future
research.

6 Conclusions

The experimental study has compared the performance of three models Yam-Net,
AlexNet and ResNet-50 on two different but related problems: a classification prob-
lem and interval retrieval based on natural language query. The result was evaluated
using the following metrics: ROC AUC, MCC, accuracy, precision and F-1 score. The
motivation behind this study was to discover which classifiers are able to solve this prob-
lem and to what degree (performance-wise) the classifiers are able to retrieve intervals
based on a natural language query.

We used transfer learning for all the three models evaluated by training instances of
Random Forest, each of which used the pretrained high level features of the models. The
original dataset contains samples that are labelled with 527 classes, however, we used
only 6 classes during the experiment to compensate for the lack of the computational
capacity and to be able to analyse the result more clearly.

The study established that the tested models were not capable of retrieving intervals
from an audio of an arbitrary length based on a natural language query; however, the
degree to which the models are able to retrieve the intervals varies depending on the
queried keyword and other underlying learning parameters, such as the value of the
threshold that is used to filter the audio patches that yield too low probability of the
queried class.

The results showed that YamNet was able to classify single fixed-size audio samples
with 92.7% accuracy and 68.75% precision, while its average accuracy on intervals
retrieval was 71.62% and precision was 41.95%. AlexNet classified the single fixed-size
audio samples with 88.7% accuracy and 61.74% precision, while its average accuracy
on intervals retrieval was 67.72% and precision was 33.83%. ResNet-50 classified the
single fixed-size audio samples with 88.85% accuracy and 63.11% precision. Its average
accuracy on intervals retrievalwas 71.93%andprecisionwas 41.16%.ResNet-50 yielded
an unreliable result on two of the tested classes and displayed a significant difference in
the average activation strength of different classes.
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Abstract. Standardized by 3GPP, Narrowband Internet-of-Thing (NB-IoT) tech-
nology operating in licensed bands is nowadays widely deployed and utilized for
static deployments of IoT communications services. The recent trend to equip
large complex inherently nomadic systems such as trains and ships with advanced
sensory capabilities call for mobility support in NB-IoT technology. Such sys-
tems entering and leaving the NB-IoT coverage periodically could lead to syn-
chronized behavior of sensor nodes resulting in occasional spikes in the num-
ber of sensors simultaneously accessing the NB-IoT random access channel. In
this study, we develop a model capturing behavior of nomadic systems roaming
between coverage of NB-IoT technology. The metrics of interest are mean mes-
sage transmission delay as well as the message loss probability. Our numerical
results illustrate that these metrics are mainly affected by the duration of the out-
age interval and fraction of time systems spends in outage conditions. At the same
time, the loss and delay performance only insignificantly affected by the number
of sensors implying that NB-IoT random access procedure may efficiently handle
sporadic loads.

Keywords: NB-IoT · Massive MTC · Random access · Mobile sensors

1 Introduction

Standardized as a part of 3GPP Release 13 Narrowband Internet-of-Things (NB-IoT)
technology quickly became the de-facto standard for commercial IoT systems [14].
The NB-IoT technology utilizes much narrower channels of only 200KHz by enabling
the devices having about 10% complexity of that for LTE Cat-1. As a result, it offers
unprecedented coverage of up to 30 km with over 50 thousand of networked devices
per cell and much longer battery lifetimes [4,10]. Similarly to its predecessor, LTE-M,
NB-IoT is deployed over the LTE infrastructure, which makes it possible to provide
enhanced security features as well as deployment options via software updates [6,13].

NB-IoT technology is designed to mainly target those applications generating data
periodically over constant or random time intervals, e.g., environment and medium
monitoring services. However, dealing with event driven applications, especially, those
that might be triggered by events affecting large territories, e.g., disaster use-cases,
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public protection and disaster relief (PPDR) applications, may lead to sub-optimal per-
formance of NB-IoT technology as a result of congestion events at the random access
stage [17,18].

Recently, the scope of NB-IoT technology is enhanced to target vehicle mounted
sensors [3,15]. The new use-cases include container tracking systems mounted at large
moving systems such as trains or vessels sailing near-the-shore [9]. Featuring thousands
of sensors these systems move between the areas with NB-IoT coverage naturally caus-
ing random access “storms” just after entering coverage areas of NB-IoT base stations
(BS). To develop efficient access barring schemes accurate models characterizing on-off
service process of sensors in such systems are needed.

In this paper, we formulate an accurate model of the service process of sensors
deployed at the large object (e.g., train or vessel) moving across the area with inter-
mittent NB-IoT connectivity. Explicitly accounting for both random access and data
transmission phases by capturing the essentials of NB-IoT technology we represent
the transmission process of data messages from a large number of sensors as a multi-
dimensional Markov chain. The key performance indicators include the mean message
transmission delay and message loss probability. The latter include losses as a result
random access and data transmission. The developed model can be utilized for devel-
oping access barring schemes for novel applications of NB-IoT technology for large
nomadic systems.

The paper is organized as follows. The system model is formulated in Sect. 2. The
model of the service process is introduced in Sect. 3. Numerical results are provided in
Sect. 4. The conclusions are drawn in the last section.

2 System Model

In this section we introduce our system model by specifying its parts. We successively
characterize deployment and connectivity, sensor behavior and traffic, NB-IoT random
access and data transmission models. Finally, we introduce the considered metrics of
interest.

2.1 Deployment and Connectivity

We consider a large complex object such as vessel or train with N NB-IoT sensors
deployed on-board moving across a certain area, see Fig. 1. A part of the area is covered
with NB-IoT technology. We assume that the coverage and outage duration are geo-
metrically distributed with parameters λON and λOFF . These parameters can be found
analyzing a special use-case of interest, see, e.g., [9] for container vessel example.

2.2 Sensor Behavior and Traffic

We assume that all the sensors operate independently of each other, i.e., their trans-
missions are not globally synchronized or, alternatively, intentionally de-synchronized.
The inter-message generation time is assumed to be geometrically distributed with the
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Fig. 1. Potential scenario with intermittent NB-IoT connectivity.

parameter λ . Once message is generated, the sensor is assumed to test network avail-
ability. If there is NB-IoT coverage the message is scheduled for transmission by initi-
ating the NB-IoT random access procedure. If the network is unavailable, sensor enters
the waiting phase. During this phase, the network availability is tested or regular time
intervals. Once the network becomes available the random access procedure is imme-
diately initiated. The message lifetime is assumed to be limited and geometrically dis-
tributed with the parameter Tl .

2.3 The Captured NB-IoT Mechanisms

NB-IoT Random Access Phase. Following NB-IoT specification [1] user equipment
(UE) is assumed to determine NB-IoT carrier by measuring the power of the received
synchronization signals, see Fig. 2 on the downlink direction. The time interval between
synchronization information repetition may vary between 24 and 2604ms [2]. Once
synchronized, UE can configure the NPRACH resource so that the number of repetitions
and the transmit power is sufficient.

Next, the NPBCH carries the master information block (MIB) for 640ms transmis-
sion time interval (TTI). Also, overhead information about the cell characteristics is
transmitted to the SIB1-NB for 2560ms and other SIB2-NB information from the base
station. More details can be found in [11].
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Fig. 2. Downlink physical channels on an NB-IoT anchor carrier [11]

After the DL message transmission has been completed, UL transmission on the
NPRACH is performed. The number of repetitions can be 1, 2, 4, 8, 16, 32, 64, 128. One
preamble consists of 4 groups of characters, each of which consists of 5 characters and a
circle prefix (66.67µs or 266.7µs for 10 or 40 km of distance to the base station, respec-
tively). For this reason, the random access duration is in the range 5.6ms–819.2ms [5].
The base station for estimating TA in the presence of an unknown offset of the residual
frequency of the device exists the deterministic tone hopping pattern within a repetition
unit. NB-IoT specifies the minimum number of orthogonal preambles to be 12.

NB-IoT Data Transmission Phase. The data transfer phase is initiated in NPDCCH
channel. Repetitions of this signal can be 1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024,
2048 times. This is utilized to transmit the Downlink Control Information (DCI).

Figure 3 illustrates the full PSM cycle without any activity followed by an activation
to transmit data is shown. DL signals are represented on the Y axis as RX. DL signals
use 15 kHz Subcarrier spacing. The code modulation scheme is provided only by QPSK.
NPDSCH serves for transmitting service data in DL including broadcast information for
SI transmission. It is possible to use sequentially 1, 2, 3, 4, 5, 6, 8, 10 SF and the same
number of repetitions as for NPDCCH. To transmit data to UL, the NPUSCH channel is
used. UL typically uses either 3.75 kHz or 15 kHz Subcarrier spacing. For this reason,
NPUSCH has two formats and has various combinations of RU duration of 1, 2, 4, 8,
32ms. A detailed relationship is presented in Table 1.

2.4 Metrics of Interest

The metrics of interest include the mean message delay and message loss probability.
In the next section, we proceed analyzing the specified system model.

3 Mathematical Model

In this section, we formalize and solve our mathematical model. First, we outline the
basic structure of the model and then proceed specifying the Markov chain framework
and then solve it using numerical algorithms.
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Fig. 3. Life cycle and related power levels of an NB-IoT UE [2,5].

3.1 Approach at the Glance and Assumptions

The core of the proposed modeling approach is on application of two-dimensional
Markov chain, where we explicitly differentiate between two large set of states: con-
nectivity (ON) and outage (OFF) subspaces. Sensor nodes are assumed to follow the
same rules message generation rules in both subsets of states with the only exception
that transmission is only possible in connectivity subspace. Thus, in the OFF states the
number of sensors having a message ready for transmission grow creating the backlog
of messages to be transmitted at the beginning of the ON state. However, the lifetime
of the message might be expired leading to the loss of messages.

In the connectivity subset of states, UEs are assumed to compete for access to the
system according to NB-IoT access rules. We assume that the time is discrete with the
time slot duration coinciding with frame duration in NB-IoT technology. The following
additional assumptions are accepted:

Table 1. RU values specified by NPUSCH format and subcarrier spacing

NPUSCH
format

Subcar.
spacing

No. of
subcar

Number of
slots

Length of
RU

Modulation
scheme

Format 1 3.75 kHz 1 16 16ms BPSK/QPSK

15 kHz 1 16 8ms BPSK/QPSK

3 8 4ms QPSK

6 4 2ms QPSK

12 2 1ms QPSK

Format 2 3.75 kHz 1 4 8ms BPSK

15 kHz 1 4 2ms BPSK
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– Assumption 1: The time spent in the ON and OFF states are a random variables TON
and TOFF , that follow geometric distributions with the parameters qON and qOFF ,
respectively. One may determine these probabilities using the connectivity and out-
age sojourn times, see, e.g., [9].

– Assumption 2: To simplify formalization we consider the messages arrival process
from N sensors as the aggregated one with intensity of Nλ , where λ is the message
intensity from a single sensor. With this interpretation each sensor can have at most
one message ready for transmission that agrees with our system model assumptions.
The sensor remains in the system until its message is successfully transmitted or the
maximum number of access and transmission attempts is reached.

– Assumption 3: In the ON state, the sensor tries to associate with the BS using l
preambles. If access attempt is successful, sensor transmits a message. If the mes-
sage is successfully transmitted, this sensor leaves the system.

– Assumption 4: Sensors having the message ready for transmission forms a queue,
where all the sensors are considered to be simultaneously active. If the ON (connec-
tivity) state ends, this backlog of sensors are in the active state in the beginning of
the next ON period.

3.2 Markov Model

Empowered with the introduced assumptions, the system evolution can be represented
using the Markov chain illustrated in Fig. 4. Let {St ,Nt

act , t = 0,1, . . .} be stochastic
process, where St describes the connectivity state of the system with ON state corre-
sponding to 1 and OFF states denoted by 0, Nact is the number of active sensors in the
systems having message ready of transmission that have not received access to NB-IoT
system yet. Thus, the process is defined over the state space Z ∈ {0,1}×{0,1, . . . ,N},
Recalling our assumptions, it is easy to see that the choice of the next state depends
only on the current one implying that the process {St ,Nt

act , t = 0,1, . . .} is Markov in
nature.

The number of active UEs at the time slot t+ 1 is related to the number of active
UE in the time slot t as follows

Nt+1
act = Nt

act −T (Nt
act ,S

t)+Vt(Nt
act), (1)

where T (Nt
act ,S

t) is number of successful transmissions when the system is in the state
St and the system has Nt

act active subscribers.
Denote by Vt(Nt

act) number of sensors that have become active in slot t, provided
that Nt

act was active subscribers to the beginning of slot t. Since the number of active
sensors coincides with the number of messages, we have

St =

{
0 if the system is in OFF state

1 if the system is in ON state
, (2)
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Fig. 4.Markov Chain

Table 2. Principal structure of transition probability matrix.

0,0 0,1 · · · 0,i · · · 1,0 1,1 · · · 1,i · · ·
0,0 · · · · · · 0,0 · · · · · ·
0,1 0 · · · · · · 0,1 0 · · · · · ·
...

...
...

...
...

...
...

...
...

...
...

...

0,i 0 0 · · · · · · 0,i 0 0 · · · · · ·
1,0 · · · · · · 1,0 · · · · · ·
1,1 · · · · · · 1,1 · · · · · ·
...

...
...

...
...

...
...

...
...

...
...

...

1,i · · · · · · 1,i · · · · · ·
...

...
...

...
...

...
...

...
...

...
...

...

implying that the component St+1 takes the following form

St+1 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 with probability qOFF if St = 0

0 with probability 1−qON if St = 1

1 with probability qON if St = 1

1 with probability 1−qOFF if St = 0

(3)
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Using (1)–(3), one can calculate the transition probabilities of {St ,Nt
act , t =

0,1, . . .}. Figure 4 illustrates the generic structure of the proposed Markov model. Note
that the associated transition probability matrix is sparse with only non-zero values, see
Table 2. They are obtained as follows. For i> j we have

p{ j,St+1 | i,St} =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
s

N− j

∑
m=i− j

Cm−(i− j)
N−i qm−(i− j) × St = 1

×(1−q)N− j−mPr{T = m | i}
sCi− j

N−iq
i− j(1−q)N− j St = 0

while for i ≤ j the following holds

p{ j,St+1 | i,St} =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
s
N− j

∑
m=0

C j−i+m
N−i q j−i+m × St = 1

×(1−q)N− j−mPr{T = m | i}
sC j−i

N−iq
j−i(1−q)N− j St = 0

where i is Nt
act , j is N

t+1
act , s is the probability of transition from state ON to state OFF

accounting for the following

s=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
qon, St = 1,St+1 = 1

1−qon, St = 1,St+1 = 0

qo f f , St = 0,St+1 = 0

1−qo f f , St = 0,St+1 = 1

, (4)

Pr{T = m | i} is the probability that there are T UEs with message ready for transmis-
sion in the system. This quantity takes on when St = 0. Otherwise, we have

Pr{T = m | i} =
i

∑
k=0

Ck
i p

k(1− p)i−kP(l,k,m) (5)

where p is the probability that the active sensor transmits in the current slot.

p=

{
0 if i = 0

min(l/i,1) else,
(6)

andP(l,k,m) is the probability of the distribution of kmessages over l channels, such that
m channels are selected by exactly one UE. Following [16] this probability is given by

P(l,k,m) =

⎧⎪⎨
⎪⎩

(−1)ml!k!
lkm!

min(l,k)
∑
f=m

(−1) f (l− f )k− f

( f−m)!(l− f )!(k− f )! m<= k

0 m> k

. (7)

3.3 Performance Metrics

Having obtained the transition probability matrix, one can solve it finding stationary
probabilities using standardmethods, e.g., by solving a systemof linear equations [7,12].
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Having the stationary probabilities at our disposal characterizing the number of
active UEs in the system in the steady-state we may now derive the metrics of inter-
est. Applying the Little result to a system with a limited number of waiting positions,
the average delay is calculated as

E[d] = E[Nact ]
λout , (8)

where λout is the intensity of the output stream, i.e.,

λout = (N−E[Nact ]) · (1− e
−λ
N ). (9)

Combining (8) and (9), the mean delay value is given by

E[D] = E[Nact ]

(N−E[Nact ])·(1−e
−λ
N )

, (10)

To calculate the message loss probability, we first determine the sensor transmis-
sion probability. The latter is given by the ratio of the number of transmitted messages
obtained in (9) and the total number of messages λinp,

λinp = N · (1− e
−λ
N ). (11)

Now, the transmission probability reads as

Ptran = 1− E[Nact ]
N . (12)

immediately leading to the message loss probability in the following form

Ploss =
E[Nact ]

N . (13)

4 Numerical Results

In this section, we elaborate our numerical results. We start assessing accuracy of the
developed model and then proceed illustrating the system response to input parameters,
including mean delay and message loss probability.

4.1 Accuracy Assessment

We start assessing the accuracy of model developed in the previous section. To this aim,
we specifically develop an accurate simulation environment capturing all the details of
the system model and specifics of NB-IoT access procedure. The simulation is written
in Mathlab using multi-threaded optimization allowing to scale well for realistic values
on the number of sensors and ON and OFF period duration. To gather statistics we have
utilized the method of replications with sampling technique. To deliver the statistics of
interest, each replication consisted of 100 ON and OFF periods. The number of repli-
cations was set to 10. For this reason, in what follows, we illustrate the point estimates
of considered metrics.
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Fig. 5. Comparison with computer simulations.

Fig. 6. Mean delay as a function of γ for λ = 0.2msg/h.

The comparison of model results and the ones obtained using the simulator is illus-
trated in Fig. 5 for different values of the fraction of time the system in outage, γ . Fur-
thermore, as one may observe, the analytical data coincides with the simulation ones
very well across the considered range of message arrival intensity. Thus, in what fol-
lows, to study system response to various input parameters we utilize the developed
model. Additionally, we emphasize that for considered range of message arrival inten-
sity the mean delay decreases. We discuss this effect in detail in the rest of this section.
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Fig. 7.Message loss probability as a function γ for λ = 0.2msg/h

Fig. 8. Mean delay for γ = 0.5 and 1/λOFF = 1 h.

4.2 System Performance

We start studying the system response by considering the mean delay as a function of
mean outage period, 1/λOFF for different values of the fraction of time in outage, γ ,
illustrated in Fig. 6. First of all, we stress that in the considered system themessage delay
may reach extreme values of 3×104 s. Still these values might be tolerable in practical
use-cases as no real-time communications is expected. This time is mainly induced by
the outage interval duration with NB-IoT infrastructure. Expectedly, the increase in the
fraction of time in outage increases themeanmessage delay for a given values of 1/λOFF .
Similar effect is also observed when increase the mean outage interval.
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Fig. 9.Message loss probability for γ = 0.5 and 1/λOFF = 1 h.

The results presented in Fig. 7 shows message loss probability as a function of mean
outage period, 1/λOFF , for the same system parameters. Analyzing the results, one may
observe that the main trends remain the same, i.e., the increase in the values of γ as well
as in 1/λOFF leads to higher loss probabilities. However, it is interesting to observe
that for just 10% of time spent in outage the loss probability remains less than 10% for
all considered values of 1/λOFF implying that the system even satisfies ITU-R M.2412
constraints on the message loss probability [8].

Number of sensors equipped at the considered large nomadic system is expected to
drastically affect the performance metric of interest. To assess their effect, Fig. 8 shows
the mean delay as a function of the number of sensors for three considered message
arrival intensities from a single sensor, γ = 0.5 and mean outage interval of one hour. As
one may observe the mean delay first decrease in response to higher number of equipped
sensors. The reason is that for the considered practical values of time out-of-coverage
the delay performance is mainly dictated by the outage interval duration. Indeed, dur-
ing the connectivity intervals, for considered practical values of message arrival inten-
sity per single sensor, sensors experience almost no competition for resources. Thus,
increasing the number of sensors the effect of outage intervals dominates. However,
when the number of sensors further increases and thus the traffic intensity increases the
delay increases as well.

Figure 9 shows the message loss probability as a function of the number of sensors
for the same system parameters. Here, the effect of the number of sensors is much more
profound. The increased message loss probability is explained by the fact that sensors
having a message ready for transmission tend to accumulate during the outage period
and start competing together at the same time when connectivity period begins. Still this
effect is not as drastic as one may expect implying that the random access procedure of
NB-IoT technology may efficiently handle sporadic loads of up to 2000 UEs. Similarly
to delay performance, message loss probability drastically increases when per-sensor
load increases.
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5 Conclusions

The intermittent connectivity in mobile massive IoT use-cases may lead to various
undesirable effects such as sensor synchronization once entering the service area
mMTC technology. In this paper, we have proposed an analytical model for NB-IoT
technology serving a nomadic system equipped with a large number of sensors, e.g.,
ship or train, roaming between coverage areas of NB-IoT BSs. The model is based on
the Markov chain theory and allows to consider realistic values of outage and non-
outage periods as well as message arrival intensities. The metrics of interest are the
message loss probability and mean message delay.

Our numerical results demonstrate that the developed model captures the simula-
tion results well across a wide range of message arrival intensities and fraction of time
in outage. Further, we have revealed that performance metrics of interest are mainly
affected by the outage interval duration and fraction of time system spends in outage
state. We have also observed that the even very long outage intervals with the infrastruc-
ture do not drastically increase the message loss probability meaning that the capacity
of NB-IoT random access channel is sufficient to efficiently handle sporadic loads of
up to thousands UEs.
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Abstract. Nowadays, the low-power long-range networks are required for
the Internet of Things applications, in which devices can transmit data
over long distances and consume low energy. Low-Power Wide-Area Net-
works (LPWANs) have emerged to focus on a group of networks provid-
ing solutions for long-range communication and saving power consump-
tion. However, most such networks rely on star topology networks, where
the end nodes send data directly to the gateway, which leads to an issue
when many nodes are far from the gateway. Aiming for no need for addi-
tional gateways, we consider multi-hop communication in LPWANs in this
paper. Routing protocols are used to help some nodes that can become
relay nodes and find the optimal route to forward the data to the gateway.
In the simulated LoRa network, we evaluated the routing protocols in con-
sidering the delivery latency and packet loss ratio in varying the network
size and number of nodes. Also, the results bring an insight into the future
design of a multi-hop communication supported in LPWANs.

Keywords: IoT · Mesh network · Routing protocols · Delay · Packet
delivery ratio · LPWAN · LoRa · Smart city

1 Introduction

Nowadays, communication technologies play an important role in connecting
things and people. A lot of applications have been developed to bring our lives
more modern and convenient. In recent years, a topic called the Internet of
Things (IoT) has emerged and became a basis for recent development towards the
industrial revolution 4.0. In most IoT applications, there are lots of sensor devices
used to collect data that can be about the weather as temperature, humidity, etc.
By using sensors we can monitor how our health is and how plants are growing.
The collected sensor data are transmitted via communication technologies via
the Internet to a remote server, where we can access the data anytime. The IoT
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paradigm has led to the emergence of other types of communication networks as
well as communication technologies.

Moreover, working with most sensor devices requires low power consumption
and the ability to transmit data over long distances. There are long-range tech-
nologies such as LoRa, Sigfox proposed for IoT applications which can transmit
data in the long distances and save energy consumption. The LoRa technology
developed by Semtech Corporation is considered one of the promising technolo-
gies for building energy-effective long-range networks in both urban and rural
environments. On the other hand, there are technologies such as IEEE 802.11,
IEEE 802.15.4, or BLE (Bluetooth Low Energy) are also widely used in the IoT
applications. However, these technologies have a short communication range. To
construct the long-range sensor networks, we consider development to expand
the network coverage by supporting both star and multi-hop or mesh topology.

In the context of developing applications of Smart Sustainable Cities, the
communication networks are deployed to bring the connectivity ability to the
devices [2]. However, some problems emerged in ensuring the connectivity of
devices in the network in the urban environment. A group of Low-Power Wide
Area Networks (LPWANs) has emerged to group the technologies used for long-
range communication and saving energy consumption. As known well, there are
several proposed technologies such as LoRa with LoRaWAN, Sigfox, NB-IoT,
or Ingenu, etc. LPWANs connect IoT devices or telemetry devices located over
long distances to the gateway or the base station.

In most of the solutions for organizing networks, we can see that the devices
are connected in various topologies such as a star, mesh, multi-hop, or point-
to-point. Depending on the requirements of the application, a topology can be
chosen to build a network between devices. Initially, the networks based on the
LoRa technology were proposed in work with the star topology, where many
devices are connected to the external network via a base station or a gateway.
Moreover, other wireless sensor networks such as ZigBee or Z-wave support mesh
and multi-hop topology. Although these networks also have low-power consump-
tion, the devices can communicate with the other over a short distance.

Thus, it becomes the idea of using a long-range mesh network as a LoRa
network in star and mesh topology, which provide the devices that are far away
from the gateway can transmit the data via the other devices. However, there is
a low data rate in such networks. Therefore, when developing routing protocols,
it is necessary to consider changes to adapt to such networks. In this paper, we
consider evaluating the well-known routing protocols used in the wireless mesh
networks that we can simply modify to adapt to the LPWANs.

2 Low Power Wide Area Networks

LPWANs represent a group of low-power wide-area networks. Such networks
connect sensors and devices covering wide areas while consuming a little energy
consumption. LPWANs have been developed to enable long-range communica-
tion at a low data rate. There are emerging and promising technologies proposed



Evaluation of Routing Protocols for Multi-hop Communication in LPWAN 257

to build LPWANs. As well-known and popular in the market and also in sci-
entific research, it can be called LoRa technology from Semtech, ultra-narrow
band (UNB) technology from Sigfox, and random phase multi-access (RPMA)
technology from Ingenu.

LoRaWAN. One of the most promising networks is used for IoT devices.
LoRaWAN has been developed based on the LoRa technology, which was
launched by Semtech Corporation in 2012. The LoRaWAN Alliance groups com-
panies, developers to focus on the development of a low-power wide-area net-
work LoRaWAN. As mentioned, most LPWANs use unlicensed frequency ISM
to transmit data. In LoRaWAN, the frequency ranges of 868 MHz, 912 MHz,
433 MHz are used in Europe, North America, and Asia, respectively. The key
parameters provided by the LoRa technology are: modulation, bandwidth (BW),
spreading factor (SF), coding rate (CR), which can be chosen to achieve the
required data rate. At the physical layer, the chirp spread spectrum modula-
tion is used to provide an increased channel budget and better noise immunity.
Moreover, the data date is varying from 0.3 to 50 kbps depending on the BW,
SF, and CR, to transmit the payload with a length of up to 200 bytes. [14].

Sigfox. This technology reduces the spectrum to increase the data transmission
range. The data are transmitted at a very low data rate with a modulation scheme
to ensure minimal spectrum used. The advantage of this method is that the per-
ceived noise (after filtering the signal) is reduced since it linearly depends on the
occupancy of the signal spectrum. In the Sigfox network, the payload length is
defined to 12 bytes and can be transmitted with a low bit rate up to 100 bps. [15].

Ingenu. The difference between this network and others in LPWANs is using a
higher frequency range. The 2.4 GHz frequency band is used, therefore this tech-
nology can provide a higher throughput than the others, which work in sub-GHz
band. However, the higher frequency may lead to propagation losses and con-
straints of the transmission range. Besides, using the RPMA technology enables
a higher data rate than LoRaWAN or Sigfox. The data can be transmitted with
hundreds of kps. Ingenu also enables effective bidirectional data exchange by
synchronizing the gateway and the end nodes [18].

In most solutions of LPWANs, the star topology is used to communicate
between end nodes and the base station or the gateway, as shown in Fig. 1. In
a single-hop connection, the end nodes send the data directly to the gateway
that forwards received data to the server. A single gateway can cover a large
coverage area. However, with some nodes located far from the gateway, there
could be challenges in transmission power. The gateway requires higher energy
to transmit data to these nodes. That means that the further a node is away
from the gateway, the more energy it has to expend relaying a message. That
is a critical issue when the end nodes require to send the data to the gateway.
Besides, most of the end nodes are powered by batteries, therefore there is a
limitation in energy consumption.

Another alternative solution that can be combined with the star topology
is to use the multi-hop or mesh topology in LPWANs. As shown in Fig. 2, we
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Server

End nodes

Fig. 1. Star topology

can see that some nodes are out of the coverage area of the gateway. Thus, to
deliver the data to the gateway, the other nodes can become the transit nodes
relaying the data via more than a single hop to the gateway. In some cases, LoRa
devices may still be unable to communicate wirelessly with a nearby gateway
due to physical obstacles that can attenuate wireless signal strength and result
in data losses and communication errors [8]. In wireless sensor networks, the
mesh and multi-hop networks are often deployed based on technologies such as
ZigBee, WirelessHART, 6LoWPAN. And recently, Bluetooth Low Energy 5.0
also supports relaying data via nodes in multi-hop connection. It can be seen
that most of the existing technologies, nowadays, are supporting mesh and multi-
hop communication [4], included the single-hop or star topology. In addition to
the end nodes, there are different types of nodes, which have the functionality
to forward data to the other nodes.

Based on this approach, we consider deploying a LoRa network, in which the
data can be relayed via several nodes to the gateway. Moreover, to construct a
mesh or multi-hop network, the routing protocols are the important elements to
find the optimal path delivering the data packets to the destination. As known
that the LPWANs have a low data rate and require small energy consumption.
Developing and using the routing protocols in such networks may differ from
others. An overview of routing protocols is presented in the next section. Network
simulation is considered to evaluate the routing protocols in the LoRa network.

3 Routing Protocols

Designing and developing routing protocols in wireless mesh networks is a chal-
lenging issue that should cover multiple performance metrics such as minimum
hop count, preventing disruption of the service methods according to robustness
concepts, using mesh infrastructure to perform routing processes as efficient as
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Server

End nodes

Fig. 2. Multi-hop topology

it possible, and increasing the scalability of routing protocols to install or main-
tain routing paths in a mesh network with large capacity [5]. To implement the
idea of building a LoRa mesh network model we need to choose an appropriate
routing protocol.

Typically, ad-hoc routing protocols are divided into three categories, based on
the network topology information used for route discovery: proactive, reactive,
or hybrid.

• Proactive routing protocols: This kind of protocol periodically exchanges the
topology information between all the network nodes. Therefore, proactive
routing protocol has no route discovery since the destination route is saved
and maintained within a table. The tables usually must be updated. These
protocols are used where the route requirements are frequent. However, the
drawback of this protocol is that it gives low idleness to constant application
[10]. DSDV (Destination Sequenced Distance Vector), OLSR (Optimized Link
State Routing) are examples.

• Reactive routing protocols: These routing protocols choose routes to other
nodes only when they are needed. A route discovery process is launched when
a node wants to communicate with another station for which it does not
possess any route table access. AODV (Ad-hoc On-Demand Distance Vector
routing protocol), DSR (Dynamic Source Routing) are examples.

• Hybrid routing protocols: Hybrid Routing joining nearby proactive routing
protocols and global reactive routing protocols together to reduce routing
overhead and delay due to route disclosure process. The advantages of these
protocols are higher efficiency and scalability. However, the disadvantage is
high latency for locating new routes [3]. Examples of these protocols are ZRP
(Zone Routing Protocol).
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Within each of these three categories, there are many protocols, and as such,
a comprehensive review cannot be provided here. We will instead examine and
evaluate a representative selection of protocols that are commonly used and
referenced in the literature.

There are many studies focused on the comparison of protocols mentioned
above. In [6,7] the authors found that AODV has shown better performance than
other routing protocols (DSR, DSDV) with the increment of nodes number in
all performance metrics (end-to-end delay, routing load, received packets, packet
delivery ratio, dropped packets). In [16] Singh et al. showed that although DSR
performs well in quick transmission, however, it has high packet loss. Jogendra
Kumar in [9] proved that AODV has the best execution as far as normal jitter and
end-to-end delay in comparison with DYMO (Dynamic MANET On-Demand
Routing Protocol), DSR, OSLR, ZRP.

In [12] Makodia et al. even pointed out that, AODV is advised for secured
communication. In addition, AODV also gives a good value of average through-
put [17].

In addition to those evaluations, we can see that, due to its characteristics,
OSLR is well-suited to large and dense networks with random and sporadic
traffic. However, we need a few gateways to cover even a large area in the LoRa
network. As such, the added overhead of choosing relays and updating topology
information is unnecessary in our case [11].

Since reactive protocols require sharing of topology information only when
routes fail or a new route needs to be established, they allow for a reduced control
overhead, and thus energy cost, in comparison to proactive protocols [13].

DSR protocol is designed for a network with potentially high mobility. There-
fore it does not suit our case [11].

As most nodes’ positions are fixed in the LoRa network, the proactive pro-
tocols could be used for routing problems. Besides, the reactive protocols also
could be combined with the proactive protocols to establish routes from the end
nodes to the gateway when adding or removing nodes from the network.

4 Network and Simulation Model

Typically, LPWAN networks consist of the following elements [1]:

– end node – the low-performance device that used to interact with sensors
and/or actuators connected to them;

– switch – the device that acts as routers in the LPWAN networks;
– gateway – the device that receives and extracts useful data from packets of

the LPWAN network format and then encapsulates them and sends it to the
target network (usually the IP).

And in typical IoT applications, the network can be divided into several
fragments from end devices to remote cloud servers. Communication technology
provides communication networks between devices. In wireless sensor networks,
there are several methods for implementing a mesh topology between nodes.
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Mesh networks can be built between end devices, between cluster head nodes, or
between gateways. Application of LoRa technology makes it possible to transmit
data over long distances, which can use to ensure communication of network
fragments located far away from the base station.

An example of the simulated network in OMNET++ is shown in Fig. 3, in
which there are several nodes around the gateway. Some of the nodes, which
are far from the gateway, will need to assistance of the other nodes to deliver
the data to the gateway. In practice, there are a lot of nodes deployed in a
large deployed area. However, the nodes send data with a low intensity to the
gateway. Although there is a limitation of the number of nodes in the network
in the simulation model, the data send intensity will be higher. Since the data
rate is low up to 37.5 kbps in the LoRa network, we chose to consider the mean
interval between sending packets equals to 120 s.

Gateway

Fig. 3. A simulated network in OMNET++

Based on the OMNET++ and inet frameworks, we have developed a simu-
lated network based on LoRa technology. At the physical layer of the network,
the parameters such as SF = 8, BW = 125 kHz, CR = 4/5 are configured for
the LoRa radio modules. Using these parameters, the node can receive a radio
signal up to −127 dBm that is a high reception sensitively [14]. However, the
data rate is low in this case (3.125 kbps). Therefore, the intensity of message
generation is considered small to avoid network overload. The interval between
sending messages is a random variable according to the exponential distribution
with a mean value of 120 s. The payload length of each message is also randomly
generated in a range from 20 to 150 bytes.
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We considered the network that is deployed in a square field, on which the
position of nodes is evenly distributed. Where there is a node as a gateway
connected to the server is located in the center of the simulation field and the
rest of the nodes transmit messages at a random time to the gateway. When
considering the routing protocols for the given network, we evaluate the quality
of service parameters such as delivery delay and packet delivery ratio to the
gateway from the other nodes. The analysis of network simulation results is
carried out in two cases:

– A network with the same number of nodes is deployed on a field of various
sizes. A series of computer experiments were carried out with a network of
25 nodes distributed on the fields with sizes of 1000× 1000, 1500× 1500, and
2000 × 2000 m2.

– A network is simulated with a different number of nodes distributed on a field
of the same size. The experiments were carried out for the network with 16,
25 and 36 nodes on the field of 2000 × 2000 m2 (Table 1).

Table 1. Simulation parameters and value.

Parameter Value

Bandwidth, kHz 125

Spreading factor 8

Coding rate 4/5

Transmission power, dBm 14

Antenna, dBi 5

Payload length, B Randint (20, 150)

Sent interval, s Exponential (mean = 120 s)

5 Simulation Results

5.1 Analysis in Varying the Network Size

In the network of 25 nodes, we have received a distribution of packet delivery
delays to the gateway in Fig. 4 when using the AODV protocol (Fig. 4a and
the DSDV protocol (Fig. 4b). As we can see that the latencies in the LoRa
network are distributed up to several seconds. For example, when using the
AODV protocol in the network size of 1500 × 1500 the delay in the interval (0,
2.5) s has a probability equal to 2.5×0.25 = 0.875, i.e. about 87% of messages are
transmitted to the gateway with the delivery latency in the interval to 2 s. On
the other hand, the size of the network field does not greatly affect the delivery
latency when using the DSDV protocol. In this case, the delay distribution is
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similar to the exponential distribution that was set for the interval of sending
messages at the source nodes. When using the DSDV protocol, the routing table
between senders and the gateway is saved after the routes are found after the first
request. After that, the table is updated if there is information about changing
the network topology. Therefore, the delivery time does not take much when
searching for routes in this case. However, the routing table is temporarily stored
for a duration when using AODV. The delivery delay, in this case, can be longer
compared to using DSDV (Fig. 5), since the timeout for finding routes after the
time when the routing table saved in memory was deleted.

Fig. 4. Histograms of delays in different sizes of network

Fig. 5. Comparison of delay distribution in the network of 25 nodes in 1500 × 1500

However, the probability of successful packet delivery using AODV is greater
than using DSDV (Fig. 6a). Since the route search is repeated in the AODV
protocol, messages are sent via relay nodes after the routes were found. More-
over, the size of the network field does not affect the packet delivery ratio. The
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Fig. 6. Packet delivery ratio

percentage of received packets in the network with sizes of 1000 × 1000 and
2000 × 2000 is approximately the same. Thus, with the fixed number of nodes
in the network, we can deploy the network in different field sizes.

5.2 Analysis in Varying Number of Nodes

On the other hand, in the network with a size of 2000 × 2000, we consider the
effect of changes in the number of nodes on the latency distribution and the
packet delivery ratio. A comparison of the delays when using AODV and DSDV
protocols is presented in Fig. 7 with a different number of nodes in the network.
Increasing the number of nodes in the network changes delivery delays. In the
case of using DSDV, there is more probability of longer latency while increasing
the number of nodes. However, when using the AODV protocol, a network of 36
nodes has delays less than the networks with 16 and 25 nodes. But the network of
25 nodes has delays greater than the network of 16 nodes. This can be explained
by the fact that the network of 36 nodes has more options for choosing routes
between source nodes and the gateway. Therefore, the packet forwarding latency
can be less than with the network of 25 nodes in the given field size.

Moreover, the packet delivery ratio decreases as the number of nodes in the
network increases (Fig. 6b). The loss coefficient increases more in the case of
using DSDV protocol, which in the network of 16 nodes, the delivery ratio is
more than 80%, and in the network of 36 nodes, less than 60% of messages were
successfully delivered. Besides, the delivery ratio also decreases when using the
AODV protocol, but there was a small change value.

6 Conclusion

In this paper, we have considered the multi-hop communication supported for
LPWAN networks, in particular for the LoRa network. By using the simulation
model we have evaluated routing protocols AODV and DSDV used for solving
routing problems in the proposed network. The results have shown how high
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Fig. 7. Distribution of delays with different number of nodes in the network

is the latency when transmitting data via several nodes. However, the delivery
delay in using the AODV protocol is higher than in using DSDV. Therefore, the
combination of these protocols should be taken into account at the next stage
of development. Besides, the packet delivery ratio may be considered accept-
able in such networks. Thus, multi-hop communication may be an additional
functionality for the nodes in the LPWANs.
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Abstract. 5Gnetwork is newwirelessmobile communication technology beyond
4G networks. These days, many network applications have been emerged and have
led to an enormous amount of network traffic. Numerous studies have been con-
ducted for enhancing the prediction accuracy of network traffic applications. Net-
work traffic management and monitoring require technology for traffic prediction
without the need for network operators. It is expected that each of the 5G networks
and the Internet of things technologies to spread widely in the next few years. On
the practical level, 5G uses the Internet of Things (IoT) for working in high-traffic
networks with multiple sensors sending their packets to a destination simultane-
ously, which is an advantage of IoT applications. 5G presents wide bandwidth,
low delay, and extremely high data throughput. Predicting network traffic has a
great influence on IoT networks which results in reliable communication. A fully
functional 5G network will not occur without artificial intelligence (AI) that can
learn and make decisions on its own. Deep learning has been successfully applied
to traffic prediction where it promotes traffic predictions via powerful fair repre-
sentation learning. In this paper, we perform the prediction of IoT traffic in time
series using LSTM - deep learning. the prediction accuracy has been evaluated
using the RMSE as a merit function and mean absolute percentage error (MAPE).

Keywords: 5G network · IoT · AI · Deep learning · Prediction · LSTM

1 Introduction

The 5G network will require powerful smart algorithms to adapt network protocols
and manage resources for different services in different scenarios. Artificial intelligence
(AI), which is defined as any process or device that is aware of its environment and
takes actions that maximize the chances of success to achieve a predetermined goal, is a
practical solution for designing an emerging complex communications system. Recent
developments in deep learning, convolutional neural networks, and reinforcement learn-
ing hold important promise for the solution of extremely complex problems that have
considered intractable until now [1, 2].
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It is now suitable for addingAI technology to 5Gwireless communications to address
the optimal designof the physical layer, complexdecisionmaking, networkmanagement,
and resource optimization tasks in these networks. Moreover, the emerging big data
technology has provided us with an excellent chance to study the basic characteristics of
wireless networks and to help us to get more clear and deep knowledge of the behavior
of 5G wireless networks.

The Internet of Things (IoT) [3–5] enables communication of various devices. Vehi-
cles, buildings, etc. built-in sensors are connected via the Internet of Things, and data can
be collected and shared over the Internet. In the next decade, the service targets of IoT
for users in various industries will be improved, and the number of machines to machine
(M2M) terminals will be greatly increased, and applications will be widespread.

IoT devices communicate with each other and collect a massive amount of data
every day. As the device’s number increases, the collected data amount increases as
well. In many applications, IoT devices can also be programmed to raises some actions
based either on some predefined conditions or some responses from the collected data.
However, to analyze the collected data and extract significant information and make
smart applications, human intervention is required. IoT devices require not only to collect
data, and the connection with other devices. They need to be able to make decisions and
learn from their collected data. This need resulted in the creation of Cognitive IoT.
Also, smart IoT devices are needed, that can create automated smart applications with
automatic resource allocation, communication, and network operation andmanagement.

The deployment of ML algorithms in an IoT framework can introduce significant
improvements in the applications or the infrastructure, itself. ML can be applied for
network management improvement, avoiding congestion, and optimization of resource
allocation, but also for real-time or offloading data analyzing and decisionmaking. There
are many ML algorithms like Artificial Neural Networks (ANN) that can help to deal
efficiently with big data [6].

Traffic prediction using a deep learning approach has great importance due to its
ability to learn from large data and to learn patterns more accurately compared to other
approaches. Besides, it is necessary for providing high-quality communication through
the network. predicting possible traffic will enable solutions for improving QoS before
it drops. Deep neural network learning can be applied for prediction analysis since it
will utilize historical data to make better decisions and hence fulfill higher accuracy.
Additionally, expecting a possible massive flow occurrence at uncommon times which
can most probably be labeled as a flow-based intrusion, will provide a more secure
network. In addition to that, the prediction of such large flows can also delete the risk
which can spoil the IoT system working [7, 8, 10].

TheNetworkTraffic prediction allows traffic operators to take early actions to control
the traffic load and improve network performance. Also, long-term traffic forecasting
gives detailed predicting of traffic models to assess future capacity requirements and
thus allows for more accurate planning and better decisions. Short period prediction
(milliseconds to minutes) is related to the dynamic resource. Fast and accurate traffic
prediction is an important technique to enable better efficiency [9].

In thiswork,we perform the IoT traffic prediction using deep neural network learning
(DNN) with the LSTM network. we predict the IoT traffic with time series prediction.
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The prediction accuracy is evaluated using root mean square error (RMSE) as a merit
function and mean square error percentage error (MAPE). We proposed three deep
learning models according to the number of hidden units in the LSTM layer to verify the
influence of changing the number of hidden units in LSTM- deep leaning in optimizing
the prediction accuracy.

2 Literature Review

Many researchers have devoted their studies on trafficmodeling, analysis, and prediction,
using machine learning and in the field of IoT technology. Our focus in this paper is on
predicting the IoT traffic using deep learning approaches, and therefore, in the rest of
this section, we review the notable works related to our focus area in this paper.

Ali R. Abdellah et al. [10] presented an approach to time series prediction of IoT
traffic using a multi-step ahead prediction with Time Series NARX feedback Neural
Networks, he assessed the prediction accuracy using MSE, SSE, and MAE performance
functions, in addition to another measure of prediction accuracy is mean absolute per-
centage error (MAPE). Ateeq et al. [11] implemented the prediction of delay in IoT
using DNN: a multiparametric approach, DNN is adopted for predicting delay in IEEE
802.15.4 based applications in IoT.

Tuli et al. [12] focused on prediction analysis of the delay in packet delivery in ad-
hoc networks on the regression graph. Also, he tried to compare the predictions done by
the time series prediction model of ANN for three routing schemes. G. White et al. [13]
focused onQoSprediction in IoT environments. The predictions include service response
time and throughput. However, the approach used depends on the matrix factorization
technique and is limited to missing value predictions in the data matrix that contain
values for both latency and throughput.

Yuhan Jia et al. [14] studied the traffic speed prediction using deep learning method,
he made the prediction using deep belief network (DBN) which consists of a stack
of Restricted Boltzmann Machine (RBMs) and a Back Propagation Neural Network
(BPNN) output layer. B. Karthika et al. [15] focused on the research of traffic prediction
using deep learning technique. He discussed the rich mobility data and deep learning
about urban traffic predictions.

Loan N. N. et al. [16] discussed Survey of various NN-based approaches for short-
term traffic state prediction, the depth discussion is conducted to demonstrate howvarious
types of NNs have been used for different aspects of short-term traffic state prediction.
Also, they proposed research directions for additional applications of NNmodels, partic-
ularly the use of deep architectures, to address the dynamic nature of complex transport
networks.

Yang Zhang et al. [17] studied the development of a graph deep learning to predict
network traffic flow at a large-scale with high accuracy and efficiency. Specifically,
modeling traffic flowdynamics on a road network as an irreducible and aperiodicMarkov
chain on a directed graph.
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Yanyun Tao et al. [18] proposed a multitask learning neural network (MLNN).
MLNNperforms the speed prediction task for three short-terms by combining the convo-
lution neural network (CNN) and the gated recurrent units’ network (GRU) and accom-
plishes the task of estimating the confidence at the expected speed with the confidence
network.

3 IoT Model Simulation

In this paper, the proposed model is the IoT systemwe simulated the model the Anylogic
simulation system, which allows building a simulation model of a discrete event.

Figure 1 shows the structure of an IoTmodel for generating traffic and simulating the
process of one or a set of IoT devices. The traffic generator of conventional communica-
tion services and TI traffic which is implemented as H2H+TI (H2H -Human to Human,
TI - tactile Internet). The executed incoming traffic moves to node connection and the
model is introduced as a queuing system with the combined service discipline (with
delay-basis and failure-basis system). The average service time of a packet (message) is
equal to t̄.

IoT traffic arrival rate is denoted by λIoT , H2H traffic −λh2h, combined stream
λ = λh2h + λIoT . Assuming probability p, a packet arrives at the input of the system
where all positions in the queue are occupied and get a service denial (losses occur). The
combined traffic stream at the system output has a total intensity of λ. The properties of
both streams define the collected traffic stream at the system input therefore, in general,
it varies from the properties of both conventional traffic and Internet of Things traffic.

The queue system (QS) model described above can be performed as a G/G/1/k
system. For this system, there are no precise analytical models to estimate the probability
of packet loss and delivery delay (waiting time in the queue). In [19], the propagation
approximationmethod is utilized to estimate the probability of packet losses with known
distribution parameters describing the traffic at the input and the packet servicing process,
and the following expression is obtained for an approximate estimation.

p = 1 − ρ

1 − ρ
2

C2a+C2s
nb+1

ρ
2

C2a+C2s
nb

(1)

whereC2
a andC

2
s quadratic coefficients of distributions variation of the incoming stream

and service time, respectively; nb – buffer size, ρ - system load. Approximate estimation
of the average package delivery time can be obtained using the below expression [20]:
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For designing the IoT model we proposed the AnyLogic simulation system [10,
20], which enables establishing discrete event simulation models. For simulating a self-
similar stream, we used a generator for a series of independent events, the time intervals
are random and have a Pareto distribution.

fX (x) =
{

kxα
m

xα+1 x ≥ xm
0 x < xm

(3)
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where xm and α are distribution parameters.
Expected value and variance of the random variable are determined according to

E(x) = αxm
α − 1

, D(x) =
(

xm
α − 1

)2
α

α − 2
(4)

Fig. 1. Service model of aggregated traffic

4 LSTM Deep Learning

There is a need for a mechanism for improving the network traffic prediction accuracy
and in turn, avoid deteriorating the systemQoS. The visual mechanismmust be proactive
to avoid weak interactive solutions; thus, it requires a traffic prediction solution. Many
ML techniques have been proposed so far to improve traffic prediction accuracy. one
of the best techniques is Deep learning Neural Network (DNN) which relies on neural
networks technique, where the algorithm was observed and tested aiming at predicting
the upcoming traffic load. Deep learning (DL) is a special type of multi-layer neural
networks.

These networks are better than the traditional neural network in continuing the
information from the preceding event. Recurrent neural network (RNN) is one of these
machines that have a set of networks in the loop. Loop networks allow the information
to continue also, each network in the loop picks input and information from the previous
network, performs the specified process, and produces output while passing the infor-
mation to the next network. Some applications only need new information while others
may require more from past information. The popular recurrent neural networks are
lagging in learning as the gap between the preceding required information and the key
requirement increases dramatically. But fortunately, Long Short-TermMemory (LSTM)
Networks, is a deep learning model, it is a kind of RNN can learn such scenarios. These
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networks are precisely designed to get away the long-term dependency case of recur-
rent networks. LSTMs are good at keeping information for a long time. Since greater
preceding information may affect the accuracy of the model, LSTMs become a natural
choice to use [21].

LSTM network is universal in the sense that, with an adequate number of network
elements, it can perform any calculation according to a regular computer capability,
which requires a suitable weight matrix that can be considered as a program. the LSTM
network differs from traditional recurrent neural networks; besides, it is well suited for
learning on task classification, processing, and time series prediction in situations where
significant events are separated by time intervals with indefinite periods and boundaries.
The relative immunity to the duration of time gaps gives LSTM an advantage over
alternative recurrent neural networks, hiddenMarkovmodels, and other trainingmethods
for sequences in various fields of application. Although one single LSTM cell unit might
handle thememory issue, to implement the possibly potential enhancement of prediction
accuracy [7, 8].

In a deep neural network (DNN), and in particular the LSTM network, the neuron
can be activated through the contribution of several inputs simultaneously and receiving
the inputs respectively and via the memory and supervision mechanism, it manages to
save traffic patterns, as it has also appeared in several works. The key procedures for
traffic prediction using learning techniques are obtaining the dataset, the data format,
implementing the neural network, training the neural network, and then started pre-
dicting (or testing your network). Each step is important to get the best accuracy for
prediction compared to real values. The key to prediction using deep learning is the
dataset. Nowadays, operators can easily collect this data as they own their infrastructure
and have a clear idea of the evolution of the load on their network [21].

The traditional LSTM unit consists of a cell, an input gate, an output gate and a
forget gate. After the inputs go in the LSTM structure, somememory has been preserved
for further use. We can use the labels of input data to do classification, regression, or
prediction. The primary component of LSTMs is cell state, which is a line runs from
Memory from preceding block (Ct−1) to Memory from actual block (Ct), it allows the
information to stream directly down the line. The network can decide the amount of
preceding information to flow. The first step that of the LSTM cell state this layer is
represented by a sigmoid layer called the “forget gate layer”, and the operation carried
out in this layer is given in Fig. 2, function f t is defined as follows:

ft = σ
(
Wf .

[
ht−1, xt

] + bf
)

(5)

where ht−1 and xt first go through a linear transformation and then input into a
sigmoid transformation to get the output between 0 and 1 for each number in the cell
state Ct−1. The forget gate decides to accept the contribution of the cell state from the
past time step Ct−1 then the following step is to decide whether the input of the current
time step will contribute to the cell state or not. Based on the key idea of recurrent neural
networks, must take into account the output of the previous time step. Therefore, current
input xt and former output ht−1 should be combined. In Fig. 1, function it and C̃t are
defined as follows:

it = σ
(
Wi.

[
ht−1, xt

] + bi
)

(6)
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C̃t = tanh
(
Wc.

[
ht−1, xt

] + bc
)

(7)

Ct = ft × Ct−1 + it ∗ C̃t (8)

At the final stage of the LSTM cell, we shall derive the result of the output from the
cell unit. In Fig. 1, ot and ht are defined as follows:

ot = (
Wo.

[
ht−1, xt

] + bo
)

(9)

ht = ot × tanh(Ct) (10)

where ot represents which parts of inputs will be selected as a composition of outputs
and ht is derived by determining how much affect cell state will work on those selected
inputs. The basic LSTM cell structure is shown in Fig. 2.

Fig. 2. Basic structure of LSTM cell

5 Training LSTM - Deep Learning

Deep learning-LSTM units can be trained in a supervised manner, on a set of train-
ing sequences, using an optimization algorithm, such as gradient descent, integrated
with backpropagation through the time needed in computing the gradients over the
optimization process, for changing each weight of the LSTM network in proportion to
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the derivative of the error (at the output layer of the LSTM network) according to the
corresponding weight.

The gradient descent algorithm usage for the RNNs is that error gradients disappear
quickly with the size of the time lag between important events. LSTM units, while the
error values are backpropagated from the output layer, the error remains in the LSTM
unit’s cell. This continuously returns this error to all LSTM gates until they learn to cut
off the value.

Input and output time series prediction depends on predicting the future value of
one time-series is given another time-series. The past values of both series (for best
accuracy), or only one of the series (for a simpler system) may be used to predict the
target series.

The prediction error values are typically evaluated by deep learning algorithms.
error is a kind for a poor prediction, more specifically, the error value will be zero,
if the model’s prediction is perfect. Hence, the aim is to minimize the error values
through obtaining a set of weights and biases that help in minimizing the error. In
addition to loss, which is utilized by the deep learning algorithms, researchers often
use the root mean square error (RMSE) and mean absolute percentage error (MAPE) to
evaluate the prediction performances. RMSE measures the differences between actual
and predicted values. The formula for computing RMSE Eq. (11). Also, MAPE Eq. (12)
(mean absolute percentage error) is a relative error measure that utilizes absolute values.
MAPE has two advantages. First, the absolute values retain the positive and negative
errors from canceling each other. Second, since relative errors do not rely on the scale of
the dependent variable, this measure allows you to compare forecast accuracy between
differently scaled time-series data.

RMSE =
√

1

N

∑nn

t=1

(
yt − y

∧

t

)2 (11)

MAPE = 1

N

∑n

t=1

∣∣∣∣yt − y
∧

t

yt

∣∣∣∣ (12)

Where N is the total number of observations, yt is the actual value, whereas y
∧

t is the
predicted value.
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6 Simulation Results

In this paper, the simulation was performed on the Intel (R) Core(TM) I5-3210 M
processor of 2.40 GHz clock speed having 6 GB of memory. We used Matlab R2020a
for implementation and simulations of the prediction of IoT traffic using LSTM deep
learning.We examined the performance in three cases according to the number of hidden
units in the LSTM network. we opted for the prediction in three cases according to the
numbers of hidden units, 500, 100, 50, respectively. The datasets were generated from
the IoT model besides, we simulated the IoT data generator using AnyLogic simulator.
After gathering and preparation of the dataset, we divided it into 70%, 30% for training,
and testing, respectively. For evaluating the prediction accuracy for traffic data, we used
the RMSE and MAPE as shown in Eq. (11), (12). Table 1 shows the prediction accuracy
for the IoT throughput using RMSE and MAPE.

Table 1 illustrates the prediction accuracy of IoT throughput by utilizing LSTM
deep learning in three cases according to the number of hidden units in LSTM layer,
we opted 500, 200, 50 hidden units for verifying the ability of the LSTM deep learning
in for optimizing the IoT traffic prediction in different cases. For evaluating the error
of prediction, we use the RMSE and another measure for performance accuracy MAPE
with MSE as performance function.
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Table 1. The measure of prediction accuracy for the predicted model validation using RMSE and
MAPE

LSTM‘s hidden units Performance function RMSE MAPE

500 MSE 0.0298 2.12

200 0.1029 7.35

50 0.1694 13.86

Looking at the tabulate results, themodel predicted in the case of number hidden units
500 has the best prediction accuracywithRMSEvalue equal to 0.0298, andMAPEequals
2.12% in comparison to the other cases. The maximum average prediction accuracy
improvement in the case of 500 hidden units is 11.74%. Also, the prediction accuracy
in the case of 200 hidden units has dropped to RMSE value 0.1029 and the MAPE
decreased to 7.35%, the maximum average improvement in prediction accuracy, in this
case, is 5.23%.
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Fig. 3. The response of output element for time series in case of the number of hidden units in
LSTM layer 500

On the other hand, the model predicted in the cases of hidden layers 50 has the least
prediction accuracywithRMSEvalue 0.1694 andMAPEdropped to 13.86%comparison
of them.
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Fig. 4. The response of output element for time series in case of the number of hidden units in
LSTM layer 200

Figure 3, Fig. 4 and Fig. 5 illustrates the predictedmodel based on the IoT throughput
prediction using the LSTMnetworkwith deep learning.We chose differentmodels based
on the number of hidden units in the LSTM layer to verify the ability of the LSTM deep
learning in for optimizing the IoT traffic prediction. Every figure contains two curves,
the first curve indicates the relation of the throughput (actual and predicted models) vs
the time however the second curve indicates the relation between the prediction error
and time.

From Fig. 3 the model predicted using the LSTM approach with deep learning in
the case of the number of hidden units 500 has the best prediction accuracy with RMSE
value equal 0.0298 and the improvement is 11.74% in comparison to its peers. The
consumed time during the prediction process is 16. By looking at the figure, we notice
that the predicted model performance approximately equal to the actual model. Also, the
predicted model increases gradually starting from time 1 then at time 13 the prediction
becomes a little constant until time 16 which gives the best prediction accuracy in this
case.

Looking at Fig. 4 the prediction of IoT traffic in the case of the number of hidden
units 200. The model predicted has prediction less than the accuracy in case of the
model predicted using 500 hidden units, where RMSE value dropped to 0.1029 and
the improvement was 5.23% in comparison to the others. Also, As shown in Fig. The
consumed time during the prediction process is 16 in this case. By looking at the first
curve you found that the predicted model is similar to the actual model until the time 3
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then deviate gradually from the actual until the time 16which provides the best prediction
accuracy in this case.

Figure 5 shows the prediction accuracy of IoT traffic using the LSTM approach with
deep learning in the case of the number of hidden units 50. The model predicted in
the case of 50 hidden units has the lowest prediction accuracy with RMSE value equal
0.16939 in comparison with its peers. As shown in Fig. 1 the predicted model deviates
from the actual model besides, its little decreases until time 2 then become constant until
time 5.2 then increases gradually until time 16 which gives the best prediction accuracy
in this case.

Fig. 5. The response of output element for time series in case of the number of hidden units in
LSTM layer 50

7 Conclusion

This paper addresses the prediction approach for IoT traffic prediction using deep learn-
ing with the LSTM network. This approach has the advantage to remember the previous
state of time point and give a more accurate estimation of future time points. Besides,
it has an advantage over traditional time series prediction models because it helps in
optimizing the learning process accuracy during the iteration of training. Moreover, by
providing more data into the model, the model will be intelligent and better evaluate the
traffic volume, which is important in real-time traffic prediction. The prediction accuracy
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of the deep learning model has been evaluated in terms of RMSE also, another measure
for accuracy is MAPE. Simulation results show that the model predicted in case of the
number of hidden units 500 has the best prediction accuracy in comparison to its peers
and the predicted model is approximately equal to the actual model. On the other hand,
the model predicted in the case of the number of hidden units 50 has the lowest predic-
tion accuracy in comparison to others and the predicted model deviates from the actual
model.
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Abstract. Vehicular ad hoc networks (VANETs) are a promising technology that
enables the communication between vehicles on roads. It becomes an emerging
topic that integrates the capabilities of new generation wireless networks for vehi-
cles. Network traffic prediction allows Intelligent Transport Systems (ITS) for
proactive response to events before they happen. With the rapid increase in the
amount, quality, and detail of traffic data, there is a need for new techniques that
can use the information in the data to provide better results while they can scale and
cope with increasing amounts of data and growing cities. In this paper, we purpose
(Long Short-Term Memory) LSTM deep learning for the prediction of VANET
network traffic. We have trained the models using traffic data collected from the
VANET network. The prediction accuracy has been evaluated using RMSE as a
merit function and another measure of prediction accuracy is the mean absolute
percentage error (MAPE).

Keywords: Traffic prediction · VANET · Deep learning · AI · LSTM

1 Introduction

Vehicular Ad hoc Networks (VANETs) special category of traditional Mobile Ad hoc
Networks (MANETs). The main characteristic of VANETs is that each vehicle oper-
ates as a mobile node equipped with advanced onboard components, Moving on ded-
icated paths. VANET provides the exchange of information about the other vehicles
through a wireless medium via Vehicle-to-Vehicle (V2V) communication protocols, as
well as between vehicles and fixed road-side units (i.e., wireless and cellular network
infrastructure), in case of Vehicle-to-Infrastructure (V2I) communications [1, 2].

The term VANET is used to describe the assigned ad hoc network formed between
the moving vehicles on the road. Vehicular networks are rapidly emerging to develop
and deploy new and traditional applications. More details, VANETs are characterized by
high mobility, frequent and very fast-changing topology, and transient. VANETs have
paved the way to several road safety applications where Internet access is considered as

© Springer Nature Switzerland AG 2020
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their indisputable support [3, 4]. VANETs share some similarities withMANETs like the
movement and self-organizationof the nodes (i.e., vehicles in the case ofVANETs).How-
ever, due to the driver behavior, andHigh-speed, VANETs features differ from the typical
MANETs.VANETs are characterized by rapid topology changes but slightly predictable,
with frequent fragmentation, a small effective network diameter, and redundancy that is
limited temporally and functionally [5, 6].

The network traffic prediction [7, 8] is one of the most promising areas of artificial
intelligence (AI) research for data networks. It has applications in wide fields and has
recently attracted many studies. Several types of research are conducted to identify
various problems in current computer network applications. Predicting network traffic
is a proactive approach to ensuring safety, reliability, and specific network connectivity.
It is proposed and tested various techniques for predicting the traffic of the network
including techniques based on the neural network to data mining techniques. Likewise,
many Linear and non-linear models are proposed to predict network traffic. Several
interesting combinations of network prediction techniques are implemented to achieve
efficient and effective results.

To implement the prediction, it is necessary to make an estimated time, using time
slots to collect traffic. Once traffic is collected and estimated in slots, the prediction
consists of predicting traffic volume for the next slot (simple prediction) or the earliest
future slots in the future (k-ahead prediction).Depending on the application, intervals can
be seconds, minutes, and hours, Application of statistical analysis methods to forecast
traffic has been the usual trend, but the trend has recently moved to ML methods. From
the ML model, traffic volume forecasting can be considered as a regression problem
where a regression function performs a simple prediction (a single output regression)
or prediction of k-ahead (multi-output regression), using the previous volumes of traffic
volume or external variables, all of that is model features [7–10].

Artificial intelligence (AI) [11–14] is the major component needed in understanding
the vast amount of data collected these days and increase its value to businesses. Also,
it will be useful in analyzing IoT data in the following areas: data preparation, data
discovery, visualizing flowdata, the accuracy of time series data, predictive and advanced
analytics, and real-time geospatial and location (logistical dataAI has become an integral
part of almost every technology sector. It has an impact on applications, development
tools, computing platforms, database management systems, middleware, management,
and monitoring tools almost everything in the IT field.

In this work, we implemented the time series prediction approach using LSTM with
deep neural networks learning for VANET traffic. we made the prediction in cases of
the number of packets sent 4 pckts/s, 6 pckts/s, 8 pckts/s, 10 pckts/s, 12 pckts/s, and 14
pckts/s.

We proposed the LSTM network because of its ability in optimizing the prediction
accuracy better than the traditional time series also, it is more efficient and faster to
fit data compared to traditional time series models, besides, they deal with larger data
sets better than traditional time series models. the prediction accuracy is evaluated using
RMSE as a merit function and MAPE.

This paper is organized as follows: Sect. (1) Introduction; Sect. (2) discusses Deep
learning; Sect. (3) discusses LSTM network; Sect. (4) discusses VANET simulation
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using Matlab; Sect. (5) discusses gives our experimental result; Sect. (6) gives Sect. (6)
conclusion.

2 Deep Learning

Deep learning, a class of machine learning (ML), which uses the hierarchical structure
of artificial neural networks for the implementation of the machine learning process. The
artificial neural networks mimic the human brain, are built with neuron nodes connected
like aweb.However, the traditional programs analyze data linearly, the hierarchical func-
tion of deep learning systems help machines to process data with a nonlinear approach.
Deep learning is the function of the artificial intelligence that simulates the functions of
the human brain in processing data for use in decision making. Deep learning AI can
learn from data that is both unstructured.

Deep neural networks take the fundamental type of the MLP and with multiple
hidden layers within the middle of the model. So rather than there being an input layer,
one hidden layer, and an output layer, there are several hidden layers within the middle
and therefore the outputs of one hidden layer become the inputs for the following hidden
layer until the data has created it through the network and been returned.

The multiple hidden layers of a deep neural network can interpret more complex
patterns than the traditional multilayer perceptron. Various layers of the deep neural
network learn the patterns of various parts of the data. For example, if the input data
consists of images, the first part of the network may explain the brightness or darkness
of pixels while the subsequent layers will choose shapes and edges that can be used to
recognize objects in the image [15].

There is a necessity for a mechanism for improving the accuracy network traffic
prediction and thus avoid deteriorating the system performance. The visual mechanism
must be proactive to avoid weak interactive solutions; thus, it needs a traffic prediction
solution. Several ML techniques have been proposed so far to improve traffic prediction
accuracy. one of the best techniques is Deep learning Neural Network (DNN) which
depends on neural networks technique, where the algorithm was observed and tested
aiming at predicting the upcoming traffic load [16].

Some networks are better than the traditional neural network in persisting the infor-
mation from the past event. Recurrent neural network (RNN) is one of these networks
that have a set of networks in the loop. The loop networks allow the information to go
on also, each network in the loop pick input and information from the past network
and carry out specific process and produces output with passing information to the next
network.

Some applications only need new information while others may require more from
the preceding information. The popular recurrent neural networks are lagging in learn-
ing as the gap between the past required information and the key requirement increases
dramatically. But fortunately, Long Short-Term Memory (LSTM) Networks [17], is a
deep learning model, it is a kind of RNN that can learn such scenarios. These networks
are precisely designed to get away the long-term dependency case of recurrent net-
works. LSTMs are good at keeping information for a long time. Since greater preceding
information may affect the accuracy of the model, LSTMs become a natural choice to
use.
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3 LSTM Neural Network

Long Short-Term Memory network (LSTM) [17–19] is a special type of artificial recur-
rent neural network (RNN), having the ability to learn long-term dependencies. It has
gained popularity bymany people in the field of themachine learning community. LSTM
is used in the field of deep learning, it differs from the traditional feedforward neural net-
works (FFNNs), that LSTMhas feedback connections. It can not only process individual
data points (such as images) but also complete data sequences (such as speech or video).
They work very well on several problems and are now widely used. the operation of
LSTM enables a network to understand the long-term dependencies between time steps
in both data and time series.

It is designed to avoid the long-term dependency problem. Preserving information
for long periods is practically their default behavior, not something they struggle to learn.
Traditional recurrent neural networks (RNNs) contain the form of a series of repeating
modules of a neural network and the repeated modules will have a very simple structure,
like a single tanh layer.

Fig. 1. Basic structure of LSTM cell

The basic concept behind LSTM is to transfer the cell state from the former time
step to the current time step. We can define a simple linear transformation of the cell
state as well as add the gate structure to manipulate it. The LSTM can eliminate or add
information to the cell state, carefully organized by structures called gates. The traditional
LSTM unit consists of a cell, an input gate, an output gate and a forget gate. The cell
reminds the values of random periods and the three gates regulate the information stream
into and out of the cell. LSTM networks are Perfectly suited for classifying, processing,
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andmaking predictions based on time series data where theremay be a delay of unknown
duration between important events in a time series.

LSTMs have been developed to deal with the problems of explosive and fading
gradient that can be encountered when training traditional RNNs. LSTM is characterized
by the Approximate insensitivity to gap length which differentiates it over RNNs, hidden
Markovmodels (HMMs), andothermethods of sequence learning in several applications.
One simple way is to use the sigmoid function as follows:

σ(x) = 1/(1 + e−x) (1)

which outputs a value between 0 and 1, followed by the multiplication of the process for
determiningwhether the past informationmust be remembered or forgot. Like a structure
called the forget gate and iswidely used in LSTM to implement speech recognition, robot
control, and many other prediction tasks. Besides, the forget gate, the percentages of the
input contribution must be measured. The measurement uses a tanh function as follows:

tanh(x) = ex − e−x

ex + e−x
(2)

Since the value of tanh will fall between −1 and 1, so it is a good activation function to
describe the contribution, both active and negative. And the tanh layer is a contribution
gate in the LSTM cell structure in general, the inputs (tensors) go through the LSTM in
the following procedure. Firstly, according to Fig. 2, function f t is defined as follows:

ft = σ
(
W (ht−1,Xt) + bf

)
(3)

where ht−1 and Xt first go through a linear transformation and then input into a sigmoid
transformation to get the binary result between 0 and 1, which can be utilized to decide
whether the information from the former time step is going to contribute to the next
cell state. This is a basic forget gate structure. After the forget gate decides to accept
the contribution of the cell state from the former time step Ct−1 the next step is to
determine whether the input of the current time step will contribute to the cell state or
not. According to the basic idea of recurrent neural networks, the output of the former
time step should be taken into consideration. Therefore, current input Xt and former
output ht-1 should be combined. In Fig. 1, function it and ~ C̃t are defined as follows:

it = σ(W (ht−1, xt) + bi) (4)

C̃t = tanh(W (ht−1, xt) + bc) (5)

Ct = ft × Ct−1 + it ∗ C̃t (6)

At the last stage of the LSTM cell, we shall derive the result of the output from the cell
unit. In Fig. 2, ot and ht are defined as follows:

ot = (W (ht−1;Xt) + bo) (7)

ht = ot × tanh(Ct) (8)
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where ot represents which parts of inputs will be selected as a composition of outputs
and ht is derived by determining how much affect cell state will work on those selected
inputs.

Although one single LSTM cell unit may address the memory issue, to implement
the possibly potential enhancement of prediction accuracy.

After the inputs (tensors) go through the LSTM structure, some memory has been
kept for further use. We can use the labels of input data to do classification, regression,
or prediction. The basic LSTM cell structure is shown in Fig. 1.

4 VANET Simulation

In this section, the simulation of VANET in Urban City is performed as follow:
We used Matlab for the creation of a realistic mobility model for VANETs. Routing

protocols AODV was designed via the generated realistic mobility model to analyze &
evaluate their behavior and performance.

Fig. 2. VANET simulation using Matlab

To create a mobility map, you must first create the road network. It contains three
main modules: City Size, Nodes & RSU’s. Here the size of the city must be specified,
where the nodes will travel in random directions for the AODV implementation. A
maximum city size and large number nodes will be needed to show the AODV action.
Likewise, a greater number of RSU’s are required to be installed. If the city size is
greater than the simulation time it is automatically extended. According to the work, we
assumed the size of the city is 100 m concerning X-axis and Y-axis.
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The urban city will be designed so that the desired nodes can travel in random
directions on the designated routs. Figure 2 shows the nodes (vehicles) with a dot and
theRSU’s locations alongwith their ID numbers that are specified to themby the network
architecture or topology designer. The source and destination nodes in this model are
indicated by node number 20 and node number 70, respectively.

This module is responsible for designing the number of nodes, the flow of nodes that
will allocate the groups of nodes movements that flow over the simulation and turn ratio
that will determine the probability of directions on each intersection. The simulation
module is used to visualize the network structure, as well as determine the start time,
and end time for the simulation.

The RSU’s (Roadside Unit) location in the urban city map to help the nodes moving
in a random direction for communication with other nodes that are far from other nodes
domain. An RSU provides communication and information exchange with passing vehi-
cles, including safetywarnings and traffic information. RSUs can also communicatewith
each other directly or via multihop. Figure 2 shows the VANET Simulation in an Urban
city.

5 Simulation Results

In this work, we perform VANET traffic prediction approaches using LSTM. The pre-
diction accuracy was evaluated using the RMSE as a merit function and another measure
is the mean absolute percentage error (MAPE).

Fig. 3. The response of output element for time series in case of the number of packets 4 pckts/s
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Fig. 4. The response of output element for time series in case of the number of packets 6 pckts/s

The input-output time series is based on predicting the next value of one time series
given another time series. The previous values of both series (for best accuracy), or only
one of the series (for a simpler system) may be used to predict the target series.

The dataset can be used to demonstrate how LSTMwith deep learning can be trained
to make predictions. The datasets are obtained from VANET traffic the model was
simulated using Matlab, after the collection and preparation of the data set that was
divided into 70%, 30% for training, and testing, respectively. The implementation of the
feedback neural network to predict the performance accuracy of VANET traffic.

Table 1. The measure of prediction accuracy for the predicted model validation using RMSE and
MAPE

Packets/s MAPE RMSE

4 Pckts/s 1.3155 0.3246

6 Pckts/s 6.4529 1.2263

8 Pckts/s 5.9316 1.1113

10 pckts/s 2.2314 0.4670

12 pckts/s 6.4529 1.2263

14 pckts/s 10.1508 0.5983
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Table 1 shows the prediction accuracy for the VANET throughput using RMSE and
MAPE.

Fig. 5. The response of output element for time series in case of the number of packets 8 pckts/s

Table 1 displays the prediction accuracy of VANET traffic in case of the number
of packets sent 4 pckts/s, 6 pckts/s, 8 pckts/s, 10 pckts/s, 12 pckts/s, and 14 pckts/s
respectively to estimate the error of prediction we use the RMSE and another measure
for performance accuracy MAPE.

From the tabulated results, the model predicted in the case of the number of a packet
sent 4 pckts/s has the best prediction accuracywithRMSEvalue equal 0.3246 andMAPE
equal 1.3155% in comparison to its peers. The maximum average prediction accuracy
improvement in the case of 4 pckts/s up to 8.8353%. Also, the models predicted in the
cases of 10 pckts/s and 14 pckts/s have a prediction accuracies that are approximately
equal to the accuracy in the case of 4 pckts/s with RMSE values are 0.4670, 0.5983
respectively, and in the case of 10 pckts/s has dropped the maximum average prediction
accuracy of MAPE up to 2.2314%, while in the case of 14 pckts/s the MAPE has large
drop up to 10.1508% compared with the others.

On the other hand, the models predicted in the cases of a number of packets sent 6
pckts/s and 12 pckts/s have the lowest and identical prediction accuracy and the model
predicted using the number of packets 8 pckts/s has semi equal accuracy in comparison
of them.
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Fig. 6. The response of output element for time series in case of the number of packets 10 pckts/s

Figure 3 shows two curves the first curve observes the prediction forVANET through-
putwith time and the second curve observes the prediction errorwith time. The prediction
time 6which to verify the ability of the LSTMdeep learning in for improving theVANET
traffic load prediction in the cases of the number of a packet sent 4 pckts/s. as shown in
Fig. 3 the throughput with time for the observed and predicted models we notice from
that figure that the predicted model similar to the observed model also, we notice that
the predicted model increase at time 1 then decreases gradually until the time 6 which
gives the best prediction accuracy.

Figure 4 illustrates two curves the first curve observes the prediction for VANET
throughput with time and the second curve observes the prediction error with time. The
prediction time 5 which to verify the ability of the LSTM deep learning in for improving
the VANET traffic load prediction in the cases of the number of a packet sent 6 pckts/s.
as shown in Fig. 4 the throughput with time for the observed and predicted models we
notice from that figure that the predictedmodel semi-similar to the observedmodel, also,
we notice that the predicted model increase at time 1 then decreases gradually until the
time 5 which gives the best prediction accuracy.

It is clear from Fig. 5 that it contains two curves the first curve the plot of VANET
throughput prediction with time for the observed and predicted models and the second
curve illustrates the prediction error with time. The prediction time 5 for proving the
ability of the LSTM deep learning in for improving the VANET traffic load prediction
in the cases of the number of a packet sent 8 pckts/s. Looking at Fig. 5 we notice that
the predicted model semi equal to the observed model also, we notice that the predicted
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model increase at time 1 then decreases gradually until time 5 which gives the best
prediction accuracy.

By looking at Fig. 6 that it contains the plot of VANET throughput prediction with
time for the observed and predicted models in the cases of the number of a packet sent
10 pckts/s. The prediction time 5 to confirm the ability of the LSTM deep learning in
for improving the VANET throughput prediction. Looking at Fig. 6 we notice that the
predicted model equal to the observed model, besides, as shown in Fig. 6 the predicted
model increases at time 1 then decreases until time 5 which gives the best prediction
accuracy.

 
 

Fig. 7. The response of output element for time series in case of the number of packets 12 pckts/s

Figure 7 observes the plot of prediction for VANET throughput with time besides,
the prediction error with time for the observed and predicted models in the cases of the
number of a packet sent 12 pckts/s. The prediction time 5 which to confirm the ability
of the LSTM deep learning in for improving the VANET traffic prediction. as shown in
Fig. 7 the throughput with time for the observed and predicted models we notice from
that figure that the predicted model slightly deviates from the observed model also, we
notice that the predicted model increase at time 1 then decreases gradually until the time
6 which gives the best prediction accuracy.
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Fig. 8. The response of output element for time series in case of the number of packets 14 pckts/s

As shown in Fig. 8 the plot of prediction for VANET throughput with time, besides,
the prediction error with time for the observed and predicted models in the cases of the
number of a packet sent 14 pckts/s. The prediction time 16 for confirming the ability
of the LSTM deep learning in for improving the VANET traffic prediction. as shown
in Fig. 8 the throughput with time for the observed and predicted models we noticed
that the predicted model increases at time 1 then decreases gradually until time 6 then
increases slightly until time 16 which gives the best prediction accuracy.

6 Conclusion

In this paper, we implement a Long Short-Term Memory (LSTM) with a deep learning
model to predict theVANET traffic theLSTMmodel can show its advantage to remember
the preceding state of time point and give a more accurate estimation of next time points.
This learning model has its advantage over traditional time series prediction models
such that learning accuracy will increase during the iteration of training. Furthermore,
with more data fed in the model, the model will be smarter and estimate the traffic
volume better, which is important in the real-time prediction of traffic volume. The
prediction accuracy of the deep learning model has been evaluated in terms of RMSE
besides, another measure for accuracy is MAPE. Simulation results show that the model
predicted in case of the number of packets 4 pckts/s has the best prediction accuracy
with both measure of accuracy RMSE and MAPE in comparison to its peers and the
models predicted using and 6 6 pckts/s and 12 pckts/s have the least RMSE value, while
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the model predicted in case of the number of packets 14 pckts/s has the lowest MAPE
in comparison to others.
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Abstract. Cyber security is one of the key priorities in the modern dig-
italised and complex network totality. One of the major domains of inter-
est is the healthcare sector where a cyber incident may cause unprece-
dented circumstances. In the healthcare domain there are abundant net-
worked systems, software and hardware, which may be vulnerable for a
cyber intrusion or incident. For cyber resilience, it is important to know
the status of the valuable assets under attention. Sensor information has
a significant role for achieving the comprehension of the valuable assets in
the cyber domain. While networked medical devices form an important
asset group in healthcare environment, one interesting solution to gather
sensor information are the honeypots. In this paper, honeypot technology
is studied for the healthcare domain. Especially typical characteristics of
medical devices are considered from the perspective of modelling the
medical devices with honeypots. The technical priorities are studied and
concluded with the discovered future research topics.

Keywords: Honeypots · Cyber security · Situation awareness ·
Intrusion detection

1 Introduction

Cyber domain is an extremely complex entity. For realising the status of the
valuable assets in the cyber domain, sensor based Situation Awareness (SA)
is required. The Endsley’s well-known definition of SA is recognized as follows:
“Situation awareness is the perception of the elements in the environment within
a volume of time and space, the comprehension of their meaning, and the pro-
jection of their status in the near future” [9]. By reflecting on the Endsley’s
definition of SA, it can be comprehensively seen that technical visibility gained
by sensor information has a fundamental role for achieving the relevant SA in the
complex cyber domain. For understanding the current situation and for making
decisions based on that understanding, the relevant SA is required. That can
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be appreciated by considering the two classical decision-making models, OODA-
loop (Observation-Orientation-Decision-Action) [25] and Gartner’s four stages
of an adaptive security architecture (Predict-Prevent-Detect-Respond) [18].

One of the typical approaches for technical visibility is the Intrusion Detec-
tion System (IDS). IDSs are used for guarding the traffic by detecting possible
illicit activity. In general, IDSs are classified as follows: anomaly-based detection
(anomaly detection) and signature-based detection (misuse detection). Anomaly
detection is capable of detecting unknown attack patterns; however, the short-
coming of anomaly detection is its high false detection rate as it generating a
large amount of false positive indications. Misuse detection has the capability
to detect predefined known attacks with a high detection accuracy; however, it
cannot detect undefined unknown attacks [24,26].

For tackling the infirmities of IDSs the honeypots can be used. As stated
in [13], honeypots are an advanced concept to gain information about intrusions.
If an attacker is capable of intruding into the network, there is a honeypot
resembling the asset under protection that will be assaulted by the attacker,
and the original asset under protection remains safe behind the honeypot under
attack [37]. Honeypots can be used for luring and alerting about intrusions or
attacks and gathering beneficial technical information about the used techniques
and methods of attacks [21]. Ordinarily honeypots are capable to be used for
server-type systems [2].

Honeypots are widely used in different domains. Authors of [38] used honey-
bot for attack capture in Software Defined Networking (SDN), while Djanali et
al. introduced a honeypot for emulating vulnerabilities for XSS and SQL injec-
tion attacks with the capability of exposing attacker’s identity [8]. Study [29]
proposed honeypots for a power grid against Advanced Persistent Threads
(APT). Anwar et al. proposed an algorithm for honeypot allocation over attack
graphs [3], while Mayorga et al. used honeypots for detection and prevention
tool in a network through attack patterns [17]. Honware is a honeypot frame-
work capable of emulating Customer Premise Equipment (CPE) and Internet of
Things (IoT) devices for detecting earlier unknown vulnerabilities, so called zero
day vulnerabilities [36]. In the study [5] honeybots were implemented for Direct
Digital Controls (DDCs) of building automation systems. A five-year analysis of
honeybots concluded the capability to avoid the majority of the attacks made
by both humans and bots [16].

In the healthcare domain, honeybots are used for example in the mobile
health concept [4] and for the security of Electronic Health Record (EHR) based
big data [6]. When focusing on the healthcare sector and especially the medical
devices, the main contributions of this paper are: what are the typical technical
characteristics of the networked medical devices and how can the medical devices
be modelled with honeypots?

The paper is organised as follows. First, in Sect. 2, the overview of healthcare
environment with common technical elements and threats is presented. After
that, in the Sect. 3, modelling of medical devices is described. Lastly, the study
is concluded with found future research topics in Sect. 4.
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2 Overview of Networked Medical Devices

The honeypots tend to imitate a defined information system service to invite
illicit users to interact with them [19]. In order to model the medical devices with
the honeypots, it is important to understand how to masquerade the honeypot
as an authentic system. For this conclusion, understanding of the information
system under review should be reached.

2.1 Healthcare Environment

Medical devices are widely used at different levels of medical treatment. To com-
prehend the security challenges of the medical devices, it is significant to under-
stand the architecture. The network model proposed by Yaqoob et.al states a
three-tiered model as presented in Fig. 1. Tier 1 presents a considerable number
of different medical devices for diagnosis, treatment and monitoring of medi-
cal conditions. These devices include wearable, implantable and on-site medical
devices. Tier 2 depicts the gateway level which is responsible for transmitting
and processing data received from tier 1. Tier 3 presents systems utilized to
store and analyse the gathered data. These elements form highly interconnected
information systems with multiple attack vectors [40].

Fig. 1. Tiers [40]

The structure is presented in Fig. 2 on a more practical level. This example
presents concretely some of the assets on Tiers 1 and 3. The example aims to



298 J. Ihanus and T. Kokkonen

emphasize the connection between medical devices and interconnected informa-
tion systems. Previous studies present that these assets are seen as the most
critical ones in the context of smart hospital environment [28].

Fig. 2. Structure [28]

When estimating the number of devices, the per-patient devices emerge from
the data. Study by [12] states that these devices form the majority of the health-
care devices in a typical healthcare environment. As analysis presents, this is
logical, as per-patient devices track and monitor patients on a 1:1 ratio while
devices such as CT scanners are shared with multiple patients.

2.2 Restrictions on the Implementation of Technical Security
Controls

Medical devices make a crucial contribution in diagnosing, preventing, monitor-
ing, treating illness as well as overcoming disabilities. This role places demands
for the safety and efficacy of the medical devices. The domain is highly regulated.
[10,34] Medical device manufacturers are under exact regulations to establish
and maintain procedures to validate the device design. Changes in device design
have to go through appropriate verification procedures for approval before their
implementation [34]. These regulations also affect how cybersecurity updates and
controls can be implemented to medical devices. In certain cases, even routine
updates and patches require reporting to authorities [33]. While [22] states that
many medical devices are sold without typical security controls, implementing
security controls to a medical device can cause challenges and/or design changes.
For example, [32] present a severe incident occurred during the medical proce-
dure. In this case, the misconfiguration of antivirus software caused the crashing
of patient monitoring system. The root cause behind this incident was that the
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instructions delivered by the medical device manufacturer were not followed. In
another example presented by [31], one healthcare professional expressed chal-
lenges to follow given instructions, as antivirus software version validated by
manufacturer was no more available for purchase.

2.3 Common Technical Characteristics

According to study of [28], networked medical devices are seen as critical assets
by 67% of responders. At the same time maintaining the cyber security of these
devices has proven challenging: the analysis presented in [12] indicates that
in 2019, 70% of the medical devices were running operating system versions
that will have been unsupported during the first quarter of 2020. The data set
under review included 75 healthcare deployments. According to [23], the situa-
tion seems particularly bad for medical imaging systems, as 83 percent of all of
them run an end-of-life operating system with known vulnerabilities. The prob-
lematics of outdated operating systems relating to the medical devices has also
been recognized in other studies [7,12,23,30,35]. While patching these devices
is clearly challenging, the study by [39] presents a steady increase in the num-
ber of vulnerabilities related to the medical devices. These devices can form a
prominent risk to the hospital assets if compromised. As an example, some of
the identified cases show that the medical devices were used to enable backdoors
into the hospital networks. In these cases, this channel was further utilized for
lateral movement and for exfiltration of the confidential hospital data [30]. One
of the reasons behind the threats relating to lateral movement is insufficient net-
work segmentation. The analysis by [23] states that 72% of healthcare VLANs
contained a mix of a wide variety of different devices, also including medical
devices.

On the operating system level, the data set analysed in the study of [12]
states that most of the devices in medical networks were running the Windows
operating system. The rest of the devices detected included Linux, Unix and
embedded systems. The emphasis of Windows systems on medical devices can
also be observed in other studies [23]. Many of these devices were running high-
risk services. The most common Windows services relating to medical device
networks presented in the study by [12] are as follows: SMB, RDP, FTP, SSH,
Telnet, and DICOM Imaging Protocol.

It should be noted that SMB and RDP implementations have both been
lately exploited by modern automated threats: In 2017 WannaCry ransomware
was used in a massive attack, which infected systems in over 150 countries.
WannaCry worm component used SMB vulnerability for initial infection [1]. In
2019 similar wormable vulnerability concerning RDP was found [20].

Another key observation is that some unencrypted protocols such as Telnet
and FTP are still present. Unencrypted traffic, especially while concerning med-
ical data, poses a great threat to cyber security [12]. At the same time encrypted
traffic poses a challenge for network IDS systems as the detection capabilities
are limited [11,15].
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2.4 Typical Threats

Threat modelling can be seen as a practical discipline to use different techniques
to find security problems [27]. Regarding the medical devices, multiple reports
have addressed this issue [12,23,30,35]. In this study this information is used as
a motivation for defining key use cases for the honeypot usage.

By reflecting the studies above, following challenges can be observed:

• Most of the medical devices use an outdated Windows operating system
• There is a significant challenge to patch medical devices
• There is a challenge in sufficient network segmentation in healthcare

environments
• Technical visibility to medical devices is limited

By reflecting the studies above, the following threats have materialized:

• Malware infections in medical devices
• Utilization of a medical device in lateral movement
• Utilization of a medical device as a backdoor to hospital network
• Utilization of a medical device as a pivot device in cyber attack

In summary, a considerable part of the medical devices are running outdated
and insecure operating systems, which may pose several threats to the operating
environment. At the same time the visibility to these devices can be limited due
to restrictions to implement security controls on them.

3 Construction

A typical use case for using honeypot technology is to gain more technical visi-
bility. Honeypots are used as a source of sensor data, which supports perceiving
elements in cyber environment. In this chapter honeypot specific features are
correlated with typical characteristics of healthcare environment and medical
devices to support technical visibility. The main contribution of this study is
summarized in the form of a construction model.

3.1 Technical Definition

To understand possibilities to reduce the threats presented above with honey-
pots, challenges relating to technical visibility should be summarized. Based on
the studies presented above, the key challenges to gain the needed technical
visibility are presented as follows.

1. Host level visibility

(a) Challenges to implement host based security controls
(b) Challenges to implement host based security monitoring
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2. Network level visibility

(a) Usage of encrypted protocols
(b) Insufficient network segmentation – Visibility relating to lateral

movement

To model devices with honeypots, the operational elements of the sensor need
to be taken into account. From the technical point of view, a networked medical
device appears as a rather typical device in a healthcare network. However,
there are individual characteristics that can be noted. These characteristics can
be divided into following levels:

1. Operating system level
(a) Most commonly older versions of Windows operating system

2. Service level
(a) Quite typical service profile with healthcare specific services like DICOM

3. Network level
(a) Mixed networks with low segmentation profile.

3.2 Model

In the chapters presented above, following elements relating to networked med-
ical devices have been discussed:

• Threats relating to networked medical devices
• Challenges relating to technical visibility
• Individual characteristics of networked medical devices

Combining these elements with a modified construction model based on [14],
refined cyber situation awareness can be reached. The construction presented
in Fig. 3 leans heavily to risk management. The actual need for situation
awareness together with technical visibility should be defined through an
organization’s risk management functions. From a technical point of view, the
defined need should be fulfilled with appropriate sensor technology, which in this
case is the honeypot technology. Sensor elements relating to honeypot should
be defined with the emphasis on typical characteristics of the operating envi-
ronment. When a need for technical visibility encounters capabilities of sensor
technology, the wanted refinements for situation awareness can be reached.

Honeypots have certain unique technical capabilities which can be used
to gain the technical visibility observed in this study: Honeypot architecture
is based on emulating the target system on an adequate level. Thereby, on the
network level the honeypot appears as a rather typical networked medical device.
While using encrypted protocols, a honeypot operates as one of the endpoints.
For this reason, there is no need for additional decryption methods. Honeypots
can also be used to detect lateral movement, when located in the same network
segment with the primary assets. This architecture also offers visibility to new
tactics as the methods used against device can be highly monitored. It should
be noted that the restrictions relating to the original system do not inherit to
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Fig. 3. Construction model [14]

the honeypot system, as the original system is left untouched. On the host level,
this offers possibilities to implement security controls and monitoring features
for the required purpose. This architectural model also affects the liability of the
sensor data received from the honeypot. As the system has no real legit function
from users’ point of view, all interaction can be defined as illicit action with high
certainty.

Sensor elements present how honeypots operate on a more detailed level:
Interaction level defines how deeply a system emulates the target system, which
also affects the monitoring capabilities that a sensor can offer. For example, the
capability to detect new tactics and methods might be affected by this feature.
The resource type defines the type of information system resource emulated
by the honeypot. The resource type can be defined on protocol level, which in
this use case can include typical protocols used in medical devices. To support
the effectiveness of the honeypot sensor, also the deployment strategy should be
considered. This feature indicates the tactics of deploying honeypots in a defined
operating environment. A wide variety of approaches can be selected to support
priorities of technical visibility.

4 Conclusion

This study proposes a new construction model to specify how medical devices can
be modelled with honeypots. The main attributes identified behind this model
are threats facing the healthcare environment, typical technical characteristics
of the medical devices and challenges in technical visibility. Sensor technology
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based on the honeypots can offer added value by gaining technical visibility in
areas that are typically challenging in a defined operating environments. It can
be concluded that the honeypots can be used to model the assets under review.

For future research, the effectiveness of this model should be demonstrated
in production. Additionally, a deeper technical specification of protocol level
modelling should be defined. While a plethora of different resource type specific
honeypots are available, appropriate ones should be selected. Additionally, it
should be noted that the usability of sensor data is dependent on capabilities to
process this data. This phase supports the comprehension of the elements which
have been perceived from the cyber environment. Hence, future research topics
should also include cooperation with technologies such as security information
and event management (SIEM). The usability of honeypot sensor data in terms
of SIEM use cases should be evaluated.
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Abstract. This article presents results of Internet of things network modeling as
an ad hoc network. The main attention is paid to the features of the functioning of
such a network in high density conditions, up to 1 device per square meter. The
paper presents the results of evaluations of the basic operating conditions, namely,
the level of interference from neighboring network nodes and the signal-to-noise
ratio. The results obtained show that such a network can remain connected, but
construction of relatively long routes is required. The developed models make it
possible to express the dependence of the noise level and signal-to-noise ratio on
the network density, produced traffic, and transmitter power.

Keywords: Internet of things · High density · Interference · Signal to noise
ratio · Attenuation · Traffic · Routing

1 Introduction

Today various estimates and forecasts are known regarding the growth rate and the
number of Internet things [1–7], however, they all agree that the number of Internet things
will grow steadily and will significantly exceed the number of subscriber terminals and
people in general. It should be expected that the IoT network will have a high density of
devices, which is estimated as such as 1 device per 1 m2 [8]. It is also intended to use
wireless technologies for building IoT networks, at least at the access level.

In the general case, the functioning of such a network depends on the location of its
nodes and on the environment, which affect the propagation of the signal between the
nodes. It is worth noting that most often they operate with such forecasts and estimates
in the context of a flat model, i.e. speaking of the density of devices (Internet of things)
as the quantity per unit area. Such a model is not always convenient, especially if the
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communication zone of the network nodes is not large, and the network itself is located
in multi-storey buildings, i.e. takes up some volume. In this case, it is not entirely clear
what is meant by density per unit area: a “flat” model with a given density of devices
on each floor of a building, or the total density of devices as a result of their projection
from all floors to the base of the building. The difference between these models can be
quite significant.

Also, the capabilities of such a network are largely determined by the choice of its
structure.With a star-shaped network structure, for example, when devices are connected
to base stations of amobile network, their number in the coverage area of the base station,
according to the forecasts, can be close to a million or even several million (depending
on coverage area). Serving such a number of devices may either be impossible at all or
create problems for the communication network.

It should also be noted that along with the indisputable advantages of a centralized
network, it also has a number of disadvantages, one of which is that its survivability is
determined by the survivability of the base station and the network equipment associated
with it, as well as with the possibility of its congestion in case of uncontrolled traffic
growth.

Based on the foregoing, it can be noted that the construction of the IW network as an
ad hoc network [9] allows us to solve a number of problems related to the problems noted
above. This presupposes the construction of the IWnetwork as a self-organizing network
capable of delivering traffic over considerable distances using only the communication
capabilities of the nodes of the IW network [10–12]. Typically, these networks are
decentralized and use random access technologies. This leads to mutual interference
produced by the network nodes during data transmission. Naturally, the level of this
interference depends on the power of the node transmitters, the conditions of signal
propagation, the number of network nodes (network density) and the intensity of the
traffic they produce [13, 14].

Let us evaluate the potential capabilities of such a network depending on the traffic
intensity, radiated signal power, and node density. To do this, we first consider a “flat”
model in which network nodes are randomly distributed within the service area. We
assume that the power of the emitted signal is the same for all nodes of the network.

2 Network Modeling

Due to the additive nature, the interference power p0I at any point o of the served
territory is the sum of the powers of all signal sources, taking into account attenuation
in the propagation medium poj

p0I =
n∑

j=1

poj W (1)

It is obvious that the signal sources located near the receiving node can create a level
of interference at which reception of the target signal will be impossible. In this case,
the separation of the channel resource by time is used. We assume that the transmission



High Density Internet of Things Network Analysis 309

and reception of the target signal is not performed when the receiving node receives one
or more signals, the level of each of which exceeds a certain threshold value pm.

In this case, the interference at the receiving point is created only by signals, each of
which does not exceed a given threshold level. In the case of a homogeneous propagation
medium and equal power of all signal sources and a circular antenna pattern, the nodes
that create interference will be located outside the circle (Fig. 1) or sphere in a 3-
dimensional model with a center at the receiving point and a radius defined as

Fig. 1. Signal and interference areas.

rm = arg{p0 − a(r) = pm} (2)

where p0 is the radiated signal power level (dBm), pm is the threshold power level (dBm),
a(r) is the attenuation introduced by the propagation of the signal over a distance r

(dB).
Let us give the conditional names to the regions inside the circle and outside it as

the signal region and the interference region, respectively.
To select a damping model, consider the model recommended in P.1411–10 [15]

a(r) = 10γ lg f + 10α lg r + β dB (3)

where f is the frequency (GHz), r is the distance (m).
The numerical values of the parameters of these models depend on the conditions

of their application. γ - corrects the dependence of the attenuation in the propagation
medium on the signal frequency, α - determines the attenuation growth with distance, β
- a constant coefficient. When modeling, we take α = 2.12, β = 29.2, γ = 2.11.
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Then the interference power at an arbitrary point o can be determined as

p0I =
n∑

j=1

Ijpoj (4)

where Ij =
{
1 poj ≤ pm
0 poj > pm

is the indicator function,

poj = p̃o − a
(
roj

)
dBm, (5)

roj the distance between the observation point and the j-th network node.
The value p̃o is random, we assume that it is equal to the power of the emitted signal

p0 when the node transmits data and is equal to zero when there is no transmission.
Transitions from one state to another are determined by the transmitted traffic. Then

p̃o = p0μ(t) (6)

whereμ(t) is a binary random time function describing the stream of frames transmitted
by the transmitter of the node. In fact, this is formal representation of the binary random
stream generated by node. It can be described as

μ(t) =
{
1 t0 + α < t ≤ t + τ

0 in other case
,

where t0 is the initial moment of time, α is a random time interval between the moments
of frame transmission, τ is a random time interval equal to the time of transmission of
the frame.

Properties μ(t) are determined by the laws of distribution α and τ . In the general
case, model (5) should accurately describe the traffic produced by the node. For this
purpose, it is necessary to choose the appropriate laws of α distribution and τ . However,
in the framework of this problem, the value of interference (4) is more important, which
is the sum of signals from a large number of sources and represents an aggregated stream.
According to [16], the properties of this flowwill be close to the properties of the simplest
flow. The distribution of the average value p0I depends on the distribution of distances
to the signal sources and the dependence of the attenuation on the distance, i.e. from the
assumptions made in the model.

The average value of traffic intensity ρ determines the fraction of the time during
which the node transmits a signal. We assume that it is the same for all network nodes.

3 Modeling Results

Obviously, under the conditions of the accepted restrictions, the intensity of the traffic
produced by each of the network nodes will be limited by the number of nodes located
in the signal area, i.e. threshold value pm.

ρmax = 1

πr2md
(7)
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where d is the device density 1/m2, rm is the radius of the signal region, according to
(2).

For example, under the assumptions made and p0 = 20 dBm (0.1 W), pm = −70
dBm, the radius of the signal zone is rm ≈ 63m, and ρmax ≈ 8·10−5. The value ρmax only
demonstrates the upper limit, which occurs when the channel is fully occupied, which is
practically unattainable. In a real network, traffic intensity should be significantly less.

For modeling, a network was selected in the area of 200 × 200 m, with random
placement of network nodes. Threshold value pm = −70 dBm. As the results of simu-
lation modeling showed, the distribution of the interference power level at an arbitrary
point in the service area with the accepted model parameters can be quite accurately
described by the normal distribution, Fig. 2.
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Fig. 2. Distribution of interference power level at an arbitrary point.

In Fig. 3 shows the dependence of the average interference power at an arbitrary point
on the intensity of traffic produced by network nodes. The traffic intensity is understood
as the fraction of the time the channel uses the node. In this case, the power of each of
the network nodes is p0 = 0.1 W or 0.01 W (level 20 and 10 dBm, respectively).

The analytical formation of the interference signal model is described by the
following expression

pOI = d0

¨

C

k(x, y)dxdy (8)

where d0 is the interference power produced per unit area W/m2,
k(x, y) -coefficient determining the dependence of the interference power at point O

on the coordinates of the interference source,
C is the area under consideration.
With some approximation, based on model (3), and also taking into account the

network model under consideration, Fig. 1, the dependence can be expressed in terms
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Fig. 3. The dependence of the interference power on the specific traffic intensity (channel use by
one device) at a power level of each device of 20 dBm.

of the distance to the interference source and presented

k(r) =
(

λ

4π

)2 1

rα
(9)

where r is the distance from the observation point O to the source of interference,
α - coefficient depending on the propagation conditions of the signal (α ≥ 2),
λ - wavelength (m).
Taking into account (9), according to model (8), using the transition to polar

coordinates, we can calculate

pOI =
rmax∫

rm

rk(r)dr

2π∫

0

dφ = 2π

(
λ

4π

)2
rmax∫

rm

r1−αdr (10)

rm is the radius of the signal region, according to (2), rmax is the radius of the
interference region, k(r) is the dependence of signal attenuation on distance (9).

Finally, the dependence of the interference power at a point on the parameters of the
region under consideration can be expressed as

pOI =
⎧
⎨

⎩

d0λ2

8π ln rmax
rm

, α = 2
d0λ2

8π(α−2)

(
r2−α
m − r2−α

max
)
, α > 2

W, (11)

rm is the radius of the signal region, according to (2), rmax is the radius of the
interference region, k(r) is the dependence of signal attenuation on distance.

The value of rmax is determined by the actual size of the zone of reception of signals
from surrounding sources. In practice, this is a line of sight. Under urban conditions, this
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zone is probably determined by the distance to the nearest buildings. In the simulation,
it was taken equal to 500 m.

Figure 4 shows the dependences of the average interference power at an arbitrary
point on the network density (the number of nodes per m2) obtained by simulation (black
curve) and analytical model (11).
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Fig. 4. The dependence of interference power on the density of network nodes at a power level
of each device of 20 dBm.

As can be seen, the results of both models are quite close. The difference between
them is due to slightly different modeling conditions (the shape and size selected in the
simulation of the region).

To establish communication with neighboring nodes in the IV network, it is required
to provide some level of signal-to-noise ratio (SNR). Here, the noise level should be
understood as the total power of the interference signals and other non-target signals at
the input of the receiver. However, given that the interference signal from the network
nodes significantly exceeds the level of natural interference, we will consider in relation
to SNR, only the interference signal. Let us evaluate the dependence of SNR on the
distance between network nodes using the attenuation model mentioned above.

SNR(r) = p0 − a(r) − POI dB (12)

where POI is the interference power level generated by the network nodes at the con-
sidered point (dBm), p0 is the power of the signal radiated by the network node (dBm),
a(r) is the distance attenuation (dB).

Figure 5 shows the dependence of SNR on distance for various threshold levels pm.
Naturally, for different levels, different traffic intensities are acceptable, as noted above.
When modeling was adopted intensity ρ = ρmax

/
2.
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Fig. 5. Dependence of SNR on distance and threshold value selection.

We assume that the acceptable SNR is more than 5 dB, then the distance between
the nodes of the receiver and transmitter should be no more than 20 m at pm = −80 dBm
and 10 m at pm = −70 dBm.

Thus, it can be noted that the real values of the distances when transmitting traffic
between network nodes with a node density of 1 1/m2 in the route will be no more than
20 m, and the traffic intensity is about 1·10−5.

The distance values from Fig. 5 can be interpreted as the expected communication
radius of the node taking into account interference, then the potential connectivity of the
network can be estimated.

4 Conclusions

The proposed models make it possible to evaluate the dependence of the level of mutual
interference of nodes and the signal-to-noise ratio on the density of nodes and the inten-
sity of the traffic of the IoT network. This allows us to draw conclusions about the length
of routes in the ad hoc network.

The study of the obtained models showed that an increase in the density of the IoT
network leads to an increase in mutual interference between nodes and a decrease in
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the signal-to-noise ratio. This leads to the need to reduce the distance between nodes
included in the data delivery route, i.e. to increase its length. On the one hand, this
leads to an increase in data delivery delays, but on the other hand, it ensures network
connectivity in difficult conditions.

The results are obtained for conditions of random placement of nodes in a homo-
geneous signal propagation medium. The choice of other signal propagation models
will influence the results of numerical estimates, however, general trends are likely to
continue.

In the framework of further research, modeling of an inhomogeneous signal propa-
gation environment, which may take place in urban conditions, as well as the study of
dependencies for various wavelengths, is of interest. It is probably possible to reduce
the mutual influences of network nodes with increasing signal frequency due to greater
attenuation in an inhomogeneous propagation medium.
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Abstract. Internet of things (IoT) allows millions of devices to be connected,
measured, monitored to automate processes, and support better decision mak-
ing. On the other hand, these IoT devices demand cost-effective, long-range, and
power-efficient sensors and actuators. LoRaWAN can be considered as a promis-
ing way to overcome these issues. By leveraging LoRaWAN protocol into IoT
systems, it will help to optimize energy consumption, capacity, cost, and coverage
of the system. This study proposes a scheme formodeling the LoRAWANnetwork
based on the availability of several independent radio frequency channels. As part
of this approach, we also offer a model and calculation method. Numerical results
show the efficacy of our proposed scheme.

Keywords: IoT · LoRaWAN · Radiofrequency · Traffic distribution

1 Introduction

Internet of Things (IoT) applications [1] are required more technologies that can offer
low-power operation, low-cost and low-complexity end devices that will be able to
communicate over large distances wirelessly. As in most cases, the IoT end devices are
battery-powered sensor nodes, and the power usage profile should be carefully designed
to extend the battery lifetime. The communication range needs to go from different
hundreds of meters up to different kilometers, as end devices are distributed over a large
area of operation. Considering all the characteristics mentioned above, this can be only
be realized by using a low power wide area network (LPWAN) technologies. Various
LPWAN technologies are already present in the market: SigFox [2], NB-IoT [3], or
LoRaWAN [4].

LoRaWANis oneof themedia access control (MAC)protocol for broad area network.
It aims to allow low powered devices to interact with Internet-connected applications
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over long-range wireless connections. This protocol can be scheduled to the second and
third layers of the OSI model and performed on top of Frequency Shift Keying (FSK)
modulation or LoRa in scientific, industrial, and medical (ISM) radio bands. Also, the
protocol is defined via the LoRa Alliance and formalized in the LoRaWANSpecification
and Regional Parameters [5, 6].

LoRaWAN technology allows us to implement a cheap and fairly high-quality way
to deliver data from points receiving data to the gateway using a wireless channel. In
this case, various modes of operation end devices and the gateway can be used [7],
which allow selecting different transmission rates and energy consumption of sources
modes depending on the requirements of specific applications. Existing LoRAWAN
specifications [8, 9] for various countries regulate the use of different frequency bands
and different sets of radio frequency channels within these ranges. All specifications
provide for several disjoint radio frequency channels that can be used for uplink and
downlink connections (uplink and downlink channels). The availability of independent
channels allows us to implement various mechanisms for servicing traffic. For example,
data transmission using frequency-hopping or simultaneous operation of neighboring
stations on different channels can be achieved, which allows improving the quality of
communication and system capacity.

We can say that the set of available radio frequency channels is a resource that can be
used in a way that is preferable to the solution of a particular application problem. Sur-
prisingly, and to the best of our knowledge, there is limited published works discussing
channel access methods for LoRa [10–12]. In this paper, we propose an approach to
modeling the LoRaWAN network based on the availability of several independent radio
frequency channels. As part of this approach, we also offer a model and calculation
method.

The main contribution of this work is to develop a method of optimal traffic distri-
bution between access points, which increases the efficiency of the LoRaWAN network
functioning. The method allows for close to the optimal distribution of users between
access points. The organization of the paper will be as follows: In Sect. 2, the model and
problem formulation. Section 3 provides the methods of distribution Radio Frequency
channels. And the conclusion will be given in Sect. 4.

2 Model and Problem Formulation

For more generality, we will not get attached to the specific LoRaWAN specification.
Still, we will assume that there are a certain number of radio-frequency channels N
connected from each end node to the gateway.

The network structure represents a star topology in the center locate the gateway, as
shown in Fig. 1. We will also assume that the communication zone of the gateway is a
disk of radius R. A network node located at any point on this disk can transmit or receive
data from the gateway.

We assume that all network nodes, the number of which is equal to n, are in the
communication zone of one gateway. We also assume that each of the network nodes
ni, i = 1…n, has in its composition one transceiver, i.e., can simultaneously transmit or
receive data on only one radio frequency channel. We suppose that the gateway includes
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Fig. 1. Network structure

several transceivers, which allows it to transmit or receive simultaneously on any of the
available radio frequency channels. It should be noted that the compatibility issue when
using several transceivers, was already considered in [9].In this paper, we assume that
such an operation is possible. We assume that simultaneous reception or simultaneous
transmission on different frequency channels is possible, but not both reception and
transmission. Otherwise, the gateway can only receive simultaneously on all channels
or simultaneously transmit data on all channels.

Each of the network nodes generates traffic with the intensity of ai messages per
unit time, and all nodes of the network generate traffic with the intensity of A messages
per unit time. Simultaneous transmission of messages by two or more nodes in one
radio frequency channel leads to a collision; as a result, frame loss may occur. Note that
the frame loss probability in case of collision is less than unity, both due to different
conditions for receiving signals from different nodes and because of the possibilities
of the transmission and reception methods used by LoRa technology. In this paper, we
consider the estimate of the probability of frame loss from above; i.e., we will assume
that the frame is lost in any case when a collision occurs.

Along with collision probability, and delivery probability is also affected by the
probability of errors in the frame p_E. This probability depends on the transmission
method and propagation conditions of the signal. In general cases, it can be different for
different frequency channels.

Note also that if the acknowledged transmission mode is used, then all frames whose
transmission began during the transmission of the confirmation message by the gateway
will be lost.

Define the overall probability of message loss as

p_m = 1 − (1 − p_C)(1 − p_R)(1 − p_E) (1)

The probability of collisions in the channel will be determined as

p_C = p≥1(2τ) = 1 − p_0(2τ) (2)
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Where p_0(2τ) - is the probability that in interval 2 not begin transmission of any
frames.

Assuming the simplest flow model, the probability of collision will be described by
the expression

p_C = 1 − e−a2τ (3)

Where a – is the flow intensity, frames/s.
We assume that the gateway transmits the confirmation message immediately after

the end of the reception, and its duration is tR. Then the probability of losing p_R
messages, in this case, will be equal to

p_R = 1 − e−atR (4)

Then the total probability of message loss is defined as

p_m = 1 − (1 − p_C)(1 − p_R)(1 − p_E) = 1 − (1 − p_E)e−a(2τ+tR) (5)

In this case, a is the message intensity in one considered channel.
The different frequency channels cannot provide the same transmission conditions in

each particular case, for example, due to interference from extraneous radio transmitters,
industrial interference, barriers to the distribution signal, the mutual influence between
different networks built using the same technology, and other factors.

It means that p(i)
_E �= p(j)

_E, i, j = 1 . . . n, i �= j. Dependence packet loss probability
determined according to (5) is shown in Fig. 2 for different values of pEand tR.

Figure 2 shows that both of these parameters significantly affect the probability of
frame delivery, and as showen in Table 1 summarizes all the results with the averaging
values between our proposed work and the previous ones. Concerning p_m will also be

different for different channels p_(i)
m �= p_(j)

m , i, j = 1 . . . n, i �= j.
To provide themost efficient use of the radio frequency spectrum (channels), a certain

control of the radio frequency resource is required, whichwill provide the highest quality
of traffic service for all network nodes. This can be achieved by redistributing the traffic
produced by the network nodes over the available communication channels, taking into
account their quality.

3 Methods of Distribution Radio Frequency Channels

The channel distribution task, under the conditions described above, can be formulated
as follows. Required to find a display of the set of network nodes n into a plurality of
channels C, which performs a specific criterion O

f : N → C (6)

O = true (7)

In this case, f – is some process (function) that allows us to select radio frequency
channels to serve the traffic of the network nodes. Criterion O is a condition that
determines the desired network status.
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Fig. 2. Dependence of packet loss probability

Table 1. Comparison between proposed and previous works.

Performance Metric Variables

Existing Work

Number of 
nodes
300

Average frame loss 
probability

[10] 0.72 %
[11] 0.67 %
[12] 0.57 %

[Proposed] 0.52 %

We assume that the purpose of the task is to minimize frame loss that can occur, in
the general case, due to three reasons: collisions, data transmission by the network node
at the moment when the gateway is in a transmission confirmation state, and errors in
channel. Then, taking into account (5), we can formulate the optimization problem as
the problem of minimizing the number of lost frames with a constant traffic intensity
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and a constant number of channels.

{ki} = argmin
ki

{
N∑
i=1

kiAp
(i)
_m(ki)

}
, i = 1 . . .N , 0 ≤ ki ≤ 1,

N∑
i=1

ki = 1 (8)

WhereN – is the number of radiofrequency channels; A–is the total amount of traffic;

Produced by network nodes A =
n∑

i=1
ai,ki - is the share of traffic served by the i-m

channel ki = ai
/
A.

Formulation (9) means that it is necessary to find such values of ki, i = 1…n, at
which the minimum value of the number of lost (per unit time) frames is achieved.

The analytical solution (9) is not expressed in elementary functions. But it can be
obtained by numerical methods.

The objective function, taking into account the above, can be written as

{ki} = argmin
ki

N∑
i=1

kiA
(
1 −

(
1 − p(i)

_E

)
e−kiA(2τ+tR)

)
, i = 1 . . .N , 0 ≤ ki ≤ 1,

N∑
i=1

ki = 1 (9)

As an example, we will choose the following parameters ai = a = 1, i =
1 . . . n, n = 100, N = 2, p(1)

_E = 0.1, p(2)
_E = 0.5 we will also assume that tR = τ .

Solution (10) can be illustrated by the graph shown in Fig. 3.
The solution was obtained by the conjugate gradient method in Mathcad. The point

corresponding to the solution of the problem is at a minimum curve formed by the
intersection of two surfaces. For the given values k1 = 0,597, k2 = 0,403.

For the practical implementation of the solution to this problem, in our opinion, it
is more convenient to make several assumptions and apply the dynamic programming
method. We will assume that all nodes of the network generate traffic of the same
intensity and that only an integer number of traffic flows can be distributed over frequency
channels. Then we slightly modify the objective function (9)

L =
N∑
i=1

ηi

(
1 −

(
1 − p(i)

_E

)
e−ηia(2τ+tR)

)
, i = 1 . . .N , ηi ∈ [0 . . . n],

N∑
i=1

ηi = n

(10)

Where ηi - is the number of network nodes (traffic flows) served by the i-th channel.
To solve this problem, we proposed the following algorithm:

1. Input source data, initialization.

The number of channels N, the number of nodes n;
cnt = n – counter of the number of nodes;
c1, c2, cN– the number of nodes served by the corresponding channel.
L1, L2,.., LN– values of the objective function.
The initial number of serviced nodes ηi = 0, i = 1 . . .N
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Fig. 3. Illustration of the solution tasks (9)

2. We attempt to increase the number of nodes in each of the channels, and for each of
these options, we calculate the value of the objective function: ci = ηi + 1, Li =
L(ci), i = 1 . . .N

We find i for which the value of the objective function is minimal

imin = min
i

{Li}, i = 1 . . .N

We increase per unit the number of serviced nodes for this channel

ηimin = ηimin + 1,

We decrease the node counter
cnt = cnt-1.

3. If cnt= 0, then the values found ηi, i = 1 . . .N are a solution to the problem. Stop.

If cnt > 0, then go to step 2.
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When solving the above example, we get the values

η1 = 60, η2 = 40

The above problem has been solved for known values p(i)
_E, i = 1 . . .N . In practice,

these values may not be known or may change during network operation. Therefore, it
is advisable to organize an assessment of these values in the gateway.

One of the methods of such an assessment can be the collection of statistics about
received and transmitted frames calculating based on it the corresponding values. If for
some time interval T in channel i frames were transmitted and ri frames were received,
then the value can be estimated as follows. If for some time interval T in the channel
iK i frames were transmitted and ri frames were received, then the value p(i)

_E can be
estimated as follows.

The estimate of the probability of frame loss is equal to p̂(i)
_E = ri

Ki
. Then, taking into

account (5), we can write that

p(i)
_E = 1 − 1 − p̂_m

e−Ai(2τ+tR)
, Ai = Ki

T
(11)

This measurement procedure can be organized in the gateway.

4 Conclusion

Different conditions of signal propagation in different radio frequency channels lead to
the different probability of message loss in these channels. These losses are also affected
by the probability of collisions, which depends on the traffic intensity in the channel.
Given the unequal properties of the channel, there is such a distribution of traffic on
these channels that provides a minimum of lost frames, i.e., optimal distribution. The
paper presents an approach to the formation of the problem of traffic distribution over
radio frequency channels as optimization problems, and also describes approaches to its
solution. In particular, a solution method using the dynamic programming approach is
described. Also described is a method of obtaining source data to solve the problem of
optimal traffic distribution.
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Abstract. The article presents a study of the accuracy of determining the loca-
tion of radio emission sources when using autocorrelation and matrix receivers
in the spectrum management systems for the reception and processing of com-
plex broadband signals. The ratio of the root mean square errors of determining
the location of the radio emission sources using the autocorrelation and matrix
receivers is calculated. In addition, the article establishes the feasibility of using
an autocorrelation and matrix receivers for various methods for determining the
position of a radio emission source. Results of the studies are presented.

Keywords: Autocorrelation receiver · Matrix receiver · Autocorrelation
function · Source of radio emission · Location accuracy · RMS location error

1 Introduction

To assess and monitor the correct use of the radio frequency spectrum, spectrum man-
agement systems are used. In these systems, an important component is the determina-
tion of the position of unauthorized radiation sources. This is especially true for deter-
mining the distances between moving objects. [1, 2]. In addition, this is particularly
important if there is no direct connection between the two objects since it is necessary
to determine the optimal number of intermediate stations and ensure maximum effi-
ciency of information transfer [2, 3]. Recently, complex signals (such as linear frequency
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modulated (LFM) signals and phase-shift keying (PSK) signals) have been increasingly
used to transmit information. It is necessary to improve both interference immunity
and covert of operation [4–6]. However, their use creates several difficulties in solving
problems of determining the coordinates of the source of radio emission (SRE) [9–12].
Broadband electronic environment analysis tools include, among other things, a multi-
stage multi-channel receiver (matrix receiver) [7–10, 13] and an autocorrelation receiver
(ACR) [14–17] for recording complex wideband signals and solving these problems.

The matrix receiver contains several stages. When entering the first stage, the input
signal is split into several channels and converted to a single intermediate frequency
range (IFR) for all channels in the first stage. After that, the signal in the IFR goes to
the next stage, in which it is again divided by frequency and converted to the second
IFR (single for all channels in the second stage) and so on until the last stage. Each
frequency channel in all stages is supplemented by an indicator of the number of the
triggered channel. Using a set of triggered indicators, it is possible to determine the
frequency of the received signal with an accuracy of half the channel width of the last
stage. When calculating the fast Fourier transform (FFT) of the intermediate frequency
signal from the last stage output, the original frequency is specified with an accuracy of
fewer than 1 MHz. The type of complex signal (LFM and PSK signals) is determined
by the width and nature of spectrum change after the FFT made over time samples of
the signal. In practice, a matrix receiver with two stages and an output processing unit
is often used. This type of receiver will be discussed in this article.

In the autocorrelation receiver, a frequency scan is performed with conversion to a
fixed IFR and calculation of the autocorrelation function. To determine the type (LFM,
PSK, and simple signals) of modulation of the received signal, additional mathematical
operations are performed. In particular, after multiplying the received signal and its
delayed copy, the low-frequency component is isolated, and its spectrum is obtained.
The same is done with a signal at double frequency. Thus, four spectra are obtained:
low-frequency and high-frequency components after autocorrelation of the signal at
the initial and doubled frequencies. Then, for each of the four spectra, the width and
amplitude of the spectrum are compared with threshold values.

The task of determining the location of the SRE using radio engineering methods
on a plane or in space is reduced to measuring geometric quantities that unambiguously
characterize the desired location. However, the difference between real and ideal condi-
tions of radio wave propagation, as well as instrumental measurement errors due to the
type of receiver, lead to errors in determining the location.

In this regard, the aimof the article is to study the accuracy of determining the location
of SRE with complex signals using devices with autocorrelation or matrix receivers, as
well as to compare the results obtained.

2 The Ratio of the Root Mean Square Errors of Determining
the Location of the Radio Sources Using the Autocorrelation
and Matrix Receiver

Consider methods for determining the location of an SRE based on calculating the
coordinates of the point of intersection of position lines [11, 12, 18–21]:
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• The direction-finding method (Fig. 1): the signal is received at two reception points
(points A and B). Then the lines of the position of the radiation source (straight line)
are found.

Fig. 1. Angular method for locating a target Fig. 2. Range-difference method for locating
a target

• The range-difference method (Fig. 2): the signal is received at the control point (point
B) and two reception points (points A and C). Then position lines of the radiation
source (hyperbolas) are found.

Although the ellipse of errors of a given probability gives the most complete idea of
the accuracy of the location on the plane, a root mean square (RMS) error is used along
with it. It is equal to the root of the square covariance error matrix of location errors.

When calculating coordinates using two position lines, the expression for location
RMS error is defined as follows [16–19]:

Rsk =
√

σ 2
lp1 + σ 2

lp2 + 2ρσlp1σlp2cos(γ )

sin(γ )
, (1)

where σlp1 and σlp2 are the RMS errors in determining the first and second position lines;
ρ is the correlation coefficient of errors in determining position lines; γ is the cross angle
(angle between position lines).

RMS error in calculating the line (bearing) is determined as σlp = Rσθ , where R is

the distance between SRE and the receiver; σθ = θ0,5/

√
πq2out is RMS bearing error

measured in radians; θ0,5 is the half-power beamwidth measured in radians, qout is the
signal to noise ratio (SNR) at the output of the receiver.
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For a hyperbolic line of position, the formula is determined as σlp =
σ�R/(2sin(ϕ/2)), where σ�R = cστ is the RMS of the distance difference; c is the

speed of light; στ = 1/

(
π

√
q2out�fs

)
is the RMS error of the delay time estimating,

�fs is the signal spectrum width; ϕ is the angle between focal radius vectors.
In order to compare the RMS location errors of direction-finding (Fig. 1) and range-

difference (Fig. 2) methods when using autocorrelation RskA and matrix RskM receivers,
let’s assume the following:

• the bandwidth �fI of the first stage of the matrix receiver is equal to the bandwidth
�fHF of the high-frequency filter of the ACR;

• ρ = 0 (the random errors of the position lines are independent);
• σlp1 = σlp2 = σlp;
• SNR at the input qin is the same as the low noise amplifier gain Ku and the same as

the radiation pattern width θ0,5;
• The receivers search for SRE that have the same characteristics and are located at the
same distance.

With the direction-finding method, the RMS location error is determined as follows:

Rsk =
√
2Rθ0,5√

πq2out sin γ

, (2)

Notice that SNR at the matrix receiver output qoutM ≈ Kum1m2qin, where m1, m2
is the amount of the channels of the first and second stages, which is determined by the
requirement for the determination accuracy of the SRE signal frequency. Meanwhile,

at the output of the ACR qoutA = Kuq2in
√

�fHF/�fLF/

√
1 + 2q2in, where �fLF is the

bandwidth of the low-frequency filter.
Therefore, the relationship takes the following form:

RskA

RskM
=

√
q2outM√
q2outA

= m1m2

√
1 + 2q2in

q2in

√
�fLF
�fHF

. (3)

With the range-difference method, the RMS location error is determined as follows:

Rsk = c
√
2π

√
q2out�fssin(γ )sin(ϕ/2)

. (4)

In general, for amatrix receiver, the signal spectrum is divided between channels, one
of which is switched to a processing device. Therefore, the width of the band entering
the processing is equal to �fsM = �fI/(m1m2); while for the ACR signal spectrum
width �fsA = �fHF .
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Therefore, the relationship takes the following form:

RskA

RskM
=

√
q2outM�fsM√
q2outA�fsA

=
√
1 + 2q2in

q2in

√
�fLF
�fHF

. (5)

3 Results of the Studies

By changing SNR and the processing bandwidth, let us study the ratio of the RMS
location errors of the autocorrelation and matrix receivers when using direction-finding
and range-difference methods. Let us set the following initial parameter values: �fLF =
10 MHz, m1 = 6, m2 = 10. Figures 3 and 4 are correspond to the following parameters:
qin = 0…20 dB and �fHF = 500 MHz. Figures 5 and 6 are correspond to the following
parameters: �fHF = 300…500 MHz and qin = 0, 5, 10 dB.

Fig. 3. The dependence of RskA/RskM on qin when using the direction-finding method

Figures 3 and 5 show that with the direction-finding method and �fHF = 500 MHz,
the ACR provides 12.5…14.5 times better location accuracy at low signal-to-noise ratios
(qin = 0 . . . 4 dB) than the matrix receiver. If qin > 4 dB, the improvement changes
slightly and the accuracy tends to be about 12 times better.

When �fHF decreases from 500 to 300 MHz (at qin = 0 dB) the ratio RskA/RskM
increases from 14.8 to 19 times. When �fHF decreases to 300 MHz and qin = 10 dB,
the ratio RskA/RskM increases from 12 to 15.5 times. Further increase of qin practically
does not lead to changes in the ratio RskA/RskM .

Figures 4 and 6 show that the autocorrelation receiver has 4–5 times worse SRE
location accuracy than the matrix one when using a range-difference method and the
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Fig. 4. The dependence of RskA/RskM on qin when using the range-difference method

Fig. 5. The dependence of RskA/RskM on �fHF when using the direction-finding method for
different qin values. 1 corresponds to qin = 0 dB, 2 corresponds to qin = 5 dB, 3 corresponds to
qin = 10 dB

next set of parameters: �fLF = 10 MHz, �fHF = 500 MHz, m1 = 6, m2 = 10. In
other cases, the nature of the dependencies is preserved. Namely, for qin > 4 dB, the
ratio RskA/RskM tends to a constant value, and with a decrease in the band�fHF the ratio
RskA/RskM increases. However, at low SNR qin = −10 . . . − 5 dB, �fLF = 50 MHz,
�fHF = 500 MHz, m1 = 6, m2 = 10, improvement of the accuracy of determining the
position of the SRE is provided by 1,1 … 3,2 times.
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Fig. 6. The dependence of RskA/RskM on �fHF when using the range-difference method for
different qin values. 1 corresponds to qin = 0 dB, 2 corresponds to qin = 5 dB, 3 corresponds to
qin = 10 dB

4 Conclusion

The accuracy of the SRE location for the ACR is higher when using the direction-finding
method. Improving the accuracy of the SRE of the ACR in comparison with the matrix
receiver when using the range-difference method depends on the SNR and the passband
of the low-pass filter. When the SNR decreases, the difference between the RMS errors
of the methods increases. The difference also increases with a decrease in the processing
bandwidth. The main advantage of a matrix receiver compared to an ACR is the instant
overview of the entire bandwidth. This eliminates the possibility of skipping the signal
from the source (provided the availability of the signal). At the same time,when receiving
wideband signals in the matrix receiver, ambiguity in determining the frequency may
occur, while in an ACR this drawback is absent.
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Abstract. The subject of this article is the study of electromagnetic compatibil-
ity (EMC) conditions of LTE-1800 TDD base stations for railway technologi-
cal communication in a non-standardized frequency band 1785–1805 MHz and
LTE-1800 FDD base stations of traditional mobile operator networks for sharing
utilization in adjacent band. Research actuality is due to the future deployment of
railway technological communication network based on LTE-1800 TDD with the
mobile operator networks of LTE-1800 FDD operating in contiguous frequency
bands 1710–1785 MHz/1805–1880 MHz and the needs to requirements for shar-
ing spectrum in common location places of such base stations. Provided result of
the study allowed to solve EMC problem based on calculated norms of spatial -
territorial spacing between LTE-1800 TDD and LTE-1800 FDD base stations.

Keywords: Electromagnetic compatibility · Non-standard LTE-1800 TDD
band · Spektrum emission mask · Out of band emission · Spatial - territorial
spacing · Inter-band filter

1 Introduction

The band 1710–1885MHz is allocated by the Radio Regulations to themobile service on
a worldwide basis and can be allocated by national communications administrations for
use by any radio technologies included in the IMT family [1]. A part of this frequency
band 1785–1805 MHz is allocated by the Russian Communications Administration
[2] for the construction technological communication network of LTE standard with
time-duplex mode (hereinafter LTE-1800 TDD) for railway transport. However, this
frequency band is not part of the frequency bands standardized by the 3GPP Partnership
Project for LTE networks with TDD duplex mode. According to the European common
allocation (ECA) of frequency bands and national tables in the radio frequency bands
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1710–1785MHzand 1805–1880MHz,mobile communication operators using networks
with IMT technology, including LTE-1800 with FDD duplex mode. The task of sharing
use ensuring for LTE FDD and LTE TDD networks in adjacent frequency bands was
solved for the 2.6 GHz band and conditions for their operation with frequency spacing
of adjacent channels of 5 MHz were determined [3]. The Russian communications
administration has established 5 MHz frequency spacing requirement to provide an
EMC between technological railway network of LTE-1800 TDD (1785–1805MHz) and
traditional mobile networks of LTE-1800 FDD (Band 3). The frequency guard intervals
(1785–1790 MHz and 1780–1805 MHz) were established, which do not allow the use
of LTE-1800 TDD for the transmission and reception of radio signals.

Moreover, the national regulatory documents do not specify requirements to spec-
trum emission mask (SEM) and unwanted emission levels of transmitters of base sta-
tions(eNB) and user equipment (UE) operating in a non-standardized frequency band
1785–1805 MHz by Partnership project 3GPP to provide EMC. Therefore, the develop-
ment of requirements for SEM and permissible level of out-of-band emissions (OOB)
for LTE-1800 TDD base station transmitters of railway networks are relevant issues of
EMC research, as well as development of norms of spatial and territorial separation
(STS) between these LTE-1800 TDD with non-standard frequency bands and standard
base stations LTE-1800 FDD (Band 3).

2 EMC-Scenarios for Study of LTE-1800 TDD and LTE-1800 FDD
Network Sharing

EMC-scenarios of these research can be divided into two groups depending on whether
the BS or AS is source of harmful interference (aggressor) as is shown in Fig. 1.

The first group of these scenarios includes EMC- scenarios in which the transmitting
devices of the LTE-1800 TDD railway communication network are the source of harmful
interferences (Fig. 1 a). The second group includes EMC-scenarios in which the trans-
mitters (TX UE and TX eNB) LTE-1800 FDD are the sources of harmful interference
(Fig. 1 b).

The most difficult scenarios for providing EMC of LTE networks and developing
norms STS are scenarios with indices 1.1.1 and 2.2.2 for mutual influences of LTE-1800
TDD and LTE-1800 FDD base stations. These scenarios for the assessment of EMC
and the development of norms STS are determined by the values of acceptable levels
of unwanted emissions, which characterize BS or AC transmitters emissions in outside
of BS or AC spectrum bands, which interfere with operation of receivers BS and AC
of other networks. In these scenarios are two types of unwanted emissions: out-of-band
and spurious emissions. The requirements for these types of transmitter emissions of
eNB base stations are established in Technical Specification 3GPP TS 36.104 [4] and in
Recommendation ITU-R SM.329 [5].

Out of band emissions (OOB) are unwanted transmitter emissions at frequencies
directly adjacent to the left and right part of the emission band of LTE frequency channel
(excluding spurious emissions), which are the result of modulation and non-linearity of
the processes on transmitter. In accordance with Technical Specifications 3GPP, the
OOBs are defined as [4]:
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Fig. 1. EMC-scenarios for LTE-1800 TDD i LTE-1800 FDD networks.

• Operating band unwanted emissions define all unwanted emissions in each supported
downlink operating band plus the frequency ranges 10MHz above and 10MHz below
the band 3.

• Radiation of the part of power of the useful signal at the frequencies of the adjacent
channel, the level of which is determined by the ACLR (Adjacent Channel Leakage
Power Ratio).

Spurious emissions of transmitter in accordance with 3GPP Technical Specifica-
tions are unwanted emissions from the transmitter at frequencies outside the border
of out-of-band emissions that result of carrier frequency formation. Spurious emis-
sions include harmonic emissions, spurious emissions, intermodulation products, and
frequency conversion products.

The arrangement of the frequency bands occupied by OOB and spurious emissions
relatively on the band of the main emission of BS transmitter is shown in Fig. 2 [5].
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Fig. 2. Types of unwanted emissions TX eNB [4].

3 Conditions of EMC Providing for LTE-1800 FDD Radio Access
Networks

Analysis of the 3GPP Technical Specifications for the LTE-1800 FDD BS (Band 3)
made it possible to determine norms of frequency separation (FS) and requirements for
the levels of spurious emissions [4]:

1. The frequency spacing of the DL and UL lines is 20 MHz.
2. The spacing of the center carriers of the transmitter (TX) and the receiver (RX) of

Base station for a given channel is 95 MHz.
3. The level of unwanted (spurious) emissions of the base station transmitter in the

frequency band of its own receiver is nomore thanminus 96 dBm in themeasurement
range of 100 kHz [4, Table 6.6.4.4.1-1].

4. The level of unwanted (spurious) emissions of the base station transmitter in the
frequency band of receiver Base station eNB Band 3 is no more than minus 96 dBm
in the measurement range of 100 kHz [4, Table 6.6.4.2-1].

5. The level of unwanted (spurious) emissions of the eNB base station transmitter of
other frequencybands in the frequencybandof receiverBase station eNBBand3 is no
more than minus 49 dBm in the measurement range of 1 MHz [4, Table 6.6.4.3.1-1].

6. The level of unwanted (spurious) emissions of the eNB base station transmitter of
other frequency bands in the frequency band of receiver UE Band3 is no more than
minus 52 dBm in the measurement range of 1 MHz [4, Table 6.6.4.3.1-1].

7. The level of unwanted (spurious) emissions of the eNB base station transmitter eNB
Band3 category «B» in frequency band 1-12,75 GHz is no more than minus 30 dBm
in the measurement range of 1 MHz, excluding p. 3–6 [4, Table 6.6.4.1.2.1-1].

Limits to provide EMC conditions which defined in items 1, 3, 4 and 5 (Fig. 1) for
EMC-scenarios 1.1.1 and 2.2.2, requirements for frequency spacing and also require-
ments to level of unwanted (spurious) emissions in band of receiver base station eNB
(Band 3) are shown in Fig. 3.
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Fig. 3. Requirements to frequency spacing and level of unwanted (spurious) emissions in band
of RX eNB Band 3.

EMC conditions according to frequency spacing norms in items 3 and 4 require the
introduction of an additional selectivity in filter of transmitting path of EMC conditions
according to the standards given in clauses 3 and 4 require the introduction of an addi-
tional filter selectivity of the transmitting path of the base station eNB LTE-1800 FDD.
This additional selectivity provides attenuation of the power level of spurious emission in
the frequency band of its own receiver of base station eNB LTE-1800 FDD and receivers
of others eNB. Pseown , in the measurement range of 100 kHz up to level:

Pseown = −96 dBm (1)

Taking into account the requirements of item 5 of frequency spacing norms for
the power level of spurious emissions from transmitters of base stations eNB for other
frequency bands on input of RX eNB (Band 3) Psein−band3 , in the measurement range of
100 kHz, has to be not more than:

Psein−band3 = −49 dBm + 10lg(100 kHz/1MHz) = −59 dBm. (2)

From the given values (1) and (2) it follows that the power level of spurious emissions
of transmitters of base stations eNB, operating in a different frequency range and not
placed co-located with eNB (Band 3), can be higher than −96 dBm in measuring band
100 kHz. Reduced requirements for spurious emissions due to their attenuation by spatial
territorial separation or the use of inter-band filters. Thus, to provide EMC of eNB base
stations of different frequency bands, spatial territorial separation of eNB antennas is
requested, or utilization of inter-band filters in eNB, which attenuate spurious (spurious)
emissions in the measuring band of 100 kHz by an amount:

L1[dB] = Psein−band3 − Pseown = −59 dBm + 96 dBm = 37 dB. (3)

4 Conditions of EMC Providing Between Base Stations LTE-1800
TDD and LTE-1800 FDD

In accordance with the requirements of Technical Specifications 3GPP [4] for EMC-
scenarios 1.1.1 and 2.2.2 to ensure normal operation of the RX eNB Band 3 (in Fig. 1a
for the eNB Band 3) and the RX eNB LTE-1800 TDD (in Fig. 1 b for RX eNB TDD)
are required following conditions of EMC providing:
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1. The level of unwanted (spurious) emissions from co-located base station transmitters
in the frequency band of receiver (any from consider receivers) is nomore thanminus
96 dBm in the measurement range of 100 kHz.

2. The interference signal level from co-located TX eNB is no more than the set value
of the receiver selectivity requirements given in the Table 1 [4, Table 7.6.1.1-1].

Table 1. RX eNB LTE (Band 3) selectivity requirements for macro cells [4, Table 7.6.1.1-1].

Wanted Signal Interfering Signal

E-UTRA
channel
bandwidth,
MHz

Wanted
Signal
mean
power,
dBm

Type of
interfering
signal

Centre Frequency of
Interfering Signal, MHz

Interfering
signal centre
frequency
minimum
offset to the
lower/upper
eNB RF
Bandwidth
edge, MHz

Interfering
Signal
mean
power,
dBm

From To

1,4 −100,8 1.4 MHz
E-UTRA

1690
(FUL_low −
20)

1805
(FUL_high +
20)

±2,1 −43

3 −97 3 MHz
E-UTRA

±4,5

5 −95,5 5 MHz
E-UTRA

±7,5

10 −95,5 5 MHz
E-UTRA

±7,5

15 −95,5 5 MHz
E-UTRA

±7,5

20 −95,5 5 MHz
E-UTRA

±7,5

20 −95,5 20 MHz
E-UTRA

±30

1.4/3/5/
10/15/20

Sensitivity
+ 6 dB

1 1690 – −15

1805 12750

The fulfillment of the first condition requests the analysis of the characteristics of
the spectrum signals masks of the LTE-1800 FDD (Band 3) and -LTE-1800 TDD. The
spectrum signal masks of LTE-1800 FDD transmitters (Band 3) for European countries
and the Russian Federation correspond to category “B” option 2 and are shown in Fig. 4
[4, Table 6.6.3.2.2-1, 4].

As shown in Fig. 4, for EMC - scenario 2.2.2, unwanted emissions from eNB LTE-
1800 FDD (Band 3) transmitters of railway communication network, which operating
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Fig. 4. Spectrum signalmasks of TXeNB (continuous line) andTXUE (dashed line) of LTE-1800
FDD (Band 3).

in frequency band of 1785–1805 MHz, exceed the maximum permissible level of minus
96 dBm in two frequency bands:

• in frequency band 1790–1795 MHz (spurious emissions) on 56 dB

L2[dB] = Pse − Pseown
= −30 dBm + 10lg(100 kHz/1MHz) + 96 dBm = 56 dB; (4)

• in frequency band 1795–1800 MHz (OOB) on 73 dB

L3[dB] = POOB − Pseown
= −13 dBm + 10lg(100 kHz/1MHz) + 96 dBm = 73 dB.

(5)

Mathematical expressions (4) and (5) determine norms of spatial and territorial
separation that provide the attenuation of unwanted emissions without utilization of
Inter-band Filters inside base stations.

When using InterBandfilters that providing attenuate unwanted emissions to 49 dBm
(in measurement band 1 MHz), norms of spatial and territorial separation are defined by
mathematical expression (3) to attenuate spurious (secondary) emissions of L1= 37 dB.

Fulfillment of these requirements for attenuation of unwanted emissions and atten-
uation of spurious (spurious) emissions will provide, respectively, EMC conditions for
both scenario 2.2.2 and scenario 1.1.1.
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Given the additional requirements for the level of spurious (secondary) radiations
indicated in item 5 and item 6 (see Sect. 2), it is proposed to provide EMC with the aim
of eliminating the effect of unwanted emissions by following measures:

• have use inter-band filters in RX eNB (Band 3) which attenuate unwanted emissions in
the frequency band 1790–1800MHz to the level ofminus 49 dBm (in themeasurement
band 1 MHz);

• have use the spectrum signal mask of TX eNB LTE-1800 TDD in the frequency band
1785–1805 MHz as shown in Fig. 5.
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bandwidth = 30kHz

-26dBm, Measurement bandwidth = 30kHz
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015MHz 

f_offset=1,5MHz 
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-30dBm, Measurement bandwidth = 1MHz
(36.104, Table 6.6.4.1.2.1-1: BS Spurious 
emissions limits, Category B)

f_offset=10,5MHz 

1790 
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1800 
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Total TX Power = 
43/46 dBm

-49dBm, Measurement bandwidth = 1MHz
(36.104, Table 6.6.4.3.1-1: BS Spurious emissions limits for E-UTRA BS 
for co-existence with systems operating in other frequency bands)

-52dBm, Measurement 
bandwidth = 1MHz (36.104, 
Table 6.6.4.3.1-1)

Fig. 5. Spectrum signal mask of TX eNB LTE-1800 TDD (thick line) and eNB LTE-1800 FDD
(Band 3, thin line).

If consider the second condition (see Fig. 1) of providing EMC for scenarios 1.1.1
and 2.2.2, then take into account that the receiver selectivity means its ability to receive
a minimum power useful signal in the presence of interference signal. In this case,
throughput of LTE channel should not be lower than 95% relative to reference channel,
which is understood as a channel with an input signal at the sensitivity level but without
of interference [4, p. 7.6.1.1].

As can be seen from Table 1 which contains of selectivity requirement to RX eNB
LTE (Band 3) for a macro cell [4, Table 7.6.1.1-1], 3GPP considers cases when the
interfering signal has a frequency channel width of 1.4, 3, 5, and 20 MHz and in the
frequency band 1690–1805 MHz, its power should not exceed minus 43 dBm.
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In addition, when the upper border of the spectrum of the useful uplink signal of
the LTE-1800 FDD network is FUL_high = 1785 MHz, and the frequency channel of
the interfering signal from the eNB TDD is 5 MHz, the center frequency of interfering
signal can be within the frequency band 1792,5–1805 MHz with an acceptable power
level of Base station as source of interference up to 43 dBm. In this case, the frequency
band of 1792.5–1805 MHz of base station-source of interference, can intersect with the
frequency range of the railway communication network of 1790–1800 MHz.

Thus, in accordance with receiver selectivity requirements (Table 1), the power of
the interfering signal from the TX eNB LTE-1800 TDD at input of RX eNB (Band 3)
should not exceed minus 43 dBm. If interfering signal power from TX eNB LTE-1800
TDD exceeds this level minus 43 dBm, then it is considered that the requirements of the
Communications Administration [2] Are violated and there will be an interfering effect
on LTE receivers of mobile networks operators in frequency bands 1710–1785MHz and
1805–1880 MHz. To eliminate this interference effect, it is necessary to provide norms
of spatial-territorial separation for antennas TX eNB LTE-1800 TDD and RX LTE-1800
FDD (Band 3), which give attenuation of the interference signal is equal to:

PTX iterf + 43 dBm,

where PTX iterf – interfering signal power from TX eNB LTE-1800 TDD.
In the case of using TX eNB LTE-1800 TDD with an interference signal power of

PTXiterf = 40W(46 dBm) and frequency channel with bandwidth of 10 MHz (for exam-
ple, the radio module has two RF ports of 20W each), the EMC condition determinates
by amount of attenuation of interfering signal equal to:

L4[dB] = 46 dBm − 3 dB + 43 dBm = 86 dB. (6)

In expression (6) for L4, the term equal tominus 3 dB is determined due to converting
the power to bandwidth of 5 MHz.

5 Definition and Providing of Norms of Spatial and Territorial
Separation for LTE Base Stations

EMC conditions presented in expressions (3)–(6) are determined by the levels of
unwanted emissions of the transmitters (out-of-band and spurious) at the input of the
eNB receivers. In accordance with the specifications of Partnership Project 3GPP these
levels are measured at points shown in Fig. 6. [2, p. 6.1 i p. 7.1]. Measurement point
“A” is used in case when there are no external amplifiers and filters in eNB, and point
“B” in case when there are any.

If in EMC scenarios 1.1.1 and 2.2.2 interaction between transmitter of one eNB and
receiver of another eNB is considered, then required resulting coefficient of unwanted
emissions level attenuation can be calculated by the formula as the sum of the following
coefficients [5–8]:

(7)
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Fig. 6. Measurement points of unwanted emission and interference signal power for evaluating
the eNB EMC determined by 3GPP [2].

where:

• LFiderTX [dB] i LFiderRX [dB] – attenuation (loss) coefficients of signal in feeders of
transmission and reception paths of eNB, respectively (in dB);

• GTX (�ϕTX ,�θTX )[dBi] and GRX (�ϕRX ,�θRX )[dBi] – gain coefficients of TX and
RX eNB antenna depending on the angles of deviation from the maximum pattern in
the azimuthal plane �ϕTX (RX ) and the angular plane �θTX (RX ) (see Fig. 7);

Fig. 7. Beam orientation with main lobe TX and main lobe RX antennas of eNBs relative to
direction of line of sight in azimuth plane.

• LFS [dB] – coefficient of attenuation radio waves in free space without taking into
account features of propagation in communication link (in dB);

• LCL[dB] – coefficient of attenuation radio waves with taking into account features of
propagation in communication link (in dB).

Expression (7) shows that for given characteristics of eNBs, the resulting attenuation
in TX path will largely depend on spatial orientation of TX and RX eNB antenna beams
of the relative to line of sight of base stations location. In Fig. 7 shows an example of
such beam orientation with main lobe TX width ��TX and main lobe RX width ��RX
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at 3 dB level, respectively, relative to direction of line of sight (transmission - reception)
in azimuth plane. By analogy with Fig. 7, easy to imagine a scenario of antenna beams
orientation relative to direction of line of sight for eNB base stations in elevation plane.

Norms of spatial territorial separation are determined based on fulfillment of EMC
conditions provided in expressions (3)–(6). The most critical are norms of spatial territo-
rial separation which defined by expression (6), since these norms require more highest
level of attenuation (suppression) of unwanted emissions TX eNB in comparison with
conditions for providing EMC (3)–(5):

L�[dB] ≥ L4[dB] = 86 dB. (8)

Obviously, if the EMC conditions are met expression (8), norms of spatial territorial
separation defined by expressions (3)–(5) will also to be done.

The providing possibility of EMC conditions in expression (8) is determined by val-
ues of attenuation level of unwanted emissions coefficients in expression (7). Technical
characteristics of transmitting and receiving antennas eNB [6–8], limit the values of gain
antennas coefficients:

GTX (�ϕTX ,�θTX )[dBi] ≤ 18 dBi, GRX (�ϕRX ,�θRX )[dBi] ≤ 18 dBi. (9)

Typical RF Jumpers used in eNBs are 2, 4, 6, 8 or 10 meters long. The specific
attenuation in feeder and attenuation in connector of eNB feeder, as a rule, are 0.147 dB/m
and 0.1 dB, respectively. For the most commonly used feeder length of 2 m, values of
signal attenuation coefficients (losses) in feeders of transmission and reception paths of
eNB are

LFiderTX [dB] = 0, 494 dB,LFiderRX[dB] = 0, 494 dB. (10)

Free space attenuation coefficient calculated in accordance with ITU-R Recommen-
dation [11]:

LFS [dB] = 201g

(
4π df

c

)
, (11)

where c - velocity of the radio wave, d - distance between receiving antenna and
transmitting antennas (m), f - carrier frequency (Hz).

As radio propagation models for predicting the path loss coefficient LCL [dB] for
mobile communications is usually used Okamura-Hata, COST231-Hata and COST231-
Walfisch-Ikegami empirical models [10–12]. The last two models are applicable for
1500–2000 MHz and 800–2000 MHz bands and are used directly for propagation loss
calculations in LTE networks [11]. Application of the COST231-Hata model is limited
by communication distances from 1 to 20 km [11, 12].

To study EMC scenarios 1.1.1 and 2.2.2 under consideration (see Fig. 1), it can be
considered more better to use the COST231-Walfisch-Ikegami model, which is designed
to calculate a signal level in small cellswith radiuses from0.02 to 5 kmsubject to flat earth
surface [11]. In scope of a solved task conditions for providing EMCcan be considered as
some restrictions on eNB permissible placement from each other not exceeding limits of
line of sight (LOS). In this case, re-reflected waves from the earth’s surface and buildings
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with arbitrary amplitudes and phases, as well as changes in polarization of interfering
signal, are added to direct waves of interfering signal. The attenuation coefficient of
radio waves for these conditions can be determined in accordance with the expression
[13–15].

LCL[dB] = 6 lg(0, 05d). (12)

Based on the expressions (11) and (12), the sum LFS [dB] + LCL[dB] can be
represented as:

LFS [dB] + LCL[dB] = 20 lg(d) + 20 lg(f ) + 20 lg
( 4π

c

) + 6 lg(d) + 6 lg(0, 05)
= 26 lg(d) + 20 lg(f ) − 155, 4.

(13)

Substituting the value (13) into expression (7) limitations of necessary territorial sep-
aration between the transmitter and receiver antennas for different eNBs has determine
for corresponding EMC condition (expression 6):

d(�ϕTX ,�θTX ,�ϕRX ,�θRX , f ) ≥ 10(L4[dB]−L(�ϕTX ,�θTX ,�ϕRX ,�θRX f ))/26, (14)

where L(�ϕTX ,�θTX ,�ϕRX ,�θRX , f ) - resulting attenuation function

L(�ϕTX ,�θTX ,�ϕRX ,�θRX , f )
= −GTX (�ϕTX ,�θTX )[dBi] − GRX (�ϕRX ,�θRX )[dBi]

+LFiderTX [dB] + LFiderRX [dB] + 20 lg(f ) − 155, 4dB.

(15)

When determining antenna separation range of different eNBs for EMC conditions
which given in expressions (3), (4) and (5), it is necessary to substitute L1[dB], L2[dB]
and L3[dB] respectively, in to expression (14) instead of L4[dB].

Based on the conditions for providing EMC in expressions (14)–(15), determining
factor for providing EMC in scenarios 1.1.1 and 2.2.2 is amutual orientation of beams for
separated TX andRX eNB antennas. Separation on distance between eNBs in expression
(14) determines territorial separation, and difference in angular orientation of eNBs
antennas in expression (15) determines conditions of spatial separation.

It possible to evaluate requirements of spatial territorial separation norms taking into
account expressions (6), (14), (15) for providing EMC by utilization of typical TRX
antenna feeder patches of eNB LTE-1800 TDD and eNB LTE-1800 FDD (Band 3),
the technical parameters of these eNBs correspond to coefficients values obtained in
expressions (9) and (10).

If antennas are used for transmission and reception in eNB base stations with a max-
imum gain of 18 dBi, then it is possible to determine the parameters of such radiation
patterns of eNB antennas. Such directional patterns of eNB antennas should be symmet-
rical with respect to the direction of the maximum of the main lobe and have a width of
minus 3 dB:

• in azimuth plane ��TX = ��RX = 65◦;
• in angular plane ��TX = ��RX = 5◦.
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For a typical antenna pattern used in LTE networks, one can obtain graphical depen-
dences of minimum eNBs territorial separation to ensure the EMC condition (6) for dif-
ferent angular positions of the antenna pattern maximums of their TX and RX antennas
and with “equal “sign (=) in expression (13).

Obtained distances make it possible to estimate spatial territorial separation param-
eters taking into account an angular position of antennas relative to each other. In this
case, EMC provision of base stations on place of location depends on an orientation of
beams in the azimuthal plane, i.e., on the difference in angles �ϕTX and �ϕRX .

A variant of a such dependence for above indicated characteristics of antenna and
carrier frequency of 1780 MHz, at which TX eNB LTE-1800 TDD interference signal
is attenuated to the least extent shown in Fig. 8. The orientation of the antenna pattern
in the elevation plane is selected along the LOS direction with the parameters: �θTX =
�θRX = 0◦.

Fig. 8. Dependence of minimum separation distance of TX and RX antennas in azimuthal plane
on angles difference.

Figure 8 shows that maximum separation distance providing EMC between TX
and RX antennas of base stations were in case when maximums of antenna beams are
oriented at each other with following parameters: �ϕTx = 0◦,�θTx = 0◦,�ϕRx =
0◦,�θRx = 0◦. An increase angular position difference of maximums of TX and RX
base stations antennas leads to a decrease in value of required separation distances
eNBs. The minimum separation distances between eNBs will be in case when antennas
orientation at each other by back beams of antennas with minimums gains.
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A significant reduction of territorial spacing for ensuring EMC of LTE base stations
can be achieved by changing the position of the maximum of TX and RX antenna of
eNBs in elevation plane [6]. If antennas patterns are symmetric in vertical plane relative
to maximum of the main antenna lobe with a width of 5o, then the orientation of the
antennas on location place for the values�θTX and�θRX can be estimated corresponding
to the condition:

|�θTX − �θRX | ≤ 10◦.

A dependence graph of relative values of required separation distance of antennas
eNBs on antennas orientation relative to line of sight in the elevation angles plane has
determined by the difference |�θTX − �θRX | as shown in Fig 9. dmax –parameter is the
maximum value of the territorial separation between the TX and RX antennas of the
base stations for the given EMC conditions.

Fig. 9. Dependence graph of the relative values of the necessary territorial separation to ensure the
EMC TX and RX antennas of eNBs from different orientations of antenna beam in the elevation
plane.

An analysis of the graph (Fig. 9) shows that by changing the position of antenna
pattern in elevation plane can receive a significant decrease of territorial spacing which
shown in Fig. 8. For example, when |�θTX − �θRX | ≈ 6◦ it allows to decreases d/dmax
by 2.5 times for required of territorial spacing.

The graphs shown in Fig. 8 and 9 are determined by characteristics and type of
antennas used eNBs. Therefore, for a specific type of antenna pattern, recommendations
can be developed on implementation of norms of spatial territorial separation between
eNB LTE-1800 TDD and eNB LTE-1800 FDD (Band 3). The characteristics of antenna
pattern and antenna gain depend on frequency range, nature of underlying surface, terrain
and other factors that must also be taken into account.

Range of minimum values possible changes of territorial separation of base stations
eNBunder given conditions, as follows from (13)–(14), is determined by sumof values of
the functionsGTX (�ϕTX ,�θTX ) andGRX (�ϕRX ,�θRX ). The values of these functions,
based on the characteristics of antennas used, can vary in the range fromminus 15 dBi to
18 dBi (see restriction (9)) depending on the specified parameters. The minimum value
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of minus 15 dBi is conditionally set, since it is difficult to strictly determine it due to
constant change in levels of antenna side lobes and dips (minima) of the radiation pattern
depending on communication and propagation conditions.

In Fig. 10 shows the dependences of the minimum territorial separation providing
EMC between eNB LTE-1800 TDD and LTE-1800 FDD (Band 3) on the values of
resulting antenna gains of TX and RX base stations, which are calculated taking into
account the expression:

LTX−RX (�ϕTX ,�θTX ,�ϕRX ,�θRX )[dBi]
= GTX (�ϕTX ,�θTX )[dBi] + GRX (�ϕRX ,�θRX )[dBi].

The dependencies shown in Fig. 10 correspond to the smallest values of the territorial
separation of antennas, i.e., when using the equal sign in expression (14). The values of
the resulting antenna gain of 36 dBi and range of territorial separation between antennas
min = 20 m limit the area of analysis. These values do not establish a fundamental
limitation for obtaining estimates of the diversity ranges outside this area of analysis.
The maximum values of the territorial spacings of the antennas of the base station for
providing EMC are determined in Fig. 10 how dmax1, dmax2, dmax3 i dmax4 consequently.

Fig. 10. Dependence of the minimum territorial separation of TX and RX antennas on the total
gain of these antennas.

6 Conclusion

The research results showed that for the joint use of base stations eNBLTE-1800TDD for
railway communications with a non-standard frequency range and eNB LTE-1800 FDD
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(Band 3) and ensure EMC, it is necessary to limit unwanted emission levels through use
of inter-band filters and due to utilization developed spectrum signal mask for eNB LTE-
1800 TDD. The use of inter-band filters changes the requirements of norms of spatial and
territorial separation for the considered base stations dependingon the relative orientation
of antennas beam and urban conditions (Urban and Dense Urban) or rural areas (Rural).

Depending on power level of spurious emissions from base station transmitters, the
required values of territorial separation may be:

• 10–40 m provided that inter-band filters are used at eNB LTE-1800 TDD for railway
communications and eNB LTE-1800 FDD (Band 3) base stations, which is feasible
in Urban and Dense Urban areas;

• 50–230 m for the frequency range 1790–1795 MHz without the use of inter-band
filters at base stations eNB LTE-1800 TDD and eNB LTE-1800 FDD (Band 3), which
is acceptable in urban areas and rural areas;

• 250–1000 m for frequency band 1795–1800 MHz without the use of inter-band filters
at base stations eNB LTE-1800 TDD for railway communications and eNB LTE-1800
FDD (Band 3), which is permissible only in rural areas.

To completely eliminate the influence of interference from the eNB LTE 1800 TDD
for railway communications and the eNB FD-LTE (Band 3), territorial separation norms
have to be 650–2700 m, which is difficult to do in urban areas and rural areas.
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Abstract. The article proposes a technique for algorithmic estimation and com-
pensation the inaccuracy of the tuning local oscillator in GNSS chip to the carrier
frequency. With this technique the carrier tracking loop provides more accurate
calculations of integrated Doppler. Then the code tracking loop including carrier
aiding provides more accurate code synchronization. As the result the accuracy of
GNSS positioning improves. We observed the records of GPS signals with precise
zero carrier frequency offset (CFO) and synthetically included nonzero CFO to
them. The using of the proposed technique provided almost the same accuracy of
positioning as with precise zero CFO.

Keywords: GNSS · Signal tracking · Loop filters · Integrated Doppler shift ·
Carrier aiding

1 Introduction

In recent years, the use of GNSS (Global Navigation Satellite System) chips for deter-
mination of the coordinates and speed of a receiver has become extremely widespread.
About twenty years ago, GNSS chips were used only in specialized equipment. Now
they are installed almost everywhere: in each smartphone, in public transport vehicles, in
drones, in car sharing service etc. However, it doesn’t mean that all GNSS chips provide
the same functionality.

The quality of positioning depends on many factors, such as: the number of satellites
that the receiver can track simultaneously, the number of systems that the receiver can
process, whether the receiver processes satellite signals at only one carrier frequency
or at two frequencies, whether the receiver has an ability to receive and process the
information from external systems [1–3].

In equipment that has GNSS chip, most hardware focuses on targets that is unrelated
to navigation signal processing. Moreover, in the simple civilian GNSS receivers the
cheap elements can be used. It leads to significant decrease of the positioning accuracy
[4]. This raises the question of whether it is possible to overcome the imperfections of
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the element base by using sophisticated algorithms and to improve positioning accuracy
even using the elements with not ideal characteristics.

In the case of positioning with using pseudoranges the most important problem is
precisely tracking of time synchronization with the received signal. The synchronization
process is usually performed by using aDelayLockedLoop (DLL) in code tracking block
[5, 6].

On the one hand, the smaller dynamics in receiver-satellite system, the narrower
bandwidth of the loop filter can be set in DLL to obtain greater accuracy of the time
synchronization. On the other hand, the greater dynamics in receiver-satellite system,
the wider loop filter band should be set in order to keep tracking, i.e. to remain tracking
in synchronism mode. However, the increase of the filter band leads to the increase of
the noise power. In turn to, it leads to the reduction of the time synchronization accuracy.
Therefore, positioning accuracy highly depends on the dynamics of the receiver [7].

There is the method which allows increasing the accuracy of the time synchroniza-
tion even for receivers with high dynamics [8, 9]. It uses information from the carrier
tracking loop to adjust the time synchronization. This method is based on the fact that
the value of the integrated Doppler frequency shift is proportional to the shift of the time
synchronization during the integration interval. However, the feature of the Doppler
shift integration is inability to determine absolute time synchronization. This way only
synchronization changes are tracked.

Carrier tracking block estimates phase and frequency of GNSS signal using Phase
Locked Loop (PLL) and Frequency Locked Loop (FLL). Relatively to pseudoranges,
these measurements converted to several orders more accurate than the measurements
from DLL [1, 3]. Therefore, the using of relatively large values for the loop filter band in
PLL and FLL results in more accurate measurements for the time synchronization shift
than in case of using single DLL.

The idea of combining code tracking block with carrier tracking block is that car-
rier loop aiding removes virtually all of the Line of Sight (LOS) dynamics from the
delay loop. That is why the filter order in delay loop can be set smaller, its update rate
slower, and its bandwidth narrower than for unaided case. In fact, the delay loop only
tracks the dynamics of ionosphere delay plus noise and compensates bias of the time
synchronization error.

This approach is widely described [1, 3, 8, 9], but it has one significant disadvantage.
If relatively cheap local oscillator is used, then signal is demodulated to CFO, rather than
to zero frequency [4]. In this case, the carrier tracking loop doesn’t track the true Doppler
shift. It tracks the Doppler shift with a systematic error equal to the CFO. It leads to
the fact that in case of using carrier aiding for code tracking block, DLL is forced
to track false dynamics provided by the carrier loop. Depending on the parameters of
DLL it either increases inaccuracy of the time synchronization error or, in the worst
case, it causes the breakdown of tracking. That’s why carrier aiding technique is either
used in expensive professional equipment with a precisely tuned local oscillator, or not
used at all.

In this paper, we propose an algorithm, which can be applied to estimation and
compensation of the CFO thus providing ability of using carrier aiding technique even
in cheap equipment with a poorly tuned local oscillator. It is performed before switching
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on carrier aiding to code tracking block. The proposed technique is tested both on a
simulation model and on the real GPS signal recordings.

2 The Idea

The idea of calculation the value of CFO is to compare the Doppler shift determined by
the carrier tracking loop, f D,Track, with the Doppler shift calculated by the real speeds
of the receiver and the satellite, f D,V. The calculation of the receiver speed vu = {vu,x,
vu,y, vu,z} can be performed by differentiating the receiver coordinates [1]. Similarly,
the calculation of the satellite speed vs = {vs,x, vs,y, vs,z} can be performed either by
differentiating the satellite coordinates or by processing of the ephemeris values [10].

Note that the satellite speedmust be calculated for the time of the signal transmission
ts, and the receiver speed must be calculated at the time tu when signal transmitted at
the time ts was received. The LOS connects the satellite coordinates at the time ts and
the receiver coordinates at the time tu.

Consider the algorithm of calculation the projection V s of the satellite speed vs on
the LOS:

1. At first, we need to calculate coordinates of the satellite (xs, ys, zs) at the time ts and
coordinates of the receiver (xu, yu, zu) at the time tu. From these coordinates we can
obtain the radius-vector of LOS:

rsu = {xs − xu, ys − yu, zs − zu}. (1)

2. At second, we should calculate the satellite velocity vs at the time ts.
3. Finally we can calculate theV s which is the projection of vs on rsu (equal to |vs,LOS|):

Vs = −|vs| cos(α) = rsuvs
|rsu| . (2)

Evidently, calculation of the projection Vu can be performed analogously.
Once the projections of the receiver velocity Vu and the satellite velocity V s on the

LOS were determined, the Doppler shift can be calculated as follows [11]:

fD,V = Vu − Vs

c
f0, (3)

where Vu is positive for the receiver moving towards the satellite and the same for V s
when the satellite moving from the receiver, f 0 is the central frequency of the signal
transmitted from the satellite. For example, for GPS, depending on the choice of the L1
or L2 band, we have respectively f 0 = 1575.42 MHz and f 0 = 1227.60 MHz (Fig. 1).

The essence of our approach is that the receiver, once it turned on, should perform
switching from one operating mode to another according to the scheme in Fig. 2. When
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Fig. 2. A simple block diagram for CFO compensation to provide stable processing while code
tracking is in carrier aiding mode

it switches from the satellite acquisition to the tracking mode, ordinary satellite tracking
starts, i.e. without carrier aiding for code tracking loop.

Once the receiver obtain own coordinates, it is possible to estimate the CFO. We
suggest using all the satellites for which tracking is performed (loops are in synchronism
mode) and all ephemeris are read from signal. As the value of CFO we suggest to
consider the averaged over satellites difference between the values of f D,V and f D,Track.
The obtained value of CFO should be aided to DLL as the auxiliary information from
the carrier tracking loop.

When the carrier aiding is turned on, it is possible to reduce the bandwidth ofDLLfil-
ter and thereby increase the accuracy of the pseudoranges calculation and, consequently,
the accuracy of the receiver positioning.

One can assume that the local oscillator can be not only inaccurately tuned to the
carrier frequency but also can be unstable. Then it is advised to regularly check the
estimation of CFO. Moreover, it is possible to perform continuous adjustment of such
estimate in the loop. However, it requires frequent calculations of receiver and satellite
speed, what can be difficult for low-cost receivers.

3 Modeling

Weused simulationmodeling to investigate the dependence of efficiency of code tracking
aided with carrier on the value of CFO.

3.1 Carrier Aiding

DLL scheme with carrier aiding in our model is based on the generalized scheme from
[1] and is presented in Fig. 3.
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Fig. 3. Scheme of the tracking time synchronization using DLL with carrier aiding. I and Q are
real and imaginary parts of the E, P, and L values which in turn are correlations of local copy of
CA-code with the signal. For E value the signal is taken one sample earlier than the expected time
of CA-code beginning in signal, for P value the exact time of beginning is used, and for L value
the delay of one sample is used.

3.2 Model Description

The model simulates the signal processing of the one satellite. The core of the model
is a block calculating the correlation of signal with the C/A-code. This block takes into
account the continuous drifting of the time and frequency synchronization, as well as
the value of the Doppler shift.

For carrier trackingwe used PLL assisted (aided) by FLL (FLL-Assisted-PLL)which
is denoted further as FPLL [8]. The FLL loop filter has the second order; the PLL loop
filter has the third order. The filter bands are 1 and 10 Hz for FLL and PLL respectively.
In DLL, we used the first order filter with the band of 0.1 Hz in the case of carrier aiding
and the second order filter with the band of 1 Hz in the absence of aiding.

The FLL discriminator works according to four-quadrant arctangent algorithm:

ATAN2(dot/cross)

(t2 − t1)
, (4)

dot = IPS1IPS2 + QPS1QPS2,

cross = IPS1QPS2 − IPS2QPS1,

where t2 and t1 is time samples forming the interval from which the values come to the
FLL discriminator.

The PLL discriminator works according to Costas algorithm:

tan−1(QPS/IPS). (5)

Before bit synchronization, the FPLL is turned off. After bit synchronization, it turns
on with the integration period of 20 ms, i.e. the duration of one bit.
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DLL uses non-coherent discriminator:

1

2

E − L

E + L
, (6)

E =
√
I2ES + Q2

ES , L =
√
I2LS + Q2

LS ,

and the integration period is always equal to 20 ms.
Performing bit synchronization requires analysis of 100 C/A-codes, i.e. it takes 0.1 s.

3.3 Simulation Results

This section presents and describes the results obtained under the following conditions:

1. The receiver is stationary.
2. The value ofV s is equal to –450m/s that is the average absolute value of the projection

of the satellite’s speed on the LOS [1].
3. The carrier-to-noise ratio (CNR) is equal to 45 dB·Hz, that is the average value for

visible satellites [1].
4. The oversampling factor is equal to 2, i.e. the signal sampling rate is twice greater

than the chip rate.
5. In practice, with a “cold” start of the receiver, it takes from 18 to 36 s to get the

first coordinates [1], and the switching-on of carrier aiding for DLL is possible
only after the coordinates are calculated. Nevertheless, for the convenience of the
results presentation we performed carrier aiding after 10 s, when DLL entered the
synchronism mode. It doesn’t limit the generality of the obtained results.

Note that the second order filters are able to track motions caused by the constant
velocity. Therefore, in order to avoid the influence of the motions caused by the accel-
eration on the results we considered the acceleration of the receiver and satellite to be
equal to zero during the simulation.

Figure 4 shows that the GNSS signal tracking loop has entered the synchronism
mode, i.e. time synchronization error is practically zero. The values of FLL and PLL
discriminators in the synchronism mode are very close to zero. At the same time DLL
discriminator generates the saw-shaped error signal. It happens because the time adjust-
ment is carried out by taking into account the sampling frequency resolution of the
signal.

From Fig. 5a, b it follows that the using of DLL with carrier aiding can significantly
improve the accuracy of the time synchronization. At Fig. 5b the variation of the time
synchronization error seems to be at least one order smaller than at Fig. 5a. FromFig. 5b, c
it follows that the presence of non-zero CFO significantly degrades the results. Despite
the small variance of the time synchronization error, it is biased. This bias is explained by
the fact that an estimate of the time synchronization error from the carrier tracking block
contains incorrect dynamics. The greater the value of CFO, the greater the value of the
excess dynamics. For example, from Fig. 5d it follows that the time synchronization was
lost after 10 s for the case ofCFOequal to 500Hz.Note that a 1-chip time synchronization
error means that satellite was lost.
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Fig. 4. Outputs of DLL, PLL, and FLL discriminators and the time synchronization error for the
case of ordinary DLL processing, i.e. without carrier aiding.

Fig. 5. Time synchronization error for ordinary DLL (a), for DLL with precise carrier aiding, i.e.
CFO = 0 Hz (b), for DLL with unprecise carrier aiding and CFO = 10 Hz (c), and for DLL with
unprecise carrier aiding and CFO = 500 Hz (d).

4 Results

Wehave implemented amodel inMATLAB,which allows to perform all stages of GNSS
signals processing up to positioning. In this model, it is possible to use carrier aiding for
code tracking block. Using this model, the processing of the real GPS signal recordings
was performed. Recordings were made with a high-precision local oscillator and for the
case of stationary receiver. The heterodyne inaccuracy, i.e. non-zero value of CFO, was
modeled in MATLAB.
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From Fig. 6 it follows that in the case of zero CFO the use of DLLwith carrier aiding
significantly increases the accuracy of the positioning, the cloud of receiver positions
seems to be simply the point. From Table 1 it follows that the standard deviation (SD)
of positioning is reduced by 5 times.

a) b)

Fig. 6. The real GPS signal positioning results for ordinary DLL (a), and for DLL with precise
carrier aiding (b)

Table 1. SD of Coordinates

Geometric parameter SD, m

Ordinary DLL DLL with carrier aiding

CFO = 0 Hz CFO = 10 Hz

Without using of proposed
technique

With using of proposed technique

Latitude 6.8 1.3 302.1 1.3

Longitude 12.7 2.9 132.6 2.9

Altitude 35.4 2.8 872.7 2.8

From Fig. 7a it follows that in the case of non-zero CFO and for DLL with carrier
aiding, the positioning results are greatly distorted, that is imaginary movement of the
receiver appears. In Fig. 7b it is shown that the using of our proposed technique provides
compensating of the CFO. From Table I it follows that the results of Fig. 6b and Fig. 7c
are practically coincided. Thatmeans that our proposed algorithm is virtually eliminating
CFO.
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a) b)

Fig. 7. The real GPS signal positioning results for DLL with carrier aiding and CFO = 10 Hz
without (a) and with (b) using of proposed technique

5 Conclusions

In this paper, the method for estimating and compensating the carrier frequency offset
was proposed. This method improves the stability of code tracking with carrier aiding.
Carrier aiding is used to significantly improve the accuracy of the receiver positioning.

The idea of calculation of the CFO is based on evaluation of the Doppler frequency
shifts difference. The first one Doppler shift is obtained in the carrier tracking loop
and the second one is calculated based on the analysis of the receiver and the satellite
positions and speeds.

By means of simulation, it was demonstrated that the CFO leads to a bias in the time
synchronization estimate or even to a failure of tracking when DLL is aided with carrier
tracking loop.

By analyzing the real GPS signal recordings, it was shown that the proposed tech-
nique almost removes the influence of CFO. As a result, it ensures the accuracy of
positioning close to that, which can be obtained using a local oscillator with precise
tuning.
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Abstract. The paper presents features of direct positioningmethod application in
satellite geolocation for radio sourcewith unknown signal waveform. Thismethod
is used in terrestrial radio monitoring systems along with the widespread two-step
method. The paper proposes a modification of the satellite geolocation direct
method. The modified direct method reduces computational costs for implemen-
tation of signal processing on the satellite geolocation ground station and increases
the radio source positioning accuracy. The accuracy benefit of the modified direct
method increases when attenuation increases in the channels of adjacent satellites
of the satellite geolocation system and signal to noise ratio decreases. The paper
analyzes the efficiency of the direct method and its modification with an arbitrary
ratio between the frequency band of the radio source signal and the analyzed fre-
quency band of the satellite geolocation ground station. This analysis showed the
advantage of the modified direct method in a wide range of analysis bandwidths,
signal-to-noise ratios, and attenuation in the adjacent channels.

Keywords: Satellite geolocation · Modified direct positioning method · Direct
positioning method · Two-step TDOA-based positioning method · Signal
bandwidth · Analysis bandwidth

1 Introduction

Radio frequency resourcemonitoring of geostationary satellite transponders is an impor-
tant component of the satellite communication systems (SCS) operation [1–3]. In partic-
ular, ground station with a priory unknown form and frequency band of any other SCS
operator can operate incorrectly and utilize in an unauthorized way the free frequency
band of the satellite transponder [1, 2, 4]. Satellite geolocation systems (SGS) are used
for the determination of the such radio source coordinates [1, 2, 4]. The SGS ground
station receives signals from primary (Sat1) and adjacent satellites (Sat2, Sat3) on phys-
ically separated antennas (Fig. 1). The primary satellite is a satellite whose frequency
resource is used incorrectly. The adjacent satellites re-transmit the same RS signal, have
been received due to the existence of the RS antenna pattern side lobes [1, 5].
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Fig. 1. Satellite geolocation principle

RS coordinates can be estimated by joint processing of the signals, received on SGS
ground station.

In satellite geolocation, the two-step time difference of arrival-based (TDOA-based)
method is widely used, when the RS coordinates are calculated (second step) using
differences in the propagation time delay of signals from the satellites, measured at the
first step [1–3, 6, 7]. On the other hand, in terrestrial radio monitoring systems the Direct
Positioning (DP) method is used to determine the RS coordinates in addition to the two-
step TDOA-based method [8–11]. The DP method also involves the joint processing
of signals from the same RS, incoming with different delays to different processing
points. This method provides a significant accuracy benefit before the two-step TDOA-
based method for small signal-to-noise ratios (−17 dB and below) [11] in the conditions
of ground-based systems, when the RS signal levels at different processing points are
approximately the same. A problem arises about the possibility and effectiveness of
using such a method in satellite geolocation, where a typical attenuation of the received
signals from Sat2 and Sat3 is 50 dB or more compared with the signal from Sat1 [2].
At the same time, it is important to take into account the actual operating conditions
of the SGS, when not only the waveform, but also the frequency band of the RS signal
are unknown. So, the situations are possible where the analysis frequency band is both
greater and less than the frequency band of the RS signal.

The goal of this article is to analyze the effectiveness of the use of DP method and
the possible modification of this method in the SGS under conditions of an arbitrary
ratio of the analysis frequency band and the RS signal frequency band.

2 Positioning Methods

The two-step TDOA-basedmethod in the satellite geolocation system involves obtaining
at least two estimates δ̂t12, δ̂t13 of the differences δt12, δt13 in the propagation time of
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the RS signal over the primary (through Sat1) and adjacent (through Sat2 and Sat3)
channels at the first step [2, 3]. These values estimations by maximum likelihood results
to maximization of the functions:

L(δt1i) =
∣
∣
∣
∣
∣
∣

Ta∫

0

X1(t)X
∗
i (t − δt1i)e

−j(�ω1−�ωi)tdt

∣
∣
∣
∣
∣
∣

, i = 2, 3,

where Xi(t) – complex envelope of analyzed process ri(t) = δAi ·s(t − δti;�ω)+ni(t),
i = 1,2,3, s(t)–unknown radio source signal, δAi and δti – attenuation and propagation
time in channel from RS to Sati and from Sati to SGS ground station, �ωi – sum of
frequency shifts, caused by the instability of RS, satellites and SGS ground station local
oscillators and by the Doppler effect during signal propagation through the uplink and
downlink satellite channels, ni(t) – random process, characterizing the total effect of
additive noise, when receiving an RS signal on Sati and on the SGS ground station, Ta
– analysis interval, sign * denotes complex conjugation operation. As ni(t), we then
consider a normal random process with zero mathematical expectation and an average
power spectral density N0

/

2. We assume the steps of signal detection and frequency
shifts elimination are pre-completed.

The second step of the two-step TDOA-based method is reduced to solving a system
of equations

∥
∥pRS − pSV1

∥
∥ − ∥

∥pRS − pSVi
∥
∥ + �d1i

SV−SGS − δ̂t1i · c = ε1i, i = 2, 3,

where pRS = [

xRS , yRS , zRS
]T – unknown RS coordinates vector (sign T denotes

transpose operation); pSVi = [

xSVi , ySVi , zSVi
]T

, i = 1, 2, 3 – coordinates vector of
Sati; �d1i

SV−SGS – difference between distances
∥
∥pSGS − pSV1

∥
∥ and

∥
∥pSGS − pSVi

∥
∥;

pSGS = [

xSGS , ySGS , zSGS
]T – coordinates vector of the SGS ground station; ε1i –

error, caused differences between δ̂t1i and δt1i; c – light speed in a vacuum. The values
�d1i

SV−SGS can be considered known, if the SGS ground station coordinates are pre-
cisely known and satellites coordinates are obtained on the basis ephemeris and refined
using the signals of the reference stations [3, 12–14]. The solution of such a non-linear
system of equations is carried out on the basis of various numerical methods, such as
Gauss-Newton [7], Nelder-Mead [15, 16] and others.

In contrast to the two-step TDOA-based method, the direct positioning method,
used in ground-based radio monitoring systems, carries out joint processing of
input process realizations (received on the SGS ground station) without an inter-
mediate step of estimating the parameters of these realizations. Scientists in [8,
11] obtain algorithm of such direct positioning method analyzing joint likelihood
function (LF) of the complex envelopes Xi(t) of the analyzed processes ri(t)

in form
3∏

i=1
W (Xi(t)/pRS , S(t), δti, δAi,�ωi), where conditional probability density

W (Xi(t)/pRS , S(t), δti, δAi,�ωi) of process Xi(t) with the desired (estimated) vector
pRS and unknowns S(t), δti, δAi,�ωi is proportional to the value:

l
(

X (t)
/

pRS , S(t), δti, δAi,�ωi
) = exp

(

− 1

2σ 2
i

∫ Ta

0
|Xi(t) − δAi · S(t − δt;�ωi)|2dt

)

.
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In this case, S(t) is the complex envelope of the signal, σ 2
i is the variance of additive

noise in the analyzed frequency band at the input of the antenna. As shown in [8, 11,
17, 18], by eliminating the “interfering” parameters based on the generalized maximum
likelihood criterion [19], as well as compensating the frequency shifts at the preliminary
step, the search for the maximum of the considered LF corresponds to maximizing a
function of the form:

LDP(pRS) =
∣
∣
∣
∣
∣
∣

Ta∫

0

X1(t)X2(t − τ12(pRS))dt

∣
∣
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∣
∣
∣

+
∣
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∣
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Ta∫
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X2(t)X3(t − τ23(pRS))dt

∣
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∣
∣
∣

,

where values τ12, τ13, τ23 are calculated according to the equation:

τij =
∥
∥pRS − pSVi

∥
∥ + ∥

∥pSGS − pSVi
∥
∥ −

∥
∥
∥pRS − pSVj

∥
∥
∥ −

∥
∥
∥pSGS − pSVj

∥
∥
∥

c
; i = 1, 2, 3; j = 1, 2, 3; i �= j

It is interesting to find out whether DP method has the above-mentioned accuracy
benefit in terms of SGS over the two-step TDOA-based positioning method. Moreover,
the DP method has the high computational complexity of the function LDP(pRS) max-
imization procedure [9, 10] and it is interesting to consider any modifications of the
DP method, aimed at reducing computational costs without significantly reducing (or
even without losing) the accuracy of the RS coordinates estimates. Note that the DP
method based on maximization LDP(pRS) is the optimal for direct estimation of the RS
coordinates in the conditions of arbitrary relations between the RS signal levels in the
considered realizations at the inputs of the various SGS ground station antennas. At the
same time, the effectiveness question of such DP method remains open in the real-world
conditions of the SGS, when the RS signal levels in realizations X2(t),X3(t) always turn
out to be 30… 50 dB lower than in X1(t). In addition, the role of the third term in max-
imization LDP(pRS) is the least important. It is interesting to consider a modified direct
positioning (MDP) method of the form, where: p̂RS = argmax{LMDP(pRS)}, where:

LMDP(pRS) =
∣
∣
∣
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∣

Ta∫
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∣

.

3 Simulation

We carried out statistical simulation in the Matlab environment of radio source posi-
tioning methods. We consider the ground station of a satellite communications system
emitting a QPSK signal as RS. In the simulation the satellite Yamal 601 (longitude
λSat1 = 49◦) [20] is Sat1, and satellites Express AM6 [20] and Express AM7 [20]
with longitude values λSat2 = 53◦, λSat3 = 40◦ are Sat2 and Sat3 respectively. In
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the simulation, the incoming realizations are processed by three methods: the two-step
TDOA-based positioning method, the direct positioning method, and the modified direct
positioning method. We determine the accuracy of each method by root mean square

error (RMSE)

√

1
N

N∑

i=1

∥
∥p̂RSi − p0RS

∥
∥
2
, where p̂RSi – estimations of RS coordinates vec-

tor. We choose the true RS coordinates p0RS are near the city Saint-Petersburg in Russia
and the SGC ground station coordinates – near the city Krasnodar in Russia.

The simulation was carried out for different attenuation values on adjacent channels
with respect to the primary one (the attenuation values on two adjacent channels were
assumed the same) in the signal-to-noise ratio range SNRin = 10 . . . 20 dB [2, 3] on the
primary channel, which is of practical interest. The value SNRin is given as the ratio of
the average signal power to the average noise power in the RS signal band Bs = 2MHz.

Figure 2 showsRMSE for the direct and the two-step TDOA-based positioningmeth-
ods in the attenuation range att = −30 . . . − 70dB on adjacent channels and two values
of the signal-to-noise ratio on primary channel SNRin = 10dB, 20dB. These depen-
dencies are given for the cases: analysis interval duration Ta = 5 s, equality between
analysis frequency bandwidth Ba and RS signal frequency bandwidth Bs.

Fig. 2. Positioning RMSE of the DP and the two-step TDOA-based methods for varying
attenuation and two values of signal-to-noise ratio 10 dB and 20 dB (Ta = 5 s, Ba = Bs = 2MHz)

As shown on Fig. 2, DP method provides higher accuracy in RS positioning over the
entire considered range of the attenuation values in the adjacent channels and besides
starting from att = −50dB and below positioning accuracy increase reaches hundreds of
meters. The accuracy benefit of the direct method increases substantially with decreasing
SNRin. An increase in attenuation (att < −60 dB) leads to the predominance of abnor-
mal errors in the operation of the two-step TDOA-based positioning method. Further
simulation was carried out for the direct positioning method with various simulation
parameters.
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Dependencies similar to Fig. 2 were obtained for the direct method and its
modification for SNRin = 10, 20 dB and Ta = 5 sec.

Table 1 shows the difference in values for the direct method and its modification in
accordance with the Fig. 3.

Table 1. Differences between RMSE of the DP and the modified DP methods

att, dB RMSEDP − RMSEMDP v metpax,
SNRin = 20 dB

RMSEDP − RMSEMDP v metpax,
SNRin = 10 dB

−50 1 4

−55 2 8

−60 10 16

−65 15 21

−70 18 1843

Fig. 3. Positioning RMSE of the DP and the modified DP methods for varying attenuation and
two values of signal-to-noise ratio 10 dB and 20 dB (Ta = 5 s, Ba = Bs = 2MHz)

The simulation results (Fig. 3, Table 1) show the accuracy benefit of the modified
direct method with an attenuation increase in, starting from a value of −50 dB or lower.

We also compare the effectiveness of the direct method and its modification in condi-
tions of an arbitrary ratio of the analyzed frequency band Ba and the RS signal frequency
band Bs. Such analysis is important in view of the fact that the RS signal frequency
bandwidth is unknown, when solving the problem of the RS coordinates determination.
Figure 4 shows the dependences of the RMSE positioning versus the analysis bandwidth
Ba, when we processed incoming realizations by the direct positioning method and its
modification for theBs = 2MHz and fixed signal-to-noise ratio over the primary channel
in the frequency band Bs (SNRin = 10dB, 20dB).

Thus, in the case when the analysis bandwidth is greater than the RS frequency
bandwidth, the positioning accuracy reduces, when using both the direct positioning
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Fig. 4. Positioning RMSE of the DP and the modified DPmethods for varying analysis frequency
bandwidth, two values of signal-to-noise ratio 10 dB and 20 dB, two values of attenuation−60 dB
and −70 dB (Ta = 5 s, Ba = Bs = 2MHz)

method and its modification. This is explained by the fact that while keeping the signal-
to-noise ratio SNRin in the RS signal frequency band, shown on Fig. 4, the analysis
bandwidth spread leads to a decrease in the signal-to-noise ratio at the input of the
signal processing block. Nevertheless, the modified direct positioning method has the
accuracy benefit of the obtained estimates with respect to the direct positioning method
for all considered values of the analysis bandwidth, signal-to-noise ratios, and attenuation
(Fig. 4).

In the region of large excesses of the analysis frequency band over the RS signal
frequency band a decrease in the value SNRin leads to a significant decrease in positioning
accuracy, regardless of whether direct or modified direct positioning methods are used
to measure the RS coordinates. For example, at the maximum of the considered value
of the analysis bandwidth (20 MHz), a decrease SNRin of 10 dB at the same adjacent
channels attenuation leads to a decrease in positioning accuracy of almost 1 km. Under
the same conditions, an increase in adjacent channels attenuation of by 10 dB leads to a
decrease in accuracy by about 300 m.

4 Conclusions

The directmethod of RS coordinates determination (DPmethod), used in terrestrial radio
monitoring systems, shows a significant accuracy benefit compared with the widely
used two-step TDOA-based positioning method in typical conditions of the satellite
geolocation system operation, where the signal attenuation in the adjacent channels
reaches −30… −70 dB compared with the primary channel.

The modification of the satellite geolocation direct method, considered in the paper
(modified directmethod,MDPmethod), allows to reduce computational costs (for imple-
mentation of signal processing on the SGS ground station) and to increase the RS posi-
tioning accuracy. In this case, the accuracy benefit of the MDP method increases with
increasing attenuation in the adjacent channels compared with the DP method.

When the analyzed frequency band of the incoming processes on the SGS ground
station exceeds the RS signal frequency band, a comparative analysis of the considered
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methods still shows the accuracy benefit of the MDP method compared with the DP
method at the same level of attenuation in the adjacent channels. At the same time, an
increase in the analysis frequency band compared with the signal frequency band leads
to a decrease in the accuracy of both considered methods. In this case, an attenuation
increase in the primary channel (keeping the attenuation value in the adjacent channels)
leads to greater accuracy loss than an attenuation increase in the adjacent channels
relative to the primary channel.
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Abstract. Technical specification of 5G New Radio uses QC-LDPC
code as forward error correction coding scheme in data channel for
eMBB scenario. The specification gives tough requirements of perfor-
mance, latency and throughput in addition to code rate flexibility. In
this paper we propose a modified parallel layered decoder architecture
that is able to support all the mentioned in-standard codeblock lengths in
a natural and extendible way. Also we provide estimates on the hardware
resources consumption and decoder throughput.

Keywords: 5G · Belief propagation decoder · Parallel layered
decoder · Layered scheduling · LDPC · Flexible code rate

1 Introduction

Gallager [4] proposed LDPC codes in 1962, but they found wide applications
only in the current century. Fifth generation new radio (5G-NR) wireless sys-
tems expands the channel coding of LDPC codes compared to previous genera-
tion (4G-LTE). 5G-NR LDPC codes [8] are Quasi-Cyclic (QC-LDPC) codes and
support two base graphs, 51 different lifting factors, puncturing and shortening
[1] for rate matching and flexible applications.

Also there are high requirements for decoding latency, throughput and per-
formance. These metrics vary for different scenarios (eMBB, URLLC or mMTC),
but the most challenging one is 1 ms for latency and 20 Gbps throughput. Thus
the potential decoder architecture should be flexible enough to fulfill all sup-
ported check matrices and also have efficient hardware implementation in terms
of hardware resources.

Though there are already many architectures and hardware implementations
of LDPC decoders in previous works, most of them are designed for Wi-Fi,
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WiMax, DVB-S2, S2x, etc., but not for 5G-NR. Techniques that performed well
for previous systems might become non-profitable or even non-applicable in 5G
systems due to both large and embedded base graphs and lifting sizes. Thus in
this paper we attempt to propose an effective hardware architecture for 5G-NR
LDPC decoder and estimate its throughput and computational complexity.

Classical solution for LDPC decoding is Belief Propagation Algorithm (BPA).
This algorithm has quite complex hardware implementation since its product
operations involved, thus there are several simplified alternative algorithms, the
well-known one is Min-Sum Algorithm (MSA) [3]. Further evolutions of MSA are
Offset MSA (OMSA) and Normalized MSA (NMSA), these algorithms provide
better performance close to that using BP-decoding.

The normalization factors in NMSA should be adjusted for different SNR val-
ues, channel conditions and checknode degrees, which could give near-BP perfor-
mance. In previous work we proposed enhanced adaptive NMSA (EANMSA) [6],
with look-up tables for different check-node degrees and the check ratios in the iter-
ative decoding process, which is the evolution of adaptive NMSA (ANSMA) [5].

BP decoder implementation could have different scheduling schemes – layered
[7] or conventional flooded. Layered scheduling is more preferable since its fast
convergence rate, thus the decoder requires less iterations and achieves higher
throughput accordingly. Layered scheduling also has straightforward implemen-
tation for QC LDPC codes since each row in base graph is simply considered
as one layer. For large base graphs layered decoder has another advantage over
the flooded one, because the interconnection network in flooded decoder rapidly
grows and becomes more complicated, and even congested.

High latency is the main drawback of classical layered decoding, if all layers
are processed sequentially. Parallel layered decoder (PLD) [10] was proposed to
overcome this drawback for WiMax LDPC decoding. The architecture in paper
[10] though has difficulty to support variable lifting sizes of check matrices.

In this paper we propose a flexible PLD architecture for 5G base graph 2
that supports all 51 possible lifting sizes with adaptive normalization factor.
The proposed architecture is implemented in bit-accurate and cycle-accurate
model in Simulink and thus can be easily moved to hardware implementation in
FPGA or ASIC. Also we provide the estimates of resource usage. The EANMSA
features are all applicable to this architecture and though this gives performance
gain at the cost of slightly improved computational complexity.

This paper is organized as follows. Brief description of PLD algorithm is pre-
sented in Sect. 2. Proposed architecture of LDPC decoder is presented in Sect. 3.
Performance and resources estimates are provided in Sect. 4. Final conclusions
are drawn in Sect. 5.

2 Parallel Layered Decoder

Parallel layered architecture is presented in [10], here we give a short reference
for better understanding of the following sections.
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2.1 MS Loosely Coupled Algorithm

MSA can be considered as an approximation of BPA that avoids product oper-
ation and thus much more appropriate for hardware implementation. First we
give the following definitions: let rmn[k] be the check-to-variable (CV) message
from check node m to variable node n on the kth decoder iteration, let qmn[k] be
the variable-to-check (VC) message from variable node m to check node n, let pn
be the input LLR for nth variable node (codeword bit) and Λn[k] is aposteriori
LLR (APLLR) for nth variable node on kth iteration.

Also let N(m) be the set of variable nodes connected (in terms of connections
in Tanner graph that represents check matrix) to mth check nodes and M(n) is
the set of check nodes, connected to nth variable node. K(x)\y means that we
use a set of nodes that are connected to xth node except yth node in that set.

With these definitions the decoding algorithm goes as follows: pn is set to
decoder input LLRs, and at the kth iteration decoder calculates VC messages
according to “(1)” and CV messages according to “(3)”. Decoder uses APLLRs
“(2)” to calculate hard decision vector and do the parity check according to
check matrix.

qmn[k] = pn +
∑

m′∈M(n)\m
rm′n[k − 1]. (1)

Λn[k] = pn +
∑

m′∈M(n)

rm′n[k − 1]. (2)

rmn[k] = (
∏

n′∈N(m)\n
sign(qmn′ [k])) × (α min

n′∈N(m)\n
|qmn′ [k]|). (3)

In Eq. (3) α is a normalization factor that helps to approximate BP and turns
MSA into NMSA.

Loosely coupled algorithm [9] simplifies interconnections between check nodes
and variable nodes since no variable messages are sent (and thus there are no
explicit variable node processing units in the design). This is possible when each
check node stores check node messages rmn[k − 1] which is sent on previous
iteration. In this case check nodes receive messages with APLLRs Λn, modify
it using “(4)”, “(5)” and send it the to following check node involving that
particular LLR.

qmn[k] = Λn,in[k] − rmn[k − 1]. (4)

Λn,out[k] = qmn[k] + rmn[k]. (5)

In this case aposteriori LLRs Λn are initialized with input decoder LLRs,
and CV messages rmn[k] are calculated according to “(3)”.
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2.2 Adaptive Normalized MS Algorithm

Normalization factor α in “(3)” in NMSA is selected before the decoder archi-
tecture design and henceforth remains fixed. This lowers implementation cost
as usually product with constant is much “cheaper” operation than complicated
product of two variables, especially if we could select some “good” constants like
0.75, etc.

On the other hand, since the channel conditions change (signal-to-noise ratio -
SNR could be a channel characteristic), the optimum α value changes too. So
in [6] and [5] we proposed an adaptive normalization MSA. It uses some Monte-
Carlo simulations to generate a table of α values that are optimal for different
check-node decoding conditions. Thus during decoding we can track check-node
decoding conditions and use appropriate value of α and get better decoder per-
formance.

2.3 Layered and Parallel Layered Decoders

Layered decoder [7] uses less iterations for decoding than the flooded one, all
other parameters being comparable. This is achieved because most layers (all
except the first one in the queue) use LLRs that were updated by some previous
layers within the same iteration. This means faster belief propagation and lower
number of iterations.

There are many ways to separate check matrix into layers, but one layer is
always limited to have no more than one 1 in each column (or, equivalently,
each bit could be used in at most one parity check within one layer). If we use
QC-LDPC codes we can always consider each row of base matrix as a layer and
this limitation would be fulfilled due to structure of QC code check matrix.

The only drawback of this scheduling scheme is high latency if layers are
processed sequentially and each layer has to wait until the previous ones which
share the codeword bits provide up-to-date APLLRs. PLD [10] solves this prob-
lem with reordering of calculations within a layer, thus different layers could
perform their calculations in parallel and without cross-layer interference.

Basic idea of PLD decoder is explained in Fig. 1. It shows some dummy
check matrix, its base matrix has only 3 rows, thus the decoder has 3 layers.
Each entry of base graph is already replaced with square matrices of size z × z
(z–lifting factor) with ones lying on depicted cyclic shifted diagonal and zeros
elsewhere. Due to sparse and systematic structure of submatrices of check matrix
it is obvious that layers 1 and 2 could work in parallel without interfering. Both
these layers start processing from the first rows and move row by row to the
bottom of the layer, and the updated aposteriori values from each processed
layer could be used instantly in the following layers.

But layers 2 and 3 collide in the first column of base graph, since the diagonal
with ones has the same shift in these layers (in this case zero shift). In this case
we need to add an offset to the third layer to prevent collision. Offset adding
means that we cyclic-shift the diagonal in all columns of the layer by the same
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Fig. 1. Check matrix inter-layer dataflow example

number of positions (Fig. 1, solid black lines in layer 3 refer to shifted diagonals).
Equivalently this means this layer starts processing from row k3 = offset.

It is important to notice that the row-permutation of the check matrix due
to offset-adding will not change the encoding and the decoding of the underlying
LDPC codes. Resulting dataflow between layers is shown in Fig. 1 with arrows. It
is worth noticing that the dataflow for different columns can vary as for columns
1 and n. Also the offset value should be selected in a way to prevent collisions
in all non-zero columns after offset-addition to a layer.

PLD as described above could be applied only to QC codes, and the true
parallelism and pipelining is achievable only if one row calculation delay is less
then minimum distance between layers. Obviously it becomes more complicated
or even impossible to find appropriate offsets for layers when the number of
layers increases and/or lifting size decreases rapidly.

3 Proposed Decoder Hardware Architecture

In this section we describe the proposed architecture for PLD of 5G-NR LDPC
base graph 2 for further FPGA or ASIC implementation.

3.1 Overall Decoder Architecture

Since decoder architecture highly depends on base graph (BG) structure, we make
some definitions on base graph parameters and provide their maximum values for
5G BG 2. Let N be the number of layers in decoder, in our case it is equal to number
of rows in BG – 42. Let ki be the number of non-zero elements in ith row of BG. For
5G BG 2 we have max

i∈[1,42]
ki = 10, but mean value is about 5.
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Fig. 2. Parallel layered decoder overall architecture

Each row in BG has some non-zero elements, and there could be some non-
zero elements in the same columns in other layers. In this case layers “share”
this column and APLLRs from this column move cyclically between these layers
(see Sect. 2.3). If we consider ith row of BG and jth non-zero element in that
row, than let mi,j be the number of non zero elements in same column but in
other rows. In this case for tth row we have i = 1 . . . N and j = 1 . . . kt, for BG
2 max mi,j = 23.

Decoder overall architecture is presented in Fig. 2. It consists of N Layer
Processing Units (LPU), one for each layer in the decoder. The ith LPU has
ki input and ki output ports for APLLRs being sent from and to other layers.
For rate matching flexibility each of LPU inputs and outputs are connected to
corresponding Selector (Sel) and Commutator (Comm) block. Those blocks are
connected to Interconnection Network (IN), consisting of data buses that connect
different layers. IN has rigid structure and does not change during decoding.

PLD uses pre-calculated set of offsets to provide inter-layer parallelism. But
since in 5G-NR LDPC there are different lifting sizes z, there is a set of different
offsets for different z. This means different data sequencing order between the
layers and therefore a set of commutators and selectors accompany each LPU.
Also there is a ROM that stores all constant values for mode switching of different
z. In hardware implementation no check matrices are stored, instead it stores
pre-calculated constants which determine the order for layers to send data and
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offsets between the layers and input/output registers to fix up communication
between layers.

ROM stores following arrays of constants: C1 is the number of LLRs that
each layer takes from input register during the first decoder iteration, C2 is a set
of offsets to preset the internal address counters of each. C4 is a set of output
addresses that control all the inter-layer commutators.

Commutators consist of a demultiplexer that forward the updated APLLRs
to one needed layer and a register that stores the address for demultiplexer. The
address value depends on the lifting size z for current codeword and need to be
updated from the constant ROM when each time z changes. This means that on
the inputs of Selector blocks there is always data from only one of other layers.
Therefore the selectors just use a set of bitwise OR operations upon all inputs
and provide the results to LPU.

3.2 Layer Processing Unit Architecture

Each layer in PLD is processed with one Layer Processing Unit (LPU) presented
in Fig. 3. The main subblock is check node processing unit (CNPU) that updates
APLLRs according to loosely coupled algorithm (Eqs. 4 and 5).

LPU has two RAM block, one is check message RAM that stores check mes-
sages rmn[k−1], calculated in this layer at previous decoder iteration. This RAM
contents is set to zeros before the first iteration. The other RAM is aposteriori
LLR RAM (APLLR RAM), its content is filled with input channel LLRs before
the first iteration and then is updated by other layers through Selector blocks,
depicted in Fig. 2.

Updated APLLRs are forwarded to other layers’ APLLR RAMs with cor-
responding auxiliary information (writing address and data valid). LPU also
has control logic block that handles row counters and controls whether data in
APLLR RAM is up-to-date (see Sect. 3.3).

3.3 Layer Sequencing Optimizations

In PLD LTUs can perform their calculations in truly concurrent way only if
minimum inter-layer distance is min dinter−layer ≥ ZCNPU , where ZCNPU is check
node processing unit delay (in clock cycles) and the minimum is taken over all
rows and columns of check matrix with added offsets. In this case CNPU operates
in pipeline mode and the whole decoder throughput increases notably. Thus the
offsets should be pre-calculated in a way to minimize min dinter−layer.

5G uses LDPC codes with two BGs and a broad set of lifting sizes z =
2 . . . 384. However, the number of rows in BGs is 42 and 46, so it is obvious for
z = 2 there is no way to get min dinter−layer > 0 for any set of offsets. The
same statement is true for many lifting sizes and it is obvious that PLD is not
applicable for these cases. Anyway, these lifting sizes are used when information
blocks are small and the required throughput is usually low. Thus we propose to
use the PLD with some extra control elements for these lifting sizes as well. Thus
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PLD would have the worst case latency and throughput same as classical layered
decoder, but it also supports higher zs and would switch between different z
modes through its operation.

We made several optimizations using Genetic Algorithm (GA) to find off-
set sets for different zs that minimize min dinter−layer. Optimization results
are presented in Fig. 4. Histogram shows number of lifting factors that lead
to min dinter−layer = 0, 1, 2, 3. Offset values for cases min dinter−layer > 1 are
presented in Table 1.

In order to use pipeline mode in as many as possible z cases we set number
of pipeline stages in CNPU to 2. This will cause quite long maximum combina-
torial path through this block and CNPU will become the bottleneck for clock
frequency used for the decoder.

Unfortunately 44 most small values of z cause the pipeline to break and the
LPUs sometimes have to pause their calculations and thus the decoder through-
put decreases. Decoder uses special flags that are stored in a register along with
all values in APLLR RAMs that prevent irrelevant data usage. If the needed
APLLRs are not available at the moment, then LPU waits until other layers
update those values.
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Fig. 4. Minimum distances optimization results

Table 1. Offset array values

z Offset array
104 98 147 153 158 241 79 186 161 226 202 195 178 112

256 238 198 69 109 134 239 143 150 119 119 156 103 103 24
93 179 164 233 125 111 171 235 136 102 70 90 143 157
364 374 29 87 89 371 222 295 29 378 316 238 243 172

384 29 262 363 345 295 9 134 296 281 301 277 142 169 7
354 63 297 104 38 57 311 38 286 69 240 12 177 350

117 154 66 192 234 151 14 235 256 208 295 100 90 56
320 10 74 35 204 220 160 55 146 42 278 74 77 169 89

68 282 201 130 231 197 44 253 275 152 17 112 292 111
221 60 210 184 38 93 180 100 182 62 59 176 3 80

224 35 38 145 55 163 208 123 4 214 46 24 79 172 73
181 207 99 176 113 183 93 121 60 185 159 105 82 103
91 97 145 56 178 236 196 131 143 177 82 142 267 187

288 191 186 26 134 91 181 278 165 164 78 155 195 33 99
197 133 29 51 246 121 172 76 104 106 126 79 173 32

101 326 254 82 146 309 128 153 73 72 159 156 105 285
352 70 185 201 113 256 147 112 237 180 110 293 188 184 320

84 165 247 227 213 165 282 166 129 71 144 258 158 84
101 35 107 135 181 150 55 66 197 119 126 82 150 52

240 189 186 19 95 67 193 107 13 3 39 128 202 145 170
117 94 145 56 9 149 117 157 29 68 143 148 17 150
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4 Decoder Throughput and Resources Estimates

Proposed decoder architecture is implemented and verified in Simulink bit-
accurate and cycle accurate model. This approach both simplifies further ASIC
implementation and helps to estimate resources usage, since all functional blocks
like multiplexers, adders etc. could be counted.

Table 2 shows the number of gates required respectively for different impor-
tant decoder subblocks as well as the summation of the numbers. The number of
gates could be transformed to chip area estimate using an average gate density in
TSMC 28 nm technology d28nm = 4.5 × 106 gates

mm2 [2]. Number of bits per channel
and aposteriori LLR values BLLR = 6, clock frequency is fclk = 300 MHz.

Table 2. PLD resources estimates

Subblock name Gates, 103 Overall Overall
Area, mm2 percent

CNPUs 116 0.026 2.4
APLLR RAMs 1815 0.403 37.5
CM RAMs 1815 0.403 37.5
Constant ROM 83 0.018 1.7
In-and-out registers 958 0,213 20
Commutation 16 0.003 0.3
Overall PLD 4836 1.075 100

We also estimate the throughput of PLD for two cases: when PLD operates in
parallel mode and the LPUs do not interfere, and in non-parallel mode and PLD
works similar to the conventional layered decoder. We provide area efficiencies
for both modes, for better comparison. The estimate for z = 384 (parallel mode)
is A384 = 1451Mbps

mm2 and for z = 2 (non-parallel mode) – A2 = 186Mbps
mm2 .

Proposed architecture also satisfies the 1 ms delay demand from 5G standard
requirements. The decoding process itself, not considering the data preload, takes
time tdec = Nitertiter. Here Niter is the average number of iterations that decoder
uses and value of 20–30 iterations gives reasonable performance. The titer factor
is one iteration time. This value varies a little for different lifting factors, for
example for z = 384 we have titer = Npsz/fclk = 2.56µs. It is obvious that such
a small iteration duration will cause negligible overall decoder delay.

5 Conclusion

Parallel Layered decoder has a structure that is able to easily support different
lifting sizes, since it only uses a set of commutators and ordering sequences
in the ROM. These blocks together occupy only 2% of the chip (Table 2) and
show no implementation problems. Generated with GA, the layer offsets provide
desired order and parallel layer processing for a subset of most high-throughput
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demanding z–s. However, there is no way to support fully-parallel mode for all
the lifting sizes and the decoder throughput and latency suffers greatly in modes
with small lifting sizes. That is not a big problem, though, since high throughput
always means long codeword length and large lifting size.

PLD BER performance analysis and simulation results are not presented in
this paper, but the PLD algorithm changes nothing compared to the software
model of layered decoder [10], except the order in which rows inside one given
layer are processed. Thus the LLR update algorithm remains the same as in the
classical layered decoder and the performance remains the same too.
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Abstract. This article is a continuation of the study of enhanced Mobile
BroadBand and Ultra-Reliable and Low Latency communication multi-
plexing methods in the downlink of fifth-generation wireless networks.
Based on a previous study, the following approach to multiplexing eMBB
and URLLC data streams based on Trellis-Coded Modulation using
LDPC codes for fifth generation networks in soft decision mode using
different quantization levels is proposed.
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1 Introduction

Currently, the task of multiplexing eMBB and URLLC streams is one of the pri-
ority tasks in 5G networks. Some authors have already managed to achieve great
successes in this subject area. For example, there are many works related to the
evaluation of the coexistence of two flows in mmWave systems. In [1], it was found
that to provide URLLC with high-speed wireless access, it is desirable to seam-
lessly integrate the reliability of µW networks with high bandwidth mmWave
networks and the authors presented the first comprehensive mmWave-µW inte-
grated communications tutorial. This proposed integrated design will allow new
wireless networks to take advantage of the best features from each of the net-
works. To achieve this goal, the authors discuss key concepts and solutions that
include new architectures for the radio interface, URLLC-based frame structure,
and resource allocation methods along with mobility management to realize the
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potential of mmWave-µW integrated communications. In [2], dynamic resource
planning of URLLC and eMBB services is proposed. Resource planning took
place over a time interval with multiplexed eMBB and URLLC traffic to pro-
tect eMBB users while maintaining strict URLLC latency requirements. For this
purpose, the authors use the method of puncturing URLLC traffic on planned
resources and consider a sequential planning scenario for excluded eMBB users
in the following time interval. The simulation result shows the gain in planning
based on priorities. In [3], a joint scheduler for eMBB and URLLC is proposed,
which allows one to take into account the parameters of both streams. In [4],
the authors propose a zero-space spatial proactive scheduler for shared URLLC
and eMBB traffic for densely populated 5G networks. The proposed scheduler
structure aims at cross-objective optimization, where critical URLLC QoS is
guaranteed when extracting the maximum possible ergodic capacity eMBB.

Authors [5] present a punctured scheduling scheme for efficiently transmitting
low latency (LLC) traffic multiplexed on an enhanced mobile broadband (eMBB)
downlink shared channel. This allows you to plan eMBB traffic on all shared
channel resources without first reserving transmission resources for periodically
arriving LLC traffic. When LLC traffic arrives, it is immediately scheduled with
a short transmission by puncturing part of the current eMBB transmissions. In
[6], the authors present a dynamic puncturing scheme that allows URLLC data
to occupy the part of the radio resource that was planned for the current eMBB
transmission. The authors also introduce a signal diversity scheme (SSD) in the
proposed dynamic puncturing scheme. Thus, the decoding efficiency of eMBB
data over a fading channel is improved by interleaving components and mod-
ulating rotation. The paper [7] proposes to reach a QoS compromise between
eMBB and URLLC in 5G networks. This is achieved by allocating URLLC user
bandwidth and traffic using a deep deterministic policy gradient algorithm that
monitors channel changes and URLLC traffic arrivals. The authors of the paper
[8] propose a dynamic multiconnection-based collaborative planning framework
with traffic management for eMBB and URLLC. EMBB and URLLC are delib-
erately separated from each other to avoid the URLLC queue. Thus, the task of
joint scheduling and multiplexing of eMBB and URLLC traffic is a priority in
5G systems. The goal of this work is to create methods for multiplexing eMBB
and URLLC streams, which allow to ensure stream separation and not degrade
eMBB channel characteristics.

2 The 5G mmWave

2.1 Description of Purpose

The incredible demand for wireless data shows no signs of slowing down soon.
At the same time, the mobile data experience for users continues to expand
and develop, putting an increasing burden on the use of the available wireless
spectrum network. Given this expected increase, the mobile industry has paid
attention to other frequency groups that can be used in the development of new
5G wireless technologies. High-frequency groups in the spectrum over 24 GHz
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had to have the potential to support large amounts of bands and high data
rates, ideal for increasing the width of wireless networks. These high-frequency
groups are often called “mmvava” because of short waves that can be measured
in millimeters. Although mvvv groups range up to 300 GHz, there are groups
from 24 GHz to 100 GHz, which should be used for 5G. MMWA groups up to
100 GHz can support bandwidth up to 2 GHz, without having to join groups
together for higher data streams.

The study of mvvva groups available in the US provides a good example
of the spectrum that can be used for 5G networks. The FCC has made great
efforts to expand the spectrum available for 5G, and has reported that the most
authorized groups will be open for use (Fig. 1).

Fig. 1. 5G mmWave bands.

Previously, the use of frequency bands much higher than 6 GHz was consid-
ered unsuitable for mobile communication due to high propagation losses and
the ease with which signals are blocked not only by building materials and foliage
but also by the human body. While these challenges pose limitations to mmWave
implementations, new antenna technologies, along with a better understanding
of Channel properties and signal propagation, allow a range of distribution sce-
narios to be considered.

High penetration losses and blocking mean that mmWave implementations
will cover outdoor or indoor environments, but will not provide outdoor-to-
indoor connectivity. Therefore, the dimensions of the mmWave cells will be
smaller and denser. Besides, mmWave can be expected to coexist in close inte-
gration with 5G implementations below 6 GHz and 4G LTE. Rapid adaptation
to changing channel conditions allows you to change internal and internal cells
to maintain performance and coverage. Also, it is almost certain that there will
be a key role for software-defined networks (SDN) and Network Function Vir-
tualization (NFV) in how networks work and provide seamless connectivity for
users.

At the heart of 5G mmWave core technology is a new interface based on time
Division Duplex and robust orthogonal frequency division multiplexing (OFDM)
methods similar to those used in LTE and Wi-Fi networks. With maximum per-
formance speeds of 10 Gbps or more and the ability to support a large number
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of devices, 5G mmWave has performance targets that will provide a transfor-
mation in the way wireless communications are used. The smaller cell sizes of
5G mmWave not only provide high performance but also allow efficient use of
the spectrum, as frequencies can be reused at relatively small distances. An
important part of mmWave 5G performance depends on signal propagation and
antenna line of sight (LOS) and non-line of sight (NLOS) design.

To outline the requirements for 5G services, the International Telecommuni-
cation Union (ITU) has identified three main categories for the 5G NR architec-
ture; enhanced mobile broadband (eMBB) for higher capacity ultra-reliable and
low latency mobile communications (uRLLC) for mission-critical services and
massive Machine communications (MMTC) for a large number of devices these
large areas offer many early deployment possibilities for mmWave 5G, such:

Wireless fixed Internet access. 5G mmWave gigabit data rates could com-
pletely replace several hybrid fiber internet access technologies and wireless net-
works that connect subscribers’ homes. Although it is not really a mobile sys-
tem, it could provide competition to existing Wi-Fi systems that provide this
type of fixed wireless access. Small outdoor urban/suburban cells. An expected
deployment scenario for 5G mmWave would be to provide greater capacity
in public spaces and high demand locations. With cell sizes of about 100 m,
small mmWave 5G access points can be placed on poles or buildings to pro-
vide the required coverage. Mission-critical control applications. Autonomous
vehicles, vehicle-to-vehicle communications, drone communications, and other
high-reliability latency-sensitive applications provide other possible deployment
scenarios for mmWave 5G with a projected network latency of less than one
millisecond. The internal access point. Shopping malls, offices, and other indoor
areas that require a high density of microcells, mmWave 5G. These small cells,
potentially supporting download speeds of up to 20 Gbps, providing seamless
access to data in the cloud, and the ability to support multiple applications,
as well as various forms of entertainment and media. Internet of things. Gen-
eral connectivity of objects, sensors, devices, and other devices for data collec-
tion, control, and analysis. It could cover intelligent home applications, security,
energy management, logistics and monitoring, medical care, and a multitude of
other industrial operations.

2.2 Description of the Channel Structure and Numerologies

The 5G-NR standard implies the use of a different number of templates with
different network parameters (Table 1). Each template allows you to adaptively
configure the physical layers of the system. Such templates are called numerology
and in this paper, we use the numerology parameters under number 3. The
structure of the frame is presented in Fig. 2. In this work, a channel with additive
white Gaussian noise is used as a channel. In real systems, a decoding approach
using a fixed point is used, where the number of bits for representing values in the
decoding procedure is artificially limited to a certain value, thus achieving the
possibility of a guaranteed decoding rate of LDPC code blocks. This approach
is most relevant for mmWave systems in TDD mode, since big data is used, and
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time is limited. Therefore, this work takes into account the real specifics, namely
the LLR quantization (likelihood-ratio).

Fig. 2. 5G-NR Numerology 3 frame structure.

Table 1. 5G - NR numerology

Numerology 0(LTE) 1 2 3

Subcarrier width, kHz 15 30 60 120

Num of slots in subframe 1 2 4 8

Slot duration, ms 1 0.5 0.25 0.125

Symbol duration 66.7 33.3 16.6 8.33

2.3 Description of 5G LDPC

5G uses LDPC channel coding to provide the best transmission performance
(Fig. 3).

LDPC codes are linear block codes defined using a verification matrix H,
which contains mostly zeros and a relatively small number of ones. LDPC codes
are characterized by a relatively high decoding speed, which led to their choice
for use on high-speed traffic channels of 5G networks. LDPC codes replaced
turbo encoders used for encoding traffic channels in 4G-LTE networks. This is
mainly because turbo encoders compared to LDPC have higher complexity of
decoder implementation and a lower speed of its operation. Also, LDPC allows
you to use lower-speed encoding schemes and therefore has greater capabilities
for restoring distorted signals.



386 I. A. Pastushok et al.

Fig. 3. 5G LDPC check matrix

3 System Model

3.1 Common System

The general system model consists of eMBB and URLLC message sources, base
stations, and users. The information from the sources is fed to the fifth genera-
tion base station. The base station serves the subscribers of its network, among
the subscribers there can be both eMBB users and URLLC users. The task of
the base station is to select the multiplexing method and ensure the efficient
transmission of messages of both streams (Fig. 4).

3.2 KPI

The system performance criteria are:

1. Error probability per codeword for the eMBB stream bits
2. URLLC channel capacity
3. Complexity of separating eMBB and URLLC streams.

3.3 Basic Scenario of Bitstream Multiplexing

Let’s consider a reference data transfer scenario when there is an eMBB stream
within the transmission of a single data transfer time frame. In the system, there
is one sender (the base station) and one data receiver. In one report, m bits are
sent from the output of the eMBB stream encoder to the modulator input. Based
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Fig. 4. System model

on the received bits, the modulator selects a point of the modulating constella-
tion that will be transmitted over the communication channel without memory
as a signal. An incoming signal with an additive Gaussian noise component dis-
tributed according to the normal law with mathematical expectation equal to
zero and sigma deviation is observed at the receiver. The received signal goes
through a demodulation procedure, where the received signal will be converted
to m bits at the minimum Euclidean distance. The output from the demodulator
goes to the input of the decoder (Fig. 5).

3.4 Scenario with Two Streams

This article extends the result of the previous articles [9,10] in which a modula-
tion scheme was proposed that allows for the multiplexing of URLLC and eMBB
streams without loss according to the BER criterion due to the complexity of the
signal demodulation procedure at the receiving side. The expansion occurs by
adding LDPC codes on the sender side. As in the previous article, the simulta-
neous transmission of data for different recipients from one sender is considered.
The sender is the 5G-NR standard base station. At one point in time, 2 differ-
ent messages appear on it, which, after adding the CRC-16 checksum, are sent
to independent encoders. In each time sample from the outputs of the URLLC
encoder and the eMBB encoder, l and m bits respectively arrive at the input
of the modulation encoder. The modulator selects a modulation dimension that
enables the simultaneous transmission of (l + m) bits to two user devices within
a single modulation symbol. The selected modulation symbol is transmitted over
the communication channel, after passing through the receivers of the URLLC
and eMBB streams, the transmitted modulation symbol with its unique noise
component will be observed. Then, on each device, independent demodulation,
and decoding of a specific stream will be performed (see Fig. 6).
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Fig. 5. Basic scenario

Fig. 6. The general scheme of the scenario of simultaneous transmission of eMBB and
URLLC streams in the downlink (r is the number of redundant bits in the modulation
symbol).

We use the following assumptions in the work.

1. We are considering a channel with additive white Gaussian noise.
2. We consider the downlink in TDD mode.
3. Viterbi algorithm decoder works in trunk mode.
4. We used a fixed-point decoding algorithm. We used only log2Q high bits of

min(�LLR�, 127) if LLR is above zero, and max(�LLR�,−128) otherwise.
5. The belief propagation algorithm was used as the LDPC decoding algorithm.

4 Numerical Examples

The MatLab 5g toolbox was used to simulate our algorithm. This toolbox pro-
vides standard-compliant functions and reference examples for the modeling,
simulation, and verification of 5G New Radio (NR) communications systems.
The toolbox supports link-level simulation, golden reference verification, confor-
mance testing, and test waveform generation.
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For the baseline scenario, the key performance parameter is the error rate
per codeword for the eMBB data stream. In this scenario, the channel capacity
for URLLC traffic is equal to zero. And the decoding complexity is determined
by LDPC decoding with fixed-point for 5G-NR. Figure 7 shows figures of the
dependence of the error probability per codeword on the signal-to-noise ratio in
the channel for the baseline scenario at different quantization levels (Q = 2, 4,
8, 16).
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Fig. 7. Using TCM with Q levels = 2, 4, 8, 16

In Fig. 8, we can compare all the options for using different levels of quanti-
zation among themselves.

For the scenario of multiplexing streams, the key performance indicators
are the error probability per codeword for the eMBB stream bits, the URLLC
channel capacity, and the complexity of separating eMBB and URLLC streams.
The complexity of the partition can be estimated as:

O(T × S2), (1)

where T is a length of message in bit and S is a number of states in hidden
Markov chain. The decoding complexity is also determined by LDPC decoding
with fixed-point for 5G-NR.

It is also important to note the parameters of TCM that were used in the
simulation. The convolutional encoder is shown in Fig. 9. Using it, you can get
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Fig. 9. Convolutional coder

information about the input and output sequences. Polinom with memory 6 is
used.

In the paper, a modified partition of the Ungerboeck is used. Recall that
a modification of the Ungerboeck approach allows introducing uneven bit pro-
tection in the modulation constellation. URLLC stream bits will be less secure
compared to eMBB stream bits. This is achieved because the first l levels of
partitioning will determine the bits of the URLLC stream, the last m levels of
partitioning will determine the bits of the eMBB stream. Using polynomial with



Bitstreams Multiplexing with Trellis-Coded Modulation 391

memory 6 a simulation was carried out that demonstrates the effect of using
LDPC codes and the complexity of the soft decoding procedure in the problem
of stream multiplexing. As a result of the simulation, figures were obtained. As
can be seen from the Fig. 8, the use of soft decoding with different quantization
levels for the Trellis coded modulation method is superior to the scenario when
using only channel coding according to the FER criterion. Also in the work
[10], a graph of the probability of non-transmission of a URLLC message for
1 subframe was obtained. Based on it, we can conclude about the capacity of
the URLLC channel and that the proposed multiplexing method provides the
transmission of 1000 URLLC messages of 40 bits each in 1 ms, with a probability
greater than 99%.

5 Conclusion

In this paper, we presented the results of modeling such a method of multiplex-
ing bit streams as Trellis Coded modulation in a 5G-NR system. The results
obtained in the previous work were expanded due to the use of soft decoding
with quantized input. Different quantization levels were used to obtain FER
plots. On the graphs, you can clearly understand how the quantization levels
affect the proposed method in the 5G-NR system.
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Abstract. Hard-decision decoders are considered for burst error cor-
rection for low-density parity-check codes. The decoder for block-
permutation construction of low-density parity-check proposed. Exper-
iments on complexity and error probability are conducted with burst
lengths both within and beyond the burst error correction capability.
Also simulation results for Gilbert model are presented.

Keywords: LDPC codes · Burst-error correcting codes · Channels
with memory

1 Introduction

Nowadays, data transmission is widespread. Data is transmitted over the noisy
channels that may introduce errors. To reduce the errors that appear during
the transmission over the channel error correcting codes are used. One of the
most promising type of error correcting codes that are widely used in modern
standards are low-density parity-check (LDPC) codes [5,12] based on the block-
permutation construction [15].

Errors that appear during the transmission are not independent, but most
standards design codes in an assumption of errors being independent. This prob-
lem is solved during the transmission routine using the interleaving technique.
One of the most important properties of LDPC codes is that they are less vulner-
able to error probability decreasing when the errors tend to group in comparison,
for example, to cyclic codes.

Apart from the channel transmission there are a lot of other processes, for
example, processing, storing and protection during which the information may
be distorted, that can be described as an artificial transmission channel that is
also not free of errors grouping.
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The paper is organized as follows. Section 2 describes the simplest channel
models with memory. Section 3 gives important notations about LDPC codes.
Section 4 introduces decoding of error bursts for block-permutation LDPC codes.
Section 5 presents the simulation results and Sect. 6 concludes the paper.

2 Channel Models with Memory

2.1 Data Transmission

When the data is transmitted over the real communication channels the influence
on a signal may be described by a probability model, where the distortions of
separated symbols are not independent. The simplest model that may describe
such a channel is a finite state channel (Fig. 1) [6]. Through this base model sev-
eral derivations may be described, including Markov model [13], Gilbert model
[7] and Gilbert–Elliott model.

Fig. 1. Finite state channel model.

The finite state channel model describes each state as a binary symmetric
channel each one with its own crossover probability that may differ. In state
G (good) this probability is very low and in state B (bad) may be different
depending on the channel model. In general, channel influence on the transmitted
data may be described as an additive model with a received vector pointed as
b = a+ e, where a is a transmitted vector, e is an error vector. Channel models
that are under consideration describe the error vector that contains error bursts
which are the areas in error vector that begin and end with one.

2.2 Information Storing

Although data transmission is a typical scenario of errors appearing, other pro-
cesses are also subject to errors, moreover, such errors are not independent,
and this problem can be solved by an error correcting coding. For example,
distributed information storage systems allow to store data in multiple spatial
distributed devices that may be organized in many different ways and may con-
tain failures and hidden errors [11]. When such failures and errors appear, due
to the system architecture the errors are more likely to form fixed length error
bursts (which lengths depend on the architectural properties) rather than to
spread uniformly.
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2.3 Information Security

Post-quantum public-key cryptosystems become more and more relevant, most
of them are based on error-correcting codes. In [10] cryptosystem based on error
correcting codes that are able to correct error bursts is observed. The paper
describes the encryption process that contains the generation of fixed length
error burst that the legal user must be able to correct afterwards. Since the error
vector is constructed in an artificial manner, the task of information protection
also uses fixed length error bursts.

3 Low-Density Parity-Check Codes

Low-density parity-check (LDPC) codes were proposed by R. G. Gallager in
1962 [5], but due to the computing limitations in implementing the encoder and
decoder for such codes, LDPC codes were ignored for almost 30 years. LDPC
codes were rediscovered by D. Mackay [12] in the 1990s and subsequent develop-
ment of computing power arose a new wave of interest to LDPC codes [14,16],
which deserve attention due to the near-Shannon-limit error-correcting capabil-
ity and effective procedures of encoding and decoding. These properties of LDPC
codes made them desirable candidates for many communication standards [1–3].
LDPC codes are specified by a parity-check matrix that due to its sparseness
may be graphically represented by means of a bipartite graph (Tanner graph).
The length of the shortest cycle in the Tanner graph is called the girth. Since
cycles, especially short cycles, degrade the performance of LDPC decoders, codes
with large girth should be constructed.

The most popular construction of LDPC codes that allows compact represen-
tation and flexible way of code construction is a block-permutation construction
[8]. A special case of block-permutation construction is Gilbert codes and their
modifications which burst error correcting capability was analyzed in [9,11]. A
Gilbert code is defined by a parity-check matrix Hl,

Hl =
[
Im Im Im . . . Im
Im C C2 . . . Cl−1

]
, (1)

where Im is (m×m)-identity matrix, C is (m×m)-matrix of cyclic permutation:

C =

⎡
⎢⎢⎢⎢⎣

0 0 0 . . . 0 1
1 0 0 . . . 0 0
0 1 0 . . . 0 0

. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0

⎤
⎥⎥⎥⎥⎦ , (2)

and � ≤ m. Ensembles of block-permutation codes with small amount of blocks
(3 × 6, 4 × 8) were analyzed in [4] for information security tasks. The analysis
showed that for block-permutation constructions with a block size of m max-
imum correctable length of the error burst is b � m − 1 and in the case of
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codes that have no cycles of length 4 the maximum correctable burst length is
distributed in the range of [m/2,m − 1] and is more likely to become closer to
m − 1. Moreover, it was shown that the determination of burst error correction
capability has polynomial complexity and its computation may be done in an
acceptable time for the codes of length up to several thousands of bits.

4 Decoding of Error Bursts for Block-Permutation LDPC
Codes

In general, LDPC codes decoding methods are iterative procedures that operate
on each symbol separately. Algorithms are also described as message passing
between the nodes along the edges of the Tanner graph that proceeds until
the predefined amount of iteration is reached or the codeword is found. For
LDPC codes both hard decision and soft decision decoding algorithms may be
used. The most common among them are bit flipping (BF) algorithm and belief
propagation (BP) algorithm, respectively. These algorithms are able to provide
low error probabilities, but do not guarantee error correction and burst error
correction within the code error correction capability, that is an unacceptable
scenario for many applications (for instance, data storage and data protection).
Since the models that are observed in this article are discrete, only hard decision
decoders will be further in consideration. It was shown in [17] that BF can’t
provide an acceptable error probability level in case of burst error correction,
but shows better results if the windowed BF is applied instead of the original
BF.

The original bit flipping algorithm for the received vector y and parity-check
matrix H proceeds as follows [15]:

1. Compute syndrome s = yHT (over F2), if s = 0, stop, since y is a codeword.
2. Compute vector f = sH (over Z).
3. Identify values of f that are greater than some predefined threshold (that

may be chosen depending on the channel conditions), flip the corresponding
bits in y.

4. If the maximum amount of iteration is not reached, go to step 1.

The windowed version of bit flipping algorithm tries to correct burst locally
if it is covered by the window. The decoder in a consequent manner considers all
possible locations of burst and tries to correct errors in the currently observed
window. Then, at each decoding iteration, step 3 of the original bit flipping algo-
rithm is performed for the positions in the current window of length b. However
the optimal size of the window for different channel models is an open ques-
tion. It should be mentioned that when the block-permutation matrix is used
BF algorithm may be modified taking into account the matrix structure. This
modification includes a preprocessing step where all of nonzero syndrome ele-
ments that may be uniquely matched to the columns of H are eliminated. More
precisely, the preprocessing step performs the following procedure: for currently
observed window the syndrome elements are viewed from the first to the last.
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If the currently observed syndrome element sj is nonzero and the corresponding
row in H on the window positions contains exactly one nonzero element, then
the corresponding syndrome position is eliminated using the column of H that
has the position of that single nonzero element in a row. After that the same
procedure starts again from the first syndrome element. The preprocessing step
ends, when all of syndrome positions are observed.

After such preprocessing step a situation that is shown in Fig. 2 may appear:
for a given nonzero syndrome entry there is more than one nonzero element in
a row, so there is more than one possible option for a specific nonzero syndrome
value. Then it was proposed in [17] to switch after the preprocessing to BF within
the same window. Conducted experiments showed that for block-permutation
matrices all bursts with length within the code error correction capability are
corrected.

Fig. 2. After preprocessing case.

The preprocessing procedure may be followed not by BF, but by the selec-
tion from the possible variants of elements in a row. The selection procedure
is described as follows: first nonzero element in the row matching to the first
nonzero position in syndrome is chosen and the corresponding column is added
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to the syndrome, then the first nonzero element of the row that is matched to the
next nonzero syndrome position is taken and the first one is taken from that row
and its column is added to the syndrome. The same is done for the rest of the
nonzero positions of the syndrome. The algorithm ends when all-zero syndrome
vector is reached. During the process some choices may be made wrong, so the
selection process has to follow some steps back and modify the choice of some of
the previously observed rows. That describes the tree like procedure that leads
to time increasing, to overcome which the algorithm should be optimized. The
optimization may be done as follows: selection of an element in a row should be
determined by the most coincidence of one of the columns that correspond to
nonzero positions in a row and syndrome. Considering such an optimization the
selection process observes all the positions of the syndrome in a more efficient
way. Suppose syndrome entry sj is nonzero and the row contains more than one
nonzero element. The choice of an element in a row is dictated by the most inter-
sections of the corresponding column with a syndrome, in other words, that row
element is chosen which corresponding column sum modulo two with a syndrome
makes the recomputed syndrome closer to all zero vector. If several elements in
a row lead to the same syndrome weight, then for each of them the recursive
procedure begins that repeats previously described selection step switching to
the next nonzero position in syndrome.

5 Simulation Results

The point of experiments is to determine if the observed algorithms are able to
correct bursts with a length over burst error correction capability. Experiments
are performed for the random block-permutation matrix with no cycles of length
4 that consists of 4×8 blocks with the block length of m = 59, which burst error
capability b = m − 1 has been determined following the algorithm presented
in [9]. During the experiments to perform the comparison the burst length is
set to the values b = m − 1, b = m + 2 and b = 2m + 2. The experimental
results contain time per iteration and frame error rate (FER) comparison of
three algorithms. The compared algorithms are: BPBF (block-permutation bit-
flip) is an algorithm with preprocessing and bit flipping, BPT (block-permutation
tree) contains preprocessing and one selection, WBF (windowed bit-flip) with 1,
5 and 10 iterations. The burst of length b for an error vector is constructed in
an artificial way: at first, the random start position is generated, then ones are
put on the first and the last indices and the probability of one inside is p1. The
horizontal axis represents the probability of one inside burst.

It may be seen that for all burst lengths b iteration time of BPT is greater
than the BPBF. BPT and BPBF are correcting every possible variant of bursts
whilst b = m−1 and b = m+2, that is depicted in Fig. 3 and Fig. 5, but erroneous
frames appear with b = 2m + 2 (Fig. 7) and FER curves of both algorithms are
nearly equal. WBF frame error probability is the worst for all considered b, but
it requires the smallest time to complete the iteration.

Also the experiments for the Gilbert channel model were conducted. In such
experiments generating of the burst is following the next procedure: a probability
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Fig. 4. Time for b � m− 1.
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Fig. 5. FER for b = m+ 2.
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Fig. 7. FER for b = 2m+ 2.
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Fig. 9. Algorithm comparison for Gilbert model.

pBG is determined so the mean of the length of the burst was less or equal to b
(b values were chosen from the interval [m/2; 2m + 2]). Then random start burst
position is generated, and each one inside the burst appears with probability that
is set to 0.5. The modeling results are shown in Fig. 9. It may be concluded that
the BPBF and BPT algorithms tend to behave similarly under the Gilbert model
conditions and have a smaller error probability than WBF (Figs. 4, 6 and 8).

6 Conclusion

Hard-decision decoders were considered for burst error correction for block-
permutation matrices. The modification of decoder based on optimized selection
procedure is proposed. The hypothesis about the guaranteed burst error cor-
rection using the decoder with block-permutation matrices analysis is not dis-
proved. Experiments on comparing the frame error probability were conducted
with burst error correction length beyond the error correction capability. The
experiments showed that for b = m − 1 and b = m + 2 the proposed algo-
rithm (BPT) corrects all possible bursts with no much loss in time, whereas for
b = 2m+2 BPT serves no worse than the BPBF with a small iteration time gap.
Also the modeling for Gilbert model were conducted that showed the tendency
of BPBF and BPT to behave similarly.
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Abstract. The method of optimizing single frequency signals with a predeter-
mined reduction rate of the level of the energy spectrum and restrictions on the
energy and peak-to-average power ratio (PAPR) is presented in this paper. The
method of numerical solution of the optimization problem is shown. The effect of
restrictions on the solution of the optimization problem is considered. Obtained
signals provide the gain in PAPR up to 4.3 dB compared to the case without
corresponding restriction.

Keywords: Spectral efficiency · Single frequency signals · Optimization ·
PAPR · Restrictions

1 Introduction

Improving the efficiency of radio systems for various purposes, including data trans-
mission systems, has been and remains one of the main tasks facing the developers of
transceiver devices.

The increase in efficiency is associated with an increase in the transmission rate with
an acceptable reliability of reception. Moreover, the higher the spectral efficiency R/�F
(R is the data transfer rate, �F is the occupied bandwidth) and the lower the energy
loss �SNR in bit error rate (BER) performance, the higher the total system efficiency.
Out-of-band (OOB) emissions, which can be expressed in terms of the decay rate of the
energy spectrum, are also a key parameter. In radio systems, filters are used to limit OOB
emissions. For filters of small orders, the selectivity is low, and the frequency band is quite
high. When using high-order filters on transmitting devices, it is possible to reduce the
occupied frequency band, that is, to obtain higher values of spectral efficiency. However,
it leads to intersymbol interference and, as a result, to deterioration in the quality data
transmission [1–5].

Data transmission systems use single-frequency and multi-frequency signals. For
example, the most widespread in existing wireless data transmission systems (Wi-Fi,
LTE, DVB-T2) are multi-frequency signals with orthogonal frequency division multi-
plexing (OFDM) [6, 7]. There are alsomodifications of these signalswith non-orthogonal
frequency multiplexing, which allows achieving higher spectral efficiency compared
to OFDM signals: N-OFDM (non-orthogonal frequency division multiplexing) signals
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[8–11] or SEFDM (Spectrally efficient frequency division multiplexing) signals [12–
14]. We are interested in single-frequency signals with smoothed envelopes. A common
problem of such signals is the great value of the peak-to-average power ratio of the
emitted oscillations [6, 15, 16]. The PAPR (peak-to-average power ratio) is the ratio of
the peak power to the average power of the emitted oscillations. A high value of the
signal PAPR leads either to the underutilization of power amplifiers and, as a result, to
a decrease in the average signal power and BER performance, or to an increase in the
level of nonlinear distortions in the signal [17–21], which, in turn, leads to an increase
in the level of radiation, as well as to reducing the BER performance [22].

Much attention to the study of the possibilities of reducing PAPR of oscillations.
It is due to the fact that this parameter of signals significantly limits the scope of their
application, especially in portable transmitting and receiving devices with low power
consumption.

There are various methods for reducing the PAPR of signals:

• Methods based on block coding (codes based onGolay sequences, Reed-Muller codes,
methods for adding subcarriers in multi-frequency signals).

• Methodsbasedon the amplitude limitationof signals (clipping, companding, filtering).
• Probabilistic method.

Block coding based PAPR reduction techniques have the potential to solve the prob-
lem of constructing signals with relatively low PAPR, high coding rate, and moderate
algorithm complexity. The main idea of block coding to reduce PAPR is to introduce a
relatively small redundancy in the transmitted message, to display the entire set of input
combinations in the set of words with PAPR not exceeding the specified one. When
using excessive block coding, the data rate is reduced [23–25].

The amplitude limitation method is based on signal clipping. This method is the
simplest. Using clipping, it is possible to obtain almost any given value of the PAPR
signal. However, when the clipping threshold is reduced, the degree of signal distortion
increases and the frequency band occupied by the signal increases. Distortion introduced
into the signal reduces the BER performance [26, 27].

In probabilistic methods, for a single set of information symbols, several signals are
generated and one with the lowest PAPR is selected. In this case, additional information
about the choice made must be transmitted to the transmitting device. The main disad-
vantage of the probabilistic methods for reducing PAPR is their high complexity, which
is determined by the number of transformations necessary for the formation of several
(usually 4–10) signal implementations at once [16, 28–30].

There are also methods to reduce PAPR, based on a combination of methods of
different classes. The disadvantages of these approaches can be minimized by using
optimal signals. Such signals can be obtained as a solution to an optimization problem
with given restrictions on the spectral and temporal characteristics, as well as on the
BER performance [31, 32].

The optimal signals are characterized by smooth amplitude-phase trajectories, which
allows one to obtain a high degree of compactness of the spectrum, i.e., high values of
spectral efficiency, and the use of effective (optimal or suboptimal) reception algorithms
allows one to obtain acceptable values of energy losses [33–36]. In addition, various
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optimal envelope shapes were obtained for such signals, taking into account restrictions
on the decay rate of OOB emissions. However, the issue of obtaining waveforms with a
controlled PAPR value is little studied.

In the synthesis of optimal signals, a function a(t) is searched for, which describes the
envelope of signals of duration T s and provides a minimum of the following functional:

arg

{
min
a(t)

(J )

}
, Where J = 1

2π
∫+∞−∞ g(f )

∣∣∣∫Ts/2−Ts/2
a(t) exp(−j2π ft)dt

∣∣∣2df (1)

The specific form of the functional J is determined by the optimality criterion. In this
article, we will consider a criterion for ensuring a given rate of decay of OOB emissions.
The function g(f ) is the weighting function, which determines the decay rate of the
resulting energy spectrum.

The function g(f ) in the general case can be any increasing function satisfying
the conditions of the optimization problem. In this article, we restrict ourselves to the
quadratic form of the function:

g(f ) = f 2n, (2)

where parameter n determines the necessary decay rate ofOOBemissions. Note that ana-
lytical solutions to problems of this class can be found only for a small set of input param-
eters without additional restrictions. The issues of reducing PAPR lead to a complication
of the task and the addition of additional restrictions.

The objective of the work is the analysis of the possibility of obtaining optimal
waveforms in the presence of restrictions on the PAPR of the emitted oscillations.

2 Optimization Problem

When solving the problem of minimizing functional (1), it is required to find the shape
of the optimal signal a(t) that is finite over a given time interval Ts and has a given
rate of decrease in the level of the energy spectrum outside the occupied bandwidth
�F, subject to various restrictions. To solve this problem numerically, we can use the
expansion of the function a(t) in a limited Fourier series. Then the optimization problem
may be reduced to the problem of searching for expansion coefficients {ak}mk=1 which
minimize the function of many variables:

arg

{
min

{ak }mk=1

(J )

}
, J

({ak}mk=1

) = Ts
2

m∑
k=1

(
2π

Ts
k

)2n

a2k (3)

To fix the definiteness of the problem, the condition for normalizing the energy Ea
of the signal is used, which can be set as follows:

∫ Ts/2

−Ts/2
a2(t)dt = Ea = 1 (4)

The following restriction provides a maximum decay rate of OOB emissions of at
least 1/f 2(n+1):

a(k)|t=±Ts/2 = 0, k = 1 . . . (n − 1) (5)
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We introduce a limiting condition on the PAPR oscillations, which is conveniently
considered as the following inequality (6):

PAPR <
(
PAPR∗ − �PAPR

)
. (6)

Here PAPR* is the initial value of the PAPR of the emitted oscillations. As a result
of solving the optimization problem with this restriction, an envelope shape will be
obtained that provides �PAPR less than that of the original signal.

2.1 Method for Solving the Optimization Problem

Figure 1 shows a graphical view of the procedure for solving the optimization problem.
On it, along the axes of the two-dimensional graph, the decay rate of the energy spectrum
level |S(f )|2 and the restriction on PAPR are plotted. The parameter n included in the
expression for the decay rate ofOOBemissions of the energy spectrum1/f 2(n+1) is plotted
along the abscissa. The initial approximation for solving the optimization problem is the
rectangular shape of the envelope, which corresponds to the PAPR value of the emitted
oscillations at a high frequency of 3 dB. At the first step of the optimization problem,
restrictions on the decay rate of the energy spectrum level |S(f )|2 outside the occupied
frequency band �F are introduced. In this case, the shape of the envelope a(t) changes.
As parameter n increases, the PAPR value of the emitted oscillations also increases. In
the second step, a restriction on the PAPR oscillation is introduced. The result of solving
the optimization problem by the numerical method will be m expansion coefficients of
the envelope a(t) in the Fourier series {ak}. As parameter n increases, the PAPR value
of the emitted oscillations also increases.

PAPR restriction

PAPR

PAPR*

∆ PAPR

Out-of-band 
emission decay

rate n

421 3

3 dB
Initial 

approximation 

Fig. 1. A graphical representation of the optimization procedure.

The sequence of solutions to the optimization problem is presented in Fig. 2. Initially,
the required accuracy of the solution is set and the initial approximation is set. It should be
noted that the choice of the initial approximation can significantly affect the final result
of the algorithm. The required accuracy of the solution is determined by the choice
of the number of expansion coefficients m of the envelope a(t) in a limited Fourier
series. The value of m, the initial approximation, and the constraints of the optimization
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problem are the input parameters of the optimization algorithm (Fig. 2). At the output
of the optimization block, the coefficients of the expansion of the envelope a(t) in a
limited Fourier series are calculated. The resulting accuracy of the solution is estimated.
If necessary, an increase in the value ofm and a restart of the optimization algorithm are
performed.

Initial approximation 
(rectangular envelope)

Setting the initial value
m

Optimization cycle Out-of-band emission 
rate restrictions

Envelope expansion coefficients  in 
a limited Fourier series

Verification of solution

Optimization cycle

Out-of-band emission 
rate restrictions

PAPR restriction

{ak}, k=1…m 

The choice of the 
number of expansion 

coefficients  m

Fig. 2. The sequence of solving the optimization problem in the presence of restrictions.

3 Examples of Solutions of the Optimization Problem

Let’s move on to solving the optimization problem.When checking, wewill consider the
parameter of the decay rate of the OOB emission level and the PAPR value. The duration
Ts = T was also selected.When calculating the PAPR of the emitted oscillations, a signal
at a high frequency is considered.

To begin with, consider the case without restrictions on PAPR (Fig. 3). The main
lobe of the energy spectrum increases with increasing parameter n. So, for n = 2, this
value at the −30 dB level is 3.5/T, with n = 12 it is already equal to 8.6/T.

The PAPR values are 7 dB at n = 2 and 10.5 dB at n = 12. This fact is explained
by the following reason. With an increase in the decay rate of the OOB emission level,
the energy falling on the frequency range outside the main lobe of the energy spectrum
decreases, which, in turn, leads to an increase in the energy falling on the main lobe.
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Fig. 3. The results of the solution for the case without restriction on the values of PAPR and the
corresponding energy spectra.

Therefore, the wider the main lobe of the spectrum, the narrower the main lobe of the
time function, since the frequency and time regions are opposite. It follows that the
higher will be the PAPR.

Let us consider the case when there is a limit on the PAPR value of the emitted
oscillations (Fig. 4). In this case, we fix the value of the decay rate of OOB oscillations
n = 2. Without restriction, the PAPR value is 7 dB. Figure 4, a) shows examples of
optimal envelopes when restricting the PAPR value to 6, 5.5, 5 dB. It can be noted
that when the restriction on PAPR is tightened, the envelope expands and tends to a
rectangular shape. In this case, the band of occupied frequencies expands (Fig. 4, b).
With an increase in the restriction on PAPR, the occupied bandwidth at the–30 dB level
in the spectrum decreases from 3.1/T at PAPR = 6 dB to 2.7/T at PAPR = 5 dB.

Fig. 4. The results of the solution for the case with restrictions on the values of PAPR and the
corresponding energy spectra.
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As can be seen (Fig. 5), with an increase in the parameter n, the occupied frequency
band at the –30 dB level expands from �F–30 dB = 3.5/T for n = 2 to �F–30 dB = 6.8/T
for n = 8 for the case without restrictions. For cases with a restriction on PAPR with a
4-fold increase in the decay rate of OOB emissions, �F–30 dB will change from 5.4/T
to 6.8/T for PAPR = 6 dB, from 5.38/T to 6.3/T for PAPR = 5.5 dB. If PAPR is limited
by 5 dB, the parameter n can be increased only to 6, while �F–30 dB will change from
5.2/T to 5.7/T (Fig. 5). The more stringent the restriction on the PAPR of the emitted
oscillations �PAPR, the lower the growth rate of the �F–30 dB value.

Fig. 5. The occupied frequency band for various options of the optimization task.

Consider the possibility of finding a solution by maximizing the �PAPR value for
each n value. In this case, we fix the number of envelope expansion coefficients in a
Fourier series m = 9. Figure 6 shows examples of solutions for n = 2, 4, 6.

Fig. 6. The results of the solution for the case with a restriction on the value of PAPR and the
corresponding energy spectra.
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Let’s consider Fig. 7, a). With an increase in the value of the parameter n, which
is responsible for the decay rate of OOB emissions, by a factor of 3, the PAPR value
changes by 0.9 dB (from 3.7 dB to 4.8 dB) in the case of limiting the PAPR value in the
optimization problem. Accordingly, in the case of no restrictions, the PAPR increases by
2 dB (from 7 to 9 dB). Consider the dependence of the occupied frequency band on the
value of n (Fig. 7, b). At the –30 dB level, the frequency band expands with increasing
parameter n from 2 to 6, both with a restriction on PAPR (�F becomes wider by 25%)
and without limitation (�F becomes wider by 24%). When measuring the frequency
band at a level of –60 dB, �F decreases by 1.76 times and 1.71 times with and without
limitation on the PAPR value correspondingly.

Fig. 7. Dependence of the PAPR value and occupied bandwidth on a change in parameter n.

We proceed to consider the estimates of the solutions of the optimization problem
depending on the number of used coefficients of the expansion of the envelope in a
Fourier series. It is worth noting that for the optimization problem under consideration,
the choice of the number of expansion coefficients m is a non-trivial task. Due to the
nature of the problem, if a small value of m is chosen, no solution will be found. The
threshold valuem from which the solution will be found is determined by both the target
decay rate of OOB emissions and the limitation on the PAPR of the emitted oscillations.
As the value ofm increases, the time required for the solution increases sharply.However,
on the other hand, an increase in the value of m potentially makes it possible to obtain
more accurate solutions.

In solving the optimization problem, we take the number of coefficients of expansion
of the envelope function in the Fourier series m equal from 9 to 60. Thus, the nature of
the change in the accuracy of the representation of the function a(t) and the resulting
parameters (PAPR of the emitted oscillations, band of occupied frequencies) will be
shown. An example of the results obtained for n = 2 is shown in Fig. 8.

It can be seen that an increase in the value of m at a fixed value of n = 2 allows one
to achieve lower PAPR values of the emitted oscillations. In other words, an increase
in the number of taken into account coefficients of the expansion of the envelope in
the Fourier series allows us to find more and more accurate solutions corresponding
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Fig. 8. An example of envelopes obtained with n = 2 and various values of m.

Table 1. Characteristics of solutions to the optimization problem with different values of m and
n.

n m PAPRmin, dB Occupied bandwidth at the level
–30 dB, 1/T

Occupied bandwidth at the level
–60 dB, 1/T

2 9 3.70 12 35

19 3.42 16 47

29 3.26 18 67

39 3.15 20 85

50 3.07 21 109

60 3.06 19 119

4 9 4.24 11 21

19 3.54 17 39

29 3.40 18 59

39 3.29 18 77

50 3.19 18 97

60 3.14 20 109

6 9 4.81 13 19

19 3.77 17 38

29 3.48 19 57

39 3.42 20 72

50 3.34 20 84

60 3.28 20 94



Estimation of the Possibility of PAPR Reduction 411

to the envelopes of the signals with restrictions on the decay rate of OOB emissions
and PAPR of emitted oscillations. However, as mentioned earlier, with increasing m,
the complexity of finding solutions significantly increases. Also, the rate of decrease
in target indicators slows down asymptotically. Consider this fact as an example of the
value of PAPR (Table 1).

As we can see, for the decay rate of OOB emissions n = 2, the transition from
m = 9 to m = 19 leads to a decrease in the PAPR of the emitted oscillations by 8%, and
the transition from m = 50 to m = 60 leads to a decrease only 0.3%. The nature of the
dependences is observed for n = 4 and n = 6. We emphasize that the lowest asymptotic
limit for decreasing the PAPR value of the emitted oscillations at a high frequency is
3 dB. When solving practical problems, it is necessary to maintain a balance between
the resulting parameters of the signals and the complexity of their synthesis.

4 Conclusion

The optimization technique for single-frequency signals having a given rate of decline of
the energy spectrum level outside the occupied frequency band is considered, if there is
a restriction on the PAPR of the emitted oscillations. Using this technique, it is possible
to solve optimization problems for a wide class of spectrally effective signals.

The influence of restrictions on the solution of the optimization problem is shown.
In particular, it was shown that when the value of the parameter n, which is responsible
for the decay rate of the OOB emission level, increases by a factor of 3, the main lobe
of the energy spectrum expands by 20%, and outside the main lobe, the occupied band
decreases by more than 40%. It is also shown that with an increase in the decay rate of
OOB emissions and a decrease in the number of used envelope expansion coefficients
in the Fourier series, the PAPR increases. It was possible to synthesize signals with a
gain of 4.2 dB compared with the case without restrictions with the parameter n = 6.

In addition, a change in the estimation of solutions to the optimization problem
was considered, depending on the number of used Fourier series expansion coefficients.
With the parameter value n = 2 and m = 60, the minimum PAPR value of the emitted
oscillations was obtained, equal to 3.06 dB, differing from the minimum possible value
only by 0.06 dB.
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Abstract. The article offers both method and device for signal detection with
recognition of modulation type. Using simulation methods, the detection char-
acteristics of the developed device in case of simple and complex signals are
obtained. Complex signals are signals with linear-frequency modulation or binary
phase-shift keying. In addition, the article compares the sensitivity of the device
when detecting and recognizing signals of various types.

Keywords: Detector · Autocorrelator · Linear-frequency modulated signal ·
Binary phase-shift keying signal · Simple radio pulse · Detection characteristics

1 Introduction

Complex signals are widely used in modern radio-electronic equipment to improve
both interference immunity and covert operation [1–6]. The quality of their detection
depends on howwell the characteristics of the receiving devices and registration systems
are matched [6–15]. However, a priori information about the type and parameters of
the received signal is usually not available in broadband environment analysis tools.
Therefore, the sensitivity in broadband analysis tools when receiving complex signals
is significantly lower than that of a receiver with a matched detector.

It is known that in the absence of a priori signal data, the autocorrelation detector
has the highest sensitivity [16–26]. However, such a detector cannot recognize the type
of signal modulation.

Therefore, this article aims to develop a detector that allows determining the follow-
ing types of signalmodulation during the detection: linear-frequencymodulation (LFM),
phase-shift keying (PSK), and simple pulse (SP) signals. A comparative analysis of the
detection characteristics is made for these types of signals.
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2 Method for Determining the Types of Radar Signals
in an Autocorrelation Receiver

The method for processing LFM signals in a traditional autocorrelation detector consists
in determining the pulse duration τi (by determining the number of counting pulses
during the existence of the signal) and determining the signal spectrum width �f using
the following relation:

�fs = fdf · τi

τd
, (1)

where fdf is the differential frequency of the signal at the output of the autocorrelator,
τd is the signal delay duration.

To recognize the modulation type in the proposed detector, the following steps are
performed:

1. Multiply the signal with its delayed copy.
2. Extract the low-frequency component and component at the differential frequency

in the resulting spectrum (for the initial frequency).
3. Double the frequency of the received signal.
4. Multiply the signal at the double frequency with its delayed copy.
5. Extract the low-frequency component and component at the differential frequency

in the resulting spectrum (for the double frequency).
6. Compare the amplitudes of the four spectrum components obtained in steps 2 and 5

with the given threshold values and decide on the type of the detected signal.

The amplitudes of the low-frequency component and the component at the differen-
tial frequency are determined by the type of modulation of the original signal [16–26].
The amplitudes of the signal components at a double frequency after multiplication with
its delayed copy are also determined by the type of modulation of the original signal.

A simple signal is characterized by low-frequency components at the differential
frequency, which is close to zero frequency due to the constant carrier frequency. The
same is true for the original simple signal at double frequency. The original LFM signal
is characterized by the presence of a component at the differential frequency due to
changes in the instantaneous frequency of the signal during the delay. The low–frequency
components of the LFM signals are close to zero. The same is true for the original LFM
signal at double frequency. As for the binary phase–shift keying signal, his component at
the differential frequency after doubling the frequency is close to zero. Thus, by checking
the presence or absence of components, it is possible to determine the modulation type
of the received signal.

The block diagram of a detector that implements the described detection process
with recognition is shown in Fig. 1.

During the simulation of the device operation (Fig. 1), it was assumed that the
received signal Sinput(t) is fed to the input of a band-pass filter with a bandwidth �fHF
(PF HF) determined by the maximum width of the signal spectrum in a given frequency
analysis range [27, 28]. The extracted signal is delayed in the delay line (DL1) for a
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Fig. 1. Structural scheme device.

certain time τd1 and multiplied with its delayed copy. The time τd1 is defined as follows:
τd1 ≥ 1

�fHF
. A band-pass filter extracts a component of the signal Sx1(t) at a differential

frequency fdf 1.
In case of a simple signal, the level of this component is close to zero. The signal

Sx1(t) is fed to the input of the low-pass filter, where the low-frequency component
of the signal is extracted. The level of this component is close to zero in the case of
receiving LFM signals. For both signals S1(t) and S2(t), the spectrum components are
obtained and compared in threshold devices (TD1 and TD2). The threshold value GT

is determined by the Neumann-Pearson criterion for given false alarm probabilities and
correct detection [29–31].

Additionally, signal at the output of the band-pass filter with a specified bandwidth
�fHF is fed to the input of frequency multiplier, which doubles the signal frequency.
After delaying the signal for a time τd2 ≥ 1

2�fHF
, it multiplies with its delayed copy.

A component at the differential frequency fdf 2, which is close to zero for signals with
binary phase-shift keying, is extracted from the signal Sx2(t) by a band-pass filter. A low-
pass filter extracts the low-frequency component of the signal Sx2(t), which is close to
zero for LFM signals. For both signals S3(t) and S4(t), the spectrum components are
obtained and compared in threshold devices (TD3 and TD4).

Based on the decisions made in threshold devices (Table 1), the modulation type of
the received signal is determined.

3 Simulation of the Process of Detecting Radar Signals
in an Autocorrelation Receiver

To determine the probability of correct detection of complex signals of different types,
a simulation of the device operation was performed (Fig. 1).
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Table 1. Determination of the signal modulation type based on the solutions of threshold devices.

Signal modulation type Threshold device
decisions

TD1 TD2 TD3 TD4

LFM 1 0 0 1

PSK 1 1 1 0

SP 0 1 1 0

Digital records of LFM, PSK, and SP signals were generated as initial data. Pulse
parameters: duration τi1 = 13ms, τi2 = 26ms; carrier frequency 10 kHz; equal amplitude
at sampling frequency 200 kHz. The spectrumwidth of theLFMsignalwas taken equal to
�fs =30kHz.The lawof PSKphase rotation corresponded to the 13-bit Barker code. The
required signal-to-noise ratio (SNR) was ensured by choosing the appropriate dispersion
of the additive Gaussian noise at the detector input. After that, following the procedure
described above, a computational experiment was conducted on the processing of digital
signal records at τd = 0.1 ms and �fHF = 100 kHz. The number of FFT points in the
calculation of the spectrum was taken equal to 1024. Threshold values were calculated
based on the levels of false alarm PF0 = 0.001 and PF0 = 0.0005, and the probability
of correct detection was estimated using the following formula:

PD0 = N1

N
, (2)

whereN1 is the number of simulationswith correct signal detection,N is the total number
of simulations with a fixed value of noise dispersion.

The results of calculations at N = 1000 are shown in Figs. 2 and 3.
Thus, the obtained characteristics allow to quantitatively estimating the values of

the signal/noise ratio, at which the given probability of correct detection is achieved at
different values of probability of false alarm (Table 2).

In addition, digital records of single LFM pulses were generated and processed.
Pulse parameters: duration τi2 = 26 ms, carrier frequency 50 kHz, spectrum width �fs
= 30, 60 and 90 kHz. Thresholds are calculated for the probability PF0 = 0.001. The
simulation results are shown in Fig. 4 and Table 3.

Comparative analysis of the probability of correct detection of LFM, PSK, and SP
signalswith a duration of 13 to 26ms has shown that the proposed schemewhen detecting
modulated signals (at PD0 = 0.8) gives a gain:

– of about 1.5…2.0 dB at PF0 = 0.001 and of about 1.8…3.2 dB at PF0 = 0.0005 over
PSK signal;

– of about 5.5…6.0 dB at PF0 = 0.001 and of about 1.8…3.2 dB at PF0 = 0.0005 over
SP signal.

Obviously, when receiving modulated signals with a longer duration, the gain will
increase. In addition, it is guaranteed to determine the type of LFM and PSK signals at
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Fig. 2. Detection characteristics of LFM, PSK and simple pulses. The pulse duration is τi1 =
13 ms. Graph 1 corresponds to LFM pulse, PF0 = 0.001; Graph 2: LFM pulse, PF0 = 0.0005;
Graph 3: PSK pulse, PF0 = 0.001; Graph 4: PSK pulse, PF0 = 0.0005; Graph 5: simple pulse,
PF0 = 0.001; Graph 6: simple pulse, PF0 = 0.0005.

Fig. 3. Detection characteristics of LFM, PSK and simple pulses. The pulse duration is τi1 =
26 ms. Graph 1 corresponds to LFM pulse, PF0 = 0.001; Graph 2: LFM pulse, PF0 = 0.0005;
Graph 3: PSK pulse, PF0 = 0.001; Graph 4: PSK pulse, PF0 = 0.0005; Graph 5: simple pulse,
PF0 = 0.001; Graph 6: simple pulse, PF0 = 0.0005.

SNR in the range of −2…−3 dB. The probability of determining the type of a simple
radio pulse is 0.6…0.8 at τi = 13 ms and SNR = −2 dB and at τi = 26 ms and SNR =
−3 dB.
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Table 2. SNR at which the PD0 = 0.8 is achieved at pulse duration τi1 = 13 ms (26 ms).

Signal modulation type Probability of false alarm PF0

0,001 0,0005

LFM −7.5 dB (−8.9 dB) −7.1 dB (−8.6 dB)

PSK −6 dB (−6.9 dB) −5.3 dB (−5.4 dB)

SP −2 dB (−2.9 dB) −1.4 dB (−2.4 dB)

Fig. 4. Characteristics of detection of LFMpulses with a duration of τi1 = 26ms at various values
of the frequency deviation �fs. Graph 1 corresponds to �fs = 60 kHz; Graph 2: �fs = 90 kHz;
Graph 3: �fs = 30 kHz.

Table 3. SNR at which the PD0 = 0.8 is achieved for LFM pulse at pulse duration τi1 = 26 ms
and different frequency deviation �fs values (30, 60 and 90 kHz).

�fs, kHz Probability of
false alarm PF0

0.001 0.0005

30 −8.9 dB −8.6 dB

60 −9.1 dB −8.9 dB

90 −9.1 dB −8.8 dB

The analysis of dependencies presented in Fig. 4 shows that an increase in the ratio
�fs /�fHF from 0.3 to 0.6 provides an increase in the probability PD0 from 0.80 to 0.86.
In the meantime, an increase in the ratio �fs /�fHF from 0.6 to 0.9 does not provide a
noticeable increase in the PD0. Obviously, when the condition �fs ≤ �fHF is met and
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the value �fdf 1 is fixed, the probability PD0 increases when receiving LFM signals with
a larger spectrum width.

4 Conclusion

The highest sensitivity (the lowest SNR) of the developed detector under equal conditions
is achieved for an LFM radio pulse. With fixed probabilities of correct detection and
false alarms, the SNR at the detector’s input should be higher by approximately 3 dB
for the PSK signal and higher by 6 dB for the simple pulse signal.
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Abstract. The principle of operation of the wideband tunable delay line for
microwave signals is presented. Delay is performed after the transfer of the
microwave signal to the optical frequency domain. The configuration of the delay
line model is described. Bandwidth, losses, and distortion characteristics of the
delay line model are experimentally determined.

Keywords: Wideband delay line · Tunable delay line · RF photonics · Optical
fiber ·Microwave signal delay · Delay control

1 Introduction

Microwave (MW) delay lines are being widely used in a big variety of devices for
reception, processing, and generation of signals, in particular, in beamforming elements
of phased arrays [1–12].

Nowadays the most widespread types of delay lines are cable, strip, ultrasound delay
lines, delay lines based on ferrite waveguides, and other types.

Each of them has its advantages, but none of them has at the same time large band-
width, low losses, small weight and size, and, in addition, the possibility to tune delay
time within a wide range.

The variant of the MW delay line presented in this work satisfies from our point
of view all the above-mentioned requirements. To confirm its advantages the delay
line model was developed. The main characteristics of the delay line model were
experimentally investigated.

2 State of the Art Review

The closest technical solutions that meet the requirements are presented in [13–16].
In [13] the controlled optical delay line is made in the form of an optical fiber wound

around a coil. The delay control is realized by changing the temperature of the liquid
surrounding the fiber.
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In the device described at [14], a multicore optical fiber is used. In it, the input signal
enters all the cores simultaneously, and at the output of the optical fiber in different
cores, it acquires a different delay. Different cores have different group refractive index
of modes and, accordingly, different group delay values. The disadvantage is the large
dimensions of the used fiber sections needed for controlling the delay.

In [15, 16], the delay line is based on a plurality of switched fiber sections. The
segments have different electrical lengths and can be connected either individually or
in various combinations. The disadvantage of such a device is the need to use optical
switches.

So, when using optical MEMS switches, the switching time is approximately 0.5
to 1 ms [17]. Accordingly, when adjusting the microwave signal delay, the device will
not be able to provide delay discreteness less than the switching time. The lower limit
of the delay variation range also cannot be less than the switching time. For switching
the optical signal, it is also possible to use switches based on solid-state crystals, the
switching time of which is approximately up to 300 ns [18]. But such switches have a
higher cost, which significantly increases the cost of the delay line if we need to achieve
a high discreteness of the delay change.

A comprehensive description of the issue is given in the review article [12].

3 MW Signal Delay Line Operating Principle

The delay line that satisfies the pointed above requirements can be developed based on
a fiber optic segment usage. The operating principle of such a delay line is based on
the multiple cyclic passages of the signal through an optical fiber. After each cycle, the
signal is sent through a “feedback loop” to device input again (to increase the delay) or
to device output (if no more delay is necessary). Note that conversion of an MW signal
to an optical one and vice versa can be performed one time–after all N delay cycles–or
many times–in every delay cycle.

In the first case signal switching (and subsequent signal passages through the fiber
optic segment) should be performed in the optical domain. However, available solid-state
fiber-optic switches have low isolation between their outputs. Typical values of isolation
range from 20 to 50 dB [19, 20]. If using many cycles, insufficient isolation leads to
signal spectrum distortion. Isolation can be increased by the use of several subsequent
optical switches, but this leads to size, cost, and complexity increases of the system.

Therefore, the second case was chosen, i.e., the delay line with conversions in every
cycle during signal passage through the delay loop included in the delay line.

The block diagram of the delay line is presented in Fig. 1. An input MW signal
comes through switch S1 and amplifier A1, after which it is transferred by VD1 laser
modulator to an optical carrier frequency. The optical signal is delayed in the fiber optic
segment, and then the delayed signal is converted back to the MW frequency range by
photodiode VD2. Then the MW signal comes through amplifier A3 and output switch
S2. Amplifiers A1 and A3 are used to obtain the transmission coefficient of the delay
line close to 1. From the output switch S2 MW signal comes to the device output or the
input switch S1 again. If the MW signal is sent to the input switch again, its power is
controlled by amplifier A4 and attenuator A2. Thus, the device has a “feedback loop”,
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i.e. a loop with the possibility to pass a signal many times. Depending on the necessary
delay time value the signal is passed through the delay line desired number of times.

S2
1

2

S1
1

2

Input OutputA1 A3

A4

VD1

τ

VD2

dB

A2

Control Control

Fig. 1. Block diagram of tunable delay line

The minimum delay time of the considered device can be calculated as τ1 =
(L · n)/c, where L is the length of the fiber, n is the effective refractive index of an
optical fiber mode, c is the light velocity in vacuum. In addition, the delay can’t be
longer than the switching time of switches S1, S2. The typical switching time of an MW
switch is 10 ns [21].

The delay time of the device τDL for MW signal is regulated discretely: τDL = N·τ1
and is defined by a number of optical signal passages through the loop. The maximum
delay time is limited in practice by the degree of distortion of an MW signal, caused
during signal passages through the loop.

Electro-optic (modulator) and optoelectronic (photodetector) converters, as well as
optical fiber, should be matched by wavelength and optical power level.

4 Delay Line Model

According to the block diagram (Fig. 1), a delay line model was developed. The model
consists of four devices (modules) (Fig. 2, 3):

Switching device

Modulator
Photo 

detector

Microwave 
input

Microwave 
output

Control 
device

Fig. 2. Block diagram of the delay line model
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Fig. 3. Response characteristic of modulator and photodetector modules K1(f )

– switching device;
– modulator;
– photodetector;
– control device.

All MW components (switches, amplifiers, and attenuator) are placed in the
switching device. Signal input and output are also included in this module.

Previously we investigated analog optical lines for transmission of MW signals,
which consisted of microwave photonic units available on the telecom market [22]. In
this model of s delay line, easier and cheaper solutions are used.

The modulator is based on Xiamen’s GTLD-3-DF-W-4-P-FA-V-10G laser diode. In
addition to the laser diode itself, this modulator includes a supply unit and a wideband
matching circuit to a standard 50-� MW line.

In usual optical delay lines, the SMF-28 fiber optic segment placed between the
transmitter and the photodetector defines the time delay. In this delay line model, the
fiber optic segment of the length L is placed between the modulator and photodetector
and provides time delay τ1 = 7.45 μs.

The photodetector is based on Xiamen’s GTPD-InGaAs-10G-R-1 photodiode, also
including a supply unit and wideband matching circuit to a standard 50-� MW line.

The switching device is designed to control the number of cycles of signal passage
N through the delay loop using switches S1 and S2.

Another function of this device is to support the fixed transmission coefficient using
units A2 and A4 (see Fig. 1).

Modulator, photodetector, and matching MW circuits are developed for operating in
the frequency range up to 10 GHz. The response characteristic of the modulator and pho-
todetectorK1(f ), when they used in a singleMW transmission line, is presented in Fig. 3.
The value of the pass-through transmission coefficient obtained for the model is about
–30 dB, which is typical for optical delay lines. Response characteristic measurement
was performed using the Planar C1220 vector network analyzer.
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In the frequency range from 1 to 10 GHz transmission coefficient K1 is in the range
from –49.5 to –30.0 dB. The transmission coefficient flatness �K1(f ) in this frequency
range is about ±10 dB.

The sizes of the developed testing units are the following: modulator and photode-
tector have dimensions of 50× 20 mm, switching device, of 45× 6 mm, control device,
of 65× 20 mm, fiber coil has a diameter of 230 mm and a height of 300 mm. Therefore,
the developed delay line model has maximal dimensions of 180 × 45 mm without fiber
coil.

5 Losses and Signal Distortion in Delay Line Model

For the FRC K(f ) measurement of the whole delay line, the switches S1, S2 was set to
provide one passage (N = 1) of a MW signal. A harmonic MW signal with a power of
0 dBm was sent to the delay line input with frequency tuned in the range from 100 MHz
to 10 GHz. The response characteristic of the delay line model is presented in Fig. 4.

Fig. 4. The frequency response characteristic of the delay line model at a single MW signal
passage

The response characteristic of the delay line model in the frequency range 0.1–10
GHz, as shown in Fig. 4, is in the range from –29.0 to –3.0 dB (transmission coefficient
flatness �K1(f ) is ±13 dB).

Note that K(f ) of the whole device is higher than K1(f ) of the optical line itself due
to the amplification in switching device (as in Fig. 3 and Fig. 4). However, the model
has a 1 dB larger flatness of response characteristic �K(f ) than the flatness of basic RF
photonic units included in it.

It is obvious that after multiple electro-optic and optoelectronic conversions, the
distortion grade of MW signals can be significantly increased. For the investigation of
the dependence of the distortion grade on the number of passages through the optical
loop inside the delay line the following experiment was carried out.
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The continuous signal with the frequency f s= 3 GHz and power of 0 dBm was sent
to the delay line input. The number of passage cycles N was controlled using the control
device in the range from 1 to 1000, which corresponds to delay times τDL range from
7.45 μs to 7.45 ms. The delay line caught the MW signal, delayed it for 7.45 μs, and
then the MW signal was sent to the Anritsu MS2726C spectrum analyzer.

During one passage cycle (N = 1, delay of 7.45 μs) signal power on the device
output is 13 dBm.When transmitted through the delay line several times the “feedback”
line is used, which leads to an increase of the response characteristic of the delay line
model (due to units A2, A4, see Fig. 1).

Therefore, if the number of cycles increases, signal power stays on the level of
–10 dBm and doesn’t depend on the number of cycles.

As expected, an increase of the number of cycles leads to an increase of noise in the
signal spectrum. The MW spectrum at different passage cycles (1, 15, 100, and 1000
times) through the feedback loop of the delay line is presented in Fig. 5.

Fig. 5. Signal spectrum at different numbers of passage cycles through the loop of the delay line

Results of experiments, which were performed for different numbers of cycles N,
have shown the following dependence of noise increase (in dBc) on frequency shift �f
from signal frequency f s: (see Table 1).

Presented signal distortions were probably caused by the following main reasons:

1. Multiple conversions from microwaves to the optical frequency domain and vice
versa.

2. Nonlinear distortion of signals because of excessive amplification in microwave
domain (units A2 and A4, see Fig. 1), which is necessary for the support of constant
transmission coefficient.

3. Influence of switches jitter on signal fronts.
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Table 1. Noise level (in dBc).

Number of cycles N Frequency shift �f , MHz

25 50 75 100 125

15 −55…−45 −57…−50 −60…−55 −58…−57 −63…−60

30 −53…−47 −58…−55 −60…−58 −60…−59 −65…−60

100 −50…−45 −55…−50 −60…−59 −62…−60 −65…−64

500 −40…−39 −55…−53 −60…−56 −65…−64 −66…−65

1000 −40…−34 −48…−40 −48…−55 −60…−55 −62…−60

6 Conclusion

The model of theMWdelay line is developed. Time delay is realized after the transfer of
the input microwave signal to the optical frequency domain. It is experimentally shown
that the developed model has a bandwidth of at least 9 GHz. Delay time is discretely
tunable in awide range. The bandwidth of the delay line depends on the usedRF photonic
units and can be potentially expanded up to 18 GHz and much more – up to 40 GHz.
The significant flatness of the response characteristic of the delay line (in the developed
model: more than ±7.5 dB in the bandwidth of 9 GHz) can be compensated using
matching circuits in the electro-optic modulator and photodetector modules. Losses in
the delay line model are from 10 to 13 dB and don’t depend on the delay time. The
experimentally obtained range of delay times is from 7.45 μs to 7.45 ms. The model has
dimensions of 180 × 45 mm.

The disadvantage of the device is a distortion of the output signal spectrum, which
increases with an increase of the number of delay cycles inside the delay line.

Further research will be carried out to determine distortion grounds, to estimate them
strictly, and to predict distortion grade. In addition, the configuration of the delay line
will be improved to obtain larger bandwidth and decrease a flatness of the response
characteristic. Beyond that, the work of the delay line should be investigated in the time
domain and, in particular, by the passage of short pulses through the delay line, which
duration is significantly shorter than the delay time discrete.

Acknowledgments. A. P. Lavrov and M. V. Parfenov have used funding provided by RFBR to
participate in the research of thismicrowave delay line possibilities (project number 20-07-00928).
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Abstract. The paper considers the BER performance of Spectral Efficient
Frequency-Division Multiplexing (SEFDM) signals in LTE fading channels with
imperfect channel knowledge. Analysis of the effect of channel estimation errors
on the BER performance is carried out regardless of the selected estimation
method. Demodulation is done using ZF-equalizer and trellis demodulator. The
analysis is done for perfect synchronization and perfect knowledge of noise power.

Keywords: Fading channels · Equalizer · Multicarrier FTN · NOFDM ·
OFDM · SEFDM · LTE

1 Introduction

Orthogonal multicarrier signals (OFDM, orthogonal frequency division multiplexing)
are widely used in modern wireless telecommunication systems (LTE, WiFi, DVB–T2).
The today demand from telecommunications is to increase the spectral efficiency for
next generation wireless systems. The promising approach is based on non-orthogonal
multicarrier signals known as SEFDM (Spectrally Efficient Frequency-Division Multi-
plexing) [1]. Due to non-orthogonality of subcarriers, the occupied bandwidth is reduced
by 1/α times, where α is a frequency compression coefficient.

The ancestor of SEFDM – OFDM – shows good BER performance in frequency
selective channels using simple 1-tap equalizer in frequency domain. Channel estima-
tion for SEFDMsystems is covered in [2–4]. The papers [2, 3] introduces Partial Channel
Estimator (PCE) with interpolation and Full Channel Estimator (FCE) using pilot sym-
bols and Least Squares (LS) solution. In paper [4] Maximum Likelihood principle is
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used. These papers are mainly focused on channel estimation accuracy and pilot sym-
bols positioning. In the current workwe focused onBERperformance of SEFDMsignals
with distorted channel estimates regardless of channel estimation methods.

Non-orthogonality of subcarriers complicates the reception and demodulation of
SEFDM signals. There is a number of works offering several approaches for SEFDM
demodulation such as successive interference cancellation [5], sphere decoder [6], and
trellis demodulator [7]. In this paper we use trellis demodulator because it provides
acceptable BER performance for high number of subcarriers (~ 103-104). We also apply
ZF equalizer in frequency domain [8] to reduce the overall complexity of the receiver.

In this paper SEFDMBER performance is analyzed for typical LTE fading channels
(EPA-5, EVA-70, ETU-300) with imperfect channel knowledge for different subcarrier
numbers and compression coefficients. The system model is described in Sect. 2, pro-
posed channel estimation and equalization is described in Sect. 3, in Sect. 4 there are
simulation results and in Sect. 5 is the conclusion.

2 System Model

The baseband SEFDM-signal in time domain can be written as:

s(t) =
N/2−1∑

k=−N/2

Cke
j2πk�ft (1)

Here ωk = kω1 = 2πk�f is k-th subcarrier cyclic frequency, Ck is a complex
modulation symbol for k-th subcarrier. For OFDM signals frequency spacing is�f OFDM
= 1/T, and �f = α/T for SEFDM signals, where α = �f /�f OFDM < 1.

Denoting sampling frequency as Fs = 1/Δt = NΔf we can see that discrete-time
SEFDM-symbol has α times less samples than OFDM-symbol with the same number
of subcarriers and symbol duration. A discrete-time SEFDM-symbol with N subcarriers
and symbol duration T is expressed as:

sn =
N/2−1∑

k=−N/2

Cke
j2πk�fn/Fs =

N/2−1∑

k=−N/2

Cke
j2πkn/N (2)

Here n = 0,…(L – 1), L is the number of time samples in one SEFDM-symbol, L =
FsT = Nα.

Equation (1) can be rewritten in matrix form:

s = F−1
L×N×C (3)

Here s = {sk}L−1
k=0 andC = {Ck}N/2−1

k=−N/2 are column vectors,F−1
L×N is a L ×N inverse

Fouriermatrixwith elementsF−1
k,n = ej2πkn/N . The generation of SEFDMsymbol is done

using the NFFT -point IFFT (NFFT = N) followed by discarding the last N – L samples
at the IFFT output.
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The received signal in case of fading channel is the sum of convolution of SEFDM
signal with channel impulse response (CIR) and AWGN samples:

ri =
J−1∑

j=0

si−jhj + wi (4)

Here hj is the complex sample of CIR, J is the CIR length in samples, wi is the
AWGN sample.

If CIR is considered to be static for the duration of one SEFDM-symbol and intersym-
bol interference is fully neglected due to usage of cyclic prefix, then in matrix notation
one received SEFDM-symbol can be written as following:

r = HL×L × F−1
L×N × C + w (5)

Here HL×L is L × L matrix containing circularly shifted impulse response h =
{hj}L−1

j=0 on main diagonal, r – is the column vector of received samples of length L.

The main task of receiver is to make estimates Ĉk of transmitted symbols Ck (or to
provide their LLR values).

The system model is shown in Fig. 1. SEFDM transmitter consists of random gener-
ated bits, QPSK mapper, SEFDM modulator based on IFFT and cyclic prefix insertion
block. The generated SEFDM signal goes through LTE fading channel and sums up
with AWGN. The Channel Estimation block computes distorted CIR. Estimations are
imperfect due to the AWGN in channel. The equalizer applies these estimations to the
received SEFDM signal in frequency domain. Then SEFDM signal is demodulated in
the iterative demodulator.

IFFT-based 
SEFDM 

modulator

sn

rn

wn

Fading 
channel

SEFDM receiver

Ck

M
ap

pe
rbits

SEFDM transmitter

Cyclic 
prefix 
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ˆ
kC SEFDM 
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Cyclic 
prefix 
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ZF 
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Fig. 1. System model

3 Channel Estimation and Equalization

As described in [9], N-subcarrier SEFDM signal can be represented as equivalent
L-subcarrier OFDM signal. Then the equivalent OFDM-symbol complex modulation
symbols are linear combinations of original symbols Ck . The channel estimation and
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Fig. 2. Channel estimation and equalization scheme

equalization is produced in this L-point DFT domain. This structure is presented on
Fig. 2.

Received SEFDM symbol after removing cyclic prefix and L-point DFT can be
expressed as:

R(L) = FL×L × HL×L × F−1
L×L × C + FL×L × w = G × C + W, (6)

where diagonal matrix G = FL×L × HL×L × F−1
L×L is the channel transfer function and

W = FL×L × w is the column vector of AWGN samples in frequency domain.
In [2, 3] was shown, that channel estimation can be represented by the sum of CIR

and a Gaussian distributed random variable Q caused by AWGN:

G̃ = G + Q,

MSE = E

{[
G̃ − G

]H ×
[
G̃ − G

]}
= Q. (7)

HereMSE is mean square error, E{·} is expectation, ·H is Hermitian transpose oper-
ator. In general the error may be of non-additive nature due to nonlinear interpolation or
other reasons.

Using the channel estimation, one tap ZF-equalizer for informational SEFDM signal
can be used. As shown in [10] the equalizer output in N-point DFT domain is

R = (FN×L × F−1
L×L) × R̃ =

(FN×L × F−1
L×L) × G̃ × FL×L × (HL×L × F−1

LxN × C + W) (8)

The equalizer output samples R̃k go to the demodulator input.

4 Simulation Results

As the example of CIR estimation distortion, in this paper we obtain channel estimations
using L-subcarrier OFDM pilot symbols. As pilot modulation symbols Cpilot are known
on the receiver side the k-th element of the channel transfer function can be estimated
as:

G̃k = Rk

Cpilot
k

= GkC
pilot
k + Wk

Cpilot
k

= Gk + Wk

Cpilot
k

(9)
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Mean square error (MSE) of this estimation equals:

MSE = E

{
WH × W

(Cpilot)H × Cpilot

}
= σ 2

AWGN

Ppilot
avr

(10)

Here σ 2
AWGN is noise dispersion and Ppilot

avr is average power of pilot modulation

symbols. Pilot modulation symbols can be normalized so that Ppilot
avr = 1.

Simulation was done for QPSK subcarriers modulation, perfect synchronization and
perfect knowledge of noise power. The confidence probability for all simulations is 0.95
and confidence interval is 0.1. Sampling frequency used in simulations can be obtained
using the following equation:

Fs = 30.72 · 106 · α · NFFT /2048 (11)

The trellis demodulator uses three neighbor subcarriers on each side of the
demodulated subcarrier to compensate intercarrier interference.

The BER performance of the proposed SEFDM reception scheme with imperfect
channel estimation for various compression coefficients α is shown on Fig. 3. The energy
loss is increasing with decreasing compression coefficient. The energy loss for the α =
1/2 case compared to the α = 7/8 case is about 5 dB. The energy difference between
α = 3/4 and α = 7/8 cases is about 2 dB.

Fig. 3. BER performance of SEFDM signals for various α, EPA channel and Nused = 300

The same results for EVA and ETU channels presented on Fig. 4 and Fig. 5 respec-
tively. For EVA channel the energy loss for the α = 1/2 case compared to the α = 7/8
case is about 5 dB for BER = 10−1 and more than 10 dB for BER = 4 · 10−2. The
energy difference between α = 3/4 and α = 7/8 cases is about 2 dB.

For ETU channel and α = 1/2 case the curve is saturated for Eb/N0 ≥ 20 dB. The
energy loss between α = 7/8 and α = 3/4 cases is 4 dB for BER = 0.2. BER does not
exceed 10−1 value.
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Fig. 4. BER performance of SEFDM signals for various α, EVA channel and Nused = 300

Fig. 5. BER performance of SEFDM signals for various α, ETU channel and Nused = 300

The BER performance for EPA, EVA, ETU multipath channels with maximum
Doppler shifts 5 Hz, 70 Hz and 300 Hz respectively is shown on Fig. 6. The energy
difference between EPA and EVA channel does not exceed 5 dB. For ETU channel, the
proposed reception scheme provides very poor BER performance, BER does not exceed
10−1.
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Fig. 6. BER performance of SEFDM signals for various channels, α = 3/4, Nused = 300

5 Conclusion

The BER performance of SEFDM signals with imperfect channel knowledge was ana-
lyzed for typical LTE fading channels (EPA, EVA, ETU) with non-zero Doppler shifts.
The best performance was obtained for EPA channel, and for ETU channel the proposed
reception scheme provided very poor BER performance.

The performance degrades as frequency compression coefficient α decreases. For
EVA and ETU channels and α = 1/2 BER does not exceed 10−1 value. The energy loss
between α = 3/4 and α = 7/8 varies between 2 and 5 dB.

The drawback of proposed channel estimation analysis is that it does not consider
non-Gaussian channel estimation errors, which can be caused by interpolation.
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Abstract. Optimal signals, the shape of which is the result of solving an opti-
mization problem, may provide high spectral efficiency without significant energy
losses. The parameters of optimization constraints such as the value of the cor-
relation coefficient and the number of signals considered in the constraint on bit
error rate (BER) performance define the shape of the energy spectrum of signals
and their correlation properties. In this work sensitivity of energy spectrum and
BER performance to variation of parameters of the constraint on correlation coef-
ficient during optimization of FTN pulse shape according to the criterion of max-
imum energy concentration within occupied frequency bandwidth is estimated. It
is shown that the lower the correlation coefficient, the less the energy spectrum
changes when the number of signals considered in the constraint on BER perfor-
mance varies. At the same time, for a rather high value of correlation coefficient
increasing the number of signals considered in the constraint on BER performance
leads to widening of occupied frequency bandwidth by 7% and reducing the level
of emissions by 40 dB at a fixed frequency offset. Besides, energy gain may reach
7 dB. The results obtained during this research allow numerically estimating the
possibilities of achieving high spectral and energy characteristics at transmission
rates higher than the Nyquist limit.

Keywords: Optimization problem · Maximum band energy concentration
criterion · Faster than Nyquist signaling

1 Introduction

One of the development directions of telecommunication systems and communication
networks of 5G and 6G generation is achieving high spectral efficiency (more than
2 bps/Hz) with minimal energy losses [1–4]. FTN signals based on RRC (root-raised
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cosine) pulses have become widespread [5]. FTN signaling provides overcoming the
Nyquist limit for binary alphabet with transmission rate R ≥ 1/T (T is transmission
time of one bit). FTN signals based on RRC pulses are formed via low-pass filter with
frequency response |H(f )|2 of raised cosine shape with roll-off factor 0 < α < 1 [6].
The drawback of such signals is a low reduction rate of the level of energy spectrum
G(f ) outside occupied frequency bandwidth �F. The energy efficiency of detection is
determined by correlation properties of transmitted FTN signals based on RRC pulses
which in turn depend on |H(f )|2 shape.

Application of optimal sopt(t) FTN signals [7, 8] deserves significant attention. The
shape of optimal pulses is obtained as a result of solving the problem of synthesis accord-
ing to various criteria. For instance, the criterion of providing the given reduction rate
of energy spectrum level (the level of out-of-band emissions) [1, 9, 10] or the crite-
rion of maximizing energy concentration of signals within occupied (given) frequency
bandwidth may be used [8, 11].

Using the method of optimizing pulse shape allows obtaining such shapes of sopt(t)
which meet technical and economic requirements and cannot be obtained with the help
of linear filter with frequency response |H(f )|2.

The complexity of the problem of searching for optimal pulse shape depends on the
parameters used in optimization constraints. These parameters also influence the energy
spectrum and correlation properties of signals.

That is why in this work an attempt to estimate the sensitivity of energy spectrum
shape and bit error rate (BER) to variation of parameters used in the optimization con-
straint on the correlation coefficient is made. Pulse optimization is done according to
the criterion of maximum energy concentration within given frequency bandwidth.

2 Optimization Problem

Let us assume that optimal signal sopt(t) with arbitrary pulse shape a(t), amplitude A0,
carrier frequency f 0 has duration T s = LT (L > 1). Then sopt(t) looks as follows:

sopt(t) = A0a(t)c
(0)
j cos(2π f0t). (1)

The value of the modulation symbol on transmission time interval T of one bit
is equal c(n)

j = (M − 2j + 1)/(M − 1), j = 1 . . .M, where M is the volume of the

channel alphabet. For binary phase shift keying (BPSK) c(0)
j = ±1. Signal energy may

be presented the next way (Eb is bit energy):

Ts/2∫

−Ts/2

s2opt(t)dt = A2
0

2

Ts/2∫

−Ts/2

a2(t)dt = Eopt = Eb

The optimization problem of searching for pulse shape a(t) at the time interval of
signal existence T s = LT with the constraint on constant signal energy may be formu-
lated in the following way. The criterion of maximizing energy concentration within
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occupied frequency bandwidth �F (BEC – band energy concentration) is written by
this expression [8, 9]:

arg

{
max
a(t)

BEC(W )

}
, BEC(W ) =

�F/2∫

−�F/2

|Fa(f )|2df . (2)

In (2) function Fa(f ) is Fourier transform from a(t):

Fa(f ) =
Ts/2∫

−Ts/2

a(t) exp(−j2π ft)dt.

We will choose the value of maximum energy concentration within an occupied
frequency bandwidth to be equal to 99% of the whole energy of the finite-time signal in
infinite bandwidth. Then optimization problem (2) may be presented by (3):

arg

{
min
a(t)

J

}
, J = |BEC(W ) − 0.99|. (3)

The functional (3) is calculated until the deviation of BEC from 0.99 is not more
than the given value of calculation accuracy �. Here � = 5·10−4.

During solving optimization problem the list of constraints is introduced:

• the constraint on the signal energy (1) may be reduced to (4):

Ts/2∫

−Ts/2

a2(t)dt = 1; (4)

• the constraint on cross-correlation coefficient K0 of optimal FTN signals depends on
information transmission rate R. For R = 1/T intersymbol interference takes place at
duration T s = LT from (L − 1) previous signals and (L − 1) following signals. Then
this constraint looks this way:

max
i=1...(L−1)

∣∣∣∣∣∣∣

LT/2∫

−LT/2

c(k)
j a(t)

[
Aj + Bj

]
dt

∣∣∣∣∣∣∣
< K0, (5)

where Aj =
L−1∑
i=1

c(k+i)
j a(t − (k + i − 1)T ), Bj =

L−1∑
i=1

c(k−i)
j a(t + (k + i − 1)T ).

If we take into account not all (L− 1) signals but onlyNacc, then (5)may be presented
as:

max
i=1...(L−1)

∣∣∣∣∣∣∣

LT/2∫

−LT/2

c(k)
j a(t)

[
A(acc)
j + B(acc)

j

]
dt

∣∣∣∣∣∣∣
< K0,
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where A(acc)
j =

Nacc∑
i=1

c(k+i)
j a(t − (k + i − 1)T ), B(acc)

j =
Nacc∑
i=1

c(k−i)
j a(t + (k + i − 1)T ).

• the constraint on the symbol transmission rate R for binary channel alphabet. Here R
= 1/T. This parameter is used in the constraint (5) and influences the cross-correlation
coefficient.

Let us estimate the influence of parameters used in constraint (5) on the shape of the
energy spectrum and BER of optimal FTN signal (1).

3 Illustration of Optimization Procedure with Varying Parameters
of Constraint Taken into Account

This section contains a description of the procedure of minimizing the functional (3)
with constraints (5). As an initial approximation we will use the rectangular pulse shape
a(t) with duration T s = T.

In Fig. 1 a three-dimensional plot which illustrates the procedure of solving the
optimization problem is given. Optimization parameters such as pulse duration, occu-
pied frequency bandwidth, and cross-correlation coefficient are plotted along the axes.
The reference point corresponds to the position of initial approximation at the three-
dimensional plot: the original signal with a rectangular pulse shape has duration T s = T
and occupied frequency bandwidth�F (0)

99%
TS=T

. For such signals cross-correlation coefficient

K0 = 0.
The optimization procedure starts with increasing duration T s to the value 2T. In this

case intersymbol interference takes place that leads to the growth of the cross-correlation
coefficient (in Fig. 1 K0 < 0.5). Due to increasing pulse duration occupied frequency
bandwidth decreases to the value �F (1)

99%
TS=2T

. An obtained pulse shape is used in further

calculations as an initial approximation.
At each step the search for pulse shape of slightly lower value of frequency band

containing 99% of energy�F (i)
99%

TS=2T
< �F (i−1)

99%
TS=2T

, i = 2 . . . n is done iteratively until at n-th

step certain value �F (n)
99%

TS=2T
is achieved. During functional minimization the pulse shape

obtained at each (i − 1)-th step is used as an initial approximation at each i-th step. The
required value of the cross-correlation coefficient K0 = 0.1 (K0 = 0.01) is achieved the
sameway after several iterations. For better stability of solution the value of constraint on
frequency band needs to be increased at each iteration �F (n+i)

99%
TS=2T

> �F (n)
99%

TS=2T
, i = 1, 2, . . .

Finally we get the required value of cross-correlation coefficient andminimal achievable
band under these conditions �Fmin

99%
TS=2T

.

For signals with pulse duration T s = 2T transmitted at the rate 1/T only one previous
and one following signal are taken into account in constraint (5). The number of signals
considered in constraint (5) is denoted by numbers above the arrows in plane T s = 2T,
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Cross-correlation 
coefficient

K0

Pulse duration
TS

Occupied 
frequency 
bandwidth 
∆F99%

Initial approximation 
(TS=T)

0.5

0.1

T

2T

Procedure of solving
optimization problem

.

8T

∆F99%
(1)

TS=2T
∆F99%

(0)

TS=T

∆F99%
(n)

TS=8T
∆F99%

(1)

TS=8T
∆F99%

min

TS=8T

1 2 3

1 2 3

∆F99%
min

TS=2T

∆F99%
(n)

TS=2T

Fig. 1. The procedure of solving the optimization problem with a variation of constraint
parameters

T s = 8T in Fig. 1 and affects the expanding of occupied frequency bandwidth while
target value of cross-correlation coefficient is achieved. After optimal pulse shape with
duration T s = 2T which occupies the minimum possible frequency band �Fmin

99%
TS=2T

with

targetK0 is obtained, the same sequence (increasing pulse duration, reducing bandwidth,
reducing cross-correlation coefficient while increasing bandwidth) is done to obtain
optimal pulse shape with duration TS = 4T, 6T and so on until desired pulse duration
and cross-correlation coefficient for this duration is achieved.

The result of the iterative process of minimizing the functional (3) is the expansion
coefficients into limited Fourier series ak , where k = 0,1,…,m − 1. Then optimal FTN
signal has duration TS = LT, cross-correlation coefficient K0 = 0.1 (K0 = 0.01) with
Nacc considered signals and occupied the minimum possible under these constraints
bandwidth containing 99% of signal energy �Fmin

99%
TS=LT

.

4 Results of Solving the Optimization Problem with Different
Constraint Parameters

In Fig. 2-7 the results of numerical solving the optimization problem of searching for
finite-time optimal FTN signals are presented. Figure 2, a-7, a show pulse shapes a(t)
with duration TS = 8T. During the optimization procedure the symbol rate was chosen
as R = 1/T. In Fig. 2, b-7, b you can see the shapes of normalized energy spectrum
G(f )/G(0) = |Fa(f )|2/|Fa(0)|2 of random sequence of optimal FTN signals.
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a) b)

Fig. 2. Optimal pulse shape a(t) and energy
spectrum G(f )/G(0) for Nacc = 1 (K0 = 0.1,
�F99 % = 0.96/T )

a) b)

Fig. 3. Optimal pulse shape a(t) and energy
spectrum G(f )/G(0) for Nacc = 1 (K0 = 0.01,
�F99 % = 1.08/T )

a) b)

Fig. 4. Optimal pulse shape a(t) and energy
spectrum G(f )/G(0) for Nacc = 2 (K0 = 0.1,
�F99 % = 1.03/T )

а) b)

Fig. 5. Optimal pulse shape a(t) and energy
spectrum G(f )/G(0) for Nacc = 2 (K0 = 0.01,
�F99 % = 1.085/T )

a) b)

Fig. 6. Optimal pulse shape a(t) and energy
spectrum G(f )/G(0) for Nacc = 3 (K0 = 0.1,
�F99 % = 1.03/T )

a) b)

Fig. 7. Optimal pulse shape a(t) and energy
spectrum G(f )/G(0) for Nacc = 3 (K0 = 0.01,
�F99 % = 1.086/T )

As it can be noticed from dependencies in Fig. 2, b, Fig. 4, b, Fig. 6, b, for cross-
correlation coefficient K0 = 0.1 increasing constraint parameter (5) from Nacc = 1 to
Nacc = 3 leads to reducing the level of out-of-band emissions. For instance, when the
offset from carrier frequency is equal to�f = 10/T, the level of energy spectrum changes
from−55 dB to−95 dB.At the same time frequency bandwidth becomeswider by 6.8%.
For K0 = 0.01 such variation of parameters (5) does not lead to a significant reduction
of energy spectrum level. Actually, in this case the level of G(f )/G(0) at the offset �f
= 10/T decreases only by 5 dB (see Fig. 3, b, and Fig. 7, b). Besides, the change in
bandwidth is less than 1%. It can be explained by the fact that higher requirements for
BER cause lower sensitivity of energy spectrum shape to variation of parameters used
in constraint on cross-correlation coefficient during optimizing pulse shape.



446 A. S. Ovsyannikova et al.

Analysis of the energy spectrum shape of random optimal FTN signals (Fig. 2,
b–Fig. 7, b) shows that the level of out-of-band emissions varies depending on con-
straint parameters in (5) while the reduction rate of G(f )/G(0) level remains constant
and proportional to 1/f 2.

Let us consider the influence of parameters in constraint (5) on BER performance
of coherent detection of signals (1). The packet of N optimal FTN signals which needs
to be detected looks as follows:

x(t) = A0

N−1∑
k=0

a(t − kT )c(k)
r cos(2π f0t) + n(t), (6)

where n(t) is the realization of additive white Gaussian noise (AWGN) with power
spectral density N0/2. The algorithm of coherent detection [12] at each k-th interval
may be described the next way. The decision in favor of symbol c(k)

r is made if the next
inequality held:

∫ Ts/2+kT

−Ts/2+kT
x(t)a(t − kT ) cos(2π f0t)dt

c(k)
1
>

<
c(k)
2

. (7)

The simulation model [9] includes the calculation of bit error rate depending on
signal-to-noise ratio Eb/N0. For each value Eb/N0 error probability is averaged over
106 bits. We use signals based on optimal pulses from Fig. 2,a, Fig. 4,a, Fig. 6,a with
cross-correlation coefficient K0 = 0.1 and transmitted at symbol rate R = 1/T.

In Fig. 8 the relationships of BER and Eb/N0 for different constraint parameters (5)
are presented. It can be seen that increasing the number of considered signals from Nacc
= 1 to Nacc = 3 leads to reducing BER. For error probability 10−4 the energy gain
provided by using Nacc = 3 instead of Nacc = 1 reaches about 7.5 dB.

Fig. 8. BER performance of optimal FTN signals
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5 Conclusions

In this work the sensitivity of energy spectrum shape and BER to variation of parameters
used in constraint on cross-correlation coefficient K0 during optimizing pulse shape
according to the criterion of maximum energy concentration within occupied frequency
bandwidth is estimated. If K0 = 0.1, the sensitivity of the energy spectrum shape turns
to be rather high. When the number of considered signals in (5) increases from Nacc =
1 to Nacc = 3, the level of out-of-band emissions decreases. At the offset from carrier
frequency �f = 10/T the level of the energy spectrum reduces by 40 dB, while the
frequency band widens by 6.8%. With the transition to K0 = 0.01 the energy spectrum
becomes less sensitive to the variation of parameters: its level reduces only by 5 dB at
the same frequency offset.

It is also shown that for K0 = 0.1 application of Nacc = 3 instead of Nacc = 1 results
in better BER performance. The energy gain at error probability 10−4 reaches 7.5 dB.

The research allows numerical estimating the prospects of achieving high spectral
and energy characteristics at the rates higher than the Nyquist limit.
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