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Preface

Educational technology is frequently associated with or even used interchangeably
with Information Communication Technology (ICT), which indicates an oversim-
plified definition with a narrow focus on technology as a tool. What is often left out
of the critical discourse in educational technology is the large body of knowledge
from learning sciences. Still, the effectiveness of educational technology in improv-
ing learning and teaching remains the focus of rigorous research on educational
technology (Mao, Ifenthaler, Fujimoto, Garavaglia, & Rossi, 2019).

The Cognition and Exploratory Learning in the Digital Age (CELDA; www.
celda-conf.org) conference focuses on discussing and addressing the challenges
pertaining to the evolution of learning processes, the role of pedagogical approaches,
and the progress of technological innovation, in the context of the digital age. In
each edition since 2004, CELDA gathers researchers and practitioners in an effort
to cover both technological and pedagogical issues in ground-breaking studies.
Some of CELDA’s main topics include assessment of exploratory learning
approaches and technologies, educational psychology, learning paradigms in aca-
demia and the corporate sector, and student-centered learning and lifelong learning.
The 2019 edition of the CELDA conference received a wide array of papers examin-
ing the deployment of learning technologies, proposing pedagogical approaches
and practices to address digital transformation, presenting case studies of specific
technologies and contexts, and overall debating the contribution of learning tech-
nologies for the improvement of the learning process and the experience of students
and for the development of key competences.

This edited volume Balancing the Tension between Digital Technologies and
Learning Sciences provides a platform for the continuous conversation stemming
from the CELDA conference series. It comprises three parts focusing different
stakeholder groups and cases: Part [—Cases from Preschool and Primary School;
Part [I—Cases from Secondary School; and Part I[II—Cases from Higher Education
and Further Education.

In Part I, the first chapter “The Enhancing of Numeracy Skills Through Pencil-
and-Paper or Computerized Training for Kindergarteners” aims at promoting the
use of educational tools during preschool trainings for the improvement of numerical
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skills (Maria Lidia Mascia, Mirian Agus, Maria Chiara Fastame, and Maria
Pietronilla Penna, Chap. 1). The next chapter “Does Chess Training Affect Meta-
Cognitive Processes and Academic Performance?” investigates the relationship
between chess, general meta-cognitive abilities, and academic school skills using an
experimental design (Carla Meloni and Rachele Fanari, Chap. 2). The concluding
chapter in Part I is “Developing Computational Thinking in Early Childhood
Education,” which focuses on the development of young children’s computational
thinking using robotics activities taking into consideration individual cognitive dif-
ferences (Kyriakoula Georgiou and Charoula Angeli, Chap. 3).

In Part II, the first chapter “Network Analytics of Collaborative Problem-
Solving” describes a task-focused approach to network analysis of trace data from
collaborative problem-solving in a digital learning environment (Simon Kerrigan,
Shihui Feng, Rupa Vuthaluru, Dirk Ifenthaler, and David Gibson, Chap. 4). Next,
“Experiences with Virtual Reality at Secondary Schools. Is There an Impact on
Learning Success?” examines the effects of immersive virtual reality learning units
on the learning success of secondary school students (Thomas Keller and Elke
Brucker-Kley, Chap. 5). The following chapter “Pre-service Teachers’ Adoption of
a Makerspace” presents a study focusing on education majors in an instructional
technology class in the United States learning about the concept of a makerspace
(Junko Yamamoto, Chap. 6). The concluding chapter in Part II, “Relationship
Between Learning Time and Dimensions of a Learning Organization,” compares the
IT sector and the education sector in terms of learning time and assessment of the
individual dimensions of the learning organization (Vaclav Zubr, Chap. 7).

In Part III, the first chapter “Learning Analytics Dashboard Supporting
Metacognition” discusses the designs and development of a learning analytics dash-
board to support learners’ metacognition (Li Chen, Min Lu, Yoshiko Goda, Atsushi
Shimada, and Masanori Yamada, Chap. 8). The following chapter “Diversity as an
Advantage: An Analysis of the Demand for Specialized and Social Competencies
for STEM Graduates Using Machine Learning” asks which unique perspectives
STEM graduates from underrepresented groups can bring to their future careers
(Karin Maurer, Annika Hinze, Heidi Schuhbauer, and Patricia Brockmann, Chap.
9). Next, “Student Perceptions of Virtual Reality in Higher Education” explores
student perceptions on the possible uses of virtual reality in their universities, as a
way of easing their access to learning material (Tebogo John Matome and Mmaki
Jantjies, Chap. 10). Then, “Open Distance Learning and Immersive Technologies:
A Literature Analysis” aims to explore how new immersive technology can be used
to enhance the experience of distance learning (Afika Ntaba and Mmaki Jantjies,
Chap. 11). In their chapter “Technological, Organisational and Socio-Interactional
Affordances In Simulation-Based Collaborative Learning,” Kirsi Lainema, Timo
Lainema, Kirsi Heinonen, and Raija Haméldinen show how teams of learners
employ the different types of affordances in their collaborative tasks (Chap. 12).
Next, “Enhancement of Experiential Learning in Software Factory Project-Based
Course” presents the design of a software factory course and student and teacher
experiences as well as discusses the importance of reflective learning diaries and
serious games (Muhammad Ovais Ahmad and Kari Liukkunen, Chap. 13). The
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following chapter “How to Generate Exercise Questions for Web-Based Investigative
Learning” reflects on how to develop skills in question expansion for Web-based
investigative learning (Rei Saito, Akihiro Kashihara, Yoshiki Sato, Miki Hagiwara,
and Koichi Ota, Chap. 14). Then, “Collaborative Learning: Collegiate Pedagogy
Utilizing Web Conferencing” reports on a study which was completed in two
phases: the first employed systematic literature analysis of collegiate instructional
use of web conferencing followed by a case study of a multicampus collaborative
course utilizing web conferencing (Joan Ann Swanson, Susan L. Renes, and
Anthony T. Strange, Chap. 15). The concluding chapter of Part III, “Interaction
Effects of Teachers’ Educational Policies for Seminars and Students' Learning Goal
Orientation on Students’ Learning-as-Duty Conception,” examines interaction
effects between teachers’ educational polices and students’ learning goal orienta-
tion on students’ learning-as-duty conception (Mai Yokoyama and Kazuhisa Miwa,
Chap. 16).

The contributions and outcomes collected in this edited volume are consistent
with the overall goal of the Cognition and Exploratory Learning in the Digital Age
book series (www.springer.com/series/16424) and further document the advances
presented and published from previous editions of the CELDA conference. In their
first publication, Spector, Ifenthaler, Isaias, Kinshuk, and Sampson (2010) approach
the general developments and challenges of learning and instruction in the digital
age. More specifically, the editors gathered contributions that examined cognitive
approaches to learning and instruction, knowledge representation and mental mod-
els technology, facilitated tools and techniques, communications and methods, and
integrative methods and online learning. In Ifenthaler, Kinshuk, Isaias, Sampson,
and Spector (2011), the editors compiled research initiatives that emphasize multi-
ple perspectives on problem-solving and learning in the context of the digital age by
exploring related topics such as pedagogical usability issues in web-based learning
objects, automated measurement of critical thinking for discussion forum partici-
pants, expanding global awareness with virtual collaboration, and simulation games
as learning experience. In Isaias, Ifenthaler, Kinshuk, Sampson, and Spector (2012),
the editors intended to assess the impact of web 3.0 in learning and instruction by
focusing on student-centered learning, collaborative learning, and exploratory tech-
nologies and addressing educational precepts such as just-in-time learning, con-
structivism, and web 3.0’s adoption in education. Following the tendency for the
adoption of mobile devices in education, Sampson, Isaias, Ifenthaler, and Spector
(2013) compiled the most relevant contributions pertaining to ubiquitous and mobile
learning in the digital age and all its fundamental ramifications, such as formal and
informal learning environments, social web technologies, virtual worlds and game-
based learning, and location-based and context-aware environments. On a later pub-
lication Sampson, Ifenthaler, Spector, and Isaias (2014) emphasized the importance
of digital systems for open access in the context of both formal and informal learn-
ing and gathered contributions that covered the theoretical and practical aspects of
open access, as well as different methods and technologies used to support it. In
Isaias, Spector, Ifenthaler, and Sampson (2015) the focus was placed on e-learning
systems, which were scrutinized from different perspectives: exploratory learning
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technologies, e-learning social web design, learner communities through e-learning
implementations, and collaborative and student-centered e-learning design. In the
following year, Spector, Ifenthaler, Sampson, and Isaias (2016) gathered contribu-
tions about the competencies, challenges, and transformation that stem from the
deployment of digital technologies. The publication introduces this subject, reflects
about the changes in learning and instructional paradigms, debates assessments and
analytics for teachers and decision makers, and examines the changing tools and
environments teachers and learners must face. In Sampson, Ifenthaler, Spector, and
Isaias (2018), digital technologies were explored from the perspective of their role
as promoters of sustainable educational innovations for the enhancement of teach-
ing, learning, and assessment in all educational levels. The research depicted in this
publication addressed the importance of digital technologies in transforming the
learning environment, enriching the student learning experiences, measuring and
assessing teaching and learning, and cultivating student competences for the digital
smart society. Then, Sampson, Spector, Ifenthaler, Isaias, and Sergis (2019) focused
on the transformational potential that learning technologies have for large-scale
teaching, learning, and assessment. The editors gathered the outcomes of research
efforts featuring state-of-the-art case studies examining the innovative influence of
learning technologies, such as Massive Open Online Courses and educational data
analytics. Two additional volumes have been published exploring the conceptual
and practical aspects of technologies that are used to support learning, with a multi-
disciplinary approach that encompasses all levels of education (Isaias, Sampson, &
Ifenthaler, 2020a, 2020b).

The CELDA conferences (www.celda-conf.org) and related book series (www.
springer.com/series/16424) strive to continue the critical discourse regarding the
support of learning processes and learning outcomes through digital technologies.
This edited volume adds to this continuous conversations and documents the
advances of our field.

Mannheim, Germany Dirk Ifenthaler
Perth, WA, Australia

Piraeus, Greece Demetrios G. Sampson
Sydney, NSW, Australia Pedro Isaias
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Chapter 1

The Enhancing of Numeracy Skills
Through Pencil-and-Paper

or Computerized Training

for Kindergarteners

Maria Lidia Mascia, Mirian Agus, Maria Chiara Fastame,
and Maria Pietronilla Penna

1.1 Introduction

In recent decades, considerable attention has been paid to the diagnosis of learning
disabilities (e.g. dyslexia, dyscalculia). Despite this, the difference between learn-
ing ‘difficulty’ and ‘disability’ is not always fully understood. From a practical
viewpoint, it is fundamental to understand the differences as well as the analogies
between those two concepts, because thanks to this distinction, it would be possible
for teachers to better decide how to act, in order to promote the development and
learning of any pupil. By learning disability, we mean any conditions with a neuro-
logical basis that are marked by substantial deficits in acquiring certain scholastic or
academic skills, particularly those associated with written or expressive language.
Learning disabilities may include learning problems resulting from perceptual dis-
abilities, brain injury, and minimal brain dysfunction. However, disabilities result-
ing from visual impairment or hearing loss, intellectual disability; emotional
disturbance; or environmental, cultural, or economic factors should not be included
in this definition (VandenBos, 2015). A growing consensus among researchers is
that children with Mathematical learning disabilities (MLD) show fundamental
deficiencies in numerical understanding and domain-general functioning such as
language and spatial skills compared with average achieving (AA) children (Geary,
2004). By ‘difficulty’ we mean a non-pathological and non-innate condition which
does not meet the clinical criteria for the disability and that can be modified with
appropriate targeted interventions. Learning difficulty is mainly due to environmen-
tal factors such as the lack of/poor education, emotional difficulties or
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environmental or family problems (Fletcher, Lyon, Fuchs, & Barnes, 2018). A body
of studies state that both cognitive and environmental factors may be associated
with children’s early mathematical learning (Passolunghi, Cargnelutti, & Pastore,
2014). The label ‘learning disabilities’ is usually restricted to a small group of stu-
dents with persistent problems, whereas the label ‘learning difficulties’ describe the
experiences of a larger group of students who do not respond to classroom pro-
grammes appropriately (Elkins, 2002).

Since different theories about the construction of number concept agree that the
period between 2 and 8 years is crucial for the construction of number concept, the
development of numerical knowledge should be supported since the kindergarten
age (Bonny & Lourenco, 2013). If children leave kindergarten with poor numerical
competence, they will find themselves with a disadvantage at the beginning of pri-
mary school, and will have greater difficulty in reaching (and perhaps never will)
schoolmates who begin school with good numerical competence (Jordan, Kaplan,
Ramineni, & Locuniak, 2009). The authors conclude their work by suggesting that
supporting children in the development of their numerical skills already at preschool
level and in the subsequent educational degrees is very important, especially for
children coming from more disadvantaged socio-economic situations. In this case,
schools should propose programmes fostering the development of numerical
intelligence.

This chapter aims at encouraging teachers and educators to pay attention to those
aspects, by systematically carrying out activities that would allow them to identify
any learning difficulties among kindergarteners. After identifying those difficulties,
teachers and educators should adopt adequate cognitive enhancement tools. This
aspect is fundamental because the effect of developmental factors on numeracy
competence (i.e. the ability to use numerical information to perform different daily
life activities, such as counting, seriation and number comparison tasks) already
begins in early infancy and continues along the whole life span. Moreover, this
effect can predict academic achievements (Aunola, Leskinen, Lerkkanen, & Nurmi,
2004; Stock, Desoete, & Roeyers, 2010; Watts, Duncan, Siegler, & Davis-Kean,
2014) as well as also mental health (Fastame, Manca, Penna, Lucangeli, &
Hitchcott, 2019).

Which kind of interventions are more useful to improve mathematical learning at
kindergarten? Which cognitive abilities should be enhanced in order to help the
development of mathematical achievement in life? Those issues will be discussed
along this chapter.

1.1.1 Theoretical Frame

A wide literature has shown that different variables are fundamental cognitive pre-
dictors of later arithmetic achievement (Cornu, Schiltz, Pazouki, & Martin, 2019).
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One of the main variables related to the mathematical learning is the working
memory, particularly its visuo-spatial component. Many studies show that the work-
ing memory is an important predictor for mathematical learning (Bull, Espy, &
Wiebe, 2008; Miller, Miiller, Giesbrecht, Carpendale, & Kerns, 2013; Passolunghi
& Lanfranchi, 2012). Strong correlations between the visuo-spatial component of
working memory and mathematics have been found among preschool’s children
(Bull et al., 2008; Kroesbergen, van Luit, Naglieri, Taddei, & Franchi, 2010; Kyttala,
Aunio, Lehto, Van Luit, & Hautamiki, 2003) and among pupils attending the first
years of school (Lee & Bull, 2016; Toll, Kroesbergen, & Van Luit, 2016). Today,
working memory deficits have been found during the screening of children with
mathematical learning disabilities (Praet & Desoete, 2019). Furthermore, children
with higher working memory would perform better in mathematical field (Lee &
Bull, 2016). This research highlights that the relation between basic numerical skills
(i.e. counting sequence knowledge, number symbols recognition, or number sense)
(Dehaene, 2011; Wei, Li, & Su, 2020; Zhang et al., 2020) and advanced mathemati-
cal achievement (symbolic skills such as counting and number recognition)
(Landerl, Bevan, & Butterworth, 2004) can be associated with visuo-spatial pro-
cessing (Sella, Sader, Lolliot, & Cohen Kadosh, 2016). Therefore, visuo-spatial
training is considered as a successful approach to provide young children with a
sound foundation for later mathematical learning (Cornu et al., 2019). Recently,
some studies have found evidence for positive effects of visuo-spatial training
applied to children’s mathematical performance (Allen, Higgins, & Adams, 2019;
Cheng & Mix, 2014; Yang, Chung, & McBride, 2019). These aspects stress on the
need to apply this approach before formal schooling age (Cornu et al., 2019).
However, other numerous factors such as motivation, metacognition and attention,
could influence mathematical learning. These processes are fundamental in order to
perform written and mental calculation, as well as to solve math problems in daily
life (e.g. paying a bill) (Lucangeli, Iannitti, & Vettore, 2007). A recent study carried
out among 198 Afro—American children attending kindergarten has shown that
three aspects of cognition (fluid intelligence, executive functioning, and crystallized
intelligence) could predict the later achievement of math and reading skills
(Blankson, Gudmundson, & Kondeh, 2019).

A longitudinal study has shown how early numeracy assessed in kindergarten
could predict children’s mathematical performance in the first grade, after control-
ling for the effects of age, gender, and parents’ education. Results from this study
underline that the achievement of counting and relational skills before formal
schooling would predict the achievement of basic arithmetical skills and overall
mathematical performance during the first year of school, above and beyond the
effects of demographic factors (Aunio & Niemivirta, 2010).

Other studies have also highlighted the importance of demographic factors in the
mathematical achievement, such as gender influence (Casey, Dearing, Dulaney,
Heyman, & Springer, 2014; Casey, Erkut, Ceder, & Young, 2008; Gunderson,
Ramirez, Levine, & Beilock, 2012; Hyde, Lindberg, Linn, Ellis, & Williams, 2008).
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1.1.2 Pencil-and-Paper or Computerized Trainings

Many studies have proved that psychoeducational programmes would contribute to
in the improvement of cognitive functions in childhood (Passolunghi & Costa,
2014; Penna & Stara, 2010; Penna, Stara, & Bonfiglio, 2002; Ramani, Siegler, &
Hitti, 2012). A series of follow-up studies reports that specific metacognitive and
cognitive (e.g. visuo-spatial attention and working memory) psychoeducational
trainings in formal education can be an useful tool for the empowerment of learning
in the classroom (e.g. Fastame & Callai, 2015).

A wide body of studies shows the efficacy of pre-literacy psychoeducational
interventions in improving early numeracy skills (e.g. classification, seriation,
counting) of pre-schoolers (e.g. Agus et al., 2015).

Many authors state that psychoeducational trainings have shown some advan-
tages and that the same specific training can be settled and presented in two different
formats: computerized training or pencil-and-paper training (Penna et al., 2002). A
further trend of research (Chen, Lin, Wei, Liu, & Wuang, 2013) has highlighted that
in order to get cognitive empowerment cognitive interventions based on the use of
new technologies would be more effective than the traditional pencil-and-paper
method. This is because videogame-like activities can enhance both cognitive func-
tion efficiency and pupil motivation. Computerized trainings can therefore provide
for intensive and individualized training for children having learning difficulties
(Hellstrand, Korhonen, Linnanmiki, & Aunio, 2020). Through computer games,
children can be more motivated through a more entertaining context (Hellstrand
et al., 2020). Another research (Fastame & Manca, 2020) has recently shown that
computerized training is effective in order to foster the empowerment of spatial
comprehension, mental imagery, and processing speed among during the second
year of primary school.

Nevertheless, pencil-and-paper mode, could promote another important aspect
such as novelty aspect. Novelty could be identified in the presence of a new teacher,
who could be specialized in the promotion of training activities (Agus et al., 2015;
Slavin, 2013).

In the Italian context, there is evidence for the effectiveness of combined pencil-
and-paper and computer-assisted interventions, including both visuospatial and
numeracy tasks, for the empowerment of mathematical skills in children attending
kindergartens (Agus et al., 2015). In one of their studies, Mascia et al. (2015) trained
one group of 5-year-old children with a computer-assisted mathematical pro-
gramme, and a further group with the same computerized intervention, combined
with a pencil-and-paper numeracy programme. A third group did not receive any
specific training (i.e. control group). After the end of training, and after comparing
the two groups with the control group, both trained groups seemed to gain an advan-
tage from the psychoeducational interventions. However, no significant differences
in terms of numeracy efficiency between the two trained groups were found. These
results could also depend on the use of computers in kindergarten, which are not so
used in Italian schools.
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This study mainly aimed at examining the effect of the presentation modality
(i.e. computer-assisted versus pencil-and-paper) and the combination modality (i.e.
pencil-and-paper visuospatial training and pencil-and-paper mathematical or pencil-
and-paper visuospatial training and computerized mathematical training) on the
empowerment of numeracy skills in 5-year-old children, at post-test time and at
follow-up time. Early hypothesis seems to show that pupils in the experimental
combined groups would obtain higher scores in the assessment and in the follow-up
time of numerical abilities than pupils in the control group.

1.2 Method

1.2.1 Participants, Materials and Procedure

Seventy-three pupils (38 males, 52.1%; mean age 63.3 + 4.5 months) attending
the last year of kindergarten in Italian schools (Sardinian area) were divided into
five groups: the control group (n = 16) and four experimental groups (pencil-
and-paper mathematical training: n = 14; computerized mathematical training:
n = 15; combined pencil-and-paper visuospatial training and pencil-and-paper
mathematical training n = 14; combined pencil-and-paper visuospatial training
and computerized mathematical training n = 14). The activities aiming at enrich-
ing numerical knowledge were developed collectively during 10 weekly meet-
ings; each meeting lasted approximately lasted 1 h. A follow-up was carried out
after 3 months. The mathematical psychoeducational training consisted of some
activities developed by Lucangeli and her colleagues (Lucangeli, Poli, & Molin,
2003, 2010) in ‘Sviluppare I’intelligenza numerica I’ and ‘L’intelligenza numer-
ica I’. The visuo spatial training consisted of some activities developed in pen-
cil-and-paper form by Lucangeli et al. in ‘Conosco le forme’ (Lucangeli,
Mammarella, Todeschini, Miele, & Cornoldi, 2009) for the development and
enhancement of manipulative skills. More specifically, thanks to these activi-
ties, pupils would be able to discover, the shape and name of the geometric fig-
ures, the concepts of side, angle, spatial orientation and size by means of a
funny operational path. In the control group, pupils just performed the curricu-
lar activities proposed by their teachers. Assessment was carried out by the pre-
sentation (at pre-test, post-test and follow-up sessions) of Raven’s Coloured
Progressive Matrices (CPM) (Belacchi, Scalisi, Cannoni, & Cornoldi, 2008;
Raven, 1958) and the BIN numerical intelligence scale (Molin, Poli, &
Lucangeli, 2007). These tests aim at achieving a measure of the pupils’ fluid
intelligence and numerical knowledge. The BIN test is used to investigate four
principal areas: lexical, semantic, pre-syntactic, and counting. Each area is eval-
uated by means of specific activities, such as reading and writing. More specifi-
cally, the lexical numeric knowledge allows teachers to appraise reading and
writing skills of Arabic numbers. The semantic numerical knowledge allows
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teachers to appraise the ability to associate numerical sizes, dots, and Arabic
digits. The pre-syntactical numeric knowledge assesses the ability to connect
numbers to their number representation. Finally, the counting scale assesses the
ability to declaim the number words sequence forward and backward.

1.2.2 Findings

The above-mentioned five groups showed similar behavioural patterns during pre-
test assessment regarding both fluid intelligence and numerical knowledge (lexical
area: Fyes = 1.412 p =0.239; semantic area: F ;45 = 0.352 p = 0.842; counting area:
Fuesy = 1.105 p = 0.361; pre-syntactic area: Fue = 0.330 p = 0.857; CPM
Fues) = 0.347 p = 0.845).

In order to assess the effect of trainings on numerical abilities, the gain score was
computed in relation to post-test [(Post-test score — Pre-test score)/Pre-test score]
and follow-up [(Follow-up score — Pre-test score)/Pre-test score] conditions,
respectively.

In order to measure the effects of training activities, the linear mixed effects
models (LME) by restricted maximum likelihood estimators was applied (Bates,
Michler, Bolker, & Walker, 2015; Kwok et al., 2008; Muth et al., 2016). These
models allow the authors to overcome the problems concerning the reduced sam-
ple size in repeated measures, missing values and unbalanced designs. Thanks to
these models, reliable esteems of parameters, accounting for random and fixed
effects were obtained. Coefficients that might vary from cluster to cluster (and in
this case, from participant to participant) are defined as random coefficients, and
their mean (fixed expected value) is defined as fixed coefficients. Indeed, in this
work, the evaluation of the effects of each training in relation to time (repeated
measures) was needed; therefore it was necessary to bookkeep the dependency of
the data. This dependency was accounted by allowing the intercept to vary from
pupil to pupil. By using this approach, each pupil might have a high or low overall
gain (average score over time) and the residuals (error terms) might be computed
as the deviation from the pupil’s mean score. This method seizes the dependency
among repeated measures, thus overcoming the limitations related to the classical
repeated measures analysis of variance.

The statistical analyses were carried out by using the Jamovi software (version
1.1.9, https://www.jamovi.org/) (AA.VV., 2019); in Jamovi the random effects were
performed by the /me4 R package (Bates et al., 2015) (https://cran.r-project.org/
web/packages/lme4/index.html).

In the LME model the pupils are the cluster variable that is used to assess the
intercept random effect; the age was used as a covariate. The fixed effects were then
assessed in relation to the following variables:


https://www.jamovi.org/
https://cran.r-project.org/web/packages/lme4/index.html
https://cran.r-project.org/web/packages/lme4/index.html
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e BIN scale (lexical, semantic, pre-syntactic, counting);

* training (control group; pencil-and-paper mathematical training; computerized
mathematical training; combined pencil-and-paper visuo-spatial training and
pencil-and-paper mathematical training; combined pencil-and-paper visuospa-
tial training and computerized mathematical training);

e gender (male, female).

The model highlighted a marginal R-squared of 0.160 [the variance is due to the
fixed effects, referring to the total expected variance of the gain (dependent vari-
able)] and a Conditional R-squared of 0.428 [the variance is due to both the random
and the fixed effects]. Then, the overall model (considering both random and fixed
effects) showed a good proportion of variance of the gain.

The random components highlighted a 0.319 Intraclass Correlation Coefficient
(ICC), thus assessing the correlation among observations in the same participant
(pupil) (Tables 1.1 and 1.2).

In order to compare groups’ performances, the Bonferroni’s post hoc analyses
were carried out. The Bonferroni’s correction was applied in order to identify
which groups’ means were significantly different from the other means. A pair-
wise comparison of the means has therefore been carried out. In Table 1.3, the
significant data were showed. The results highlighted that the female gain score in
the scale 2 (semantic) is higher in the combined visuospatial and pencil and paper
math training than in the control group for the scale 1 (lexical), for the scale
3(pre-syntactic). These results are consistent with some studies in the literature
(e.g. Casey et al., 2014), showing that an association between spatial skill and
mathematics is more robust in girls’ performances, compared with males.
Figure 1.1 illustrates the general effects, and highlights the gain obtained in rela-
tion to the trainings. Figure 1.2 focuses on the specific significant effects observed
in the statistical analyses.

Table 1.1 Fixed effect omnibus tests

F Num df Den df )4

Training 1.103 4 61.4 0.363
Age 2.256 1 63.2 0.138
Scale 6.314 3 446.7 <0.001™
Gender 0.296 1 61.7 0.589
Training * Scale 2.278 12 446.7 0.008™
Training * Gender 1.189 4 61.4 0.325
Scale * Gender 4.439 3 446.7 0.004™
Training * Scale * Gender 2.236 12 446.7 0.010™

Note *p < 0.05; *#p < 0.01
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Fig. 1.1 General effects plots. Note: *p < 0.05; **p < 0.01; Training 1 = pencil-and-paper math-
ematical training; Training 2 = computerized mathematical training; Training 3 = combined
pencil-and-paper visuospatial training and pencil-and-paper mathematical training; Training
4 = combined pencil-and-paper visuospatial training and computerized mathematical training;
Control = control group; Scale 1 = lexical; Scale 2 = semantic; Scale 3 = pre-syntactic; Scale
4 = counting

1.3 Discussion

Our data show the efficacy of psychoeducational intervention that can be carried out
both by pencil-and-paper and computerized formats (Agus, Mascia, Fastame, &
Penna, 2016; Mascia, Agus, Fastame, & Addis, 2016; Mascia, Fastame, Agus, &
Penna, 2019). The combination between visuo-spatial and mathematical contents
has been very useful to empower children skills. These results have been confirmed
during the follow-up time. Our results have shown some differences in gender vari-
able. Hutchison, Lyons, and Ansari (2019) stated that although investigation about
gender differences in basic numerical skills are not so common in literature, the
majority of basic numerical tasks show some similarities in terms of gender.
Furthermore, male advantages in foundational numerical skills are the exception
rather than the rule. In relation to visuo-spatial abilities, a recent meta-analysis has
shown a male advantage in visuospatial working memory, especially when perform-
ing complex span tasks, as well as in mental rotation (Voyer, Voyer, & Saint-Aubin,
2017; Wang, 2020). However, our study has highlighted interesting results concern-
ing girls’ achievement after the combined math and visuospatial training. These
findings might be consistent with some other studies (Anderson et al., 2008; Carr &
Davis, 2001; Carr & Jessup, 1997; Carr, Jessup, & Fuller, 1999; Casey et al., 2008).
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Fig. 1.2 Plot of significant effects (regarding the interaction among Training * Scale * Gender).
Note: *p < 0.05; **p < 0.01; Training 1 = pencil-and-paper mathematical training; Training
2 = computerized mathematical training; Training 3 = combined pencil-and-paper visuospatial
training and pencil-and-paper mathematical training; Training 4 = combined pencil-and-paper
visuospatial training and computerized mathematical training; Control = control group; Scale
1 =lexical; Scale 2 = semantic; Scale 3 = pre-syntactic; Scale 4 = counting

According to those studies, potential gender differences in mathematical skills
might just be found when a detailed learning process is analysed, and not when
overall test scores in mathematical ability are carried out. Indeed, these authors have
found that young girls seem to prefer applying concrete manipulation during math
problem solving. As far as these aspects are concerned, we might suppose that these
concrete manipulations may have been supported by the combined visuospatial and
math training proposed in this study. Furthermore, the interesting female advantage
in the performance for some scales might be related also to the young age of these
pupils. In this context, the potential effects of adults’ gender expectancies and ste-
reotypes regarding mathematical achievements could still be limited.

1.4 Conclusion

Children with low numerical skills at preschool are at high risk for low mathematic
achievement over the early elementary school grades (Barnes et al., 2016; Chu,
VanMarle, & Geary, 2015; Martin, Cirino, Sharp, & Barnes, 2014; Zhang et al.,
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2020) and in life in general. Consequently, in the future those children might face a
lack of work opportunities, as well as a reduction in personal independence while
performing tasks in everyday life (Benavides-Varela et al., 2020). Therefore, in
those cases, it will be fundamental to find a way to enhance numerical abilities. First
of all, in order to plan specific interventions, cognitive variables related to mathe-
matical skills will have to be found, especially with working memory (Passolunghi
et al., 2014). Moreover, mixing pencil and paper trainings with computerized train-
ings will be also very important. Pencil and paper trainings are essential to further
cognitive development as a body of a growing literature states (Wollscheid, Sjaastad,
& Tgmte, 2016). Kersey and James (2013) has indeed shown that handwriting prac-
tice can activate particular areas of children’s brains more than other forms of fine
motor manipulation tasks (Wollscheid et al., 2016). On the other side, nowadays
computerized training are very common, as well as useful especially for some spe-
cific features like high mobility, multiple sensory inputs, high-quality graphics and
feedback speed. Those features can also support one-to-one learner-centred interac-
tive training (Ifenthaler & Schweinbenz, 2013; Lee & Choi, 2020). Therefore, it is
highly important to carry out trainings aiming at enhancing those variables since
kindergarten age, in order to support the development of mathematical learning.
Results from our study have allowed us to reflect on the importance of sustaining
mathematical learning with combined and long-term training in kindergarten learn-
ing programmes. This kind of training will foster kindergarteners’ interest for this
subject, and it will motivate them, by raising their attention, and by uplifting their
self-esteem (Lee & Choi, 2020).

Acknowledgements The authors would like to thank the schools and the children who partici-
pated in the study.
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Chapter 2
Does Chess Training Affect Meta-Cognitive
Processes and Academic Performance?

Check for
updates

Carla Meloni and Rachele Fanari

2.1 Introduction

2.1.1 Cognitive Abilities and Chess

An interesting topic in the cognitive psychology field is the one investigating how
specific skills and strategies used in strategic games can be transferred to other
learning areas to improve students’ outcome. Among the strategic games, chess has
perhaps been the most studied and many researchers considered, for instance, how
the skills that make a chess player a good player and the skills which differentiate a
chess master from a naive player could be related to general learning outcome, mak-
ing of chess a sort of model environment for research in problem-solving and exper-
tise. De Groot (1966), in his seminal work, compared experts and novices players,
considering the abilities to remember pieces’ position on a chessboard and to evalu-
ate the best moves during a game: expert players remembered more accurately the
position of the pieces on the chessboard compare to novices, and experts were also
more skilled than novices in choosing the best moves. Holding and Reynolds (1982)
wondered if specific knowledge of the positions of pieces on the chessboard was
what that made “expert” an expert player. They compared experts and novices
player considering the same abilities investigated by De Groot in the study men-
tioned above, but testing memory of pieces’ position and ability to find the best
moves in an experimental set in which the pieces were arrange by random pattern.
Results showed that both experts and novices did not differ in the random patter
recall test, but that if the participants were asked to evaluate the best moves even
starting from a random configuration, the expert players indicated better quality
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moves, even if they did not have a previous specific schemes, so the authors empha-
sized that the strategies developed by expert chess players are what make the
difference.

The studies in the field of the expertise leaded to the construction of computa-
tional models of thought. One of these is the long-term working memory model by
Ericsson and Kintsch (1995), which considered the cognitive abilities implied in
complex cognitive tasks, as chess, as different from those involved in standard tasks.
By Ericsson and Kintsch, the experts’ knowledge of pieces configurations on a
chessboard is mediated by structures that allows the production of mental represen-
tations more general than the actual configuration scheme of the chessboard and
should also include planning general skills, thus assuming a relationship between
specific domain and general domain skills.

In a recent meta-analysis, Sala, Foley, and Gobet (2017) examined studies inves-
tigating the cognitive performance of chess players and of non-chess players of
different ages. The results showed that chess players’ general cognitive ability was
better than age-matched participants even when the education level was controlled
for, suggesting a relationship between cognitive ability and chess skill and that
chess activity requires domain-general cognitive abilities. Burgoyne et al., 2016 in
a meta-analysis identified which could be these general cognitive abilities and
reported statistically significant correlations between chess skill and four broad
measures of cognitive ability: fluid intelligence (the ability to solve new problems);
processing speed (the efficiency of basic mental operations, as measured in reaction-
time tasks); Working Memory (to retain, manipulate, and recall information) and
comprehension knowledge (the ability to use knowledge acquired through
experience).

The positive correlation between cognitive ability and chess, though, does not
tell us anything certain about transfer issue. The basic idea under the chess instruc-
tion recommendation is to train general cognitive abilities through chess, general
abilities that later could be transferred to other domains (see Sala & Gobet, 2016 for
a discussion).

The idea that skills acquired in a specific domain such as chess can be transferred
to other specific domains, such as those related to school learning or other general
domain cognitive skills, has promoted, in several European countries, projects
involving the introduction of chess instruction in primary school. Many schools
offer chess as an optional subject, while for some schools chess teaching is a part of
the standard school program; this also happens following the favorable opinion of
the European Parliament itself that promotes the chess game as an important educa-
tional tool (Binev, Attard-Montalto, Deva, Mauro, & Takkula, 2011).

In particular, the hypothesis that chess can influence skills in learning mathemat-
ics and so favoring students’ choice of STEM (Science, Technology, Engineering
and Mathematics) educational careers is of special interest, given that the job mar-
ket demands always graduates in STEM subjects.

Several studies and meta-analysis investigated chess instruction in order to verify
if the skills acquired in this specific field can improve academic performance, for
instance in mathematics and reading, and may lead to an improvement even in
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general domain of cognitive skills, but the scientific literature does not present
strong evidence that specific skills acquired in the chess practice can be transferred
to other domains (see Sala & Gobet, 2016 for a discussion).

2.1.2 The Problem of Transfer

Transfer is a process that occurs when skills acquired in a given domain are trans-
ferred to another specific or general domain, but the exact nature of the transfer
process is not yet entirely clear. Transfer is a central issue in cognitive psychology
because it is a manifestation of how humans acquire and process information. It is
customary to distinguish between near and far transfer. Near transfer is the general-
ization of a set of skills across two (or more) domains tightly related to each other.
Far transfer occurs when a set of skills generalizes across two (or more) domains
that are only loosely related to each other (e.g., mathematics and Latin). So, far
transfer indicates the transfer of skills across domains that are not, or very weakly,
related to each other. The distinction between near and far transfer relies on the
overlap between the source and target domains. In other words, the definition of the
type of transfer is directly related to the extent to which the domains share common
features. The more the shared features, the nearer the transfer. That means that while
near transfer is predicted to occur often, far transfer is supposed to be rare.
Substantial research into learning, skill acquisition, and expertise has corroborated
the theory (Ritchie, Bates, & Deary, 2015; Sala & Gobet, 2017).

In 1901, Thorndike and Woodworth, in their seminal work, formulated the
hypothesis that transfer depends on the number of features shared between two
domains. More recently, Anderson (1990) stated that transfer is a function of the
degree of overlap of the cognitive elements present in two tasks, an idea suggesting
that the transfer from one specific task to another is often limited. Sternberg (2000)
suggested a different approach to the transfer issue: transferable abilities are those
constituting the basis of intelligence (general abilities as the verbal or visuospatial
abilities) that can be applied in different domains but that, being innate, cannot be
increased through practice.

Some experimental evidence (e.g., Ericsson & Charness, 1994) has shown that
the higher the level of expertise in a given specific domain, the more the transfer is
limited. Generic learning skills (learning strategies, problem-solving methods, and
reasoning techniques), on the other hand, are useful for more domains, but their
teaching seems to have immediate, but not long-term benefits (Grotzer &
Perkins, 2000).

Regarding the potential of transferring of skills acquired in chess playing to other
domains, Gobet and Campitelli (2006), in a critical review, emphasized that the
results of the works done on the topic, even if they seem to support a possible trans-
fer of abilities, are often weak and contradictory due to methodological problems.
Based on their review, the empirical evidence suggests that chess players tend to be
smarter than non-chess players, and that, at least with children, there is a correlation
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between chess skills and general intelligence even if, quite surprisingly, a direct link
between chess and visuospatial skills has not been identified. However, these results
could be explained mainly by sample selection processes: more intelligent people
are more likely to choose, and to excel, in intellectual activities such as chess.

In a recent meta-analysis, Sala, Foley, and Gobet (2017) investigated the effects
of chess programs both on cognitive abilities and school performances in primary
school children. The authors concluded that the effects of chess training are more
evident, even if moderate, on math performance and general cognitive skills than
reading skills and that at least 25-30 h of chess training seem to be required to have
positive effects.

2.1.3 Chess and Math Skills

In the literature, it is often stated that chess playing improves math skills because
chess practice has some elements in common with the domain of mathematics and
promotes skills independent from the chess-specific context, such as the ability to
understand the existence of a problem and reasoning skills.

Trinchero (2013) investigated chess training effects on math skills in children
between 8 and 10 years old. The author proposed to children a training that com-
bined sessions of chess game in the classroom, in primary school, with a chess
computer assisted training (CAT), observing a significant increase in math problem-
solving skills. The author observed how chess increased attention and concentra-
tion, promoting the identification of the most relevant information needed to plan
and implement the most useful strategies to win the game. Attention, concentration
and planning allow an analysis of the chessboard configuration and help to create a
mental representation of the effects of the possible moves. All these abilities could
be also the basis for mathematical problem-solving and so their increment, due to
chess training, may bring to better math abilities.

In the same vein are also the results obtained by Sala, Gorini, and Pravettoni
(2015) who studied the effects of combined chess training, classroom, and CAT,
observing a positive effect on mathematical problem-solving ability. The authors
speak of a virtuous circle generated by playing chess: chess is an amusing and
rewarding activity, this encourages children to play more so improving attention and
planning skills.

Trinchero and Sala (2016) to deeper investigate the role of heuristics in chess
game, compared two experimental chess training groups and one control group in
mathematical problem-solving ability. The first experimental had a combination of
chess training in classroom and chess CAT, the second experimental group, in addi-
tion, had a chess master teaching them heuristics to solve chess problems, the con-
trol group did not play chess nor had any supplemental instruction about general
cognitive strategies or heuristics. The group that had received the teaching of heu-
ristics, significantly improved their skills in mathematical problem-solving com-
pared to the other two groups. The authors consider that chess involves, in addition
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to the pure mathematical-geometric elements (geometric space represented by the
chessboard, movements of the pieces according to the rules of geometry, number of
moves) the ability to reflect on their own thinking. Thus, chess could favor the
increase of meta-cognitive skills which could affect mathematical problems-solving
ability.

2.1.4 Chess, Math and Meta-Cognitive Abilities

Understanding whether teaching chess problem-solving heuristics helps children
also to solve mathematical problems is a question of interest not only for the field of
education, but also for the general psychological issue of transfer of skills.

The literature investigated the relationship between chess instruction and math
problem-solving skills often hypothesized that the improvement in math ability
stemmed from the fact that chess practice improved meta-cognitive skills, espe-
cially planning and self-regulation (e.g., Salaetal., 2015; Trinchero, 2013; Trinchero
& Sala, 2016). But there are practically no studies that have directly investigated the
relationship between chess, general meta-cognitive abilities, and specific academic
school skills (e.g., reading and math abilities) in the same experimental design.

To our knowledge, there is only one study that focused not on general meta-
cognitive skills but rather on meta-cognitive skills specifically related to math per-
formance. The study, published in 2012 by Kazemi, Yektayar, and Abad found a
positive effect of the use of chess programs on math meta-cognitive abilities. The
authors concluded that chess instruction is a way to develop higher-order thinking
skills useful for math problem-solving and that the meta-cognitive abilities boosted
by chess practice can be successfully transferred into mathematics domain.

Very little is known on chess training’s influence on general meta-cognitive
skills, skills that children can use in other domains, such motivation to study, orga-
nization of personal work, strategic elaboration of the learning material, flexibility
of the modality of studying, ability to concentrate, anxiety and attitude toward
school, and the knowledge and use of more or less functional study strategies. The
aim of the work here described was to fill this gap and to explore the link between
chess training and both general meta-cognitive study abilities and verbal and math
academic skills in primary school children. We compared two groups of children—
one group participating in a chess training and a control group—in their ability to
solve math problems, to comprehend and recall a written text, and in their approach
to studying and using study strategies.

Following the literature on the relationship between chess playing and academic
skills, we expected chess training to influence mathematical problem-solving abili-
ties, but not verbal skills. As we already told, there is no literature on the effect of
chess training on general meta-cognitive abilities of the approach to studying and on
the knowledge and use of more or less functional strategies of studying. Therefore,
with this research we tried to can cast light on the debated issue of the potential to
improve general meta-cognitive abilities, useful in various domains, through the
training of a specific skill.
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2.2 The Experimental Study: Method

2.2.1 Participants

Eighty-five typically developing children were recruited from a public primary
school in Cagliari, Italy. Both the school and the children’s parents agreed to let the
children take part in the research study and signed informed consent forms.

Forty-eight children were randomly assigned to a chess training group (mean
age = 9.27 years and SD = 0.84; 24 males and 24 females), and 37 were randomly
assigned to a control group (mean age = 9.25 years and SD = 0.76; 17 males and 20
females). At the start of the study, all the children were chess novices. The partici-
pants came from different classes in which the same teachers evenly rotated; thus,
any teacher effects were controlled for and the teaching provided to the children was
the same even if the children came from different classes. After conducting the ran-
dom assignment to the experimental and control groups, the teachers were asked if
they believed, based on their daily experience with the children, that there were
differences between the two groups related to academic performance or differences
in attitudes toward school/learning. The teachers noted that the two randomly
selected groups were comparable with respect to these variables.

2.2.2 Procedure

The children in the experimental group participated in a chess program during the
school year. Chess lessons were held by a chess master once per week from
November to May during school hours. Following Sala et al.’s (2017) meta-analysis
results, a 30-h program was chosen. The control group followed a sport training:
specifically, an introduction to basketball.

At the end of the training, the children were presented with a test battery aimed
to assess their meta-cognitive skills (approach to studying, knowledge and actual
use of functional and dysfunctional strategies) and were tested on their ability to
solve mathematical problems and on their level of text comprehension and text recall.

2.2.3 Assessment Tools

The tools used to assess children’s meta-cognitive abilities were taken from the
AMOS 8-15 Skills and Motivation Study Battery (De Beni, Moe, & Cornoldi,
2003). The battery is composed of seven questionnaires indicating different aspects
of meta-cognitive abilities involved in academic performance. The three question-
naires we used in this work were: the Questionnaire of Approach to Studying (QAS),
the Questionnaire of Study Strategies 1 (QS1), a questionnaire measuring the
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effectiveness of the study strategies know by the children and the Questionnaire of
Study Strategies 2 (QS2), a questionnaire evaluating the children’s actual use of the
study strategies.

The QAS questionnaire on the approach to studying investigates seven different
dimensions (part A: study motivation; part B: personal work organization; part D:
strategic information processing; part E: study flexibility; part N: concentration;
part U: anxiety; part V: attitude toward school), for each dimension, seven different
statements are presented to the child and he/she must indicate with a cross how true
each written statement is to him/her (1 = not true, 2 = enough true, and 3 = very
true). The QAS allows for a total score for the approach to studying ability as well
as a single score for each dimension.

The second questionnaire used, QS1, identifies the children’s beliefs on the
effectiveness of functional and dysfunctional strategies that can be used while
studying. In particular, the QS1 measures 32 studying strategies (example item:
“Thinking about what you already known about the topic you are studying”), and
the child is asked to read them carefully and evaluate how much these strategies,
according to him/her, are useful for studying, giving each strategy a rating from 1 to
4 (1 = not useful, 2 = not very useful, 3 = useful, and 4 = very useful). The third
questionnaire, QS2, detects the child’s actual use of the same strategies proposed by
the QS1 questionnaire. In the QS2, therefore, 32 studying strategies are proposed
(example item: “If you do not understand a part of the text, read it again”) and the
child is asked to think about their approach to studying and to indicate how often he/
she uses the activity with a rating from 1 to 4 (1 = I never use it, 2 = I use it some-
times, 3 =T use it often, and 4 = I always use it). These two last questionnaires (QS1
and QS2) allow a summary index of strategic coherence to be calculated that reflects
the correspondence between utility judgments and the estimation of the use of the
same strategies by children.

The tools used to assess children’s school performance were the “Mathematical
Problem-Solving” (SPM) test (Lucangeli, Tressoldi, & Cedron, 2003) used to test
mathematical problem-solving and a test taken from the AMOS 8-15 Battery (De
Beni et al., 2003) called the “Studying Test”, used to evaluate the level of text com-
prehension and text recall.

In the SPM, the child is presented with some mathematical problems with differ-
ent difficulty levels depending on the level of schooling. The SPM evaluates the
following skills: problem understanding (understanding the information present in
the problem and their relationships), problem representation (the representation of
information through a scheme able to integrate problem information), problem cat-
egorization (ability to identify among a series of alternatives the problem that has
the same deep structure), problem-solving planning, problem-solving procedure,
and self-assessment of the correctness of the used procedure.

Moreover, to evaluate the ability to understand, store, and recall information, the
Studying Test was used. The test asks the children to study a written text for 30 min.
After 30 min, they are involved in other activities for 10 min and then questions
about the text are presented to evaluate three indexes: the ability to select the main
aspects of the text (asking the child to choose a suitable title), the ability to identify
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specific information (open questions), and the ability to recognize true/false infor-
mation with respect to the studied text (multiple-choice test).

2.2.4 Results

For the data analysis, the scores obtained in each test were calculated following the
indications provided. Since the participants in the study were of different ages and
school classes, the raw scores were transformed into Z points to compare children’s
scores, following the test norms.

We conducted six multivariate analyses of variance (MANOVAs). All the
MANOVAs had the factor “training” as the independent variable with two levels:
chess training and control.

The first MANOVA was carried out to analyze the effects of training on the
dimensions of the approach to studying investigated by the QAS; the second, third,
and fourth MANOVA were carried out to analyze, respectively: the effects of train-
ing on children’s beliefs on the effectiveness of functional and dysfunctional study
strategies (QS1 questionnaire), the effects of training on the actual use of functional
and dysfunctional study strategies (QS2 questionnaire), and the index of strategic
coherence in the usage of study strategies; the fifth MANOVA was carried out to
analyze the effects of training on children’s ability to understand and memorize a
text, evaluated in the Studying Test. Finally, with the sixth MANOVA, we aimed to
analyze the effects of training on children’s ability to solve mathematical problems,
evaluated through the SPM. Univariate tests were performed where necessary.

The first MANOVA did not show a significant effect of the chess training on the
approach to studying dimensions investigated by the QAS: Wilks/’Lambda = 0.928,
F (7,77) = 0.86, p = 0.54, #*> = 0.072. The children who participated in the chess
training seem to approach the study in the same way as the control group.

The MANOVAs for the QS1 and QS2 questionnaires and for the index of strate-
gic coherence were separately calculated: Wilks’ Lambda (QS1) = 0.951, F (2,
82) =2.09, p = 0.13, #* = 0.049; Wilks’ Lambda (QS2) = 0.994, F (2, 82) = 0.23,
p=0.79, n* = 0.006; Wilks’ Lambda (strategic coherence) = 0.979, F (2, 82) = 0.89,
p =0.42, 7> =0.021. The results show no significant difference between the experi-
mental and control groups relative to the children’s beliefs about the effectiveness
of study strategies on the degree of their actual usage and on the degree of coher-
ence with which they actually use study strategies they consider most effective.

From the fifth MANOVA, no effects of chess training on children’s ability to
understand and memorize a text (evaluated by the Studying Test) emerged: Wilks’
Lambda = 0.954, F (3, 81) = 1.31, p = 0.28, > = 0.046.

The sixth MANOVA, which compared the two groups of children on their ability
to solve mathematical problems (SPM test), instead highlighted a difference
between the experimental and control groups: Wilks’ Lambda = 0.801, F (6,
78)=3.23, p =0.01, = 0.199. This last result has been examined in detail through
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Table 2.1 Analysis of variance for the control and chess training groups’ scores in SPM battery
sub-tests (n = 85)

Control Control Chess training | Chess training

group group group group

Mean SD Mean SD F p-value
Problem -0.09 1.66 0.01 1.83 0.07 10.79
comprehension
Problem —-0.11 1.34 0.41 1.06 391 |0.05
representation
Problem -0.30 0.95 0.37 0.83 11.91/0.001"
categorization
Problem-solving 0.25 1.05 0.26 0.83 0.00 10.98
planning
Problem-solving —0.59 0.98 —0.60 1.28 0.00 | 0.99
execution
Self-evaluation -0.41 0.65 —-0.15 0.55 4.05 10.05

Mean score, SD, F, and p-value (***p < 0.001, **p < 0.01, *p < 0.05)

a series of individual ANOVAs, one for each of the single dimensions investigated
by the SPM battery.

The ANOVA findings indicate that chess training seems to primarily influence
the ability to create a mental representation. This ability is measured by the SPM
battery with a test in which the child must choose between a series of more or less
abstract graphic representations (vignettes or diagrams) of the problem to be solved.

Another dimension in which the children in the experimental group exhibited
significantly better performance than those in the control group is that of categoriza-
tion, which investigates children’s ability to extend their knowledge on the solution
to a given problem to other similar problems. Finally, the children in the chess group
achieved better results in the self-assessment dimension, showing a greater ability
to objectively assess their problem-solving performance (Table 2.1).

2.3 Study Discussion and General Conclusion

As already pointed out, the present job market requires graduates in Science,
Technology, Engineering, and Mathematics (STEM) subjects and it is well known
that promoting children’ mathematical abilities since primary school is crucial to
increment the number of future high education STEM students. Educational
researchers have explored various approaches to improve the efficacy of mathemati-
cal teaching, and teaching chess in schools is one of these approaches. Chess
instruction has been recently proposed as an educational tool able to enhance chil-
dren’s cognitive and academic abilities and it has recently become part of the school
curriculum in several countries.

Several studies have been carried out to demonstrate the benefits of chess instruc-
tion, especially for children’s mathematical abilities. According to these studies,
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chess instruction may increase children’s mathematical skills, because playing
chess helps to shape children’s way of thinking in a way that is particularly effective
when the child must face mathematical problems (Trinchero & Sala, 2016).

Chess instruction seems to increase children’s mathematical abilities, but some
doubts remain on the efficacy of such practice. In fact, to evaluate the specific effect
of chess instruction an ideal experiment is difficult to conduct, and many studies
lack a proper experimental design (see Sala & Gobet, 2016 for review). A common
methodological problem is that in most studies the experimental groups are already
formed, for instance with children attending a chess club vs. children not attending,
without the possibility of assigning participants randomly to different conditions.

To overcome this bias, in our work all the children were initially selected among
chess novices and the participants were assigned to the experimental group played
chess or to the control group in a random fashion.

The aim of this work was to observe the effects of chess training on general
meta-cognitive abilities and on skills closely related to school performance (math
and reading abilities). Two groups of children were compared: an experimental
group that participated in a chess training and a control group that participated in a
sports program.

For the study trial in which participants were asked to understand and remember
written text informational content, no significant difference was found between the
chess and control groups. This is an expected result: The researchers who have
investigated the relationship between chess and verbal skills have not found rela-
tionships between these two abilities, the explanation probably lies in the fact that
these two types of skills do not share common elements (see Sala & Gobet, 2016 for
further discussion). However, it must be emphasized that in our work we have con-
sidered the abilities of understanding and retaining information that have more in
common with chess from the point of view of the underlying cognitive abilities than
the simple reading skills investigated in other studies; despite this, however, we did
not find significant effects.

Significant differences between the two groups of children have emerged,
instead, in the SPM test score assessing the ability to solve mathematical problems,
particularly in the dimensions of problem representation, problem categorization,
and self-evaluation. Chess training children are more capable of organizing infor-
mation by creating a coherent representation of a problem and more able to catego-
rize problems; they even demonstrate a greater capacity to extend their knowledge
of a problem’s structure to other similar problems to be able to solve them faster.
The meta-analyses previously considered show that the domain of mathematics is
the one that benefits most from chess training, leading most authors to think that
these two areas involve common cognitive abilities (e.g., Sala & Gobet, 2016). The
literature results suggest that playing chess allows children to develop skills that can
be de-contextualized, such as problem-solving skills and the ability of identifying
quantitative relationships—abilities that can be transferred to the domain of math-
ematics. Our findings, demonstrating a difference between the experimental and
control groups only in the math problem-solving domain, confirm this hypothesis.
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Furthermore, our results showed that the chess players have a better capacity,
respect to the children in the control group, to self-evaluate their school perfor-
mance. This is in line with Aciego, Garcia, and Betancort (2012) findings that chess
practice improved not only cognitive skills but also the socio-emotional sphere,
especially the ability to self-evaluate.

In our data, as for the general meta-cognitive abilities involved in learning, no
significant differences emerged between the two groups.

Some authors (Bart, 2014; Kazemi, Yektayar, & Abad, 2012; Sala et al., 2015;
Trinchero, 2013) have proposed that chess can boost mathematical abilities not only
due to the features in common between chess and mathematics but also to the gen-
eral heuristics that chess players use during games. We did find an improvement of
math ability. If the math improvement is due to a meta-cognitive improvement, as
the above cited literature suggest, we would have had to find differences between
the two groups also in their meta-cognitive skills. But this was not the case.

In our data, no significant differences emerged between the two groups in the
different dimensions related to the QAS test assessing the general way in which they
approach studying and some related sub-dimensions (e.g., motivation, strategic
elaboration of the study material, ability to concentrate, and attitude toward school-
ing). No differences emerged between the two groups regarding children’s beliefs
about the effectiveness and the actual usage of study strategies. The studies that
have explored the benefits of chess training on cognitive skills and school perfor-
mance are scarce in the literature. To our knowledge, only one study, by Kazemi
et al. (2012), has specifically considered meta-cognitive abilities. In their study, the
authors found that the effects of chess training were closely related to meta-cognitive
abilities linked to math problem-solving. However, the skills considered in our
study are quite different from the ones explored by Kazemi and colleagues: They
tested meta-cognitive skills specifically involved in math problem-solving, while
we tested general meta-cognitive abilities applicable to any kind of subject of study.
One potential explanation for our findings is that the dimensions tested in our study
(e.g., motivation, attitude toward schooling, knowledge and usage of study strate-
gies) are quite different from the skills acquired through chess practice, such as
elaborating game plans. They require more than merely a simple transfer, but what
Mestre (2005) defined as a far transfer, that is, a transfer between areas that are far
from each other, and much more difficult to gain.

Although we have investigated only meta-cognitive abilities, our data seem to go
in the direction of the studies that have investigated more general cognitive abilities,
for example, Scholz et al. (2008), who did not find an effect of training with chess
on focused attention. A meta-analysis by Burgoyne et al. (2016) considered 19 stud-
ies that related cognitive abilities to chess skills and found a positive correlation
between general cognitive abilities and chess practice that seemed, however, to be
mediated by age and chess skill level. In particular, the younger and more inexperi-
enced participants were, the greater the correlation with cognitive abilities. But it
must be noted that in the meta-analysis, the percentage of explained variance of
cognitive abilities on chess performance is on average 6%, a fairly low value. In the
already cited meta-analysis done by Sala and Gobet (2016), the authors underlined
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how in the works considered, the effect size is not large enough to strongly support
the hypothesis that the improvement in cognitive abilities is due to the chess itself.
Moreover, the authors highlighted that most studies considered did not consider the
placebo effect: very often the control groups were not involved in other activities
that could enhance their cognitive abilities. Therefore, it is difficult to determine
whether the (already small) effect found was due strictly to playing chess or merely
to being involved in a stimulating activity. The results of Sala and Gobet’s (2016)
meta-analysis regarding cognitive abilities therefore seem to support the difficulty
in the transfer of chess-related abilities to general cognition. In sum, our findings
confirm that chess practice can be useful for primary school children to enhance
their mathematical problem-solving abilities, learning-related, and self-evaluation
abilities, but that chess practice alone seems to be of relatively scarce use to improve
more general and transferable meta-cognitive skills. It is possible that math-specific
meta-cognitive skills and general meta-skills are in fact less related than one might
think and needed to be stimulated differently.

We think, in this regard, that is useful to think into the perspective of meta-
cognitive teaching/learning model and that explicit teaching of meta-cognitive heu-
ristics applied to chess could lead to an increase in general meta-cognitive abilities.
The main characteristic of meta-cognitive teaching is to favor strategic thinking,
favoring, so, the acquisition of those transversal skills allowing to adapt to different
and new situations, beyond the structured learning contexts (Borkowski, Carr,
Rellinger, & Pressley, 1990).

The suggestion, worth of further study, is, so, to teach chess at school with an
explicitly meta-cognitive didactics, leading the children to reflect on their cognitive
processes (e.g., attention and memorization) and on the strategies to be applied and
adjusted during the games. This idea is sustained by studies (e.g., Trinchero & Sala,
2016) showing that combining chess practice with explicit teaching of chess-
problem-solving heuristics has proved to be more effective than chess rules teaching
alone to improve meta-cognitive skills.

The operational suggestion emerging from this work is that insert chess in the
school curriculum can be very useful, primarily to enhance math abilities and also,
in the perspective of a meta-cognitive teaching, to make children a “good strategy
user” (Borkowski & Muthukrishna, 1992).

Our work has the merit of having used a sample taken from a primary school
where the children were randomly assigned to an experimental group that played
chess and to a control group. Often the works in this area use samples drawn from
populations already selected a priori, such as children who are part of real chess
clubs. In line with literature recommendations, the time extent of the training was
30 h, and the control group was engaged in an alternative activity.

However, there are several limitations to note. The main limitation is that the
participants did not undergo a pre-test to assess whether differences existed before
the treatment, given that we had to limit the number of testing sessions to meet a
school demand. To overcome this limitation, we used a large sample, randomly
drawn from the whole school population and not pre-selected. We tested classes in
which the same teachers were regularly involved and asked the teachers, in advance,
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to evaluate whether the cognitive and academic levels of the children randomly
assigned to the two groups were comparable. Nonetheless, we cannot exclude the
possibility that one of the groups would start higher than the other in some of the
dimensions considered. This is a serious limitation, even if the lack of a rigorous
test-retest methodology is often observed in this type of work (see Sala & Gobet,
2016 for further discussion).

Our findings suggest that the topic of the transfer of skills gained through chess
practice to the academic domain is worth further investigation. Future research
should be undertaken using a pre-posttest experimental design and a longitudinal
approach to investigate the effects of chess practice over time.

Future research should compare chess simple practice with training that inte-
grates chess rules teaching with heuristics’ teaching to control if the effects of train-
ing on both meta-cognitive skills in mathematics and general meta-cognitive skills
can favor the desired transfer from the chess-specific domain to a more gen-
eral domain.
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Chapter 3

Developing Computational Thinking

in Early Childhood Education: A Focus
on Algorithmic Thinking and the Role
of Cognitive Differences and Scaffolding

Kyriakoula Georgiou and Charoula Angeli

3.1 Introduction

Computational thinking is defined as “the process of recognizing aspects of compu-
tation in the world that surrounds us, and applying tools and techniques from com-
puter science to understand and reason about both natural and artificial systems
and processes” (Furber, 2012, p. 29). A large body of literature emphasizes the
importance of teaching computational thinking in educational settings in order to
better prepare students to cope with the challenges of the twenty-first century (Berry,
2011; Bers, Flannery, Kazakoff, & Sullivan, 2014; Ching, Hsu, & Baldwin, 2018;
Kazakoff, Sullivan, & Bers, 2013; Lye & Koh, 2014; Yadav, Hong, &
Stephenson, 2016).

Despite the fact that many studies have been undertaken during the last decade in
order to examine the teaching of computational thinking skills, most of them were
conducted within the context of higher education settings (e.g., Astrachan,
Hambrusch, Peckham, & Settle, 2009; Howland, Good, & Nicholson, 2009;
Kazimoglu, Kiernan, Bacon, & Mackinnon, 2012). Very few studies investigated
the development of computational thinking skills in educational settings with
younger students (Angeli & Valanides, 2020; Bers et al., 2014), and, therefore, the
field urgently needs more research toward this direction in order to remedy for the
gap in the literature and better inform the efforts of curriculum developers who are
striving toward integrating computational thinking in school curricula (Romén-
Gonzalez, Pérez-Gonzalez, & Jiménez-Fernandez, 2017).

In the educational technology literature, there is a major body of research that
shows consistently the effects of cognitive type, and in particular, field dependence/
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independence (FDI) on young students’ ability to process and complete cognitive
tasks (Angeli & Valanides, 2004a, 2004b, 2013; Angeli & Valanides, 2013; Chen &
Macredie, 2004; Evans, Richardson, & Waring, 2013). FDI reflects the ways in
which individuals perceive and process information from their surrounding environ-
ment (Evans et al., 2013; Witkin, Moore, Goodenough, & Cox, 1977). Witkin et al.
(1977) conceptualized FDI as a bipolar construct with two distinct modes of percep-
tion, namely, Field Dependence (FD) and Field Independence (FI). FI learners are
characterized as analytical and visually perceptive, whereas FD learners are referred
to as global and not visually perceptive (Hall, 2000).

Scaffolding is also another important variable to consider since current research
evidence strongly indicates that it plays a significant role in young learners’ cogni-
tive performance especially when children learn with technology tools (Azevedo &
Hadwin, 2005). The concept of scaffolding is grounded within the socio-cultural
theory of Vygotsky (1978), and it is conceptualized as cognitive support provided to
learners in order to enable them to complete a task that could not otherwise com-
plete by themselves. Scaffolding provision is of great importance especially for
young students, because in its absence they may not be able to complete a task, and,
thus, fail to develop important cognitive skills (Belland, 2014; Chen, Kao, & Sheu,
2003; Mashburn, Justice, Downer, & Pianta, 2009; Myhill & Warren, 2005; Rodgers,
2005; Van de Pol, Volman, & Beishuizen, 2010; Van Merriénboer, Kirschner, &
Kester, 2003).

To this end, the study herein set out to investigate the effects of scaffolding on
pre-primary education children’s computational thinking with the context of learn-
ing with robotics activities, and the extent to which cognitive type affected their
performance both as a main effect and in interaction with the cognitive scaffolds.

3.2 Theoretical Background

Computational thinking is a fundamental concept of computer science arising from
its basic principles and practices, and drawing on methods from various disciplinary
contexts (Fluck et al., 2016; Sengupta, Kinnebrew, Basu, Biswas, & Clark, 2013;
Wing, 2006). Despite the fact that currently there is not one unanimous definition of
computational thinking, after a systematic examination of what is known in the lit-
erature, Grover and Pea (2018) concluded that researchers have come to accept that
computational thinking is a thought process that utilizes among other elements
algorithmic thinking. Algorithmic thinking is a problem-solving skill related to
devising a step-by-step solution to a problem, and it involves putting actions in the
correct sequence.

During the last decade, the research community has embraced educational robot-
ics with genuine enthusiasm as an approach for teaching computational thinking to
pre-primary education students (Bers, 2008; Bers et al., 2014; Kazakoff & Bers,
2012). Educators use educational robotics in order to engage young learners in
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active and playful learning activities through building and programming tangible
robotic devices (Angeli & Valanides, 2020).

Angeli and Valanides (2020) reported statistically significant differences in the
initial and final evaluation of young learners’ computational thinking, reporting
learning benefits for 50 children. Analytically, they studied the effects of learning
with a floor robot on the development of children’s computational thinking using
two different scaffolding techniques. The results showed a statistically significant
interaction effect between gender and scaffolding technique reporting that boys had
better learning outcomes during learning with kinesthetic activities, while girls had
better learning outcomes when they collaborated with others to solve problems.

Papadakis, Kalogiannakis, and Zaranis (2016) conducted a study with 43 chil-
dren who worked with ScratchJr to create various artifacts. They concluded that
activities with ScratchJr could be easily integrated in early childhood education
curricula and that ScratchJr could be an important teaching tool for developing
young children’s computational thinking skills.

Along the same line of reasoning, Bers et al. (2014) investigated the use of inno-
vative new technology in early elementary school. In particular, they focused on
computer programming and robotics with the goal of understanding what was
developmentally appropriate for young children. Within this context, they devel-
oped and piloted an innovative programming environment called CHERP (Creative
Hybrid Environment for Robotic Programming), a hybrid tangible/graphical com-
puter language, in eight classrooms and numerous afterschool programs, reaching
approximately 240 children. The researchers concluded that the curriculum helped
children discover aspects of educational robotics and programming while develop-
ing their computational thinking skills.

Scaffolding becomes important when examining young children’s learning with
technological tools and educational robotics (Angeli & Valanides, 2020). The con-
struct of scaffolding is directly associated with the socio-cultural theory of Vygotsky
(1978), and the notion of “zone of proximal development,” which is defined as “the
distance between the actual development level as determined by independent prob-
lem solving and the level of potential development as determined through problem
solving under adult guidance or in collaboration with more capable peers”
(Vygotsky, 1978, p. 86). Scaffolding can take the form of tools and strategies, com-
puter tutors, more capable peers, or even animated pedagogical agents assisting
learners to comprehend and conceptualize meanings emerging during teaching that
are far beyond their mental and cognitive capabilities (Graesser, Wiemer-Hastings,
Wiemer-Hastings,, & Kruez, 2000). It is reported that in computer-based learning
environments that lack scaffolding, learners exhibit low ability in regulating their
learning and fail to acquire deep concept understanding (Azevedo & Cromley, 2004;
Hill & Hannafin, 1997; Land & Greene, 2000).

Furthermore, studies in the field of educational technology also show that learn-
ing with scaffolds differentially affects student learning when individual cognitive
differences exist. Research shows that cognitive type is an important variable to
consider when children are engaged in technology-enhanced learning (Angeli &
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Valanides, 2013; Jonassen, 1992; Riding, 1997, 2002). Learners’ cognitive type
directly influences the way individuals think, perceive, remember, analyze, organize
and represent information from their environment (Burnett, 2010; Morgan, 1997,
Witkin et al., 1977). Field Dependence/Independence (FDI) is the most extensively
studied cognitive type in the educational technology literature (Angeli & Valanides,
2013; Jonassen, 1992; Pithers, 2002). Witkin et al. (1977) conceptualized FDI as a
bipolar construct with two distinct modes of perception, namely, FD and FI (Morgan,
1997). The core difference between FI and FD learners is the way they perceive and
process visual clues and complex representations (Angeli & Valanides, 2004a,
2004b; Witkin et al., 1977; Canelos, Taylor, & Gates, 1980; Davis, 1991; Morgan,
1997; Saracho, 2000; Snowman & Biehler, 1993).

Succinctly, according to Witkin et al. (1977), FDI is the “the extent to which the
person perceives part of a field as discrete from the surrounding field as a whole,
rather than embedded in the field; or the extent to which the organization of the
prevailing field determines perception of its components” (p. 67). FI learners have
the ability of extracting information from a context and creating a mental model of
a problem before solving it (Angeli & Valanides, 2004a; Dufresne & Turcotte, 1997;
Jonassen, 1992; Pithers, 2002; Saracho, 1989, 2000). They are characterized as ana-
lytical and visually perceptive exhibiting an analytical approach to problem solving
(Saracho & Spodek, 1981; Zhang & Sternberg, 2009). At the other end of the dipole,
FD learners function less autonomously and they depend on a more knowledgeable
other to guide their problem solving and decision making (Hergovich, 2003).

Even though cognitive type has not yet been extensively studied for the age
group of pre-primary students, there is preliminary evidence showing the impor-
tance of it on young learners’ cognitive performance. For example, Guisande,
Tinajero, Cadaveira, and Paramo (2012) investigated the relationship of visuo-
spatial abilities and FDI for 149 children aged between 8 and 11 years old. Their
findings reported that FI children outperformed the FD children on verbal working
memory tasks, and complex cognitive tasks. Similarly, Nicolaou and Xistouri
(2011) reported statistically significant findings in favor of FI learners in terms of
their ability to pose and solve problems.

To this end, the authors investigated the effectiveness of two scaffolding tech-
niques on FD and FI children’s computational thinking during problem-solving
activities with the Bee-Bot and hypothesized that scaffolding and FDI will both play
a significant role on children’s problem-solving performance. The research ques-
tions are stated as follows:

1. Are there any statistically significant differences between FD and FI learners’
computational thinking?

2. Are there any statistically significant differences on the effects of the scaffolding
techniques on learners’ computational thinking?

3. Does scaffolding differentially affect FD and FI learners’ computational
thinking?



3 Developing Computational Thinking in Early Childhood Education: A Focus... 37

3.3 Method

3.3.1 Participants

One hundred and eighty children (82 females and 98 males) aged between 5 and
6 years old from nine public pre-primary schools in a Southern European country
participated in the study. Parents/guardians signed consent forms for each child
prior to participating in the research study. Children who took part in the study had
no special needs or previous experience with the programmable floor robot that was
used for the purposes of this research, or educational robotics in general. It is also
worth mentioning that due to the fact that students’ cognitive type had to be screened
through the administration of a research instrument, the total number of students
who participated in the study was greater than 180, because of the difficulty in iden-
tifying students with type FI. In particular, of the total number of 425 students who
were screened for FDI, the authors were able to randomly select and analyze
research data from 180 of them.

Participants were first classified as FD or FI learners based on their scores on the
Children’s Embedded Figures Test, and, subsequently, FD and FI learners were ran-
domly assigned to two experimental groups and a control group. In order to elimi-
nate selection bias, participants were randomized into groups with the block
randomization method.

3.3.2 Research Instruments
3.3.2.1 Children’s Embedded Figures Test

The Children’s Embedded Figures Test (CEFT) (Karp & Konstadt, 1971) was
administered individually to assess participants’ FDI. The CEFT has an internal
reliability Cronbach’s a = 0.87 and is specially designed to identify the cognitive
type of children aged from 5 to 9 years old. It is often applied in neuropsychological
assessments as an indication of perceptive ability and the ability to break down an
organized visual field in order to extract a part from the whole (Guisande et al.,
2012). The CEFT includes 38 complex figures composed of smaller and simpler

figures like a triangle (/\) and a small house (__). Participants are instructed to
discover a simpler figure embedded in a complex figure as shown in Fig. 3.1. Each
participant has 30 seconds at his disposal to identify each simpler shape. The total
administration time for the test is 20 min. One point is given for each shape cor-
rectly recognized, and the maximum score on the test is 20 points.
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Fig. 3.1 An example from the CEFT test

Fig. 3.2 The floor
robot Bee-Bot

3.3.3 Research Materials
3.3.3.1 Bee-Bot

The Bee-Bot, a programmable floor robot (see Fig. 3.2), was used in the study. The
Bee-Bot is suitable for children aged between 3 and 8 years old (Highfield, 2010;
Janka, 2008; Misirli & Komis, 2014). It consists of seven keys that direct Bee-Bot
to move forward and backward, to turn left and right by 90°, to clear its memory, to
pause and to execute a sequence of commands. The Bee-Bot can store a maximum
of 40 commands in its memory.
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Fig. 3.3 The three Bee-Bot mats used in the research
3.3.3.2 Bee-Bot Mats

The Bee-Bot mats are surfaces made of durable plastic. Each surface is organized
into squares of 15 cm x 15 cm because the Bee-Bot can move in 15 cm increments.
The researchers designed and created three different mats that were used in different
research phases of the study (see Fig. 3.3). The Bee-Bot mat for Phase 2 was a plain
surface that included only squares of 15 cm x 15 cm and it was used to teach the
basic commands of the Bee-Bot. The Bee-Bot mat that was designed for Phase 3
included four numbered flowers, a green square, a beehive, and several X marks.
The green square represented the starting point of the Bee-Bot’s journey to gather
the pollen from the flowers. The route of the Bee-Bot included the stations from one
flower to another and ended at the Bee-Bot’s destination that was the beehive. The
X mark denoted a square that the Bee-Bot could not pass through. Lastly, the third
mat for Phase 4 included as routes Bee-Bot’s friends invited to a party. The children
were instructed to develop algorithms so the Bee-Bot could execute all paths
described in the problem-solving tasks. At the beginning, these algorithms consti-
tuted simple sequences of commands, but gradually they were developed into more
complex and longer sequences of commands.

3.3.3.3 Scaffolding

The authors used two scaffolding techniques, namely Scaffold A and Scaffold B, to
facilitate children’s efforts in constructing algorithms as external representations to
depict Bee-Bot’s movements on the mats. Scaffold A, shown in Fig. 3.4, included a
model of the real mat on an A4 piece of paper and small laminated cards with the
Bee-Bot commands. Children were able to use the cards and place them on the
model mat to think about the algorithm without programming the Bee-Bot. After
creating the algorithm, they tested it on the real mat by programming Bee-Bot.
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Fig. 3.4 Scaffold A

Fig. 3.5 Scaffold B

Scaffold B, shown in Fig. 3.5, used small laminated cards with the Bee-Bot com-
mands and a board that the cards could be placed on. The idea was to place the cards
in a sequence to create an algorithm. After placing the cards in sequence, the chil-
dren were able to test the algorithm by programming the Bee-Bot and testing the
correctness of the algorithm on the real mat.

The difference between Scaffold A and B was that Scaffold A used a more con-
crete approach to scaffold children’s efforts, because it enabled them to model and
simulate the algorithm first on a smaller mat and then test the algorithm on the real
mat. Scaffold B used a more abstract approach where students needed to depict
visually the algorithm using only the cards without simulating it first on a smaller mat.

3.3.3.4 Problem-Solving Tasks

Learning by solving problems is regarded an appropriate strategy for teaching com-
putational thinking skills (Aho, 2012; Wing, 2006). Accordingly, children’s interac-
tions with a robot is considered an important approach for teaching children how to
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think computationally (Flowers & Gossett, 2002; Williams, Ma, Prejean, Ford, &
Lai, 2007). In the context of this research study, participants were engaged in a
series of problem-solving tasks to program the Bee-Bot to move from one point on
the mat to another. More specifically, children were asked to solve three problem-
solving tasks, of increased difficulty and complexity, with the Bee-Bot.

The first problem-solving scenario introduced children to the Bee-Bot and its
programming commands. The researcher engaged the children in a sequence of
systematic problem-solving activities. Specifically, the scenario consisted of thir-
teen subtasks, and one subtask at a time was read out loud by the researcher, before
proceeding to the next one. The subtasks guided the children to program the
Bee-Bot to move out of the beehive and collect pollen from the flowers before
returning home (beehive). The subtasks were specifically designed to include
sequences of actions involving combinations of all four directional keys. Simple
sequences included tasks that made use of the keys “move forward” or “move back-
ward”. More complex sequences included tasks that used the commands “move
forward” and “move backward” in different combinations. Advanced sequences
involved the commands “turn right” or “turn left” in different combinations with the
other two directional keys (i.e., move forward, move backward). The length of a
sequence varied from one to four commands. The second problem-solving task con-
sisted of five subtasks, and the third task comprised of five subtasks. The subtasks
were designed and presented to each child individually at increasing levels of com-
plexity (Armoni & Gal-Ezer, 2014). Children were allowed 20 min for each
problem-solving task.

3.3.4 Research Procedures

All research procedures were implemented for each participant individually since
large group instruction often conceals the individual needs of learners. In addition,
the provision of scaffolding tools is particularly effective in personalized learning
environments (McNeill & Krajcik, 2009; Puntambekar & Kolodner, 2005; Saye &
Brush, 2002; Tabak, 2004). Analytically, the research procedures comprised of four
research phases. During the first phase, the researchers administered the CEFT to
each child individually. Participants were classified into FD and FI learners by using
the median split method that is commonly recommended in FDI research (Angeli &
Valanides, 2004b). This method divides the upper half of the FDI scores as FI and
the lower half as FD. The median for the FDI scores, in the study reported herein
was 13 points with a range from 6 to 25 points. Children were first classified as FD
or FI learners, and, subsequently, each group of FD and FI learners was randomly
assigned into the two experimental groups (Scaffold A and Scaffold B), and the
control group (No Scaffold).

The second phase allowed children to explore Bee-Bot and get familiar with its
commands. During the third phase the two scaffolding techniques were systemati-
cally used to facilitate children’s development of computational thinking. Lastly,
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during the fourth phase the scaffolds were withdrawn, and a post assessment was
performed to assess children’s computational thinking skills.

3.3.5 The Assessment of Computational Thinking

There is a dearth of suitable research instruments and techniques for assessing
young children’s computational thinking (Angeli & Valanides, 2020; Papadakis
etal., 2016). Standardized pre and post tests are not applicable to every activity and
are not suitable for young children (Giannakos, Papavlasopoulou, & Sharma, 2020).
Interaction analysis is ideal for full class and verbal interactions (Jordan &
Henderson, 1995), therefore, not applicable to individual learning environments
with technological tools. Eye tracking was reported as not suitable for small chil-
dren, because they can easily remove the eye tracking device, need extra time to get
familiarized with the device, and they show low tolerance to the device’s tempera-
ture increase (Giannakos et al., 2020). For these reasons, researchers prefer to devise
their own rubrics in assessing computational thinking skills, and this is what the
authors herein also chose to do (Sherman & Martin, 2015).

3.3.5.1 Computational Thinking Scoring Rubric

The researchers developed inductively, based on children’s answers (i.e., sequences
of commands), a rubric for assessing computational thinking. The authors first
wrote down all the attempts that children made for all problem-solving tasks. For
example, X’s performance on Subtask2 in Phase 3 was recorded as follows:

X’s first attempt (unsuccessful): MOVE BACKWARD-TURN RIGHT

X’s second attempt (unsuccessful): MOVE BACKWARD-TURN RIGHT-
MOVE FORWARD

X’s third attempt (successful): MOVE BACKWARD-TURN RIGHT-TURN
RIGHT-MOVE FORWARD

Then, the researchers collected all possible answers from all one hundred and
eighty students for Subtask2 and created a table. Table 3.1 shows the number of
possible attempts children made to solve the task. If for example, the maximum
number of attempts made to find the correct answer was three, then the maximum
score is three for finding the correct answer during the first attempt, two if it took
two attempts and one if it took three attempts.
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Table 3.1 Subtask2:
Measurement of
computational thinking

43
Code | Description Score
3 Attempt 1: Success | 3
2 Attempt 2: Success | 2

1

Attempt 3: Success

Table 3.2 Descriptive statistics of children’s computational thinking in Phase 3 and Phase 4 for
each scaffold and cognitive type

Phase 3
Mean SD N

Scaffold A
FD 234.93 48.31 30
FI 249.43 9.8 30
Total 241.18 35.33 60
Scaffold B
FD 224.40 38.48 30
FI 231.83 27.44 30
Total 228.12 33.35 60
No scaffold (Control group)
FD 163.00 55.31 30
FI 179.33 44.20 30
Total 171.17 50.32 60
Phase 4

Mean SD N
Scaffold A
FD 165.77 63.95 30
FI 207.17 34.57 30
Total 186.47 55.08 60
Scaffold B
FD 159.13 59.88 30
FI 201.63 46.36 30
Total 180.38 57.26 60
No scaffold (Control group)
FD 185.77 56.69 30
FI 203.87 43.30 30
Total 194.82 50.84 60

3.4 Results

Table 3.2 presents children’s descriptive statistics in regards to their performance on
the problem-solving tasks in Phases 3 and 4. The descriptive statistics in Table 3.2
show that FI participants had better performance on all problem-solving tasks in

both phases.
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A 2 x 3 analysis of variance was performed and revealed that type of scaffold (F
(2, 174) = 52.60, p < 0.01) was found to be statistically significant. Post-hoc com-
parisons showed that both experimental groups outperformed the control group. In
addition, the analysis revealed that there were no statistically significant differences
between the FI and FD participants.

A second 2 x 3 analysis of variance was performed for the fourth research phase
during which the scaffolds were withdrawn. It was found that only FDI was a sig-
nificant main effect (F (1, 174) = 19.38, p < 0.01) in favor of the FI children.

3.5 Discussion

In general, FI children outperformed FD children on all problem-solving tasks. This
finding is in line with previous studies that documented the better problem-solving
performance of FI learners in comparison with FD learners (e.g., Angeli & Valanides,
2004a, 2013; Angeli & Valanides, 2013; Chen & Macredie, 2004). This can be justi-
fied by the fact that FI learners are able to create internal representations of the vari-
ous aspects of a problem and use them in a procedural way to guide their
problem-solving process (Angeli & Valanides, 2020).On the other hand, FD learn-
ers perform better when they are guided by external reference cues (Dufresne &
Turcotte, 1997). As a result, FI and FD learners need different kinds of scaffolds to
assist them during problem solving (Canelos et al., 1980; Chen & Macredie, 2004;
Davis, 1991; Morgan, 1997; Saracho, 2000). The quantitative results of the third
research phase showed that scaffolding benefited FD learners, because the external
scaffolds provided them with visualizations of the sequences of the commands
facilitating this way the formation of the internal representation of the algorithm
(Pape & Tchoshanov, 2001).

The present study also shows that children in the control group had a statistically
significant lower performance than all other children because of the absence of scaf-
folding tools in the control group. This finding further strengthens the argument
about the importance of scaffolding during children’s learning with technology
tools. Interestingly, FI and FD learners assigned to the control group had statisti-
cally significant differences from their counterparts in the experimental groups indi-
cating that all learners, irrespective of cognitive type can benefit from scaffolding
during learning in a new context (Evans et al., 2013). During Phase 4, when the
scaffolds were removed, FI learners outperformed all other learners, signifying the
effects of cognitive type in the absence of cognitive scaffolding.

Allin all, the findings of the study provide empirical evidence for the importance
of field type and scaffolding on young children’s computational thinking during
learning with educational robotics. The findings of this study strongly indicate that
both FI and FD learners can benefit from scaffolding in order to succeed in problem-
solving tasks with robotics. Consequently, teachers need to consider learners’ cog-
nitive type, adapt learning to the basis of children’s cognitive differences (NAEYC,
2012) and provide appropriate scaffolds in order to ensure that all learners can
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equally learn with robotics (Thomas, Ratcliffe, Woodbury, & Jarman, 2002). The
instructional tasks and scaffolding tools being designed and used in the current
research can be potentially useful in various ways since they aid in the design of
curriculum materials as well, they constitute applicable knowledge for teachers.

3.6 Future Research Directions

Our analyses provide critical insight into the association between the trend of field
type attrition with robotics activities and the development of computational think-
ing. Nonetheless, some limitations should also be considered. The findings obtained
during the last research phase, when the scaffolding tools were withdrawn, reported
that the differences on the scores on the assessment of the computational thinking
among the experimental and control groups were not statistically significant. This
result can be attributed to various reasons. Firstly, the duration and the number of
the lessons proved to be inadequate to enable the transfer of knowledge as other
researchers concur (e.g., Bers et al., 2014). In regards of children’s computational
thinking development, it has been established by researchers that developing cogni-
tive skills in young children requires sustained and immersive effort (Bers et al.,
2014). Lastly, to trigger the augmentation of the pedagogical gains of the scaffold-
ing is essential that the scaffolding to gradually fade out (Van de Pol et al., 2010).
Therefore, future research effort should focus on expanding the duration of the
interventions.

In addition, future research directions can benefit from investigations taking
place in the authentic context of a school classroom. In a classroom context, it can
be easily examined the extent to which group-based activities in collaboration with
other school children can benefit the development of computational thinking skills,
and whether in this context field type makes a difference. In addition, it will be of
utmost importance to examine when a scaffold can be removed in order to maxi-
mize learning benefits for all children.
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Chapter 4
Network Analytics of Collaborative
Problem-Solving

Simon Kerrigan, Shihui Feng, Rupa Vuthaluru, Dirk Ifenthaler,
and David Gibson

4.1 Introduction

Problems vary in terms of their structure. Jonassen (1997) classifies problems on a
continuum from well-structured to ill-structured. Well-structured problems have a
well-defined initial state, a known goal state or solution, and a constrained set of
known procedures for solving a class of problems. In contrast, the solutions to ill-
structured problems are neither predictable nor convergent because they often pos-
sess aspects that are unknown. Additionally, they possess multiple solutions or
solution strategies or often no solutions at all (Funke, 2012). Jonassen (2011) reiter-
ates that the structure of a problem often overlaps with complexity: Ill-structured
problems tend to be more complex, especially those emerging from everyday prac-
tice, whereas most well-structured problems tend to be less complex. The complex-
ity of a problem is determined by the number of functions, or variables it involves;
the degree of connectivity among these variables; the type of functional relation-
ships between these properties; and the stability of the properties of the problem
over time (Funke, 1991). Simple problems are composed of few variables, while
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ill-structured problems may include many variables that may interact in unpredict-
able ways. When the conditions of a problem change, a person must continuously
adapt his or her understanding of the problem while searching for new solutions,
because the old solutions may no longer be viable. Static problems are those in
which the factors are stable over time while ill-structured problems tend to be more
dynamic (Seel, Ifenthaler, & Pirnay-Dummer, 2009). Hence, in order to success-
fully solve complex and ill-structured problems, the person involved in problem-
solving must be able to view and simulate the dynamic problem system in its
entirety imagining the events that would take place if a particular action were to be
performed (Eseryel, Ifenthaler, & Ge, 2013). It has been argued convincingly that
all games serve as situated problem-solving environments, in which players are
immersed in a culture and way of thinking (Eseryel, Ge, Ifenthaler, & Law, 2011;
Gee, 2003).

Collaboration is an essential part in most working environments because it
encompasses different views, multiple skills, diverse experiences, analytical judg-
ments, and rich knowledge. Common characteristics of definitions of a collabora-
tive team include at least two involved individuals, common objectives, shared
responsibility and interdependence as well as optimal performance (Ifenthaler,
2014). Empirical research shows that through the use of combined resources, teams
can successfully handle problems that otherwise would be too complex for a single
individual (Badke-Schaub, Neumann, & Lauche, 2011; Cannon-Bowers & Salas,
2001). Digital learning environments, and especially games, designed for team per-
formance, often are characterised by integrated, media-rich contexts with multiple
layers of interaction with peers as well as computational resources, which provides
a foundation for authentic performance of individual and team-based problem-
solving processes with attendant opportunities for unobtrusive observation and
documentation of strategies, tools, communications, intentional actions and arte-
facts (Clarke-Midura, Code, Dede, Mayrath, & Zap, 2012).

A network (or graph) is constructed from a set of vertices whose relationships are
represented by edges. Basics of graph theory are necessary to describe the proper-
ties of such a network (Diestel, 2000). Various measures from network or graph
theory have been applied to assess individual as well as team problem representa-
tions and, in addition, to track the development of problem-solving over time
(Clariana, 2010). Appropriate structural measures include (a) number of vertices,
(b) number of edges, (c) connectedness, (d) ruggedness, () diameter, (f) number of
cycles, or (g) average degree of vertices (Ifenthaler, 2010b).

Both, problem-solving and collaboration are regarded as an essential part of
twenty-first century skills (Griffin, McGaw, & Care, 2012). In this article, we define
network measures of personal learning, collaboration and problem-solving and inte-
grate them into a analysis based on a series of network states of team behaviour
evolving during collaborative problem-solving. A case-study illustrates a semester-
long collaborative problem-solving task where six teams of three students were
engaged, leading to high performing and low performing teams being identified.
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4.2 Dimensions of Personal Learning, Collaboration
and Problem-Solving

The domain model of a learning assessment is a conceptual representation of the
key indicators that experts ‘might see people say, do, or make as evidence, and situ-
ations and activities that evoke it—in short, the elements of assessment arguments’
(Mislevy, 2011, p. 13). For the analysis discussed here, the dimensions of the
domain model are personal learning, collaboration and problem solving, which
have been defined along with evidence indicators (Gibson, Irving, & Seifert, 2018).
We will refer to these as the theory-based evidence targets.

The evidence targets represent potential observations of the data stream from a
digital learning space, which are claimed as partial indicators of student perfor-
mance relatable to the domain model. For example, a student working on a team
might co-write and co-edit a statement or document with one or more other stu-
dents—an observable action with exact and highly detailed traces in the digital
record—which serves as partial evidence of establishing and maintaining team
organisation and taking appropriate action to solve the problem.

Personal learning: acquisition of knowledge (e.g. new insights, capacities for
thinking, acting and employing skills) that is evidenced for outside observers as
well as an individual’s own reflection and metacognition (Friedrichs & Gibson,
2003). Evidence targets:

PL1: Sharing experience

PL2: Expressing and examining diverse concepts

PL3: Articulating, applying and building understanding

PL4: Communicating new powers and creations

Collaboration: coordinated group activity resulting from continuous attempts to
construct and maintain a shared conception of a problem (Roschelle & Teasley,
1995). Evidence targets:

C1: Establishing and maintaining shared understanding

C2: Taking appropriate action to solve the problem

C3: Establishing and maintaining team organisation

Problem solving: cognitive processing directed at achieving a goal when no
solution method is obvious (Mayer & Wittrock, 1996). Evidence targets:

PS1: Exploring and understanding

PS2: Representing and formulating

PS3: Planning and executing

PS4: Monitoring and reflecting

Mapping from a measure such as ‘network density of the degree to which a stu-
dent works with others’ (labelled (a) in Table 4.1) to evidence targets such as ‘taking
appropriate action” (C2) or ‘maintaining team organisation’ (C3) is context sensi-
tive. This means that alternative mappings using the same measures are not only
possible but required for a more complete understanding of the observations and
analyses of a particular context. This highlights the need for transparency in the
mapping process, as each inference is, following Mislevy, Almond, and Lukas
(2003), part of an evidentiary argument.
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Table 4.1 Measures, targets and evidence types collected for analyses
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Evidence
Measures targets Evidence type
Measures of collaboration
(a) Network density—degree to which team members C2,3 Actions
worked together on tasks
(b) Time on tasks C2, PS3, Actions
PL3

(c) Time series analysis of team participation Cl1,C2 Actions
(d) Task and subtask organisation Cl1,C2 Products
(e) Task and subtask sequencing and duration C2 Actions
Measures of problem-solving
(f) Time to respond to instructor feedback PS4 Actions,

communications
(g) Sequence and duration on tasks PS1,C2 Actions, products
(h) Completion path analysis PS3 Actions
(1) Time on task implication of blended learning: Do PS3 Actions
students working collaboratively spend time outside of class
time and if so, when?
()  Structural relationship of participation in outcomes- PS1,2 Actions, Products
tagged activities with acquisition or demonstration of
learning outcomes
(k) Time series analysis of task structure PS3,C3 Products
(1) Correlational or causal relationship of levels of PS1,2 Actions, products
participation in outcomes-tagged activities with acquisition
or demonstration of learning outcomes
Measures of personal learning
(m) Access to learning outcomes via task structure PL3 Products
(n) Team reflection and evaluation PL1,PS4 | Communications,

Products
(o) Content analysis of communications related to task PL1, 2, 3, 4 | Communications
completion PS1, 4

The multi-to-multi mappable relationships of observations to evidence leading to
interpretable and actionable information is a complex yet bounded scope for analy-
ses. It is complex in the sense that reasonable people can diverge in their interpreta-
tions; more than one true statement may be possible for an inferential mapping. At
the same time, the scope of interpretation is bounded by the domain model, making
inappropriate interpretations less likely. For example, an observation and inference
would not be expected to be reasonable evidence of a dimension outside of the
domain (e.g. of an ability to draw or sing if an appropriate prompt and affordance
for performance had not been provided). Analyses presented in this chapter and
those outlined for future research utilise one or more of the evidence targets to make
triangulated claims about student performance in terms of personal learning, col-

laboration and problem-solving.
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4.3 Research Questions

The focus of exploratory data analysis in this research aimed to determine the chal-
lenges and potential of fine-grained time-sensitive analyses of collaborative
problem-solving tasks to inform an understanding of the structural, correlational
and causal relationships of students achieving learning outcomes. In particular, to
what extent can network analyses and related measures assist in the characterisation
and prediction of learning processes and learning outcomes (Ifenthaler, 2010b)?
Guiding the research were five research questions concerning how network analysis
can assist in characterising learning in a collaborative problem-solving context:

1. Task Participation—who does what to help the team accomplish its objectives,
how do team members relate to and divide up the task, and which task activities
and outcomes involved which team members?

2. Completion Paths—how do teams differ with respect to time to completion,
what variability do they exhibit in starting and ending times, and sequence
of tasks

3. Attention to Feedback—how do teams differ in responsiveness and the percent-
age of feedback used to improve, how do teams differ in the type of feedback
requested and received

4. Use of Time—how do teams differ in their use of time during a long-term project
with 24-7 access, which subtasks take the teams more time than others, how to
the teams differ in overall time

5. Learning Outcomes—the extent of coverage of outcomes per team member,
quality and amount of evidence of achievement of outcomes

4.4 Method

While this study is based on a small number of teams (N, = 5) and participants
(N = 18), the analysis is based on more than 1000 time-based data records that were
automatically collected from a digital learning experience during a semester-long
high school classroom project, 300 of which related to the highest and lowest per-
forming teams. We selected the contrasting teams to test the feasibility and face
validity of the data mapping system and analysis methods.

4.4.1 Participants and Context

Participants in the study were N = 18 students in their last year of high school
enrolled in a semester-long Vocational Education and Training programme (VET)
leading to a certificate in Business Practice with a focus on Health and Workplace
Safety and Social Media in Communication. VET programmes provide students
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with learning experiences that are often tailored towards workplace experience, or
niche subject content that is not covered in a traditional high school syllabus.
Students self-formed into five teams of 3 or 4 members and chose an organisation
that they wished to represent in a business scenario. The main task was to research
the company and deliver a social media communications plan that effectively edu-
cated the company’s employees on workplace health and safety legislation rights
and responsibilities. The assignment was structured through a series of 17 primary
tasks and 76 sub-tasks that created artefacts, including research, writing and design-
based work.

The teacher created the project framework, tasks, sub-tasks and learning out-
comes, using the Challenge platform, a web-based, mobile-ready application plat-
form for active digital learning experiences and event-level data collection (Gibson
& Jackl, 2015; Ifenthaler & Gibson, 2019) developed at Curtin University. Challenge
integrates with Cisco Webex Teams (https://www.webex.com/downloads.html) to
provide each team with telecommunications capability for working globally, includ-
ing a whiteboard, file sharing and teleconference facilities automatically organised
by the Challenge platform into the main deliverables in the curriculum design.

The students in this study used the platform to form teams, upload files, chat with
team members and complete the assigned tasks for the project. The analyses pre-
sented here are based on data collected from student’s interactions with the plat-
form, in particular, the creation and submission of artefacts and other inputs required
by the tasks, communications among the team members and with the teacher about
how to organise the work, and the instructor-judged quality of the team’s product as
well as the team’s self-evaluation of their project. Data for the research team’s anal-
yses were collected from log-files and evidence stored on the platform (e.g. uploaded
files and the content of page interactions, chat discussions, and written responses to
prompts). Analyses and findings of the research team were validated by inspection
and protocol review by the instructor as well as by cross-validation of multiple mea-
sures presented below.

4.4.2 Data Handling and Analytics

The data used in this study for exploring group collaborative problem-solving was
collected from Challenge platform and Webex Teams platforms, merged into one
dataset, which was straightforward given the similarities in data structure. Raw tran-
scripts (communications) and trace data (actions and artefacts) were capable of
being downloaded at any time for any time frame. Each time that a team member
(user) contributed towards an assignment artefact, an interaction transaction was
captured by the platform. Data collected from the Challenge platform included (a)
timestamp converted to local time, (b) the user responsible for the interaction, (c)
the team of the user, (d) the task they were working on, (e) the artefact they were
working on, (f) the content they provided to this artefact and (g) the status of the
interaction noted as visible (current state), archived (saved previous edited version)
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or published (submitted as final state) content. In addition, the communication data
among team members was also collected from the Webex Teams platform, includ-
ing (a) timestamp converted to local time, (b) the user posting the message, (c) the
team of the user, and (d) the message content posted to the group. A manually edited
column for linking events to tasks and artefacts was manually added and applied to
messages in the Webex Teams data where a student or teacher directly and unam-
biguously referred to a specific assignment task or artefact. This link allowed ana-
lysts to measure the effectiveness and response time to teacher feedback.

Networks modelling the interactions between individual students and artefacts
were constructed for analysing individual participation and shared contribution in
group collaboration. Two sets of nodes in the network include individual students
and task artefacts. The links in the networks represent the interactions between
agents and artefacts (Ifenthaler, 2010a). There is no link within the same set of
nodes (e.g. students to students or artefacts to artefacts) in the network. Bipartite
networks, a technique that has been widely used to present the affiliation relation-
ship in social problems, such as personal recommendation, were constructed with
this approach and used for measuring individual-level and group-level network
structures of group collaboration. Since we are interested in studying the interactive
relationships between students and sub-tasks in group collaboration, the number of
samples of data per team is the product of the total number of sub-tasks and number
of students (e.g. several hundred samples). Strength of connections between a stu-
dent node and an artefact node were represented as a weighted line that summarises
effort (e.g. time and number of interactions) and indicates the relative contribution
of a student to an artefact. In addition, three levels of distributions were created to
represent artefacts where one, two, or three people had interacted. Implications of
the naturally occurring task distributions (e.g. for setting empirical probabilities for
future studies) for assessment and social network analysis of collaborative problem
solving are under preparation.

4.5 Results

Multiple measures were observed based on the data records as described and
mapped to the conceptual framework measures, targets and evidence types (see
Table 4.1). A mapping from the observations to research questions is presented
along with a summary of the findings from the two case examples—a ‘highest per-
forming’ team compared with a ‘lowest performing’ team from a cohort (see
Table 4.2).

In the following sections, we briefly discuss the research questions, observations,
measures and findings listed in Table 4.2.
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Table 4.2 Mapping of research questions to measures and findings
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Findings: high versus low

Research questions Measures | performing team
RQ1 Task participation—who does whatto | C1 Ample evidence, | Some evidence,
help the team accomplish it objectives, how (c,d) balanced task unbalanced task
do team members relate to and divide up the load load
task, and which task activities and outcomes | C2 High density, Low density, low
involved which team members? (a, b) high time on time on task
task
C3 All contributed | One person
(k) dominates team
RQ2 Completion paths—how do teams PS3 Organised, Highly variable
differ with respect to time to completion, what | (b, h) compact use of | and gaps in use of
variability do they exhibit in starting and time time
ending times, and sequence of tasks 2 Ample time on | Lack of time on
(b) task task
C3 Tasks completed | Tasks completed
(k) in order out of order
Cl Work starts early | Works starts and
(c) ends late
RQ3 Attention to feedback—how do teams | PS4 1 day 8 days
differ in responsiveness and the percentage of | (f)
feedback used to improve, how do teams C2,C3 85% response 48% response
differ in the type of feedback requested and 63)
received
RQ4 Use of time—how do teams differ in PS1, PS2 | All students Fewer students
their use of time during a long-term project ) equally engaged | engaged in fewer
with 24-7 access, which subtasks take the in all tasks tasks
teams more time than others, how to the teams | pS3 (i) Low but Least time and
differ in overall time efficient time in | most inefficient
both in and out | both in and out of
of class class
PL2 Key subtasks Key subtasks
(I, m, 0) |had adequate missed
time
PL4, PS4 | Key reflection Key reflection
(n, 0) task engaged task missed
RQS5 Learning outcomes—the extent of PL2 Individual work | No work in early
coverage of outcomes per team member, (,1,m) | inearly stages | stages
quality and amount of evidence of PL3 All students One student
achievement of outcomes G)
PS3 Task completion | Task completion
(k) in 3 months in 5 months

4.5.1 Task Participation

Some of the key questions about task participation in online collaborative learning
are: ‘who does what’ to help the team accomplish it objectives, how do team
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members relate to and divide up the task, and which task activities and outcomes
involved which team members? Group members ideally need to complete key
assigned artefacts together in order to achieve the identified learning outcomes. For
example, a team cannot acquire or demonstrate any state of collaboration (C1, C2,
C3) if they work independently and do not share their work with each other. A visu-
alisation of the bipartite networks for a high performing (HP) and low performing
(LP) team shows ‘who did what’ (see Figs. 4.1 and 4.2).

The node sets of team members (e.g. person agents—red nodes) are presented in
relationship to artefacts classified as I-person (green nodes), 2-person (yellow
nodes) and 3-person (blue nodes) artefacts. In the high-performance (HP) team,
members worked on more 2-person artefacts compared to the low performance (LP)
team. In addition, there was no 3-person artefact in the LP team, in spite of the fact
that the relevant team evaluation artefact prompted all group members to
participate.

Examining the extent to which team members worked together on tasks com-
pared to work done on their own, the HP team showed a relatively balanced partici-
pation distribution of artefact creation by two members and fewer contributions by
a third team member. Incidentally, this may be new objective evidence of interper-
sonal status hierarchies within social expectations states theory (Berger, Cohen, &
Zelditch, 1966).

Importantly, there were ten instances where HP team members worked on
2-person artefacts and all team members took part in paired production activity. In
addition, the HP team self-evaluation included participation by all members. The
automatically documented evidence from the Challenge platform is thus strongly
linked to the theoretical framework of personal learning in a collaborative problem-
solving context.

In comparison, the lowest performing team exhibited a spread of individual
workloads among team members but created only 4 artefacts in pairs (Fig. 4.2).
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Fig. 4.1 Individual and team task participation in the HP team; semester summary
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Dynamics of Student Artefact Interactions
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Fig. 4.2 Individual and team task participation in the LP team; semester summary

There was no instance of all team members working together on an artefact. Team
self-evaluation, for example, was ‘filled out’ by only one team member. This sug-
gests that while individual members took some appropriate actions to solve the
problem (C2), there is a lack of evidence of an effort to establish a shared under-
standing (C1) and maintain team organisation (C3), and this is reflected in the
team’s overall low performance.

These network graphs of task participation and distribution (Figs. 4.1 and 4.2)
are summary pictures of the semester-long project, so are missing important
dynamic information, which we discuss below in the time series analyses of com-
pletion paths.
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4.5.2 Completion Paths

The key research questions concerning completion paths are: how do teams differ
with respect to time to completion and what variability do their completion paths
exhibit in starting and ending times as well as the sequence of completion of tasks.
As context, the tasks in Challenge were displayed in a listed order for teams to com-
plete but students were free to start and finish tasks in whatever order they wanted.
This provided an opportunity to analyse whether teams differed in their approach to
taking appropriate action and planning and executing (C2 and PS3). The general
trend in all groups was to start tasks in the expected order provided by the instruc-
tional framework that assumed reading from left to right and top to bottom, but the
teams exhibited much more variability in the order of completed tasks (see Fig. 4.3).

Completion rank (order of completion) was computed based on the last time an
artefact was touched by any team member (e.g. the ending rank in Fig. 4.3), thus
capturing the order of any final check by the team. The research team did not con-
sider the interval from first touch to last touch the actual time on task, because a
student team could have conducted a last-minute final look at everything. Instead,
each team’s task interaction events resulted in a time ordered list of micro-durations
of activity. Average duration and sequence order were calculated for each task and
subtask, to identify where along the project completion path most of the team’s
work occurred. Sorting the tasks by their average sequence value produced an order
in which teams started and completed work on the various subtasks.

In relation to the instructor’s intended design (i.e. the expected rank in Fig. 4.3)
both HP and LP teams exhibited starting ranks with positive correlations with the
expected rank, which suggests that both teams started tasks following the sequence
expected by the teacher’s design. Using Kendall’s Tau, a rank correlation coeffi-
cient, we compared the HP and LP teams with each other as well as the instructor’s
expected ranking. The starting rank of tasks in the HP team is highly and positively
associated with the expected rank (r = 0.838, p < 0.001) while the LP team is mod-
erately and positively associated (r = 0.706, p < 0.001). However, the end rank was
significantly different. The HP team end rank was positively associated (r = 0.691,
p < 0.001) with the expected rank, which is evidence that the high-performance
team tended to complete tasks in the teacher’s expected order. But in the LP team,
there was no statistical significance between the end rank of tasks and the teacher’s
expected rank, which may have contributed to the team’s lower quality of work.

The HP team evidenced one of the highest correlations to the benchmark ordering
of task in both start and completion order. This suggests that the team methodically
approached their work (C3) which may have assisted them in being a high perform-
ing team. The LP team on the other hand, exhibited more deviation from the sug-
gested structure especially in the end ranks, evidenced also by their depth and timing
of responses to instructor feedback (C2) and the timing of team member participation
(C1). The LP team’s ordering caused some tasks to be completed ‘out of logical
order.” For example, the LP team completed some of the research tasks (e.g. Social
Media Sites Research) after some of the design-based tasks that were supposed to be
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Fig. 4.3 Completion paths of the high performing (HP) versus low performing (LP) team. The HP
team is positively correlated with the teacher’s expected rank for starting and ending tasks, while
the LP team is not significantly correlated

research-based (e.g. Social Media Summary) suggesting poor organisation and lack
of cohesion among the group. This lack of structure (C1) and team cohesiveness (C3)
helps explain why the LP team created a lower-quality final product.



4 Network Analytics of Collaborative Problem-Solving 65
4.5.3 Attention to Feedback

The research questions concerning using feedback to improve the team’s work
include: how do teams differ in terms of responsiveness and the percentage of feed-
back used to improve, and how do teams differ in the type of feedback requested and
received.

There was a noticeable difference in the level of attention given to teacher feed-
back from both teams. 85% of teacher feedback addressed to the HP team had an
identifiable user action response (i.e. a team member went back to the mentioned
piece of work to make an edit). Comparatively the LP team only had an identifiable
user action response to 48% of teacher feedback, meaning that over half of the
teacher’s feedback to the team was not acted upon. The LP team failed to take
appropriate action to solve problems that arose (C2) (see Fig. 4.4).

The other component considered is the time taken to apply action to teacher
feedback. As discussed in Sect. 4.5.4, the students and teacher had access to the
platform 24-7 and teacher feedback was often provided outside of classroom hours.
The HP Team had an average response time of 1 day between teacher feedback and
identifiable user action response. The longest time delay for the HP team was 2 days,
which indicates the group members were actively monitoring their progress (PS4)
and were more engaged (C2).

The LP team on the other hand took on average 8 days to action teacher feed-
back, and the longest time delay was 15 days. It is evident that members within this
team were either not monitoring teacher communication channels efficiently (PS4)
or neglecting the need to revise and improve work. 63% of the feedback left unad-
dressed by the LP team related to research-based tasks (see Fig. 4.5).

Within this analysis it is also important to note that the HP team received no
duplicate or follow-up reminders to action previously unaddressed feedback, and
this is primarily due to the timely rate at which they responded to feedback (C2,

HP_Team LP_Team

® Addressed M Unaddressed ® Addressed = Unaddressed

Fig. 4.4 Feedback response rates of HP team and LP team
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Fig. 4.5 Average time taken to respond to feedback for HP and LP teams

C3). Of the messages that remained unaddressed by the LP team, 41% of all arte-
facts referenced included multiple follow-up reminders from the teacher, referenc-
ing the previously unaddressed feedback (C2, C3). In one instance, the teacher
followed up on unaddressed feedback left over a month prior that remained
unaddressed.

The overall attention given to feedback clearly shows two different approaches
to team problem solving (C2), team organisation (C3) and monitoring (PS4)
between the HP and LP teams.

4.5.4 Use of Time

The primary research questions concerning use of time include: how do teams differ
in their use of time during a long-term project with 24-7 access, which subtasks take
the teams more time than others, and how to the teams differ in overall time spent
on the project.

Since the platform was available to students and teachers 24-7, the analysis con-
sidered the time of day that students were using the platform. Figure 4.6 shows that
only the HP team logged on and completed project work outside of traditional school
hours (08:00-15:00). In addition, times that both teams worked outside of the class
meeting hours provides evidence of blended learning, with more evidence shown by
the HP team to coordinate and plan project effort away from the classroom (PS3).

Comparatively, all the efforts of the LP team occurred within traditional school
hours. This suggests that the members of the LP team may have been unwilling,
unorganised, or unmotivated (C3, PS3) to continue project momentum and effort
away from the classroom.
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Another element considered was on which tasks and subtasks was the team effort
placed, in order to identify the efficiency of time spent. The project 17 primary tasks
varied in their expected level of detail and type of work required. Tasks were broadly
categorised by the teacher as either research, design or written based. Figure 4.7
shows the number of interactions that both the HP and LP teams had with the 17

project tasks.

Overall, the HP team had 70% more interactions across all tasks than the LP
team. This reinforces the inference and understanding that the HP team spent more
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time and effort working on the project than the LP team. In terms of interactions
across specific tasks, the HP team recorded interactions against each of the 17 proj-
ect tasks. The LP team had no interactions in both the ‘Preamble’ and ‘Social Media
Summary’ tasks, two of the final tasks that needed to be completed. The LP team
also responded to the team evaluation task before completing the full project, so
combined with the network diagram in Fig. 4.2, showing only one team member
worked on the team evaluation, there is evidence that the LP team did not effectively
reflect on their work (PS4, PL4).

Both teams however did seem to prioritise their time proportionately on research-
based tasks. This suggests that despite the differences in levels of effort and time
between the two teams, both teams understood that research tasks should be assigned
more time and effort (PS1, PS2).

4.5.5 Learning Outcomes

Ultimately, the goal of both planning and participating in learning experiences is the
achievement of learning outcomes. Key questions are: the extent of coverage of
outcomes per team member, and the quality and amount of evidence of achievement
of the outcomes. Here, the domain model comes back into focus, because the out-
comes of interest are growth in personal learning, collaboration and problem-
solving skills and capabilities.

One component of measuring the achievement of learning outcomes is whether
there is any evidence at all, and if so, how much evidence. At a deeper level the
question is what is the quality of that evidence and is there sufficient evidence to
infer anything about the acquisition of the outcomes? A record of evidence over
time is thus needed to capture data during the full course of the experience, as some
outcomes might be more engaged at different times of the experience and reiterated
later in the experience (see Fig. 4.8).

The platform automatically collected learning outcomes evidence at both the
individual and whole team level. In summary, during the first 4 weeks, individuals
on the HP team began working immediately on their own in separate clusters of
subtasks, evidence of (PL2) ‘examining diverse concepts,” while the LP members
team did nothing. All members of the HP were engaged in a relatively balanced
number of subtasks throughout long term of the project, while the LP team in con-
trast had only one member highly engaged (arriving a month late to the team’s work
and doing a lot at the last minute), evidence of (PL3) ‘articulating, applying and
building an understanding’ in one but not all team members. As a result, the HP
team completed the project in 3 months while the LP team took 5 months to produce
an inferior team result, evidence of differences in (PS3) ‘planning and executing.’

The analysis also considered the level of contribution within a team in relation to
outcomes associated with each task and subtask (Fig. 4.9). The measure of engage-
ment with tasks entails at a minimum, a level of exposure to intended outcomes.
While neither team had all members equally addressing all learning outcome
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Fig. 4.8 Individual contributions per month for a low performing (LP) and high performing (HP)
team. The LP team work peaked at the end and was 1 month late, while the HP work peaked in the
middle and was completed on time

categories (which carries some implications for assessment that we have not
addressed in this article), the HP team clearly occupied a larger surface area (i.e.
greater exposure or learning opportunity surface) than the LP team. The exposure
to learning outcome evidence meant that even the lower contributing members of
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the HP team likely benefited in building more understanding (PL3) by being part of
the stronger team.

Most of the ‘Effective Teams’ tasks that encouraged collaboration were tagged
within the ‘Contributing to Team Effectiveness’ learning outcome category (CTM).
Therefore, observers expect an even distribution of contributions linked to this
learning outcome (e.g. all team members should contribute to reflection activities).
But Fig. 4.9 makes clear that one team member was largely responsible for CTM
activity in the LP team, which further enforces the belief that this team did not work
as well collaboratively (C1, C2, C3).

4.6 Discussion

This research demonstrates a mapping of three forms of digital performance data—
actions and use of resources, communications and constructed products—collected
from a learning space designed for team learning. The data was analysed with net-
work methods among others and was interpreted as evidence of individual and team
behaviours linked to personal learning, collaboration and team problem solving. In
this section we will reflect on the main findings concerning task participation, pat-
terns and paths of completion, attention to feedback, use of time and learning out-
comes and relate the findings to the theoretical foundation. To set the stage for the
discussion, we first review network analytics and its contribution in this case to
analyses of collaborative problem solving by supporting the creation of new mea-
sures of collaborative problem solving.

We have summarised our findings in Table 4.2 for quick inspection. Before we
briefly discuss the findings, we want to summarise the gaps in the evidence system,
also referred to as the Challenge data mapping system. The data for the evidence
linkages has three components (see Table 4.1): Outcome or Evidence Target (e.g.
PL1...PS4), Measures (e.g. a...0), and Evidence Type (e.g. actions, communications,
products). Summary views of the linkage dataset point out different ways in which
coverage may be lacking. For example, viewed from the standpoint of the three
evidence types, actions and products have over 10 data linkages each, while com-
munications has only 7. The reason for this is that automating the content of com-
munications awaits further development of natural language processing analyses,
which is only now getting underway. A weakness of our current analysis is thus that
the content of communications is not considered here. Viewing the same dataset
from the standpoint of the evidence targets or outcomes, four targets have only 1 or
2 data points each (i.e. C1, C3, PL2, PL4) while all other targets have from 3 to 7
data points. Increasing collection points to triangulate any related analyses will
strengthen confidence and trust in the findings. Finally, from the viewpoint of the
measures, the weakest are ‘n and o’, where content analysis of the content of com-
munications could play an important role, so this limits the findings and discussion
and cautions us to be conservative in making inferences that lack sufficient
validation.
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Task participation. A fundamental condition for collaboration is participation in
shared work; for example, a team needs to build a common understanding of a prob-
lem or challenge, take actions to solve or address the problems, and maintain team
cohesion (Roschelle & Teasley, 1995). There are both individual and team levels of
analysis of these matters, since each individual team member plays a co-participating
role that results in the wholistic group behaviour (Ifenthaler, 2014). Evidence of
co-participation in a group task is one measure of an individual’s contribution to the
group and also indicates individual’s opportunity to learn (Ifenthaler, 2014;
Ifenthaler, Mistree, & Siddique, 2014). We have shown one way to automate the
display of individual participation in tasks from a digital learning environment
where the structure of a large assignment is broken into smaller tasks and the indi-
vidual interactions of team with each task is then part of a wholistic picture of the
evolution of the team’s approach to the assignment via co-authoring efforts (e.g.
creating or initiating new work, editing, commenting). The general picture compar-
ing a high to a low performing team is that concerning the former, more people do
more work, work together on more sub tasks, and establish deeper ties among all
group members, while in the low performing case, team members work more inde-
pendently, on fewer subtasks, and with little coordination. Other work patterns were
also evident, including someone on a team who arrives to the work late and then
does a lot at the last minute. The time-based fine grain data, when analysed as a
bipartite (people and tasks) network at each slice of time, allows researchers to see
the structure of relationships evolving over time, with several implications for task
participation as one measure of collaboration.

Completion paths. How a team approaches a large assignment and its subtasks,
particularly when the team plans and executes starting and finishing subtasks, is
partial evidence of the team’s problem-solving approach and capability (Eseryel
et al., 2013; Mayer & Wittrock, 1996). Our data seems to indicate that a team that
starts and completes subtasks in shorter periods of time and in a logical sequence
outperforms a team that takes longer on each subtask, and that starts and completes
tasks in a widely dispersed manner. We believe that some of the key subtasks being
completed earlier would have created a foundation of knowledge that would have
helped the low performing group to make better progress. In the near future, this
analysis can also be automated and given to the teams to help them become aware
of their ‘team self-regulation’ (Ifenthaler, 2012).

Attention to feedback. Evidence of a team responding in a timely way and spe-
cifically to feedback is linked to two parts of the domain model—examining diverse
concepts, a dimension of personal development, (Friedrichs & Gibson, 2003) and
monitoring and reflecting, a dimension of problem solving (Ifenthaler, 2014; Mayer
& Wittrock, 1996). We found that a high performing team took a shorter amount of
time to respond and addressed more of the topics of the feedback than a low per-
forming team.

Use of time. Collaboratively taking appropriate action leaves trace evidence about
the use of time by the team, as does the teams’ planning and executing actions
(Badke-Schaub et al., 2011). This study examined team approaches to the task from
the perspective of the use of time. For example, the high and low performing teams
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differed in the levels of time spent on specific subtasks and what time of day their
work occurred. The time analysis also presented a signal to learning designers about
which parts of the overall task may have been missed or over-emphasised by the team.

Learning outcomes. If a participant on a team never engages with a particular
subtask or other team member, the learning outcomes associated with the subtask
might have been underrepresented (Eseryel, Law, Ifenthaler, Ge, & Miller, 2014;
Ifenthaler, Gibson, & Zheng, 2020). If a participant works completely alone, for
example, then there is no evidence in the digital record to support an inference of
collaborative capabilities. As we are taking the stance of working from evidence and
creating inferences from the best evidence we have, we expect that these findings
will improve in detail and confidence as we add to the number of automated clas-
sifications and analyses supported by the system linking actions, products and com-
munications to the intended learning outcomes of the content author.

4.7 Limitations and Conclusion

As outlined in the method, our study was based on a small number of teams. While
this is not necessarily a limitation for this study, it is a factor that is driving future
research. We have since grown the number of participants, teams and team learning
contexts and are currently analysing data for a follow-up paper to test the consis-
tency and extent of this chapters findings as the n sizes and contexts increase. There
was also, in this early phase of research, limited external validity of the findings
because the case was only about one classroom involving one teacher. We are cur-
rently addressing this limitation by expanding the number of teachers, student
cohorts and individuals engaging as participants in team learning situations and
expanding the ways we collect data via group and individual interviews, survey data
and other mechanisms that enhance the insights found by computational methods.

A specific limitation in the data, which we are addressing for future experiments,
is that all and any platform interactions by each student were given equal weight,
which does not necessarily reflect the quality of effort (e.g. efficient or not) or effec-
tiveness of the interaction (e.g. impactful or not) associated with someone’s contri-
bution. The research team sought external validation of the HP and LP teams from
the classroom teacher in order to justify the assumption that the HP teams higher
interaction count also demonstrated their higher level of performance over the LP
team. In future studies, we plan to establish a broad multi-scaled set of measures
associated with project tasks and subtasks complexity as well as contributions to
allow analyses of the semantic import (e.g. topics covered in communications) and
group influence (e.g. impact of an idea on subsequent communications and prod-
ucts) as well as the frequency of interaction and weight of contribution.

Finally, there was labour-intensive manual data processing and analysis during
the early stages of the research. Several automated visualisations have since been
created and implemented, which we hope will improve the speed, agility and size of
the data sets.
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Network analysis and graph theory have proven to be an appropriate analysis
approach for educational applications. Pathfinder and combined techniques (Durso
& Coggins, 1990; Ifenthaler, 2010b; Schvaneveldt, 1990) provide a reliable repre-
sentation of knowledge structures and analysis of learning by using pairwise simi-
larity ratings among concepts to create networks (Ifenthaler, 2010a). These networks
are based on proximity data among entities and are determined by calculating the
proximities that best fit within the network. Additionally, graph theory can be
applied to almost every area of educational diagnostics (Ifenthaler, 2010b). Picard
(1980) introduced a promising approach for the design and analysis of question-
naires using graph theory. Furthermore, graph theory has been successfully applied
for instructional planning (Hsia, Shie, & Chen, 2008) and evaluation purposes
(Xenos & Papadopoulos, 2007).

This study shows that network-based analyses provide an objective way to rep-
resent and evaluate many features of individual participation and contribution dur-
ing collaborative problem-solving (Eseryel et al., 2013; Ifenthaler, 2014). Network
analysis was also found useful for examining the intensity of team-level collabora-
tion by utilising the density property of a bipartite network consisting of agents
(team members) and artefacts (team tasks and work products). Furthermore, the
analysis of dynamic team networks revealed the periodic changes of individual
engagement and group coordination during each stage of a long-term team project,
which provided information that in the future could be by instructors to deliver
timely intervention and guidance (Ifenthaler, Gibson, & Dobozy, 2018).
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Chapter 5

Experiences with Virtual Reality

at Secondary Schools: Is There an Impact
on Learning Success?

Thomas Keller and Elke Brucker-Kley

5.1 Introduction

Jaron Lanier who is considered a founding father of virtual reality (VR) defines VR
among others as an “instrumentation to make your world change into a place where
it is easier to learn” (Lanier, 2017). Thus, he describes the potential of immersive
VR technologies, which offer 360-degree interactive three-dimensional stimulus
environments to engage students in new learning experiences. But, today VR as a
promising digital form of experience- and action-oriented learning is still in its
infancy in secondary schools in Switzerland. VR learning units for fully immersive
VR systems based on head-mounted displays and related to the current learning
plans are not commercially available. Usability tests with three prototypically
developed VR learning units at secondary schools in Switzerland have shown, how-
ever, that the use of VR is considered promising by teachers and that acceptance
among students exists (Keller, Hebeisen, & Brucker-Kley, 2018a). However, invest-
ments in VR by educational institutions are questionable as long as there is no evi-
dence that the use of immersive VR learning units has an effect on the achievement
of learning goals. Beyond providing the basis for convincing business cases for
VR-based learning, this research is motivated by the search for design criteria for
effective VR learning units.
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5.2 Research Objective and Approach

The aim of the described research effort is to assess the effect of prototypical VR
learning units in mathematics on the learning success of secondary school students.
In order to take into account both educational and usability-related criteria for the
design and validation of the learning units a three-step research approach is applied
and described in the following steps:

1. Prototyping: Design and implementation of a VR learning environment which
makes use of the possibilities of immersive VR and implements the requirements
of recognized mathematics didactics

2. Testing the usability of the VR learning environment in a controlled experiment
with 20 secondary school students (Keller et al., 2018a)

3. Field experiment to evaluate the effect of the VR learning unit on the achieve-
ment of predefined learning goals with 67 secondary school students (Keller,
Hagen, & Brucker-Kley, 2019)

5.3 State-of-the-Art

5.3.1 Immersive Learning

Learning in virtual worlds is closely linked to the concept of immersion. From a
perceptual psychological point of view, immersion describes the feeling of presence
in the virtual world, i.e., the illusion of actually being in a virtual reality and being
able to interact with it (Cummings & Bailenson, 2016). Burdea & Coiffet speak
(2003) of the so-called three I’s—interaction, imagination, and immersion—which
must be given in order for a virtual reality to feel real to the user.

From a technical point of view, the following properties must be fulfilled for suc-
cessful immersion (Slater & Wilbur, 1997):

» If possible, the sensory impressions experienced by humans should be generated
exclusively by the computer or one or more output devices

* As many senses as possible should be addressed

e The output devices should completely surround the user

e The output devices should enable a vivid depiction of reality

Currently, this degree of immersion is made possible in commercially available
form by so-called Virtual Reality headsets. These VR glasses, which are worn as a
head-mounted display (HMD), enable the wearer to move around in a 3D world
with a 360-degree view and to experience virtual reality optically and acoustically
isolated from the real outside world. This is what distinguishes fully immersive
systems from simpler forms of virtual reality such as smartphone-based systems
(e.g., Google Cardboard) or desktop-based virtual reality (e.g., Second Life).

Even though innovations in the immersive VR field are still driven by the gaming
industry, serious fields of application are becoming increasingly apparent. For
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simulations in high-risk training areas (aerospace, medicine, emergency services,
workspace safety) as well as for manufacturing and construction productive VR
learning environments for vocational training exist (Hontzsch, Katzky, Bredl,
Kappe, & Krause, 2013a). For primary, secondary, and higher education two meta-
studies by (Mikropoulos & Natsis, 2011) and (Merchant, Goetz, Cifuentes, Keeney-
Kennicutt, & Davis, 2014) conclude that the use of VR can be effective. The
effectiveness of immersive 3D learning worlds depends to a large extent on their
design being based on both educational and usability-related criteria. (Pirker, Giitl,
Belcher, & Bailey, 2013) and (Fowler, 2015) discuss and evaluate models with
regard to their applicability to immersive VR learning units. The focus of this valu-
able research is on the usability of VR learning from the perspective of university
students, but not on the effect of VR on the achievement of learning goals by sec-
ondary school students. Another research gap arises from the rapidly advancing
development of VR technologies and the resulting potential for more effective
applications for education. The existing research on learning in virtual worlds and
its effects mainly dates from 2006 to 2012 and refers to less immersive desktop-
based 3D worlds like Second Life. These learning worlds are only partially compa-
rable to learning units that are implemented for fully immersive VR.

5.3.2 Didactics of Mathematics for Digital
Learning Environments

Krauthausen (2012, p. 3) criticizes the fact that computer-assisted learning pro-
grams in mathematics that are well-known and widespread on the market today
pay too little attention to the current state of research and knowledge in mathemat-
ics didactics. The main criticism is that the focus is too much on technology
instead of content and the programs thus contribute much to the media compe-
tence of learners but little to mathematics skills. He concludes that for the motiva-
tion of learners, mathematics itself should increasingly be presented in a way that
makes the mathematical content exciting and captivating, rather than packaging
the content in an exciting way (Krauthausen, 2012, p. 21). Burrill (2017, p. 316)
mentions mathematical accuracy (fidelity) and user experience as central mathe-
matics didactic principles. The mathematical accuracy means that the software
should always be mathematically correct, the user experience should not prevent
the user from working with the mathematical task and should promote mathemati-
cal thinking. Learners need to be able to make decisions to expand their thinking.
This possibility is also closely related to the complexity of a task, which does not
necessarily require complex mathematical requirements (Geiger, 2017, p. 289).
According to Joubert (2017, p. 20), while working on a mathematical task, stu-
dents apply means from so-called “Modes of Production.” These include acting
(usually in the sense of indicating a solution), formulating (developing hypothe-
ses, solution strategies, etc.) and validating (checking based on evidence, theo-
rems, or explanations). Mathematical tasks are intended to encourage learners to
do something mathematical and thus experience mathematics in the broadest
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sense (Joubert, 2017, p. 4). All tasks should always contain pragmatic and episte-
mological aspects. The epistemological aspects refer to the insights to be con-
veyed to learners while working on a task (Sinclair & Zazkis, 2017, p. 177),
whereby the pragmatic value of a task is almost always equated with solving the
task (Sinclair & Zazkis, 2017, p. 190). Laborde (2011, p. 82) supplements cogni-
tive aspects (what kind of learning the task triggers in the learner at the current
state of knowledge), didactic aspects (with what means the task is set) and instru-
mental aspects (which instruments the learner needs to solve the task).

With regard to pedagogy, Geiger (2017, p. 288) points out in the context of math-
ematics how eminently important it is to select, adapt, and implement the tasks in
the learning environments. In this context, he stresses the importance of cooperation
between teachers and researchers in order to anchor well-designed tasks with peda-
gogically correct approaches in the learning environments. Hontzsch et al. (2013b,
p. 4) list the following measures to prevent learners from being overburdened in
immersive learning environments:

 clear learning objectives, work orders and instructions,

e permanently available background information,

* hints and exercises that stimulate reflection (for example, setting a specific state
of the simulation).

5.4 The VR Learning Units

Design and development of the VR learning environment was based on the ADDIE
model according to (Olbrish, 2014). This model consists of five steps: analysis
(problem definition), design, development, implementation (application in prac-
tice), and evaluation (demonstrating effect).

ADDIE follows game design principles in order to keep the tension of the learner
in the so-called flow channel between under- and overchallenge. As recommended
in the ADDIE model, the concept was set out in a so-called “Game Design Outline.”
This contains, among other things, the objective, storyline, teaching strategy, struc-
ture of the game, game components, results (including tracking) and content of the
individual scenes (Olbrish, 2014, p. 51). The iterative implementation of the VR
prototype was realized with the game engine Unity for a HTC Vive head-mounted
display.

To evaluate the artifacts described above, the following design science evaluation
methods according to (Hevner, March, Park, & Ram, 2004) were applied:

* Experimental (controlled experiment): usability testing with secondary school
students

* Descriptive (substantiated discussion): The artifacts are compared with the state
of the art, the requirements and the problem statement.

* In addition, both the iterations of the concept for the learning units and the itera-
tions of the prototype were discussed with teachers in qualitative interviews
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Based on the curriculum and the existing maths textbook (Affolter & Walt,
2017), the learning units described in the following section were selected for design
and implementation in VR. The selection was driven on the one hand by the suit-
ability of the learning content for immersive learning (imagination, interaction,
immersion) and on the other hand by the recommendations and feedback of the
involved teachers.

The learning environment is portrayed and can be downloaded as VR app for
HTC Vive at www.neuelehrkonzepte.ch (Keller, 2017) for HTC Vive.

5.4.1 Unit 1: Introduction to VR

The first virtual learning unit is designed to introduce the students to the immersive
experience and the interaction controls. The virtual reality is to be experienced for
the first time and the basic interaction concepts for the other learning environments
can be experienced and tested. This unit is provided with the intention to prepare the
learners so they can fully concentrate on the task in the subsequent learning environ-
ments without being distracted by the controls. All learning units are experienced in
a single player mode without interacting with other students or teachers. The stu-
dent learns to move via teleportation, to grab and drop objects and to handle sliders.
Duration is 5-10 min.

5.4.2 Unit 2 “Base Area * Height”

The aim of VR unit 2 is to illustrate the connection between the base area, height,
and volume of a geometric body and to enable the students to experience their inter-
relation in three dimensions. Five different geometric bodies must first be placed on
their base surface and then a given volume must be achieved by changing the base
surface and height in an interactive manner with a slider. Duration is 10-15 min.

5.4.3 Unit 3 “So Big, So Small”

Unit 3 enables the student to interact with hollow masses and lengths in a playful
manner. The user has to take different sizes, written as text signs (e.g., 1 L), from a
shelf and assign them to a suitable everyday object (e.g., a carton of milk, an aquar-
ium etc.). At the beginning of the unit all objects are displayed in the same size.
Only when the solution is requested they take on their correct relative size and the
differences become tangible. Duration is 5—15 min.

The next scene works similar, with the difference that linear measures are used
(e.g., 1 m). These must be assigned to suitable lengths from everyday life (e.g., the
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Fig. 5.1 Sample scene of VR learning unit 3 “So big, so small”

arm span of a person). Thus, length measurements from the tip of a pencil up to 2.5
laps in a sports stadium can be experienced by the student. Duration is 5-10 min
(Fig. 5.1).

5.5 Usability Test

Since usability undoubtedly has an influence on the effectiveness of the VR learning
units, the prototype was tested in a first phase at four different Swiss secondary
schools in the canton of Berne with a total of 20 students. The aim of the usability
tests was to identify factors which could possibly favor or hinder the use of the VR
learning units with the target group of secondary students. Factors examined
included the motivation of the students to learn in such a virtual environment, the
learners’ personal feelings about learning success, the personal wellbeing during
the experience and the role of gamification elements (rewards). Furthermore, the
tests helped to validate the didactic correctness and the quality of the implementa-
tion of the learning units.

5.5.1 Sample and Test Procedure

A relevant concern with the use of new technologies in education is that they may
not only have potential but also disadvantages for students with special needs. The
fact that the VR learning environment described in the previous section was
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Table 5.1 Summary of participants of the usability tests

Grade Age Gender Number
7 13-15 Female 1
Male 7
8 14-16 Female 3
Male 3
9 15 Female 1
Male 5
Total number of participating students 20

originally designed for pupils with special needs was a favorable factor for the
usability tests. Discussions with the teachers of the participating four schools did
show that the idea of inclusion had been implemented for about a year and that stu-
dents with special needs were integrated into regular classes. In the subject of math-
ematics, diagnoses for isolated learning disorders (e.g., dyscalculia) were
uncommon. Instead, the teachers spoke of partial weaknesses in mathematics.
Students with partial weaknesses were integrated into regular mathematics lessons.
As a result, the scope for the usability tests was extended. Students with partial
weaknesses in mathematics were selected as participants regardless of whether they
were diagnosed with a specific disorder. The decision as to who would participate
in the evaluation was made by the teachers. Table 5.1 shows the age and number of
participants by grade and gender.

The evaluation sessions at each of the four schools lasted between half a day and
a full day (depending on the number of participants). If possible, a room was
reserved for the entire duration of the evaluation. The test set-up consisted of a pow-
erful PC with sufficient graphical performance, a monitor for observation by the
supervisor and the “HTC Vive” system consisting of head-mounted display (HMD,
“glasses”), the two controllers and the base stations for motion tracking. The stu-
dents were taken out of class individually or in pairs and completed the various
learning environments in a maximum of 45 min. Before entering the virtual world,
the instructions including rules and rights were discussed and the most important
operating elements explained. The coaching during the experience in the virtual
learning environments was carried out by a researcher co-present as a supervisor
outside of the virtual reality environment.

5.5.2 Findings of the Usability Test

Directly after completing the learning units all participants completed an anony-
mous paper-based questionnaire with 24 questions to evaluate their experience (see
Tables 5.2 and 5.3). Questions 1 and 2 ask about the previous experience with vir-
tual reality and video games. Questions 3 to 5 examine the operation and clarity of
the tasks. The learning units 2 and 3 are evaluated more precisely with questions 6
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Table 5.2 Usability testing—compilation of survey results questions 1-10
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to 14 (some questions appear duplicated because they refer to learning unit 2 and 3
separately). The remaining 10 questions deal with the general learning experience.

The answers to question 1 (N = 20) show that the majority of the participating
students had little experience with VR before the experience (only one person had
regular access to a system, eight students had already been in contact or had already
seen a VR system).

The frequency with which the test persons play computer games (question 2,
N = 19) varies greatly. However, no influence on the operation of the learning envi-
ronments could be observed. Some of those who were very quickly familiar with the
operation of the virtual learning environments state that they only very rarely deal
with video games. Others, who state that they play a lot, had more trouble with the
handling of the VR unit.

In question 5 (N = 19) all indicated that they were dependent on the support of
the supervisor. Most of them, according to their own statements, needed only a few
tips (12) or very little support (5). Two students state that they could not cope with
the learning environment without support or at least were heavily dependent on the
support of the supervisor.

All of them stated that they liked the two learning units up to perfect (median
81.4% and 80.8%, respectively; question 7 and 10, N = 16 and N = 20). Almost all
of them indicate the level of difficulty (questions 8 and 11) between easy and
medium. Only two describe the learning units as rather difficult (N =15 and N = 20
respectively). The observations did show that few students were able to solve the
tasks (especially learning unit 3) directly without having to think and correct their
first solution. For learners who have succeeded in doing so, there is a small tendency
for them to assess their concentration. (Question 16) and their learning success
(Question 20) lower.

The place value chart (question 12, N = 19) implemented as a shelf in virtual
learning unit 3, a didactic element of the known math textbook, was not recog-
nized by 3 learners according to their statements. The others had already seen it,
with a tendency to know it well. This didactic material is therefore also well rec-
ognized in its virtual form of presentation. Only 9 immediately recognized the
everyday objects (question 13, N = 20). The others did not recognize all of them
immediately. According to the observations, this particularly affects the 3D model
of a child’s arm span (1 m, often thought to be a doll not a person) and the syringe
and ink cartridge of the hollow masses (even in original size the difference in size
was often not recognized). Scales had been added as supporting aids during the
implementation.

Seeing the objects in their original size has helped all participating students
(mostly a lot) (question 14, N = 20). It therefore seems to have succeeded in making
it possible to experience orders of magnitude that are difficult to comprehend on
paper and to point out errors simply, comprehensibly, and impressively.

According to the learners (question 16, N = 20), learning in the virtual learning
environment has a positive influence on concentration. Three learners state to have
been more concentrated than in class, 14 students state that they have even been
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very concentrated. The 3 test participants (all from the ninth grade), who stated
lower values, had the subjective impression that the tasks were rather too easy for
them. This is also confirmed by their answers on the level of difficulty and subjec-
tively perceived learning success.

What is surprising is the effect of the trophies which were implemented as a
minimal form of gamification to increase the motivation of the learners. This was
observed during the evaluation and is also clearly reflected in the questionnaire in
the answers to question 19 (N = 19) (median 79.5%). Only one person states that the
awards hardly motivated him. 10, on the other hand, have been very motivated, 5
also indicate a strong positive influence on motivation and the remaining 4 have at
least been somewhat motivated.

With an overwhelmingly high value, all participants state that they would very
much like to have lessons in virtual reality again (question 21, N = 20, median
97.0%, minimum 76.2%). The positive effect of the novel medium on motivation
seems to be given. The fact that half of all learners say that learning in the virtual
environment felt more than half (or even completely) like school (question 18,
N =20), and that everyone claims to have learned something (mostly much, median
67.9%) (question 20, N = 20) also points out that the interest in learning with VR is
not just an escape from regular school.

5.6 Field Experiment

5.6.1 Design of the Field Experiment

In the field experiment a slightly modified version of the pre-test/post-test control
group design according to (Campbell & Stanley, 1967) was applied. A written pre-
test was conducted and graded at the beginning of the field experiment to assess the
level of knowledge in relation to the learning goals covered by the learning unit (see
Sect. 5.6.2). Then the independent variable, i.e. the exposure to the VR learning
environment, was changed, and a post-test was performed. In addition to this second
test, a third test was performed 1 month later to measure medium-term learning suc-
cess. The external validity of the experiment was increased by not informing the
students that they are part of a field experiment.

Four classes of a Swiss secondary school in the canton of Zurich served as com-
parison groups. This school was not part of the usability tests described in Sect. 5.5.
In the public school system of the respective canton, secondary school classes are
divided into three categories—Sek A, Sek B, Sek C—based on cognitive require-
ments, with A being the most demanding category. Two of the four classes partici-
pating in the field experiment belong to the higher performance level A and two
classes to the lower performance level B. One of the two classes of each category
was in the experimental group (VR unit) and the other one in the control group
(regular unit). In total, the comparison groups included 87 students, 45 of whom
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belonged to a Sek A class and 42 to a Sek B class. Due to drop-outs in course of the
3 tests of the field experiment, 67 subjects could be included in the final analysis. Of
the 67 valid subjects 34 were in the experimental group and experienced the VR
unit, while the other 33 subjects were in the control group and attended a regular
mathematics lesson targeted at the very same predefined learning goals (see
Sect. 5.6.2).

The randomization in this field experiment was given by the class distribution of
the school. Thus, the field experiment must be regarded as quasi-randomized.

A protocol was kept during the execution of the field experiment, which recorded
exceptional events such as assistance or technical problems. Furthermore, the stu-
dents of the experimental group assessed their subjective learning success and
learning experience in a verbal interview based on a structured questionnaire
directly after experiencing the VR learning units.

5.6.2 Refinement of Learning Goals

In order to ensure that the VR lesson and the conventional mathematics lesson have
the same learning objectives and to check the level of knowledge in the pre-test and
the two post-tests in a comparable way, verifiable learning goals had to be specified
starting from the learning goals driving the design of the VR learning units. Ten
cognitive learning goals on all six layers of the Bloom taxonomy of learning goals
were defined in close collaboration with the involved teachers (Bloom, Krathwohl,
& Masia, 1984):

1. Knowledge “involves the recall of specifics and universals, the recall of methods
and processes, or the recall of a pattern, structure, or setting.”

2. Comprehension “refers to a type of understanding or apprehension such that the
individual knows what is being communicated and can make use of the material
or idea being communicated without necessarily relating it to other material or
seeing its fullest implications.”

3. Application refers to the “use of abstractions in particular and concrete
situations.”

4. Analysis represents the “breakdown of a communication into its constituent ele-
ments or parts such that the relative hierarchy of ideas is made clear and/or the
relations between ideas expressed are made explicit.”

5. Synthesis involves the “putting together of elements and parts so as to form
a whole.”

6. Evaluation engenders “judgments about the value of material and methods for
given purposes.”

This resulted in the following learning goals matched to the six taxonomy levels
according Table 5.4.
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Table 5.4 Goal—taxonomy level mapping

Taxonomy
Learning goal level

The student knows the different units of hollow measures and can arrange them |1 and 2
according to size

The student knows the different units of measures of length and can arrange 1 and 2
them according to size

The student is able to determine/imagine the hollow measures of everyday 3
objects without using any aids

The student is able to determine/imagine the measures of length of everyday 3
objects without using any aids

The student is able to compare the hollow measures with each other and put 4
them in relation to each other without using any aids

The student is able to compare and relate length measures to each other without |4
using any aids

The student is able to assign hollow measures to everyday activities, for 5
example, how much water she or he drinks per day

The student is able to assign length measures of lengths to everyday activities, 5
for example, the length of the way to school

The student can check the correctness of a statement or task regarding hollow 6
measures without using any aids

The student can check the correctness of a statement or task regarding measures | 6
of length without using any aids

5.6.3 Learning Unit Without VR

The conventional lesson without the use of VR for the control group was performed
by the teachers themselves in order to maintain the authenticity of the field experi-
ment. The content of the lesson and the paper-based exercise were based on the
same math textbook chapters as the VR learning unit and were geared toward the
same learning goals as listed above.

5.6.4 Evaluation of the Results of the Field Experiment

Both the immersive VR learning experience and the conventional teaching lesson
have resulted in short and medium-term learning success for the students in both
comparison groups.

The subjects in the experimental group (with VR) between the pre-test (test 1) and
the first post-test (test 2) achieved an average learning success of 1.38 points (19.14%).
In the control group, the average learning success between the same tests was 1.30
points (18.49%). The medium-term learning success, which is measured by the differ-
ence between test 1 and the second post-test (test 3), averages 0.64 points (8.88%) for
the subjects in the experimental group. The subjects in the control group recorded an
average learning success of 0.45 points (6.40%) between the same tests (Fig. 5.2).
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Fig. 5.2 Average values of test results of experimental and control group

Table 5.5 Comparison between experimental with control group

Change in learning Experimental Control Statistical
success group group Difference | significance
From test 1 to test 2 1.38 1.30 0.08 58.24%
From test 1 to test 3 0.64 0.45 0.19 64.71%

If the average test results of the subjects in the experimental and control groups
are compared, the difference between test 1 and test 2 is 0.08 points. The statistical
significance is 58.24%, which means that the effects of the two teaching methods do
not differ. Similar observations can be made for the measured average learning out-
comes between test 1 and test 3. There it is a difference of 0.19 points with a statisti-
cal significance of 64.71% (Table 5.5).

In summary, this means that both immersive VR and the conventional teaching
lesson have resulted in statistically verifiable learning success for the test persons.
If the learning outcomes of the different groups are compared, however, there are no
differences. Both ways of teaching are to be regarded as equivalent in terms of both
short-term and medium-term learning success in this setting. However, there are
tendencies, if the questions of the random sample tests are considered individually,
that the tasks with reference to the measures of length were better solved by the test
persons of the experimental group and the tasks with reference to the hollow masses
were better solved by the test persons of the control group.

In order to be able to make more precise statements about the learning success of
the test persons, the test results of the comparison groups were analyzed by the
performance level of students given by their affiliation to the categories of Sek A
(high) and Sek B (lower). Their average test results show that there are no striking
differences in the achievement of measurable learning goals of the test subjects
between test 1 and test 2 (Fig. 5.3). However, if one looks at test 3, it is noticeable
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Table 5.6 Learning success between test 1 and test 2
Experimental | Control Statistical
Comparison of subjects of Sek A | group group Difference | significance
Learning success test 1 to test 3 1.24 0.41 0.83 88.50%
Table 5.7 Comparison of learning success between levels
Subjects of | Subjects of Statistical
Comparison of experimental group | Sek A Sek B Difference | significance
Learning success test 1 to test 3 1.24 0.00 1.24 99.01%

that the test subjects in Test Group Sec A achieved the highest average score, which
was not the case in the previous two tests.

The average learning success between test 1 and test 3 was 1.53 points (16.33%)
for the subjects in the Sek A test group. The average learning success achieved by
the test subjects in the Sek A control group was 0.41 points (5.16%), which is con-
siderably lower.

If the average test results between test 1 and test 3 of the subjects in the Sek A
category of both comparison groups are compared, the difference between the aver-
age learning successes is 0.83 points (Table 5.6). The statistical significance is
88.50%. This means that the difference is not statistically relevant, but there is a
tendency that should be further investigated.

If the average learning success of the subjects in Sek A is compared with that of
the subjects in Sek B of the experimental group between test 1 and test 3, this shows
a difference of 1.24 points. In addition to the comparatively high learning success of
the subjects in Sek A, this is mainly due to the fact that the subjects in Sek B did not
achieve any learning success in these tests. With a statistical significance of 99.01%,
this difference is considered statistically relevant (Table 5.7).

In summary, this means that immersive teaching methods led to verifiable short
and medium-term learning success for subjects in Sek A, in contrast to the students
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Fig. 5.5 Question 1A visualized by gender

in Sek B, who only achieved short-term learning success. Consequently, there is a
difference between the two performance categories levels with regard to medium-
term learning success with VR learning units.

In a next step the test results of both control and experimental groups were ana-
lyzed by gender. As can be seen in Fig. 5.4, the average test results are similar. The
female students in the experimental group who achieved the highest learning suc-
cess between test 1 and test 2 with 1.77 points (27.06%) are notable. This finding is
particularly evident when the focus is placed on the individual questions of the
random sample tests. For example, the female respondents in the experimental
group in question la, which related to the measures of length in the learning unit,
have by far the highest average learning success with 225.00% between test 1
and test 2.

As shown in Fig. 5.5, the female respondents in the control group are far below
this with an average learning success of 128.57%. The male subjects in the experi-
mental group were also lower with an average learning success of 66.67%. Similar
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observations can be made for the learning success between test 1 and test 3. With
125.00% learning success, the female subjects in the experimental group are far
ahead of the female subjects in the control group with 57.14% and the male subjects
in the experimental group with 66.67%.

If, on the other hand, the average learning success between test 1 and test 2 of the
female subjects in the test and control groups are compared, the difference is 0.46
points, with the test group scoring higher. The statistical significance is 78.39%. A
similar observation can be made between test 1 and test 3, where the difference is
also 0.46 points. Here, the statistical significance is somewhat lower at 74.82%.
This means that both learning units are of equal value for the female subjects.

If the average learning successes of the male and female subjects in the compari-
son group are compared, there is a difference of 0.63 points, with the female sub-
jects being higher.

In summary, this means that there are no differences between the subjects in the
experimental and control groups when analyzed by gender. The effects of the VR
and the conventional learning units are to be considered as equivalent. In addition,
there are no differences between male and female subjects who used the VR unit.
However, there is a tendency that the female subjects benefited more from the VR
units than the male subjects.

5.6.5 Observations and Feedback of Students

The positive effect on motivation and possible new experiences mentioned in the
literature was confirmed by the observations and the verbal survey among the stu-
dents experiencing the VR learning units. Almost all students have worked in a very
concentrated manner and state this in the questionnaire. The potential for addiction
quickly became apparent in course of the experiment. Questions were asked about
the possible use of VR technology for video games and many stated in the answers
to the questionnaire that they already spend a lot of time with video games every
day. A constructive discussion with the learners about addictive media behavior and
content in private use appears to be sensible and, alongside clear rules of conduct
seems relevant to counteract problematic media behavior.

The need for coaching, help, and feedback in the VR learning units also became
evident. Most learners say that they were dependent on the support of the physically
present supervisor and were able to concentrate on them. These feedbacks indicate,
that most of the subjects could be kept in the flow channel (Olbrish, 2014, see Sect.
5.4) during the evaluation, as the observations of the supervisor during the experi-
ences also confirm. The successful implementation of the ADDIE model could also be
concluded from the minor correlation that has been recognized in the answers on task
difficulty, concentration, and learning success. The positive effect on self-assessed
learning success and motivation mentioned in the literature can be confirmed. With a
few exceptions, all learners indicated a positive learning success in the responses to
the questionnaire. Many learners were able to observe how they could expand their
personal experience space (eureka moment). However, empirical proof is still lacking.
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5.7 Conclusions and Outlook

The analysis of the field experiment showed that both learning units resulted in
short and medium-term learning success for the test persons, but that there were no
differences between the effects of the two teaching approaches. A difference can be
observed between the educational levels. In contrast to the students in Sek B, the
students in Sek A had a better learning success in the medium term.

Statistically, there are no significant differences by gender. However, there are
indications that female subjects benefit more than male subjects. This tendency
could not be statistically proven in the context of the present study. It concerns both
short and medium-term learning success. This is a finding that could be further
investigated within the framework of future research.

The effectiveness of the tested VR learning units differs by content. Measures of
length performed better than hollow measures. It remains to be examined whether
this really has to do with the specific content or with the specific design of the
respective learning units.

Furthermore, an important limitation must be mentioned. There is no doubt that
the novelty of VR has an influence on the test persons. This can have a positive
effect (motivation), but also a negative one (distraction). In future field experiments
this can only be addressed if the students work with VR learning units or other VR
applications for a longer time in advance that have no relation to the content of
tested learning units.

Finally, one must conclude once more that the use of VR learning units does not
per se lead to better learning success (Keller et al., 2019; Keller, Hebeisen, &
Brucker-Kley, 2018b). As with conventional teaching methods, the quality and
design of such VR learning units play a decisive role. Exploratory experiments that
explore the influence of known and new design criteria on different learning out-
comes beyond measurable test results are considered very relevant. In particular, the
design and the effect of a help and feedback system for VR learning environments
appeared to be a promising research topic in both the usability test and the field
experiment.
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Chapter 6
Pre-service Teachers’ Adoption
of a Makerspace

Junko Yamamoto

6.1 Introduction

Teachers are tasked with preparing their students to be successful in the workforce
for a lifetime. Since society and necessary skills change rapidly, lifelong learning,
creativity, innovation, and adaptation of new ideas needs to be embedded in instruc-
tional strategies within teacher education. Learners need to develop an aptitude for
dealing with uncertainty, and to make a mental effort to acquire new skills. In order
to facilitate classroom activities that stimulate creativity and innovation, teachers
need to be prepared and willing to teach themselves as new methods, ideas, and
tools are presented to them. Consequently, the International Society for Technology
in Education (ISTE) published the 2017 Standards for Educators that expect teach-
ers to be able to facilitate activities that nurture creativity and innovation
(International Society for Technology in Education, 2017).

The idea that the education should prepare a future workforce is not new. For
example, Trilling and Fadel published a book about twenty-first century skills in
2009. In this book, they stated that the nature of work has changed from routine
manual or routine cognitive work to being more reliant upon expert thinking.
According to Trilling and Fadel (2009), schools need to teach critical thinking, cre-
ativity, collaboration, communication, information literacy, media literacy, technol-
ogy literacy, and flexibility. Routine jobs are more likely to be replaced by automated
machinery or artificial intelligence than jobs that require expert thinking and cre-
ativity. The implication being that a future workforce needs to be innovative. Since
the book was published in 2009, society has indeed witnessed routine work, such as
cash register checkout and highway toll payment, being replaced by machines.
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Hence, schools need to educate students to be inventive, and also to quickly adopt
innovation.

Innovation refers to creating something new, which can be a new idea, designing
new ways of completing a task, or making something that no one has made before.
Innovation does not have to involve technology (Krueger, 2019). Designing and
making something new, using digital or non-digital tools and materials promotes a
leaner’s innovative ability. Likewise, using a tool in a way that no one has used it
before, even if the tool has been available for a long time, is an innovation.

Working with hands to create something new stimulates the brain (McQuinn,
2018) and promotes creativity and innovation. Because of this, the maker space
movement has gained momentum in the United States. Although 3D printers, cut-
ting machines, and robotics kits are found in a makerspace, digital technology is not
required for a maker space. Conventional tools such as a sewing machine (Mann,
2018) and woodworking tools can also be a part of a maker space.

The purpose of this paper is to show how future teachers can use a makerspace
to convert an abstract concept into a concreate visual product. Pre-service teachers
in an instructional technology class created digital or physical materials that repre-
sent someone that they find inspiring. They did so in an environment in which they
had access to high tech tools and low-tech materials. To simulate real choices that
in-service teachers make, pre-service teachers were not required to use a specific
tool, but instead were granted access to familiar materials as well as novel devices.
Since in-service teachers choose to learn to use new technology tools on their own,
pre-service teachers in the class also had the option to use tools and materials of
their choice. The study collected the participant’s comments to capture their insights
into their attitudes about adopting something new, and how the perceived usefulness
or perceived ease of use of materials and tools influenced their decision to adopt a
new technology or a new procedure.

6.2 Literature Review

6.2.1 ISTE Standard

Teacher education is often driven by standards. Standards for teacher education
function as accountability measures, ensuring that educators are preparing teacher
candidates to have the ability to successfully prepare future generations for their
jobs (Chung & Kim, 2010). Aligning instruction to standards in teacher preparation
also demonstrates a high quality teacher education (Murray, 2001). ISTE Standards
for Educators includes categories such as “Designer: Educators design authentic,
learner-driven activities and environments that recognize and accommodate leaner
variability,” and “Facilitator: Educators facilitate learning with technology to sup-
port student achievement of the ISTE Standards for Students.” These standards call
for creating personalized learning experiences, designing authentic learning
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activities, encouraging independent learning, challenging learners to use the design
process, and modeling creativity (ISTE, 2017).

6.2.2 Makerspace

A makerspace can facilitate personalized learning experience, authentic activities,
independent learning, and the design process (Taheri, Robbins, & Maalej, 2020). A
makerspace is a set up that allows students to create digital or physical objects to
express their understanding. Students share materials and collaborate in the space
(Trust, Maloy, & Edwards, 2018). Some argue that making does not need to involve
high technology: students can make their mental representation models or prototype
of a product using common materials, such as cardboard and duct tape (Maughan,
2018), index cards, craft sticks, pipe cleaners and modeling clay (McGlynn & Kelly,
2019). On the other hand, Valente and Blikstein (2019) recommend combining digi-
tal and physical materials. They also state that it is important to carefully balance
advanced technology and traditional material. The concept of makerspace is more
about the act of making, rather than a physical space (Trust et al., 2018).

Technology integration in classrooms has shifted from teacher-centered models
to student-centered models (Muilenburg & Berge, 2015; Passehl-Stoddart, Velte,
Henrich, & Gaines, 2018), and makerspace is in line with a student-centered
approach. The makerspace process in which learners invent and test their proto-
types, promotes creativity and 