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Preface

This volume contains the papers selected for presentation and publication at the 16th
International Conference on Information Systems Security (ICISS 2020), held during
December 16–20, 2020, at IIT Jammu, India.

In response to the call for papers of this edition of ICISS, 52 submissions were
received from all the continents, except Antarctica! All the submissions underwent a
blind-review process by the Technical Program Committee of 67 researchers from
industry and academia. The papers were reviewed and then discussed online by the
members of the Technical Program Committee and 22 external reviewers.

Out of 52 submissions, the conference accepted 16 papers (comprising 11 regular
papers, 2 short papers, and 3 work-in-progress papers), resulting in an acceptance rate
of 30%. The papers were evaluated for their significance, novelty, technical quality,
and relevance to the current trends in the field of systems security. Each paper received
three or more reviews. The accepted papers cover a wide range of topics in security and
privacy, including access control, information flow control, authentication, forensics,
Android, IoT, applications of AI/ML, and cryptography to network/application/systems
security.

In addition to the accepted papers, the conference program also featured five key-
note talks by eminent speakers working in the field of security. The keynote speakers,
in alphabetical order of their last names, were Omar Chowdhury from the University of
Iowa, USA, Sanjam Garg from the University of California, Berkeley, USA, Peng Liu
from the Penn State University, USA, Surya Nepal from CSIRO, Australia, and Ravi
Sandhu from The University of Texas at San Antonio, USA. A tutorial by Balaji
Palanisamy from the University of Pittsburgh, USA, and Chao Li from Beijing Jiao-
tong University, China, preceded the main program of the conference.

ICISS 2020 would not have been possible without the contributions of the many
volunteers who devoted their time and energy to the success of the conference. We
would like to thank the Program Committee and the external reviewers for their dili-
gence and timely submission of the reviews of the papers. We would also like to thank
the ICISS Steering Committee, the general chair, the publicity chairs, and the Local
Arrangement Committee for virtual organization of this year’s conference due to the
COVID-19 pandemic. We are grateful to the EasyChair conference management ser-
vice for carrying out the tasks of scrutinizing submissions, evaluating the papers, and
notifying the authors of the status of their papers. We also thank Springer for helping us
disseminate these papers as a LNCS proceeding to a wider scientific community.

We hope that you find the proceedings of ICISS 2020 inspiring for your future
research. And we look forward to your contributions to the future editions of the
conference.

December 2020 Salil Kanhere
Vishwas T Patil

Shamik Sural
Manoj S Gaur
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Abstracts of Keynote Talks



On Adversarial Testing of Cellular
Network Protocols

Omar Chowdhury

The University of Iowa, USA

Abstract. Cellular networks are an indispensable part of a nation’s critical
infrastructure enabling global-scale communication and a wide range of novel
applications and services, including earthquake and tsunami warning system
(ETWS), telemedicine, and smart-grid electricity distribution. Cellular networks
thus have been an attractive target of adversaries ranging from rogue individuals
to more resourceful adversaries such as foreign intelligence agencies. Unfortu-
nately, security- and privacy-enhancing considerations, however, have often
played second fiddle to quality-of-service, interoperability, and bandwidth
concerns during cellular protocol design. As a consequence, cellular protocols,
including the most recent generation, have been often plagued with debilitating
attacks due to design weaknesses and deployment slip-ups. In this talk, I will
start by discussing an automated analysis approach to reason about the security
and privacy properties of cellular network protocol. Next, I will discuss several
side-channel attacks that can give away a victim’s geographical location as well
as its persistent identifier, when the adversary only knows the victim’s phone
number. I will conclude the talk by discussing several low-cost defense mech-
anisms whose inclusion can raise the bar for the attackers.



Formalizing Data Deletion in the Context
of the Right to be Forgotten

Sanjam Garg

University of California, Berkeley, USA

Abstract. The right of an individual to request the deletion of their personal data
by an entity that might be storing it – referred to as the right to be forgotten – has
been explicitly recognized, legislated, and exercised in several jurisdictions
across the world, including the European Union, Argentina, and California.
However, much of the discussion surrounding this right offers only an intuitive
notion of what it means for it to be fulfilled – of what it means for such personal
data to be deleted. In this work, we provide a formal definitional framework for
the right to be forgotten using tools and paradigms from cryptography. In
particular, we provide a precise definition of what could be (or should be)
expected from an entity that collects individuals’ data when a request is made of
it to delete some of this data. Our framework captures several, though not all,
relevant aspects of typical systems involved in data processing. While it cannot
be viewed as expressing the statements of current laws (especially since these
are rather vague in this respect), our work offers technically precise definitions
that represent possibilities for what the law could reasonably expect, and
alternatives for what future versions of the law could explicitly require. Finally,
with the goal of demonstrating the applicability of our framework and defini-
tions, we consider various natural and simple scenarios where the right to be
forgotten comes up. For each of these scenarios, we highlight the pitfalls that
arise even in genuine attempts at implementing systems offering deletion
guarantees, and also describe technological solutions that provably satisfy our
definitions. These solutions bring together techniques built by various com-
munities. (Based on joint work with Shafi Goldwasser and Prashant Nalini
Vasudevan)



Insecurity Analysis of the IoT Platforms
and Systems

Peng Liu

Penn State University, USA

Abstract. In this talk, I present our findings of two new families of security
vulnerabilities associated with IoT platforms and systems. (Family 1) state out-
of-sync vulnerabilities; and (Family 2) privilege separation vulnerabilities. In
addition, I will provide a systematic classification of the recently identified
security-related logic bugs in IoT platforms and systems. Our study shows that
new kinds of security vulnerabilities indeed exist in emerging IoT applications
and platforms. I also comment on the difficulties of removing these
vulnerabilities.



A Defense Against Trojan Attacks on Deep
Neural Networks

Surya Nepal

Data61, CSIRO, Australia

Abstract. Backdoor attacks insert hidden associations or triggers to the deep
learning models to override correct inference such as classification and make the
system perform maliciously according to the attacker-chosen target while
behaving normally in the absence of the trigger. As a new and rapidly evolving
realistic attack, it could result in dire consequences, especially considering that
the backdoor attack surfaces are broad. This talk first provides a brief overview
of backdoor attacks, and then present a countermeasure, STRong Intentional
Perturbation (STRIP). STRIP intentionally perturbs the incoming input, for
instance by superimposing various image patterns, and observe the randomness
of predicted classes for perturbed inputs from a given deployed model – mali-
cious or benign. A low entropy in predicted classes violates the input-depen-
dence property of a benign model and implies the presence of a malicious input.



Access Control Convergence: Challenges
and Opportunities

Ravi Sandhu

The University of Texas at San Antonio, USA

Abstract. There have been a handful of ground-breaking concepts in access
control over the past half century which have received significant traction in
practical deployments. These include the fundamental policy-mechanism and
operational-administrative distinctions, along with the authorization models of
discretionary access control (DAC), mandatory access control (MAC), role-
based access control (RBAC), attribute-based access control (ABAC), and
relationship-based access control (ReBAC). In this talk we will argue that
modern cyber systems require an effective convergence of these concepts, in that
they must coexist in mutually supportive synergy. We will highlight some
challenges and opportunities in making this vision a practical reality.
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A Unified Access Control Model
for Calibration Traceability

in Safety-Critical IoT

Ryan Shah(B) and Shishir Nagaraja

University of Strathclyde, Glasgow, Scotland
ryan.shah@strath.ac.uk

Abstract. Accuracy (and hence calibration) is a key requirement of
safety-critical IoT (SC-IoT) systems. Calibration workflows involve a
number of parties such as device users, manufacturers, calibration facil-
ities and NMIs who must collaborate but may also compete (mutually
untrusting). For instance, a surgical robot manufacturer may wish to
hide the identities of third-parties from the operator (hospital), in order
to maintain confidentiality of business relationships around its robot
products. Thus, information flows that reveal who-calibrates-for-whom
need to be managed to ensure confidentiality. Similarly, meta-information
about what-is-being-calibrated and how-often-it-is-calibrated may com-
promise operational confidentiality of a deployment. We show that the
challenge of managing information flows between the parties involved in
calibration cannot be met by any of the classical access control models,
as any one of them, or a simple conjunction of a subset such as the lattice
model, fails to meet the desired access control requirements. We demon-
strate that a new unified access control model that combines BIBA, BLP,
and Chinese Walls holds rich promise. We study the case for unification,
system properties, and develop an XACML-based authorisation frame-
work which enforces the unified model. We show that upon evaluation
against a baseline simple-conjunction of the three models individually,
our unified model outperforms with authorisation times at least 10ms
lower than the baseline. This demonstrates it is capable of solving the
novel access control challenges thrown up by digital-calibration work-
flows.

1 Introduction

Many safety-critical IoT (SC-IoT) systems, such as surgical robots, are employed
to address the need for automation, accuracy and precision. For example, the
Robodoc surgical robot has shown a decrease in the number of complications
in hip surgeries by providing higher accuracy for implant sizing and positioning
within the bone compared to traditional surgery [5]; and in autonomous vehicles,
a variety of sensor devices are heavily relied on to provide assistance for real-
time decision making [27]. This has led to an increased desire in the adoption of

c© Springer Nature Switzerland AG 2020
S. Kanhere et al. (Eds.): ICISS 2020, LNCS 12553, pp. 3–22, 2020.
https://doi.org/10.1007/978-3-030-65610-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65610-2_1&domain=pdf
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4 R. Shah and S. Nagaraja

such systems in high-assurance environments, where the system can outperform
traditional methods whilst lowering risk of complications.

While IoT device security and privacy has received a lot of attention [1,11,17],
the security of calibration has received little attention. There are a number of
safety-critical IoT systems in the industrial landscape, such as surgical robotics,
where one of the key safety requirements is to ensure valid calibration of all its
components before deployment and operation. To ensure valid calibration, there
are calibration processes which involve many parties. These parties form a hier-
archy of other calibrated devices within which they interact (Fig. 1). First, at
the field level we have device operators who control, interact with and maintain
the system and its components. Second, we have one or more intermediary cal-
ibration facilities who employ technicians which interact with other calibrated
devices within the hierarchy. Finally, we have National Measurement Institutes
(NMIs) at the highest level, such as NIST (USA) and NPL (UK), who maintain
homeostatic control within the hierarchy.

Fig. 1. Calibration hierarchy for an SC-IoT system

While many of these parties do cooperate in harmony, for example NMIs who
manage publicly available calibration information and act as the root of trust, a
subset of them may share an adversarial relationship (in direct competition, or
conflict, with one another). Consider a surgical robot which employs a number
of sensors (among other components) that require valid calibration to ensure all
sensed data is accurate and reliable. While the calibration of these devices may
be performed in-house, some system-level organisations make use of third-party
calibration service providers (i.e. an intermediary calibration facility) who may
wish to remain confidential – for example, to show responsibility for calibrating
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their own devices and helping to maintain business relationships. By revealing
this information to parties in competition, in this case to other hospitals, the
confidentiality among the participants (who-calibrates-for-whom) would be com-
promised, possibly hindering potential investor engagements. As well as this, by
allowing a calibration technician to calibrate a system for an organisation in con-
flict with another that the same technician calibrates for, the potential for the
collection and leakage of sensitive business secrets is of significant concern. Fur-
thermore, while protecting the confidentiality of business relationships among
organisations with conflicts of interest, the information regarding the frequency
of calibration and what is being calibrated can lead to the compromise of oper-
ational confidentiality of SC-IoT deployments. For instance, by monitoring the
calibration processes and collecting calibration offsets and other meta-data, it is
possible to reveal how system components are used.

Ultimately, we observe that the potential compromise of calibration integrity
and confidentiality, and the adversarial relationships (conflict) between a subset
of interacting parties in the calibration ecosystem, presents us with a unique
set of information flows where meta-information such as what is calibrated, how
often it is calibrated and who calibrates for who, need to be managed. This
presents us with an interesting access control challenge, to which an effective
solution to adderss this should satisfy the following requirements:

(R1) How can we manage the adversarial relationships between a subset of inter-
acting parties in the calibration ecosystem, to avoid unintended disclosure of
information?

(R2) How can we protect the confidentiality of business relationships (who-
calibrates-for-whom) whilst providing transparency for calibration processes?

(R3) How can we ensure operational confidentiality of SC-IoT deployments by
protecting what-is-being-calibrated and how-often-it-is-calibrated?

(R4) As many SC-IoT systems are time-critical, how can we support calibration
processes to be carried out efficiently (on-the-fly) whilst ensuring R1–R3?

We propose the case for the unification of three classical access control mod-
els: BIBA, BLP and Chinese Walls models; propose a conjunction; and evalu-
ate an efficient implementation of the unified model. Upon evaluation using an
attribute-based authorisation framework, we observe that our unified model out-
performs the baseline authorisation times by at least 10 ms, which in the context
of safety-critical IoT systems, where time-critical operation is key to adhere to,
suggests that it can adequately solve the access control challenges which arise
from digital-calibration workflows.

The rest of the paper is organised as follows. In Sect. 2, we further detail
the inadequacies of the current state-of-the-art in calibration and access control,
and discuss the observed information flow constraints pertaining to multi-level
integrity and confidentiality and compartmentation of conflicts of interest, which
demands a novel unification of BIBA, BLP and Chinese Walls. Following this,
we detail our unified access control model in Sect. 3 and evaluate its perfor-
mance using an attribute-based authorisation mechanism in Sect. 4. In Sect. 5,
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we provide a discussion of the presented work, provide related work in Sect. 6
and conclude in Sect. 7.

2 Calibration Traceability and Access Control: A Case
for Unification

Calibration is a key factor which contributes to the accuracy and reliability of
our devices, such as the readings produced from sensing equipment. Simply put,
the process of calibration is a comparison of a given device, such as a sensor
in an SC-IoT system, with a more accurate (parent) device. Specifically, the
accuracy and reliability of our device’s output is derived from its parent. Whilst
it is important to maintain calibration of our devices, ensuring valid calibration
is key [26]. An important requirement for valid calibration is having an unbroken
chain of traceable calibration to a trustworthy source [7,26] (Fig. 2). This means
that valid calibration requires a complete trace of calibration, starting with a
comparison between our device and a more accurate parent device. The parent
will then be compared against an even more accurate device, and so forth until
we compare against a device that is as accurate as possible (where the accuracy
and uncertainty of output meets national standards), typically maintained by
National Measurement Institutes (NMIs).

Fig. 2. Traceability chain

With the considerations of SC-IoT systems, we observe several inadequacies
with the current state-of-the-art in calibration traceability.

First, current calibration traceability processes are inefficient. As an output
of calibration, a report (hereafter refered to as a calibration report) is produced,
which details the information used in traceability verification (such as calibration
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offsets, uncertainty measurements, operating ranges, etc.). Furthermore, these
are stored centrally within the organisation who carried out the calibration of
the associated device. For example, a device calibrated by a technician at some
intermediary calibration facility will typically have its report stored locally. To
carry out verification checks (Fig. 2), a subject (device owner, technician per-
forming calibration, etc.) must first request the device’s report from the holding
organisation. Once access is granted, the parent units of the device can be identi-
fied from the report and the reports for these devices must also be accessed, and
so forth to national standards. While the process is relatively trivial to conduct,
many SC-IoT systems are comprised of large numbers of devices, each of them
having their own individual traceability chains. With this in mind, a verification
process which ensures there is a complete chain of calibration for a single device
in the current state-of-the-art could take a few hours but for an entire SC-IoT
system, verification time would increase significantly.

Second, given that calibration reports are stored in different organisations
for a single device’s traceability chain, each organisation could have their own
security requirements to grant access to reading a report. For example, test and
measurement equipment used to calibrate military equipment could have their
reports classed as confidential, heavily restricting who can gain access to the
information within the report. Further, an organisation who employs calibration
services from a third-party provider may wish to not reveal this relationship
to other parties related to the organisation (for example stakeholders). If this
information was revealed, it would compromise the confidentiality of business
relationships. By verifying calibration along each step in a device’s chain could
leak confidential information about how the device is used (i.e what-is-calibrated
and how-often-it-is-calibrated) and the parties involved with its calibration (who-
calibrates-for-whom).

Third, we consider insider attacks. It is entirely possible that a technician at
the field level in the chain could fabricate reports for (potentially non-existent)
devices further up the chain, such as for intermediary calibration facilities or
National Measurement Institutes (NMIs). As the calibration status of down-
stream equipment is dependent on upper levels, the integrity of calibration trace-
ability and ultimately the device itself could be compromised. Furthermore, it is
important to allow subjects conducting traceability verification checks at lower
levels (i.e. the field level) to access reports at each upper level for completeness,
while disallowing those operating at the field level to write reports for upper
levels, and vice-versa.

Finally, the potential for conflicts of interest between competing calibration
facilities arise. For example, a calibration technician who calibrates devices for
one organisation, should not be allowed to calibrate devices for another, to avoid
leaking potentially sensitive information about the device and the organisation’s
internal calibration processes.

Upon observation of the problem space surrounding the current state-of-the-
art and the considerations surrounding SC-IoT, we can see that the key failures
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are provoked by varying access control requirements for verifying calibration
traceability within a multi-level hierarchy.

2.1 Information Flow Constraints

An important requirement for designing an effective solution that meets our
requirements is to define the information flow constraints which should be
enforced. For subsequent discussion, we refer to the information flow model
depicted in Fig. 3.

Fig. 3. Information flow model

Multi-level Integrity. Our first requirement is to maintain the integrity of
calibration. By maintaining the integrity of calibration reports at the root level,
we can reduce the damage inflicted to intermediate levels between the root level
and the components which make up a safety-critical system. As a reminder, if
compromise occurs at the root level in a traceability chain, then the validity of
all subsequent levels towards the field level is questionable. By maintaining the
integrity of calibration, we can limit any damage to its immediate locality, as
opposed to inflicting widespread damage.

Overall, we observe that with respect to traceability, information flows from
a high integrity source, the root calibration units at NMIs, to a low integrity
destination, the components at the field level.
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Multi-level Confidentiality. The second requirement is maintaining confiden-
tiality among participants whilst enabling transparency in traceability chains.
Interestingly, we observe that it is relatively trivial to map components in trace-
ability chains to real actors. For example, a component’s calibration report could
reveal the facility at which calibration was carried out, as well as information
that denotes a facility’s internal calibration processes. With consideration to
NMIs where the information is globally available, the mapping of equipment at
this level does not succumb to confidentiality concerns. However, in the case of
intermediate levels, who do not wish to reveal information to other levels above
or below them, the possibility of such a mapping becomes of real concern.

Additionally, the timing of traceability verification checks could reveal infor-
mation about system operations. For example, in the context of surgical robots,
the timing of surgical procedures could be leaked, as a result of monitoring verifi-
cation checks. When combined with other sources of information such as patient
admission and exit times, a violation of patient confidentiality is possible. It is
also important that the verification process does not reveal information about
the deployment to intermediaries involved between the deployed system and the
public-facing NMI at the highest level. The reason for this is simple: calibration
traffic could leak information to parties further down the chain. For example, a
device manufacturer may employ the services of a third-party calibration facil-
ity to calibrate the system’s sensors, but may not want to reveal who the third
party is. Thus, the traceability chain should be verifiable in a manner, such that
information about the setting where the system is deployed is not leaked to other
facilities, and likewise from these facilities to the NMIs.

Overall, we note that the field level, where systems are deployed, must retain
the highest level of confidentiality, whilst calibration present at the public-facing
root level are found to have the lowest confidentiality requirements.

Conflicts of Interest. The last requirement for an appropriate solution is to
prevent unintended disclosure of information, specifically relating to the nature
of conflicts between calibration providers that manage the systems. For example,
a hospital which employs a number of surgical robots may wish to hide the
identity of the calibration service provider who calibrates the robot’s sensors. A
technician from this company should not be allowed to calibrate surgical robots
for other hospitals, to avoid the leakage of sensitive business information to
competitors, and protect confidential business relationships. As such, it is vital
that we compartmentalise those in competition into conflict of interest sets, such
that this sensitive information cannot flow between them.

2.2 Existing Access Control Models and Calibration Traceability

Naturally, given the information flow contraints which arise from calibration
traceability, one would consider the adoption of existing access control mod-
els. To this, we will refer to the requirements of multi-level confidentiality and
integrity, as well as the conflicts of interest among calibration providers. The
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existing BLP model provides confidentiality, most prominently for military appli-
cations, preventing unauthorised disclosure from an object. The existing model
matches our information flow from high confidentiality (system) to low confiden-
tiality (NMIs at the root level), however while BLP address confidentiality, by
itself it does not satisfy our integrity requirements. Similarly, the existing BIBA
model prevents unauthorised modification where integrity flows from low to high
are prevented. While BIBA can satisfy our integrity requirements, similar to
BLP itself alone cannot satisfy our confidentiality requirements. Unfortunately,
neither model alone will prevent the undesirable information flows described in
Sect. 2.1 and both are required. Notably, while BIBA and BLP address integrity
and confidentiality, respectively, neither address both concerns and although
it is ideal to join together concerns of confidentiality and integrity in security
systems, there is no previously proposed conjunction. Finally, with regard to
conflicts of interest, the Chinese Wall model (albeit refers equally to integrity
and confidentiality) mandates that access to data is constrained by what data
the subject already holds access rights to and not just by attributes of the data in
question [6]. In contrast to this, BLP and BIBA place no constraints on the inter-
relationships between objects and structure is defined by the security attributes
of the data.

Ultimately, while each of the existing models could potentially satisfy some of
the information flow requirements individually, none alone can meet our require-
ments. Thus, the unification of the BLP, BIBA and Chinese Wall models is
necessary. The model rules are presented in Sect. 3

3 A Unified Access Control Model for Calibration
Traceability

In current calibration-related business practices, we identified that these models
are loosely implemented. Within calibration facilities, the notions of confiden-
tiality set forth in the BLP model is exercised on calibration reports. Specifically,
some calibration reports may have a degree of confidentiality, or the technicians
calibrating equipment may do so under a non-disclosure agreement, and it is
likely that internal systems and individuals maintain these levels of confidential-
ity. As for the notions of integrity handled by BIBA, we observe this is inherent
to the calibration ecosystem but is not rigorously enforced. Instead, it is implied
that integrity must be maintained at all levels, specifically at the root level, but
any problems are not discovered until the annual cycle of traceability verifica-
tion, at which point the liabilities that arise due to invalid calibration may not
be settled easily.

For subsequent discussion of the unification of the three models, we define
the terminology using notation based on the work of Sandhu [24].

(Definition) Conflict of Interest Set. A Conflict of Interest (COI) set
is defined as the set of conflict of interest classes, that contains all calibra-
tion reports (objects) whose providers are in direct competition with each
other. Following standard notation, we denote the set of n COI sets as
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{COI1, COI2, . . . , COIn}, where each set COIi = {P1, P2, . . . , Pk} and Pk is
the group of calibration reports which concern the same provider k.

(Definition) Set of Integrity Labels. The set of integrity labels is denoted
as Ω = {ω1, ω2, . . . , ωq}, where each label corresponds to a unique integrity level.
In accordance with our information flows, each integrity label also constitutes a
unique confidentiality level.

(Definition) Security Label. A security label is defined as a set of two n-sized
vectors {[i1, i2, . . . , in], [p1, p2, . . . , pn]}, where ij ∈ {COIj∪ ⊥ ∪T}, pj ∈ Ω and
1 ≤ j ≤ n.

– Where ij =⊥, the calibration traceability chain does not contain information
from any provider in COIj .

– Where ij = T , the calibration traffic contains information from at least two
facilities who are in a conflict of interest set COIj .

– Where ij ∈ COIj , the calibration traffic contains information from the cor-
responding calibration facility in COIj .

(Definition) Dominance Relations. We define the (transitive) dominance
relations between security labels as follows, where the notation lj [ik] denotes the
ithk element of the label lj . We say that a security label l1 dominates a label
l2, denoted by l1 ≥ l2, where l1 ≥ l2 ⇐⇒ ∀ik, pk = (1, 2, . . . , n)[((l1[ik] =
l2[ik]) ∨ (l2[ik] =⊥) ∨ (l1[ik] = T )) ∧ (l1[pk] ≤ l2[pk])].

– A label l1 dominates a label l2, provided that l1 and l2 agree whenever l2 is
not public or in conflict, and the integrity level of l2 is higher than that of l1.

– The security label corresponding to an NMI at the root level, {[⊥,⊥, . . . ,⊥],
[ωq]}, is dominated by all other levels.

– The system high, denoted by {[T, T, . . . , T ], [ω1]}, dominates all other levels.
– The dominance relation defines a lattice structure, where the NMI label

appears at the bottom and the level trusted appears at the top. Incompa-
rable levels are not connected in this lattice structure.

In accordance with our proposed access control model, the rules for informa-
tion flow as they apply to it are as follows:

1. Simple Property: A calibration technician (S), may read a calibration report
(O), only if the label, L(S) ≥ L(O).

2. * (Star) Confinement Property: A calibration technician (S) can only cali-
brate (write) a system component or unit (O), if the label of the component
dominates that of the technician, i.e. if L(O) ≥ L(S). Specifically, write cor-
responds to the production of a calibration report.

4 Evaluation

While our unified model may be theoretically sound, it is vital to evaluate
whether or not such a model is practically efficient for enforcing constraints
in a real application. In this section, we first describe a case example for which
our model could be applied, and follow on to evaluate the performance of our
model as a practical solution for authorising traceability verification checks.
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4.1 Case Example: Calibration Traceability for a Sensor Device

To describe a case as to how our proposed model can be applied, we take the
example of an infrared thermometer sensor. To keep within scope of this paper,
we will discount the uncertainty calculations that make part of the traceability
verification process, as the primary concern is with the authorisation time for
enforcing our model rather than the overall time to complete calibration itself.

In order to calibrate an infrared thermometer, we need: (1) a thermal radi-
ation source, (2) a transfer standard (an intermediate device when comparing
other devices in calibration), (3) an ambient temperature thermometer, and (4)
a distance measuring device. In some cases, for example where an aperture is
part of its calibration, additional equipment may be required. However, we will
consider the more general case described. As shown in Fig. 4, we can see an
example scheme for tracing the infrared thermometer to national standards.

To discuss our model in this case setting, we will assume the following:

– The calibration facilities O1 − O3 are classed as intermediary calibration
facilities, and O4 is a National Measurement Institute (NMI)

– The infrared thermometer sensor is calibrated by technician T1 at calibration
facility O1

– The transfer standard used in calibrating the sensor is itself, calibrated by a
technician T2 at organisation O2

– The facilities O2 and O3 are in direct competition with one another
– The traceability chain information flows from the sensing device to O1, to the

transfer standard calibrated by a technician at O2, towards the NMI (O4)

Fig. 4. Traceability chain for infrared thermometer

Given the assumptions above, we now describe the calibration traceability
lifecycle for our infrared thermometer sensor and how our proposed unified model
can be applied.
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Initial Calibration
Inspired by biology, we refer to the initial calibration of a system component,
or test and measurement equipment, as the birth of the device, representing the
behaviour which implements its secure initialisation. For all devices, there is
always an initial calibration step which commences the start of its lifecycle and
inaugurates them into the calibration ecosystem. After manufacturing, there are
three primary methods of initial calibration: (a) by the manufacturer; (b) by a
third-party intermediary calibration facility; and (c) at a National Measurement
Institute (NMI).

In accordance with our model, and taking our case example, the sensor’s
initial calibration will be conducted by the technician T1 at the facility O1.
This process will output a calibration report for the sensor and this will be
given the security label assigned to the technician: {[⊥,⊥,⊥], [ω1]}. Similarly,
the transfer standard is calibrated by the technician T2 at facility O2 and will
have the security label: {[⊥, COI1,⊥], [ω2]}, where COI1 = {O2, O3} contains
the group of calibration reports which concern both the providers O2 and O3
that are in conflict.

In most cases, there will be no conflicts that arise as part of a device’s initial
calibration, however some devices such as those created for military or other
government organisations may be classified in nature. Thus, if the organisation
previously used a calibration facility for calibrating a set of other devices, the
new facility to be contracted could be in competition/conflict with the other and
thus the labels would indicate a conflict in the chain.

Verifying Traceability
Traceability plays a key role in verifying a newly calibrated device, as well as
determining whether it needs to be recalibrated; ultimately being at the heart
of on-the-fly calibration. As the traceability verification process first involves
retrieving the report of the device being traces, followed by its parents’ reports,
until the root level, the party who carries out the verification check must first
satisfy a set of conditions set out by the unified model.

In accordance with our access control model, the security label of the device
being traced must dominate the label of the party carrying out the verification
check. For example, in the case of recalibration which first involves a traceability
check, the label for a device must dominate that of the verifier. As we are required
to read all the reports of all parents at each step in the chain, up to national
standards, the label of each parent should also dominate that of the verifying
party, such that for a traceability chain C = {L(O1), L(O2), . . . , L(On)}, ∀c ∈ C,
L(S) ≥ ci, where i, n ≥ 1 and L(S) is the label of the party carrying out the
verification.

Recalibration
The process of recalibration is one that is carried out either: (a) when the expiry
date of a component/unit’s calibration report has been exceeded, (b) when crit-
ical measurements are taken, (c) if the accuracy or measurement uncertainty of
the equipment has noticeably degraded or drifted before the expiry period, or (d)
if any parent unit in the chain does not have valid calibration. In any case, recal-
ibration first involves performing a traceability verification check, to ensure that
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the component/unit has unbroken traceability and valid calibration. The tech-
nician performing calibration must first be allowed to carry out the traceability
check, such that the label of the component or unit being calibrated dominates
that of the technician, L(O) ≥ L(S). Specifically, this dominance relation is
satisfied when the technician is not in conflict; i.e. if the technician is the same
as the one who performed the initial calibration or previous recalibration, then
they will be allowed to do so. Similarly, if not then the model would verify that
the new technician performing recalibration is not in conflict with the previous,
or others in the chain. That is, the traceability chain of the equipment being
recalibrated does not contain information from both technicians in a conflict of
interest set COIj .

4.2 Performance Evaluation

As well as discussing how the model will be applied in a real-world case, it is vital
to determine its practicality. We mention that the individual access control mod-
els, or a simple conjunction of them, may not be suitable or efficient compared
to the unified model. In this evaluation, we determine whether our unified model
can be enforced in a practical setting to support efficient calibration verification
on-the-fly and scale well with large, complex calibration hierarchies.

Setup
To evaluate our model, we made use of an attribute-based authorisation frame-
work, following the XACML standard [21] and structured as shown in Fig. 5.
The framework provides standards for access requests and policy specification,
where a client program acts as a Policy Enforcement Point (PEP) which sends
access requests to and enforced responses given by the server running a Policy
Decision Point (PDP). The experiments on the authorisation framework to eval-
uate our model were performed on a virtual machine running Ubuntu 14.04 LTS
allocated with 64 GB of RAM.

Baseline Model
To provide a more in-depth comparison on how our access control model per-
forms, we conducted the evaluation starting with a simple conjunction of the
three models (BLP, Reverse BIBA (RBIBA) and Chinese Walls), as a base-
line model to compare our unified model against. Specifically, to create the
baseline model we made use of the XACML PolicySet, where policies for each
model can be combined into a policy set and enforced together using a Policy-
CombiningAlgorithm. As the policy set contains multiple policies (one for each
model), with each returning different decisions, the question remains as to what
the policy combination should return. To combine the policies for our baseline,
we used the permit-unless-deny algorithm, which only allows a Permit or Deny
response, and will deny access if any one of the combined policies produce a
Deny result. In comparison, our unified model is a single policy which makes use
of the deny overrides rule combining algorithm, such that if any rule results in
a Deny response, then this decision wins.
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Fig. 5. XACML authorisation architecture

Authorising Traceability Verification
For the first part of our evaluation, we measured the time taken to authorise
access requests for calibration traceability verification using our unified model.
As a point of comparison, we also measure this time for the baseline model. To
recall, traceability verification involves verifying the calibration at each level in
the chain of calibrations for some equipment, up to national standards.

Naturally, in the calibration hierarchy, there are several levels for a single
traceability chain. A simple temperature sensor, for example, could be calibrated
with a platinum resistance thermometer, which in turn is calibrated by a more
accurate reference thermometer, and finally calibrated by a helium gas ther-
mometer (primary reference standard) [20]. However, with the consideration of
SC-IoT systems, where devices could be off-the-shelf components, the length of
traceability chains could be much larger than 4 levels. Thus for completeness,
we conduct our experiment measuring the authorisation time for traceability
verification up to 50 levels.

For the first experiment, we measured the time to authorise traceability veri-
fication up to 50 levels, with only a single parent (reference device) at each level.
As shown in Fig. 6, we observe that across the board, the unified model is signif-
icantly faster compared to the baseline simple conjunction, with authorisation
times not exceeding 11 ms on average in the worst case, compared to roughly
30 ms for the baseline model.

In realistic traceability chains, some devices are calibrated with more than
one reference (parent) device. For example, an infrared temperature sensor is
calibrated with a distance gauge, infrared source (i.e. hotplates) and reference
thermometer [18]. Each of these parent devices will have their own parents, mean-
ing that instead of having a single chain, we now have a chain that branches off
several times. Hence, our next experiment involves measuring the authorisation
time for traceability verification for 2 and 4 branches per level, such that we
can observe the impact of realistically complex chains. As shown in Fig. 7(a)
and Fig. 7(b), we see a similar pattern to a single branch for a chain, with our
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Fig. 6. Authorisation time for single traceability chain

unified model outperforming the baseline model by at least 15 ms in the worst
case. Furthermore, we can also observe an increase in the authorisation time as
the number of branches per level also increases, as authorisations for each parent
device and so forth in their branches also need to be made.

Fig. 7. Authorisation times for branching traceability chains

Across all test cases, while the unified model does outperform (significantly)
the baseline simple conjunction, the authorisation time does increase as the num-
ber of levels increases. However, in the case of our unified model, the increase
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of just a few milliseconds as the number of levels or branches increase is consid-
ered a reasonable wait on the device prep-cycle or if a measurement was to be
taken [10].

Conflict Management
Pertaining to the conflict component of security labels, we note that it is in fact
the size of conflict sets, rather than the number of them, which needs to be con-
sidered, as some sets may only contain two members, whilst others could contain
more. Thus, we evaluated the effect of the size of conflict sets on authorisation
time in traceability verification, for our unified model.

For our calibration traceability dataset, we generated a set of calibration
reports which contained real calibration data. Each of which were assigned a
security label, where the integrity component of the label corresponded with
the level at which calibration was conducted, and the conflict component of the
label was generated using a G(n, p) variant of the Erdös–Rényi random graph
model, where n is the number of potential competitors and p is the probability
of conflict. Specifically, the cliques of the random graph represented conflict sets,
which for each node ni was assigned a set of conflict sets.

To evaluate the impact of the size of conflict sets, we increase the number of
potential competitors n and probability of potential competitors being in conflict
p, such that we get a range of conflict set sizes from 1 member in the set to 50. As
shown in Fig. 8, we observe an increase in the time taken to authorise traceability
verification requests as the size of the conflict sets increase. Our experiment here
shows the effect on authorisation time for a single conflict set, however, we can
see clearly that as the number of conflict sets increase, so will the authorisation
time; but impressive yet the increase is fairly minimal and as previously stated
is considered a reasonable wait on the device prep-cycle.

Fig. 8. Effect of conflict set size on authorisation time
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5 Discussion and Limitations

Within the calibration hierarchy, we observe a unique set of information flows
which we hypothesised could not be effectively met by classical access control
models, as any one of them or a simple conjunction of a subset such as the lattice
model, fails to meet the desired access control requirements for compartmental-
ising conflicts of interest, integrity and confidentiality. To this, we propose an
efficient conjunction of three existing models: BLP, BIBA and Chinese Walls,
which significantly outperforms our baseline simple conjunction, with authori-
sation times for the unified model being at least 10 ms lower in all cases.

With some key players (device operators, calibration facilities, etc.) in the
calibration ecosystem sharing an adversarial relationship with a subset of others,
we observe a unique set of information flows. First, we observe that calibration
traceability checks could reveal who-calibrates-for-whom, which can ultimately
compromise the confidentiality of business relationships surrounding SC-IoT sys-
tems. With the adoption of our unified model, we constrain these information
flows such that the field level where systems are deployed retain the highest
level of confidentiality and calibration meta-information such as what-is-being-
calibrated and how-often-it-is-calibrated cannot be revealed to levels above the
field level (i.e. intermediary facilities). While the model does protect this infor-
mation from being leaked from information flows arising from traceability checks,
other side channels such as insider technicians could reveal who-calibrates-for-
whom and thus are not protected by the access control model alone. Upon eval-
uation, we show that in comparison with a baseline simple conjunction of the
three models, our unified model not only meets these requirements but improves
authorisation times roughly ten-fold. This result demonstrates that our unified
model meets our requirement for efficiency (R4) as SC-IoT systems are time-
critical. Specifically, in the context of calibration, it is important that calibration
can be verified on-the-fly. Consider a surgical robot which employs a number of
sensing devices. During secure boot, or before conducting a surgical operation
on a patient where critical measurements are made, the calibration needs to be
verified quickly to minimise any disruption to the start of the procedure.

One limitation of this work, is that policies and calibration reports are stored
centrally. We assume that encryption mechanisms are in place, however we do not
consider the impact of security mechanisms such as TLS and PKI on authorisa-
tion times in our evaluation. In any case, added security presents overheads that
would need to be considered, and in certain cases (i.e. critical liabilities resulting
from calibration checks before system operation can continue) the addition of
such security measures could increase the low authorisation times observed from
evaluation of our unified model.

6 Related Work

The security surrounding time- and safety-critical IoT systems is an active
research area [8], with the main focus pertaining to attacks in the cyber domain
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(i.e. control system security [2,14]) and the physical domain (i.e. physical com-
promise of sensors [3,9] and physical safety of devices and surrounding environ-
ment [9,23]). However, with the calibration of such systems contributing highly
to system accuracy and precision, the compromise of its calibration can ulti-
mately impact the ability to operate safely. Quarta et al. describe calibration
parameters of robotics systems to be an essential construct used to compensate
for known measurement errors [22]. They demonstrated that by manipulating
calibration parameters, an adversary could cause the robot to operate unsafely,
such as affecting the servo motor causing the robot to move erratically. Consider
a temperature sensor mounted on a needle driver in a surgical robot, which is
calibrated in a manner such that it provides accurate and reliable readings for
temperatures between 0–50 ◦C. If these calibration parameters are modified to
state that it is accurate up to 100 ◦C, then the system would accept this at face
value, and any sensed data cannot be trusted.

Existing access control literature for safety-critical IoT systems focus on var-
ious aspects of the system itself, ranging from securing control systems (i.e.
access to actuators) to the validation/enforcement of security policies. Hasan and
Mohan [14] propose a framework based on the Simplex architecture, commonly
used for time-critical cyberphysical systems for fault-tolerance, which makes use
of a rule-based invariant and access control mechanism to ensure the timing
and safety requirements of IoT cyberphysical systems (i.e. ensure some task can
only access a given actuator if the task has the required permission given a set
of invariant conditions). Frank et al. [12] describe a combination of both logi-
cal and physical access control – explain each, respectively. He describes that
the most widely used multi-level security models are inadequate when logical
resources obtain a physical form, that makes use of both mandatory and discre-
tionary access control. While not directly applicable to calibration traceability,
one must also consider the access constraints to the physical process of calibra-
tion which traceability verification is a key part of. Compared to our work, we
make use of attribute-based access control (ABAC) due to its flexibility, lim-
ited only by the computational language when implementing policies to enforce
access control models. Specifically, it allows greater breadth for access relation-
ships (subjects to access objects) without the need to specify the individual
relationships between them. Compared to other traditional approaches such as
rule-based access control, this makes its use ideal for dynamic environments such
as SC-IoT [16].

In this work, we focus on the calibration angle which has been paid little
attention to. Specifically, we focus on the unification of three classical access
control models (namely BLP, BIBA and Chinese Walls) which is required to
solve the novel set of information flows which arise from calibration traceability.
Yang et al. [28] state that while BLP is widely used to enforce multi-level con-
fidentiality, it lacks flexibility due to strict confidentiality rules. Furthermore,
they describe that BLP poorly controls integrity and that BLP is commonly
combined with BIBA for increased integrity control [15,25,29]. In their work,
they propose an improved BLP model to manage multi-level security, where the
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security of each level is distinguished by the security level of the accessed content
itself (subjects are defined as a multi-level entity and objects are defined as a
single-level entity). With regard to BIBA, Liu et al. [19] note that BIBA can
possibly deny non-malicious access requests made by subjects, ultimately reduc-
ing the availability to a system. To this, they propose the integration of notions
from Break The Glass (BTG) strategies – a set of (efficient) strategies used to
extend subject access rights in exceptional cases (i.e. irregular system states) –
with the existing BIBA model (BTG-BIBA). They show that with the proposed
BTG-BIBA model, it can now provide more fine-grained access control that is
context-aware for dynamic situations. In this work, we take into account the
traditional BIBA and BLP models in our case for unification, however one can
question the applicability of improvements made to these models over recent
years. While attribute-based access control provides key advantages to earlier
forms of access control, such as ACLs and role-based access control, and hav-
ing a well-maintained policy declaration language and authorisation framework
(XACML) for practical solutions, other forms of access control have been pro-
posed which may also be suitable for enforcing our unified model. For example,
capability-based access control has been shown to perform well in highly scal-
able and distributed environments, such as IoT. Similarly, like attribute-based
access control, capability-based mechanisms can also be enforced in a fine-grained
manner [4,13], where tokens can be given to subjects on-the-fly containing the
appropriate security label, and also be verifiable and unlinkable to preserve pri-
vacy [30]. Ultimately, it would be interesting to observe the difference in enforce-
ment when using other approaches, such as capability-based access control, and
the impact on authorisation times and efficiency.

7 Conclusion

We have highlighted the shift towards a digital calibration paradigm presents us
with a novel access control challenge when we consider the calibration of rapidly
adopted safety-critical IoT systems. Upon discussion of the current state-of-the-
art in calibration traceability, we observe the information flow through a sys-
tems calibration hierarchy and present an access control model which uniquely
unifies the BLP, BIBA and Chinese Wall models. Furthermore, we have devel-
oped an authorisation framework to evaluate the performance of our model for
safety-critical IoT systems, and have shown that authorisation times can suitably
enforce restrictions that enable efficient, safe calibration traceability.
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Abstract. Attribute-Based Access Control (ABAC) and Relationship-
based access control (ReBAC) provide a high level of expressiveness and
flexibility that promote security and information sharing, by allowing
policies to be expressed in terms of attributes of and chains of rela-
tionships between entities. Algorithms for learning ABAC and ReBAC
policies from legacy access control information have the potential to sig-
nificantly reduce the cost of migration to ABAC or ReBAC.

This paper presents the first algorithms for mining ABAC and ReBAC
policies from access control lists (ACLs) and incomplete information
about entities, where the values of some attributes of some entities are
unknown. We show that the core of this problem can be viewed as learn-
ing a concise three-valued logic formula from a set of labeled feature
vectors containing unknowns, and we give the first algorithm (to the
best of our knowledge) for that problem.

1 Introduction

Relationship-based access control (ReBAC) extends the well-known attribute-
based access control (ABAC) framework by allowing access control policies to
be expressed in terms of chains of relationships between entities, as well as
attributes of entities. This significantly increases the expressiveness and often
allows supporting more natural policies. High-level access control policy models
such as ABAC and ReBAC are becoming increasingly widely adopted, as security
policies become more dynamic and more complex, and because they promise
long-term cost savings through reduced management effort. ABAC is already
supported by many enterprise software products. Forms of ReBAC are supported
in popular online social network systems and are being studied and adapted for
use in more general software systems as well.

The up-front cost of developing an ABAC or ReBAC policy can be a signifi-
cant barrier to adoption. Policy mining (a.k.a. policy learning) algorithms have
the potential to greatly reduce this cost, by automatically producing a draft
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high-level policy from existing lower-level data, such as access control lists or
access logs. There is a substantial amount of research on role mining and a small
but growing literature on ABAC policy mining, surveyed in [10], and ReBAC
policy mining [2–6,15,16].

The basic ABAC (or ReBAC) policy mining problem is: Given information
about the attributes of entities in the system, and the set of currently granted
permissions; Find an ABAC (or ReBAC) policy that grants the same permissions
using concise, high-level ReBAC rules. Several papers consider a variant of this
problem where the information about permissions is incomplete [5,9,16,18,21].
However, all existing works on ABAC and ReBAC policy mining assume that
the attribute (and relationship) information is complete, i.e., all attributes of
all entities have known values. Unfortunately, in most real-world data, some
attribute values are unknown (a.k.a. missing). Bui et al. [3–6] allow an attribute
to have the special value “bottom”, which is analogous to None in Python. It
is different from unknown. For example, for a field Student.advisor with type
Faculty, bottom (or None) means the student lacks an advisor, while unknown
means we don’t know whether the student has an advisor or, if they have one,
who it is. Xu and Stoller [22] consider ABAC mining from noisy attribute data,
where some of the given attribute values are incorrect; this is also different,
because the input does not specify which ones are incorrect.

This paper proposes the first algorithms for mining ABAC or ReBAC poli-
cies when some attribute values are unknown. We present our algorithm in the
context of ReBAC mining because ReBAC is more general than ABAC. Our
algorithm can easily be restricted to mine ABAC policies instead, simply by
limiting the length of path expressions that it considers.

Our main algorithm, called DTRMU− (Decision-Tree ReBAC Miner with
Unknown values and negation), produces policies in ORAL2−, an object-oriented
ReBAC language introduced by Bui and Stoller [2]. We chose ORAL2− because
it is more expressive than other policy languages that have been used in work on
ReBAC mining. In ORAL2−, relationships are expressed using object attributes
(fields) that refer to other objects, and chains of relationships between objects
are described by path expressions, which are sequences of attribute dereferences.
A policy is a set of rules. A rule is essentially a conjunction of conditions on
the subject (an object representing the issuer of the access request), conditions
on the resource (an object representing the resource to be accessed), and con-
straints relating the subject and resource; the subject may perform a specified
action on the resource if the conditions and constraints are satisfied. An exam-
ple of a condition is subject.employer = LargeBank; an example of a constraint
is subject.department ∈ resource.project.departments. ORAL2− also supports
negation, so conditions and constraints can be negated, e.g., subject.employer
�= LargeBank. We also give an algorithm, called DTRMU, that mines policies
in ORAL2, which is the same as ORAL2− except without negation. Deciding
whether to include negation in the policy language involves a trade-off between
safety and conciseness, as discussed in [2]; different organizations might make
different decisions, and we support both.
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A policy can be viewed, roughly speaking, as a logical formula in disjunctive
normal form (DNF), namely, the disjunction of the conjunctions (of conditions
and constraints) in the rules. Bui and Stoller [2] exploited this view to reduce
the core of the ReBAC policy mining problem to decision-tree learning; note
that a decision tree compactly represents a logical formula in DNF, where each
conjunction contains the conditions labeling the nodes on a path from the root
to a leaf labeled “true” (corresponding to “permit”).

Our algorithms are built on the insight that the core of the ReBAC policy
mining problem in the presence of unknown attribute values can be reduced
to the general problem of learning a formula in Kleene’s three-valued logic
[17,20], rather than traditional Boolean logic. Three-valued logic allows three
truth values: true (T ), false (F ), and unknown (U). With three-valued logic, we
can assign the truth value U to conditions and constraints involving unknown
attribute values. Could the need for three-valued logic be avoided by regard-
ing them as false instead? No, because if we stick with Boolean logic, and
declare that (say) the condition subject.employer = LargeBank is false when
the employer is unknown, then we are forced to conclude that its negation,
¬(subject.employer = LargeBank), is true when the employer is unknown, and
this is clearly unsafe. Note that SQL uses three-valued logic to deal with null
(i.e., missing) values for similar reasons.

Surprisingly, we could not find an existing algorithm for learning a con-
cise three-valued logic formula from a set of labeled feature vectors containing
unknowns. Therefore, we developed an algorithm to solve this general problem,
based on learning multi-way decision trees, and then adapted Bui and Stoller’s
Decision-Tree ReBAC Mining algorithms (DTRM and DTRM−) to use that algo-
rithm. We adopted their decision-tree based approach, because their algorithms
are significantly faster, achieve comparable policy quality, and can mine policies in
a richer language than other ReBAC mining algorithms such as FS-SEA* [3] and
Iyer et al.’s algorithm [15], as demonstrated by their experiments [2].

We performed two series of experiments on several ReBAC policies. The first
series of experiments compares our algorithms with Bui and Stoller’s DTRM
and DTRM− algorithms, and shows that, on policies where all attribute values
are known, our algorithms are equally effective at discovering the desired ReBAC
rules, produce policies with the same quality, and have comparable running time.
The second series of experiments, on policies containing a varying percentage
of unknown values, shows that our algorithms are effective at discovering the
desired ReBAC rules, even when a significant percentage of attribute values are
unknown.

In summary, the main contributions of this paper are the first ABAC and
ReBAC policy mining algorithms that can handle unknown attribute values,
and, to the best of our knowledge, the first algorithm for learning a concise three-
valued logic formula from a set of labeled feature vectors containing unknowns.
Directions for future work include extending our algorithms to deal with incom-
plete information about permissions and extending them to “fill in” missing
attribute values, guided by the permissions. Another is developing incremental
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algorithms to efficiently handle policy changes. Note that, as usual in ABAC
and ReBAC policy mining, changes to attribute data (known values changing,
or unknown values becoming known) do not require learning a new policy, except
in the infrequent case that the current policy does not grant the desired permis-
sions.

2 Learning Three-Valued Logic Formulas

2.1 Problem Definition

We consider the problem of learning a formula in Kleene’s three-valued logic
from a set of labeled feature vectors. The feature values and the labels are truth
values in three-valued logic, namely, true (T ), false (F ), and unknown (U). In
this setting, the features would usually be called “propositions”, and the feature
vectors would usually be called “interpretations”, but we prefer to use more
general terminology. The conjunction, disjunction, and negation operators are
extended to handle unknown, in a natural way [17,20]. For example, T ∨ U
evaluates to T , while T ∧ U evaluates to U .

We require that the set of labeled feature vectors is monotonic, in the sense
defined below, otherwise there would be no three-valued logic formula that rep-
resents it. For a feature vector v and feature f , let v(f) denote the value of
feature f in v. For a formula φ, let φ(v) denote the truth value of φ for v, i.e.,
the result of evaluating φ using the truth values in v.

For truth values t1 and t2, t1 ≤ t2 iff t1 = t2 or t1 = U . This is sometimes
called the information ordering; it captures the idea that U provides less infor-
mation than T and F . For feature vectors v1 and v2, v1 ≤ v2 iff v1(f) ≤ v2(f) for
every feature f . A basic fact of three-valued logic is that every formula, regarded
as a function from feature vectors to truth values, is monotonic with respect to
the information ordering, i.e., for all feature vectors v1 and v2, if v1 ≤ v2 then
φ(v1) ≤ φ(v2).

A set S of labeled feature vectors is monotonic iff, for all (v1, �1) and (v2, �2)
in S, if v1 ≤ v2 then �1 ≤ �2. This ensures S can be represented by a formula.

The three-valued logic formula learning problem is: given a monotonic set S
of labeled feature vectors, where the feature values and labels are truth values
in three-valued logic, find a three-valued logic formula φ in disjunctive normal
form (DNF) that exactly characterizes the feature vectors labeled T , i.e., for all
(v, �) in S, φ(v) = T iff � = T .

A stricter variant of this problem requires that φ preserve all three truth
values, i.e., for all (v, �) in S, φ(v) = �. We adopt the looser requirement above,
because when a formula ultimately evaluates to unknown, this outcome is con-
servatively treated the same as false in many application domains including
security policies and SQL queries, and adopting the looser requirement allows
smaller and simpler formulas. Note that distinguishing U and F is still critical
during evaluation of formulas and their subformulas, for the reasons discussed
in Sect. 1. The stricter variant of the problem would be relevant in a security
policy framework, such as XACML, that allows policies to return indeterminate
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results; this is relevant mainly when composing policies, since an indeterminate
result typically still results in a denial at the top level.

2.2 Learning a Multi-way Decision Tree

Since we are dealing with three truth values, we need multi-way decision trees,
instead of binary trees. Each internal node is labeled with a feature. Each out-
going edge of an internal node corresponds to a possible value of the feature.
Each leaf node is labeled with a classification label, which in our setting are also
truth values. A feature vector is classified by testing the feature in the root node,
following the edge corresponding to the value of the feature to reach a subtree,
and then repeating this procedure until a leaf node is reached. A sample decision
tree is shown in Sect. 5.

Our algorithm uses C4.5 [7], a well-known decision tree learning algorithm,
to build a multi-way decision tree that correctly classifies a given set S of labeled
feature vectors. It builds a decision tree by recursively partitioning feature vec-
tors in the dataset S, starting from a root node associated with the entire dataset.
It chooses (as described below) a feature to test at the root node, creates a child
node for each possible outcome of the test, partitions the set of feature vectors
associated with the root node among the children, based on the outcome of the
test, and recursively applies this procedure to each child. The recursion stops
when all of the feature vectors associated with a node have the same classifica-
tion label or when there is no feature vector associated with a node (the leaf
node is labeled with False in this case). At each node n, the algorithm evaluates
a scoring criteria for each of the remaining features (i.e., features that have not
been used for splitting at an ancestor of n) and then chooses the top-ranked
feature. C4.5 uses information gain as the scoring criteria.

2.3 Algorithm for Learning a Three-Valued Logic Formula

The algorithm is presented as pseudocode in Fig. 1, with explanations inlined in
comments. It iterates to build a formula D in DNF satisfying the requirements.
For convenience, we represent D as a set of conjunctions; the desired formula
is the disjunction of the conjunctions in D. For a path p through a decision
tree from the root to a leaf, let conj(p) be a conjunction of conditions on the
features associated with internal nodes on that path; specifically, if the path
passes through a node labeled with feature f and follows the out-edge labeled
T , F or U , then f , ¬f , or f = U , respectively, is included as a conjunct. Although
the algorithm uses conditions of the form f = U in intermediate conjunctions,
they need to be eliminated, because f = U is not a formula in three-valued
logic; furthermore, three-valued logic does not contain any formula equivalent
to f = U , because this condition is not monotonic (in other words, it does not
satisfy the monotonicity property of formulas stated above). A formula φ is valid
with respect to a set S of labeled feature vectors, denoted valid(φ, S), if it does
not mis-evaluate any feature vectors as true, i.e., for every feature vector v in
S labeled F or U , φ(v) is F or U . A formula φ covers S if φ(v) is T for every
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feature vector in S labeled T . An example of how the algorithm works appears
in Sect. 5.

3 Policy Language with Unknown Attribute Values

We adopt Bui et al.’s ORAL2− [2] ReBAC policy language and modify it to
handle unknown attribute values. It contains common ABAC constructs, similar
to those in [22], plus path expressions. ORAL2− can easily be restricted to
express ABAC policies by limiting the maximum length of path expressions to
1. We give a brief overview of the language (for details, see [2]) and focus on
describing the changes to handle unknown values. The largest changes are to the
definitions of path dereferencing (see the definition of nav) and the definitions
of truth values of conditions and constraints.

A ReBAC policy is a tuple π = 〈CM ,OM ,Act ,Rules〉, where CM is a class
model, OM is an object model, Act is a set of actions, and Rules is a set of rules.

A class model is a set of class declarations. Each field has a type, which is a
class name or “Boolean”, and a multiplicity, which specifies how many values may
be stored in the field and is “one” (also denoted “1”), “optional” (also denoted
“?”), or “many” (also denoted “*”, meaning any number). Boolean fields always
have multiplicity 1. Every class implicitly contains a field “id” with type String
and multiplicity 1.

An object model is a set of objects whose types are consistent with the class
model and with unique values in the id fields. Let type(o) denote the type of
object o. The value of a field with multiplicity “many” is a set of values. The
value of a field with multiplicity “one” or “optional” is a single value. The value
of a field with multiplicity “optional” is a value of the specified type or None
(called “bottom” in [2]). The value of any field can also be the special value
unknown, indicating that the actual value is unknown (missing). The difference
between None and unknown is explained in Sect. 1. unknown cannot appear in a
set of values in the object model, but it may appear in sets of values constructed
by our algorithm. Note that we distinguish unknown (a placeholder used in object
models) from U (a truth value in three-valued logic).

A path is a sequence of field names, written with “.” as a separator. A condi-
tion is a set, interpreted as a conjunction, of atomic conditions or their negations.
An atomic condition is a tuple 〈p, op, val〉, where p is a non-empty path, op is an
operator, either “in” or “contains”, and val is a constant value, either an atomic
value (if op is “contains”) or a set of atomic values (if op is “in”). For exam-
ple, an object o satisfies 〈dept.id, in, {CompSci}〉 if the value obtained starting
from o and following (dereferencing) the dept field and then the id field equals
CompSci. In examples, conditions are usually written using mathematical nota-
tion as syntactic sugar, with “∈” for “in” and “	” for “contains”. For example,
〈dept.id, in, {CompSci}〉 is more nicely written as dept ∈ {CompSci}. Note that
the path is simplified by omitting the “id” field since all non-Boolean paths end
with “id” field. Also, “=” is used as syntactic sugar for “in” when the constant
is a singleton set; thus, the previous example may be written as dept = CompSci.
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Fig. 1. Algorithm for learning a three-valued logic formula.
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A constraint is a set, interpreted as a conjunction, of atomic constraints or
their negations. Informally, an atomic constraint expresses a relationship between
the requesting subject and the requested resource, by relating the values of
paths starting from each of them. An atomic constraint is a tuple 〈p1, op, p2〉,
where p1 and p2 are paths (possibly the empty sequence), and op is one of the
following five operators: equal, in, contains, supseteq, subseteq. Implicitly, the
first path is relative to the requesting subject, and the second path is relative to
the requested resource. The empty path represents the subject or resource itself.
For example, a subject s and resource r satisfy 〈specialties, contains, topic〉 if the
set s.specialties contains the value r.topic. In examples, constraints are written
using mathematical notation as syntactic sugar, with “=” for “equal”,“⊇” for
“supseteq”, and “⊆” for “subseteq”.

A rule is a tuple 〈subjectType, subjectCondition, resourceType, resourceCon-
dition, constraint, actions〉, where subjectType and resourceType are class names,
subjectCondition and resourceCondition are conditions, constraint is a constraint,
actions is a set of actions. A rule must satisfy several well-formedness require-
ments [6]. For a rule ρ = 〈st, sc, rt, rc, c, A〉, let sCond(ρ) = sc, rCond(ρ) = rc,
con(ρ) = c, and acts(ρ) = A.

In the example rules, we prefix paths in conditions and constraints that start
from the subject and resource with “subject” and “resource”, respectively, to
improve readability. For example, the e-document case study [6,11] involves a
bank whose policy contains the rule: A project member can read all sent docu-
ments regarding the project. Using syntactic sugar, this is written as 〈Employee,
subject.employer = LargeBank, Document, true, subject.workOn.relatedDoc 	
resource, {read}〉, where Employee.workOn is the set of projects the employee is
working on, and Project.relatedDoc is the set of sent documents related to the
project.

The type of a path p is the type of the last field in the path. The multiplicity
of a path p is “one” if all fields on the path have multiplicity one, is many if
any field on the path has multiplicity many, and is optional otherwise. Given a
class model, object model, object o, and path p, let nav(o, p) be the result of
navigating (a.k.a. following or dereferencing) path p starting from object o. If
the navigation encounters unknown, the result is unknown if p has multiplicity
one or optional, and is a set of values containing unknown (and possibly other
values) if p has multiplicity many. Otherwise, the result might be None, an atomic
value, or (if p has multiplicity many) a set of values. Aside from the extension to
handle unknown, this is like the semantics of path navigation in UML’s Object
Constraint Language1.

The truth value of an atomic condition ac = 〈p, op, val〉 for an object o,
denoted tval(o, ac), is defined as follows. If p has multiplicity one (or optional)
and nav(o, p) is unknown, then tval(o, ac) = U . If p has multiplicity one (or
optional) and nav(o, p) is known, then tval(o, ac) = T if nav(o, p) ∈ val , and
tval(o, ac) = F otherwise. If p has multiplicity many, then tval(o, ac) = T if
nav(o, p) 	 val ; otherwise, tval(o, ac) = F if nav(o, p) does not contain unknown,

1 http://www.omg.org/spec/OCL/.
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and tval(o, ac) = U if it does. Note that the operator op is not used explicitly in
this definition, because op is uniquely determined by the multiplicity of p. Next,
we define tval for negated atomic conditions. If tval(o, ac) = T and nav(o, p)
is a set containing unknown, then tval(o,¬ac) = U ; otherwise, tval(o,¬ac) =
¬tval(o, ac), where ¬ denotes negation in three-valued logic [20].

The truth value of an atomic constraint ac = 〈p1, op, p2〉 for a
pair of objects o1, o2, denoted tval(o1, o2, ac), is defined as follows. If no
unknown value is encountered during navigation, then tval(o1, o2, ac) = T
if (op = equal ∧ nav(o1, p1) = nav(o2, p2)) ∨ (op = in ∧ nav(o1, p1) ∈
nav(o2, p2)) ∨ (op = contains ∧ nav(o1, p1) 	 nav(o2, p2)) ∨ (op = supseteq ∧
nav(o1, p1) ⊇ nav(o2, p2)) ∨ (op = subseteq ∧ nav(o1, p1) ⊆ nav(o2, p2)),
otherwise tval(o1, o2, ac) = F . If nav(o1, p1) and nav(o2, p2) both equal
unknown, then tval(o1, o2, ac) = U . If either of them is unknown and op ∈
{equal, subseteq, supseteq}, then tval(o1, o2, ac) = U . If either of them is unknown
and op ∈ {in, contains} (hence the other one is a set possibly containing
unknown), the truth value is defined similarly as in the corresponding case for
atomic conditions. The truth value of negated atomic constraints is defined sim-
ilarly as for negated atomic conditions.

We extend tval from atomic conditions to conditions using conjunction (in
three-valued logic): tval(o, {ac1, . . . , acn}) = tval(o, ac1) ∧ · · · ∧ tval(o, acn). We
extend tval from atomic constraints to constraints in the same way. An object
or pair of objects satisfies a condition or constraint if c has truth value T for it.

An SRA-tuple is a tuple 〈s, r, a〉, where the subject s and resource r are
objects, and a is an action, representing (depending on the context) authorization
for s to perform a on r or a request to perform that access. An SRA-tuple 〈s, r, a〉
satisfies a rule ρ = 〈st, sc, rt, rc, c, A〉 if type(s) = st∧tval(s, sc) = T ∧type(r) =
rt∧ tval(r, rc) = T ∧ tval(〈s, r〉, c) = T ∧a ∈ A. The meaning of a rule ρ, denoted
[[ρ]], is the set of SRA-tuples that satisfy it. The meaning of a ReBAC policy π,
denoted [[π]], is the union of the meanings of its rules.

4 The Problem: ReBAC Policy Mining with Unknowns

We adopt Bui et al.’s definition of the ReBAC policy mining problem and extend
it to include unknown attribute values. The ABAC policy mining problem is the
same except it requires the mined policy to contain paths of length at most 1.

An access control list (ACL) policy is a tuple 〈CM ,OM ,Act ,AU 〉, where CM
is a class model, OM is an object model that might contains unknown attribute
values, Act is a set of actions, and AU ⊆ OM × OM × Act is a set of SRA
tuples representing authorizations. Conceptually, AU is the union of ACLs. An
ReBAC policy π is consistent with an ACL policy 〈CM ,OM , Act , AU 〉 if they
have the same class model, object model, actions, and [[π]] = AU .

Among the ReBAC policies consistent with a given ACL policy π0, the most
desirable ones are those that satisfy the following two criteria. (1) The “id”
field should be used only when necessary, i.e., only when every ReBAC policy
consistent with π0 uses it, because uses of it make policies identity-based and less
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general. (2) The policy should have the best quality as measured by a given policy
quality metric Qpol, expressed as a function from ReBAC policies to natural
numbers, with small numbers indicating high quality.

The ReBAC policy mining problem with unknown attribute values is: given
an ACL policy π0 = 〈CM ,OM , Act ,AU 〉, where the object model OM might
contain unknown attribute values, and a policy quality metric Qpol, find a set
Rules of rules such that the ReBAC policy π = 〈CM ,OM ,Act ,Rules〉 is consis-
tent with π0, uses the “id” field only when necessary, and has the best quality,
according to Qpol, among such policies.

The policy quality metric that our algorithm aims to optimize is weighted
structural complexity (WSC), a generalization of policy size [6]. WSC is a
weighted sum of the numbers of primitive elements of various kinds that appear
in a rule or policy. It is defined bottom-up. The WSC of an atomic condition
〈p, op, val〉 is |p| + |val |, where |p| is the length of path p, and |val | is 1 if val
is an atomic value and is the cardinality of val if val is a set. The WSC of an
atomic constraint 〈p1, op, p2〉 is |p1| + |p2|. The WSC of a negated atomic con-
dition or constraint c is 1 + WSC(c). The WSC of a rule ρ, denoted WSC(ρ), is
the sum of the WSCs of the atomic conditions and atomic constraints in it, plus
the cardinality of the action set (more generally, it is a weighted sum of those
numbers, but we take all of the weights to be 1). The WSC of a ReBAC policy
π, denoted WSC(π), is the sum of the WSC of its rules.

5 ReBAC Policy Mining Algorithm

This section presents our ReBAC policy mining algorithms, DTRMU− and
DTRMU. They have two main phases. The first phase learns a decision tree that
classifies authorization requests as permitted or denied, and then constructs a
set of candidate rules from the decision tree. The second phase improves the
policy by merging and simplifying the candidate rules and optionally removing
negative atomic conditions/constraints from them.

5.1 Phase 1: Learn Decision Tree and Extract Rules

Problem Decomposition. We decompose the problem based on the subject
type, resource type, and action. Specifically, for each type Cs, type Cr, and
action a such that AU contains some SRA tuple with a subject of type Cs, a
resource of type Cr, and action a, we learn a separate DNF formula φCs,Cr,a to
classify SRA tuples with subject type Cs, resource type Cr, and action a. The
decomposition by type is justified by the fact that all SRA tuples authorized
by a rule contain subjects with the same subject type and resources with the
same resource type. Regarding the decomposition by action, the first phase of
our algorithm generates rules that each contain a single action, but the second
phase merges similar rules and can produce rules that authorize multiple actions.
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Construct Labeled Feature Vectors. To apply our formula-learning algo-
rithm, we first need to extract sets of features and feature vectors from an input
ACL policy. We use the same approach as described in [2].

A feature is an atomic condition (on the subject or resource) or atomic con-
straint satisfying user-specified limits on lengths of paths in conditions and con-
straints. We define a mapping from feature vectors to three-valued logic labels:
given an SRA tuple 〈s, r, a〉, we create a feature vector (i.e., a vector of the three-
valued logic truth values of features evaluated for subject s and resource r) and
map it to T if the SRA tuple is permitted (i.e., is in AU ) and to F otherwise.
We do not label any feature vector with U , since the set of authorizations AU
in the input ACL policy is assumed to be complete, according to the problem
definition in Sect. 4.

Table 1. Extracted features and feature vectors for the sample policy. FV id is a unique
ID assigned to the feature vector. sub id and res id are the subject ID and resource ID,
respectively. Features that are conditions on sub id or res id are not shown. The labels
specify whether a student has permission to read a document (T = permit, F = deny).

FV id sub id res id Features Label

sub.dept =

res.dept

sub.dept =

CS

res.dept =

CS

res.type =

Handbook

1 CS-student-1 CS-doc-1 U T U T T

2 CS-student-1 CS-doc-2 T T T U T

3 CS-student-1 CS-doc-3 U T U U F

4 EE-student-1 CS-doc-1 U U U T T

5 EE-student-1 CS-doc-2 U U T U F

6 EE-student-1 CS-doc-3 U U U U F

Table 1 shows a set of labeled feature vectors for our running example, which
is a ReBAC policy containing two student objects, with IDs CS-student-1 and
EE-student-1, and three document objects, with IDs CS-doc-1, CS-doc-2 and
CS-doc-3. Each student object has a field “dept” specifying the student’s depart-
ment. Each document object has a field “dept” specifying which department it
belongs to, and a field “type” specifying the document type. The field values are
CS-student-1.dept = CS, EE-student-1.dept = unknown, CS-doc-1.dept = CS-
doc-3.dept = unknown, CS-doc-2.dept = CS, CS-doc-1.type = Handbook, and
CS-doc-2.type = CS-doc-3.type = unknown. The labels are consistent with the
ReBAC policy containing these two rules: (1) A student can read a document
if the document belongs to the same department as the student, and (2) every
student can read handbook documents. Formally, the rules are (1) 〈Student,
true, Document, true, subject.dept = resource.dept, {read}〉, and (2) 〈Student,
true, Document, resource.type = Handbook, true, {read}〉. Note that this is also
an ABAC policy, since all paths have length 1.

The feature vectors constructed to learn φCs,Cr,a include only features appro-
priate for subject type Cs and resource type Cr, e.g., the path in the subject
condition starts with a field in class Cs. The set of labeled feature vectors used
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to learn φCs,Cr,a contains one feature vector generated from each possible com-
bination of a subject of type Cs (in the given object model) and a resource
of type Cr. We also use the optimizations described in [2, Section 5.1] to dis-
card some “useless” features, namely, features that have the same value in all
feature vectors, and sets of features equivalent to simpler sets of features. For
the running example, Table 1 shows the feature vectors for Cs = Student, Cr =
Document, a = read.

Learn a Formula. After generating the labeled feature vectors, we apply the
formula-learning algorithm in Sect. 2.3. We do not explicitly check the mono-
tonicity of the set of labeled feature vectors. Instead, after constructing each
formula, we directly check whether it is valid (it will always cover the given set
of labeled feature vectors); this is necessary because, if the set of labeled fea-
ture vectors is not monotonic, disjuncts added by the loop over uncov might be
invalid. This approach has two benefits: it is computationally cheaper because it
requires iterating over feature vectors (or, equivalently, subject-resource-action
tuples) individually, whereas monotonicity requires considering pairs of feature
vectors; and it provides an end-to-end correctness check as well as an implicit
monotonicity check.

To help the formula-learning algorithm produce formulas that lead to rules
with lower WSC, we specialize the scoring metric used to choose a feature to
test at each node. Specifically, we use information gain as the primary metric,
but we extend the metric to use WSC (recall that WSC of atomic conditions
and atomic constraints is defined in Sect. 4) as a tie-breaker for features that
provide the same information gain.

Specialized treatment of conditions on the “id” attribute, e.g., subject.id =
CS-student-1 is also beneficial. Recall from Sect. 4 that such conditions should
be used only when needed. Also, we expect that they are rarely needed. We
consider two approaches to handling them. In the first approach, we first run
the formula-learning algorithm on feature vectors that do not contain entries for
these conditions; this ensures those conditions are not used unnecessarily, and it
can significantly reduce the running time, since there are many such conditions
for large object models. That set of feature vectors is not necessarily monotonic,
so the learned formula might not be valid; this will be detected by the validity
check mentioned above. If it is not valid, we generate new feature vectors that
include these conditions and run the formula-learning algorithm on them.

In the second approach, we run a modified version of the formula-learning
algorithm on feature vectors that do not contain entries for these conditions.
The modification is to the loop over uncov: for each feature vector v in uncov,
it adds the conjunction subject.id = ids ∧ resource.id = idr to D, where s
and r are the subject and resource, respectively, for which v was generated,
and ids and idr are their respective IDs. The disadvantage of this approach is
that it can sometimes use conditions on id when they are not strictly needed; the
advantage of this approach is that it can sometimes produce policies with smaller
WSC, because the modified version of the loop over uncov produces conjunctions
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with few conjuncts, while the original version of the loop over uncov produces
conjunctions with many conjuncts (though some conjuncts may be removed by
simplifications in phase 2).

In practice, both approaches usually produce the same result, because, even
when conditions on “’id” are omitted, the first top-level loop in the formula-
learning algorithm usually succeeds in covering all feature vectors.

Fig. 2. Multi-way decision tree for the running example.

Figure 2 shows the learned multi-way decision tree for the set of labeled
feature vectors in Table 1. Internal nodes and leaf nodes are represented by
unfilled and filled boxes, respectively. The conjunctions conj(p) generated from
paths from the root to a leaf labeled T are (1) res.type = Handbook and (2)
〈res.type = Handbook〉 = U ∧ sub.dept = res.dept. Note that, for convenience, a
formula containing a single condition is considered to be a (degenerate) kind of
conjunction.

The algorithm tries to eliminate the condition 〈res.type = Handbook〉 = U in
conjunction (2). Removing that condition leaves the (one-element) conjunction
sub.dept = res.dept, which is still valid WRT to the set of feature vectors in
Table 1, so the algorithm replaces conjunction (2) with sub.dept = res.dept in D.
The first top-level loop in the algorithm succeeds in covering all feature vectors
in S. Thus, the learned formula φStudent,Document,read is (res.type = Handbook)∨
(sub.dept = res.dept).

Extract Rules. We convert the formula into an equivalent set of rules and
add them to the candidate mined policy. For each conjunction c in the formula
φCs,Cr,a, we create a rule with subject type Cs, resource type Cs, action a, and
with c’s conjuncts as atomic conditions and atomic constraints. For the running
example, the formula φStudent,Document,read has two (degenerate) conjunctions,
and the algorithm successfully extracts the two desired rules given above in the
description of Table 1.
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5.2 Phase 2: Improve the Rules

Phase 2 has two main steps: eliminate negative features, and merge and simplify
rules. We adopt these steps from DTRM. We give brief overviews of these steps
in this paper, and refer the reader to [2] for additional details.

Eliminate Negative Features. This step is included only in DTRMU, in
order to mine rules without negation. This step is omitted from DTRMU−. It
eliminates each negative feature in a rule ρ by removing the negative feature (if
the resulting rule is valid) or replacing it with one or more positive feature(s).

Merge and Simplify Rules. This step attempts to merge and simplify rules
using the same techniques as [2] (e.g., removing atomic conditions and atomic
constraints when this preserves validity of the rule, eliminating overlap between
rules, and replacing constraints with conditions), extended with one additional
simplification technique: If an atomic condition on a Boolean-valued path p has
the form p �= F or p �= T , it is replaced with p = T or p = F , respectively.

Naively Applying DTRM. One might wonder whether DTRM− can be used
to mine policies, by assuming that features involving unknown attribute values
evaluate to F (instead of U). Although there is no reason to believe that this will
work, it is easy to try, so we did. For the running example, DTRM− produces
two rules:〈Student, true, Document, res.type = Handbook, true, {read}〉 and
〈Student, true, Document, res.type �= Handbook, sub.dept = res.dept, {read}〉.
This policy is incorrect, because it does not cover feature vector 2 in Table 1,
i.e., it prevents CS-student-1 from reading CS-doc-2.

6 Evaluation Methodology

We adopt Bui et al.’s methodology for evaluating policy mining algorithms [3].
It is depicted in Fig. 3. It takes a class model and a set of ReBAC rules as
inputs. The methodology is to generate an object model based on the class
model (independent of the ReBAC rules), compute the authorizations AU from
the object model and the rules, run the policy mining algorithm with the class
model, object model, and AU as inputs, and finally compare the mined policy
rules with the simplified original (input) policy rules, obtained by applying the
simplifications in Sect. 5.2 to the given rules. Comparison with the simplified
original policy is a more robust measure of the algorithm’s ability to discover
high-level rules than comparison with the original policy, because the original
policy is not always the simplest. If the mined rules are similar to the simplified
original rules, the policy mining algorithm succeeded in discovering the desired
ReBAC rules that are implicit in AU .
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Fig. 3. Left: Policy sizes. For the given value of the object model size parameter N
(after the underscore in the policy name), #obj is the average number of objects in
the object model, and #field is the average number of fields in the object model, i.e.,
the sum over objects o of the number of fields in o. #FV is the number of feature
vectors (i.e., labeled SRA tuples) that the algorithms generate to learn a formula.
Averages are over 5 pseudorandom object models for each policy. “healthcare 5−”
and “project-mgmt 10−” are the policies with negations that we generated. Right:
Evaluation methodology; reproduced from [2].

6.1 Datasets

We use four sample policies developed by Bui et al. [6]. One is for electronic
medical records (EMR), based on the EBAC policy in [1], translated to ReBAC;
the other three are for healthcare, project management, and university records,
based on ABAC policies in [22], generalized and made more realistic, taking
advantage of ReBAC’s expressiveness. These policies are non-trivial but rela-
tively small.

We also use Bui et al.’s translation into ORAL2− [2] of two large case studies
developed by Decat, Bogaerts, Lagaisse, and Joosen based on the access control
requirements for Software-as-a-Service (SaaS) applications offered by real com-
panies [12,13]. One is for a SaaS multi-tenant e-document processing application;
the other is for a SaaS workforce management application provided by a com-
pany that handles the workflow planning and supply management for product
or service appointments (e.g., install or repair jobs).

More detailed descriptions of these policies are available in [2]. The ABAC
or ReBAC versions of these policies, or variants of them, have been used as
benchmarks in several papers on policy mining, including [2,5,14,15,19].

These sample policies and the case studies do not include any rules with
negations. Therefore, we created modified versions of the healthcare and project
management policies that include some rules with negation; the names of the
modified version end with “−”. For the healthcare policy, we add a new attribute
“COIs” in the Patient class to specify the physicians or nurses who have a
conflict of interest with the patient, and in the rules that give any permis-
sion on a patient’s record to a physician or nurse, we add the constraint
subject /∈ resource.patient.COIs. For the project management policy, we add
a new attribute “status” in the Task class with possible values not started,
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in progress, and completed. In the rules that give permission to change the cost,
schedule, or status of a task, we add the condition resource.status �= completed.

The object models are generated by policy-specific pseudorandom algorithms
designed to produce realistic object models, by creating objects and selecting
their attribute values using appropriate probability distributions. These algo-
rithms are parameterized by a size parameter N ; for most classes, the number of
instances is selected from a normal distribution whose mean is linear in N . We
use the same object model generators as Bui and Stoller [2], which are slightly
modified versions of the object model generators described and used in [3,6],
which are available online.2 Note that, in these object models, all attribute val-
ues are known. The table in Fig. 3 shows several metrics of the size of the rules,
class model, and object model in each policy.

6.2 Policy Similarity Metrics

We evaluate the quality of the generated policy primarily by its syntactic similar-
ity and policy semantic similarity to the simplified original policy. These metrics
are first defined in [5,22] and adapted in [2] to take negation into account. They
are normalized to range from 0 (completely different) to 1 (identical). They are
based on Jaccard similarity of sets, defined by J(S1, S2) = |S1 ∩ S2| / |S1 ∪ S2|.
For convenience, we extend J to apply to single values: J(v1, v2) is 1 if v1 = v2
and 0 otherwise.

Syntactic similarity of policies measures the syntactic similarity of rules in the
policies, based on the fractions of types, conditions, constraints, and actions that
rules have in common. The syntactic similarity of rules is defined bottom-up as
follows. For an atomic condition ac, let sign(ac), path(ac), and val(ac) denote its
sign (positive or negative), its path, and its value (or set of values), respectively.
Syntactic similarity of atomic conditions ac1 and ac2, synac(ac1, ac2), is 0 if they
contain different paths, otherwise it is the average of J(sign(ac1), sign(ac2)),
J(path(ac1),path(ac2)), and J(val(ac1), val(ac2))); we do not explicitly compare
the operators, because atomic conditions with the same path must have the same
operator, since the operator is uniquely determined by the multiplicity of the
path. For a set S of atomic conditions, let paths(S) = {path(ac) | ac ∈ S}. For
sets S1 and S2 of atomic conditions,

syn(S1, S2) = |paths(S1) ∪ paths(S2)|−1
∑

ac1∈S1,ac2∈S2

synac(ac1, ac2)

The syntactic similarity of rules ρ1 = 〈st1, sc1, rt1, rc1, c1, A1〉 and ρ2 = 〈st2, sc2,
rt2, rc2, c2, A2〉 is syn(ρ1, ρ2) = average(J(st1, st2), syn(sc1, sc2), J(rt1, rt2),
syn(rc1, rc2), J(c1, c2), J(A1, A2)). The syntactic similarity of policies π1 and π2,
denoted syn(π1, π2), is the average, over rules ρ in π1, of the syntactic similarity
between ρ and the most similar rule in π2.

The semantic similarity of polices measures the fraction of authorizations
that the policies have in common. Specifically, the semantic similarity of policies
π1 and π2 is J([[π1]] , [[π2]]).
2 https://www.cs.stonybrook.edu/∼stoller/software/.

https://www.cs.stonybrook.edu/~stoller/software/


Learning Attribute-Based and Relationship-Based Access Control 39

7 Evaluation Results

We performed two series of experiments. The first series of experiments compares
our algorithms with Bui and Stoller’s DTRM and DTRM− algorithms (which
are state-of-the-art, as discussed in Sect. 1), and shows that, on policies where
all attribute values are known, our algorithms are equally effective at discovering
the desired ReBAC rules, produce policies with the same quality, and have com-
parable running time. The second series of experiments, on policies containing a
varying percentage of unknown values, shows that our algorithms are effective
at discovering the desired ReBAC rules, even when a significant percentage of
attribute values are unknown.

We implemented our formula-learning algorithm in Python, on top of Esmer’s
implementation of the C4.5 decision-tree learning algorithm3. Bui and Stoller’s
implementation of DTRM− [2] uses the optimized version of the CART decision-
tree learning algorithm provided by the scikit-learn library4; we could not use it,
because it supports only binary trees. Since Esmer’s implementation of C4.5 sup-
ports only information gain as the feature scoring metric, we chose it as the scor-
ing metric in scikit-learn when running DTRM and DTRM−, which originally
used the default scoring metric, which is gini index. This change had a negligible
effect on the algorithms’ output (no effect for all policies except e-document 75,
for which it improved the results slightly) and allows a fairer comparison of
DTRM and DTRM− with DTRMU and DTRMU−. We re-used Bui and Stoller’s
implementation of Phase 2, with the small extension in Sect. 5.1. When gen-
erating feature vectors, we use the same path length limits (cf. Sect. 5.1) as
in [3,6] for all algorithms. We set the value of the max iter parameter in the
formula-learning algorithm to 5. We ran DTRM− and DTRMU− on the policies
containing rules with negation (healthcare 5− and project-mgmt 10−), and we
ran DTRM and DTRMU on the other policies. All experiments were run on
Windows 10 on an Intel i7-6770HQ CPU.

7.1 Comparison with DTRM and DTRM−

We compared our algorithms with DTRM and DTRM− using the datasets
described in Sect. 6.1. We ran experiments on five object models for each policy
and averaged the results. The standard deviations (SD) are reasonable, indicat-
ing that averaging over five object models for each data point is sufficient to
obtain meaningful results.

All of these algorithms always mine policies that grant the same authoriza-
tions as the input ACL policies and thus achieve perfect semantic similarity for
all datasets. Our algorithms achieve almost exactly the same syntactic similar-
ity as DTRM and DTRM− when comparing mined rules with simplified original
rules, as explained in Sect. 6. DTRM and DTRMU both achieve the same results
for average syntactic similarity: 1.0 (SD = 0) for healthcare 5, project-mgmt 5,

3 https://github.com/barisesmer/C4.5.
4 https://scikit-learn.org/stable/modules/tree.html.

https://github.com/barisesmer/C4.5
https://scikit-learn.org/stable/modules/tree.html
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and university 5; 0.99 (SD = 0.01) for EMR 15; 0.98 (SD = 0.01) for eWork-
force 10; and 0.92 (SD = 0.02) for e-document 75. DTRMU− and DTRM− both
achieve 1.0 (SD = 0) average syntactic similarity for healthcare 5− and project-
mgmt 10−. For all of the datasets, our algorithms and theirs mine policies with
the same average WSC.

The running times of DTRM and DTRM− are somewhat faster than our algo-
rithms. Averaged over all policies, DTRM is 1.53 (SD = 0.20) times faster than
DTRMU, and DTRM− is 1.72 (SD = 0.05) times faster than DTRMU−. The dif-
ference in the running time comes mostly from the decision-tree learning step.
When there are no unknown values, our algorithms and DTRM and DTRM−

are essentially the same at the algorithm level, aside from our algorithms having
a very small overhead to check for unknowns. Therefore, we attribute the dif-
ference in running time primarily to the use of different tree-learning libraries—
Esmer’s straightforward implementation of C4.5 used by our algorithms vs. the
optimized version of CART in scikit-learn used by DTRM and DTRM−. Fur-
thermore, C4.5 and CART are similar algorithms and should construct the same
binary trees when applied to boolean feature vectors labeled with booleans (they
handle continuous data differently), so the difference in running time is mainly
due to implementation-level differences.

7.2 Experiments with Unknown Attribute Values

We generated datasets with unknown attribute values by changing the values
of pseudorandomly chosen fields to unknown in the datasets used for the exper-
iments in Sect. 7.1. We introduce a scaling factor s to vary how many unknown
values are introduced. In each policy, for most fields f of each class C, we pseu-
dorandomly choose a probability p in the range [0.02s, 0.05s], and then, for each
instance o of C, we change the value of f to unknown with probability p. This
is done for all fields except a few manually classified as required or important.
For a required field, we take p = 0, i.e., no instances are changed to unknown.
For an important field (i.e., one whose value is more likely to be known), we
take p = 0.01s. For example, the university policy has one required field, Tran-
script.student (the student whose transcript it is), and one important field, Fac-
ulty.department. For all policies, the number of required or important fields is
less than 15% of the total number of fields in the class model.

We ran experiments with s = 0 (i.e., all attribute values are known, same
datasets as in Sect. 7.1), 1, 2, and 3. Averaged over all policies, the percentages
of field values in the object model that are changed to unknown are 3%, 6%, and
8% for s = 1, 2, and 3, respectively. Experimental results appear in Table 2 and
are discussed below.

Policy Similarity and WSC. Our algorithms always mine policies that grant
exactly the same authorizations as the input ACL policies and thus achieve
perfect semantic similarity for all datasets.

For the sample policies (including the variants with negation), our algorithms
achieve 0.99 or better average syntactic similarity for all four values of s. For
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Table 2. Experimental results for our algorithms on datasets with different values of
scaling factor s. “Syn. Sim” is the average syntactic similarity achieved on each policy.
“Run time” is measured in seconds. For s > 0, we report the slowdown relative to
s = 0, i.e., the ratio of the running time to the running time on the same policy with
s = 0.

Policy s = 0 s = 1 s = 2 s = 3

Syn. Sim Run time Syn. Sim Slowdown Syn. Sim Slowdown Syn. Sim Slowdown

EMR 15 0.99 76.19 0.99 2.28 1.00 9.52 0.99 6.46

healthcare 5 1.00 129.50 1.00 1.24 1.00 1.25 0.99 1.23

project-mgmt 5 1.00 3.81 1.00 1.08 1.00 1.21 1.00 1.45

university 5 1.00 266.29 1.00 1.07 1.00 1.03 1.00 1.07

eWorkforce 10 0.98 96.40 0.96 11.88 0.93 8.41 0.94 9.13

e-document 75 0.92 420.27 0.93 8.03 0.93 15.77 0.91 9.41

healthcare 5− 1.00 171.95 1.00 1.38 0.99 1.38 0.99 1.34

project-mgmt 10− 1.00 38.04 1.00 1.39 0.99 1.71 0.99 1.74

the case studies, DTRMU achieves 0.96, 0.93, and 0.94 syntactic similarity for
eWorkforce 10 with s = 1, 2, and 3, respectively; for e-document 75, the results
are 0.93, 0.93, and 0.91, respectively. The standard deviations are less than 0.02
for all results, except for eWorkforce 10 with s = 2, where SD = 0.04. In short,
we see that unknown attribute values cause a small decrease in policy quality, but
policy quality remains high even with up to 8% of field values set to unknown (with
s = 3), and trend downward slowly as the percentage of unknowns increases.

Our algorithms generate policies with the same or better (smaller) average
WSC than the simplified input policies for all datasets except e-document 75,
for which the average WSC of the mined policy is 20%, 14%, and 15% higher
in experiments with s = 1, 2, and 3, respectively. The standard deviations (over
the 5 object models) for each policy are between 5% and 9% of the averages
for EMR 15, eWorkforce 10, and e-document 75; for other policies, the standard
deviations are 0.

Running Time. Table 2 reports our algorithms’ running times for s = 0 and
the slowdown (relative to s = 0) for larger values of s. This slowdown reflects
the additional processing needed to handle unknown values. Averaged over all
policies, the average slowdown is 3.5, 5.0, and 4.0 for s = 1, 2, and 3, respectively.
The median slowdown is 1.4, 1.5, and 1.6 for s = 1, 2, and 3, respectively.

Our algorithms spend most of the time in phase 1, to learn decision trees
and extract rules. The slowdown on a few policies is notably larger than the
others, and the standard deviations in running time for those policies are also
high, indicating that, for each of those policies, the algorithms take much longer
on a few object models than on the others. The larger slowdown for these object
models is caused by additional time spent eliminating features involving the
unknown. In particular, several of the features involving unknown cannot be
eliminated by max iter iterations of the top-level while loop, so the for loop over
uncov is executed to eliminate them; we use the second approach in Sect. 5.1,
generating rules that use “id”. On the positive side, these low-quality rules are
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removed in phase 2, and the algorithms still succeed in mining high-quality
policies.

8 Related Work

We discuss related work on policy mining. As mentioned in Sect. 1, the primary
distinction of our work is that no related work on ReBAC or ABAC policy mining
considers unknown attribute values. We are not aware of related work on learning
concise formulas in three-valued logic.

Related Work on ReBAC Policy Mining. Bui et al. developed several
ReBAC policy mining algorithms [2–6], the most recent and best of which
are DTRM and DTRM− [2]. Our algorithms modify them to handle unknown
attribute values. Bui et al.’s algorithms in [5] can mine ReBAC policies from
incomplete and noisy information about permissions [5].

Iyer et al. present algorithms, based on ideas from rule mining and frequent
graph-based pattern mining, for mining ReBAC policies and graph transition
policies [15]. Their policy mining algorithm targets a policy language that is
less expressive than ORAL2−, because it lacks set comparison operators and
negation; furthermore, unlike ORAL2, it does not directly support Boolean
attributes, and encoding them may be inefficient [2]. Also, in Bui and Stoller’s
experiments, DTRM is faster and more effective than their algorithm [2].

Iyer et al. [16] present an algorithm for active learning of ReBAC policies
from a black-box access control decision engine, using authorization queries and
equivalence queries. The algorithm is assumed to have access to complete infor-
mation about attributes and relationships.

Related Work on ABAC Policy Mining. Xu et al. proposed the first algo-
rithm for ABAC policy mining [22] and a variant of it for mining ABAC policies
from logs [21]. Medvet et al. developed the first evolutionary algorithm for ABAC
policy mining [19]. Iyer et al. developed the first ABAC policy mining algorithm
that can mine ABAC policies containing deny rules as well as permit rules [14].
Cotrini et al. proposed a new formulation of the problem of ABAC mining from
logs and an algorithm based on APRIORI-SD, a machine-learning algorithm for
subgroup discovery, to solve it [9]. Cotrini et al. also developed a “universal”
access control policy mining algorithm framework, which can be specialized to
produce policy mining algorithms for a wide variety of policy languages [8]; the
downside, based on their experiments, is that the resulting algorithms achieve
lower policy quality than customized algorithms for specific policy languages.
Law et al. present a scalable inductive logic programming algorithm and evalu-
ate it for learning ABAC rules from logs [18].
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Abstract. Service composition represents the combination of individ-
ual distributed services, which are operated by different organizations. A
composite service may include security or safety-critical services, which
could have a serious impact on individuals and thus, require correctness
of generated outputs as a crucial property. For this reason, service com-
position systems must avoid a manipulation of critical services and have
to guarantee high reliability of computed outputs as well as availability.
Secure multiparty computation and verifiable secret sharing enables a
privacy-preserving computation of service outputs jointly generated by
several parties, which makes it possible to prevent a single point of fail-
ure for critical services and guarantees correctness of a generated output.
In this work, we introduce a concept for privacy-preserving and reliable
service compositions through the application of secure multiparty com-
putation in combination with threshold signatures. Threshold signatures
make it possible to define a maximum number of allowed unavailable
actors, which do not participate in the mulitparty computation proto-
col. This mechanism enables a flexible definition of security or safety
requirements for critical services. The feasibility of the proposed solu-
tion is demonstrated by an implemented proof-of-concept for a composite
medical alert service.

Keywords: Reliability · Availability · Privacy · Safety

1 Introduction

With the emergence of Service-Oriented Computing [1], a promising paradigm
to perform service compositions has been introduced. Service composition rep-
resents the cross-organizational combination of distributed services to enhance
reusability and to enable a flexible combination of atomic services to form a more
complex and innovative application. There is a growing reliance on online com-
posite services, which turns them into an attractive target for malicious attacks.
Some composite services may require special focus on the correctness of execu-
tion outputs, as they could have a critical impact and cause serious political,
economic or health-related consequences [2]. For instance, let’s assume a com-
posite medical service for an automatic insulin injection system similarly like
c© Springer Nature Switzerland AG 2020
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introduced by Changyong and Suk Jin [3]. This system consists of two atomic
services; one service provided by a hospital, validating the blood glucose level of
a patient and a second service running inside a wearable control device, receiv-
ing the validation result and transmitting commands to an insulin pump, which
automatically injects a required insulin dose. In this example, the output of the
first service may have a critical impact, as a wrong insulin dose could harm
the patient’s health. Thus, services computing a critical output require special
mechanisms against adversarial attacks.

In the past, Formal Description Techniques [4–6] have been introduced to ver-
ify, validate or refining service compositions, which is particularly important for
safety-critical systems [7]. While these techniques provide verifications against
formal properties or semantic aspects, they do not focus on the detection of
incorrect execution outputs during a process. Adversaries can use diverse attack
vectors to have different influences on a service. For instance, an adversary could
aim to cause a complete failure of a service or may aim to manipulate the pro-
cessing to cause a wrong output. Both cases must be taken into account for
security or safety-critical services.

Blockchain-based service composition systems have been introduced recently
[8,9], which use consensus protocols to ensure correctness of transactions. Con-
sensus protocols are one of the core elements of blockchain systems, which are
used to reach a consensus regarding information sharing or generating a cor-
rect execution result. However, to integrate the blockchain into existing service
composition systems still represents a challenge, as synchronization processes
between nodes in widely distributed systems are complex. Furthermore, private
or sensitive data also requires special focus in blockchain systems. Most of the
existing blockchain-based service composition systems do not consider the pri-
vacy of sensitive user data shared in a consensus protocol. Carminati et al. [10]
proposes a concept for a business process execution on a blockchain, which guar-
antees confidentiality of sensitive data through homomorphic encryption. How-
ever, homomorphic encryption schemes suffers from poor performance, restricted
functionality and requires a high memory capacity [11].

To our best knowledge, there is no service composition system, which partic-
ularly aims on the correctness of execution outputs, reliability and availability
to guarantee high security for safety-critical composite services. In this paper,
we propose a solution for high reliability and trustworthiness of execution out-
puts in service compositions, particularly aiming on safety-critical systems and
programs. This concept includes the usage of secure multiparty computation,
which enables a privacy-preserving computation of processes in a distributed
system. This solution do not only provide means to protect security or safety
critical services from several attack vectors, but also considers the privacy of the
data inputs against actors, who perform the multiparty computation protocol.
Additionally, it is possible to adjust the required level of availability regarding
the number of participating actors in the protocol according to the outgoing risk
of a respective service through an adjustable security level determined by the
required number of reconstruction shares to create a valid threshold signature.
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An implemented proof-of-concept demonstrates the feasibility of our proposed
solution.

The remainder of this paper is structured as follows. Section 2 provides infor-
mation about the cryptographic background applied in our proposed concept.
Section 3 describes the system model including the involved actors and our
defined security objectives. The privacy-preserving service composition proto-
col for critical services is introduced by Sect. 4. Section 5 provides an evaluation
by introducing the proof of concept of a case study followed by a discussion.
Finally, Sect. 6 provides related work, followed by a conclusion in Sect. 7.

2 Background

This section provides background information regarding the applied crypto-
graphic primitives used in this work to be able to understand the proposed
solution thoroughly.

2.1 Secure Multiparty Computation

Secure Multiparty Computation (SMPC) represents a cryptographic protocol, in
which a number of actors can jointly compute a public function without revealing
their private input values. Therefore, every actor only learns the result of the
given public function, preventing all actors from learning other private input
values. This goal can be accomplished through the execution of an interactive
protocol between all actors involved [12]. This cryptographic method enables
the execution of a function in a privacy-preserving manner without involving a
trusted third party.

Definition 1 (Secure Multiparty Computation). We recall the definition
of SMPC as suggested by Cramer et al. [13]. Let (A1, ..., An) be a number of
actors participating in the computation, where n > 2. For each actor Ai let Xi

be a private input value. The n actors agree on a public function:

F : Xi × ... × Xn → Y

For simplicity, we consider the case where a function takes multiple values
as input and only generates a single output. Let (x1, ..., xn) ∈ Xi × ... × Xn be
the private input vector of the involved actors (A1, ..., An). Finally, the goal of
the actors represents the computation of Y = (x1, ..., xn) in order to satisfy a
correct computation of Y and simultaneously preserving the privacy, such that
Y is the only new information any participating actor Ai retrieves.

It is important to define a desired security model for the SMPC protocol,
since the output correctness depends on the actor’s inputs, which may be cor-
rupted. In our work, we aim to guarantee Malicious (Active) Security [14]. This
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security model considers adversaries, who may arbitrarily deviate from the pro-
tocol execution trying to manipulate the final output. In case of malicious actors
involved in a SMPC who try to manipulate a value, the honest actors detect the
cheating, abort the process and restart without this adversary.

2.2 Secret Sharing

Typically, SMPC is accomplished by dividing an input value considered as secret,
into multiple secret shares, which are distributed to the group of participating
actors and processed afterwards. Any group of actors of a certain threshold or
more can jointly reconstruct the secret, whereas no group of fewer actors can
perform a reconstruction. The number of the tolerated adversaries t out of n
actors participating in a SMPC varies depending on the used secret sharing
scheme.

Definition 2 (Secret Sharing). We recall the definition of secret sharing
as suggested by Chor and Kushilevitz [15]. Let K be a finite set of secrets
{k1, ..., kn}, where

∣
∣K

∣
∣ ≥ 2. A distribution scheme 〈Π, μ〉, where μ is a proba-

bility distribution on a finite set of random strings R = {r1, ..., rn} and Π is a
mapping from K × R to a domain of n-tuples K1 × K2 × ... × Kj , where Kj is
called the domain of shares of pj . The domain of secrets K is considered as a
secret sharing scheme, which realizes an access structure A if these requirements
hold:

Correctness. The secret k can be reconstructed by any authorized set of parties.
That is, for any set B ∈ A (where B = {pi1, ..., pi∣∣B

∣
∣} there exists a reconstruction

function RECONB : Ki1 × ... × Ki∣∣B
∣
∣ → K such that for every k ∈ K:

Pr[RECONB(Π(k, r)B) = k] = 1

Perfect Privacy. Every unauthorized set cannot learn anything about the secret
from their shares. Formally, for any set T ∈ A, for every two secrets a, b ∈ K,
and for every possible vector of shares 〈sj〉pj∈T :

Pr[Π(a, r)T = 〈sj〉pj∈T ] = Pr[Π(b, r)T = 〈sj〉pj∈T ]

In our work, we want to avoid any adversary deviating from the protocol by
manipulating secret shares to guarantee highest security. Thus, we use verifiable
secret sharing in our concept.

Verifiable Secret Sharing. Verifiable Secret Sharing (VSS) represents a fun-
damental building block for SMPC, as it provide means to verify the output of
a SMPC regarding correctness of the jointly generated result. This scheme pro-
vides means for every participant of a SMPC to verify the secret shares, which
are transmitted during the protocol. This prevents active adversaries, partici-
pating in the SMPC protocol or controlling internal parties, from manipulating
the secret shares to cause a wrong output [16]. The VSS protocol consists of two
phases:
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1. Sharing: Initially, a dealer (data input provider) holds a secret and generates
n secret shares. Next, he distributes one share to each of the actors conducting
the SMPC, which simultaneously generate an independent random input. The
sharing phase may include several rounds, where one actor transmits private
messages to other actors or broadcasts a message. The message depends on a
randomly generated input, a secret share and messages received in previous
rounds.

2. Reconstruction: Every actor provides the entire view resulting from the
sharing phase. Finally, they perform a reconstruction function to generate
the output by adding the secret shares homomorphically.

For an extended definition of VSS, we refer to the scheme proposed by Patra
et al. [17]. Even if a group of adversaries out of n actors exceeding a certain
threshold t would work according to the protocol, they could still collude and
try to reconstruct the secret. A Perfectly Secure SMPC protocol, which does not
allow do involve any errors in the computation, is only possible if n ≥ 4t + 1.

2.3 Threshold Signatures

Threshold Signature Scheme (TSS) enables the definition of a flexible threshold
policy. This technology replaces traditional central signature creation with a
distributed computation, in which multiple actors jointly perform the signature
creation. Every actor participating in the signature creation holds a share of
a private signing key. Through the determination of a desired threshold, it is
possible to define the number of required actors, which at least have to create a
signature jointly [18]. In our solution, it allows us to define a maximum amount
of unavailable actors, who are not participating in processing a critical function
through secure multiparty computation, by determining the minimum number
of actors needed to create a valid signature.

Definition 3 (Threshold Signatures). We recall the definition of threshold
signatures as suggested by Stathakopoulou et al. [19]. The Threshold Signa-
ture Scheme (TSS) consists of several algorithms (ThreshKeyGen, ThreshSig,
SigShareComb, Ver) which are defined as follows:

ThreshKeyGen() → (PubKey, PrivKey, S1−n, V erKey): This algorithm gen-
erates an asymmetric keypair (PubKey,Privkey), a set of n private key
shares S1−n = {S1, S2, ..., Sn} as well as a set of verification keys V1−n =
{V1, V2, ..., Vn}, which are necessary to verify a private key share.

ThreshSig(m,Si) → σi: This signing algorithm takes as input a given message
m as well as a private key share Si and outputs a signature share σi.

SigShareComb(σk−n) → σ: This algorithm takes at least k valid signature shares
{σ1, σ2, ..., σk} as input and outputs the signature σ.

V er(σ) → valid/invalid: This algorithm takes as input a signature σ for verifi-
cation and succeeds if the signature is valid.
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3 System Model

This section describes the involved actors including their related trust assump-
tions as well as the data flow of a composite service in our service composition
architecture. Based on this trust model, we derive several security objectives,
which serve as motivation for our proposed solution.

3.1 Security Objectives

This section summarizes our defined security objectives, which are based on our
system model and explained in the following paragraphs.

Objective 1: Correct Service Execution. The output of a security or safety-
critical service may have serious consequences, especially in service compositions,
where the output of one service may serve as input for another service. This is
even more important, e.g. when a service could raise issues related to the safety
of users and may cause health-related problems. Thus, the first security objec-
tive is to achieve correctness of service outputs of critical services. For reasons of
traceability and to ensure the correctness of the results in service compositions,
actors must be able to check whether the result of a critical service has possibly
been changed by other actors in the process sequence. For this reason, service
compositions require a runtime verification, which makes it possible to iden-
tify process participants and a comprehensible verification enabling traceability
regarding the emergence of a process state.

Objective 2: Distributed Execution of Critical Services. Since security
or safety-critical services have a serious impact on individuals or systems, they
represent an attractive target for attackers. If the processing of a critical ser-
vice is performed centrally, the composite service suffers from a single point of
failure, which is a problem, e.g. when an attacker compromises this service. For
this purpose, the second security objective represents a distributed execution of
critical services.

Objective 3: Privacy-Preserving Service Execution. Service compositions
may deal with highly sensitive data. For instance, electronic health services often
process personalized information, which require special data protection. Besides
a reliable and correct service execution, we want to protect the confidentiality
of data. Hence, our third security objective represents a reliable and privacy-
preserving computation of services.

Objective 4: Adjustable Level of Security for Critical Services. Secu-
rity objective 4 represents an adjustable level of security for critical services,
since not every service poses the same risk. Service providers should be able to
define a required number of parties jointly processing a critical service and a
maximum number of unavailable parties, which enables an optimization of the
overall performance.
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3.2 Actors and Data Flow

The system architecture for our reliable and privacy-preserving service composi-
tion system consists of the actors explained in the following paragraphs. Figure 1
illustrates the overall architecture.

Fig. 1. System architecture

Client: The client represents a device (e.g. smartphone or laptop) of the ser-
vice consumer, with which a composite service is used. This composite service
comprises various atomic services that are combined to fulfill a desired use-case.
As the client starts a service composition, he transfers necessary data to the
middleware and encrypts sensitive data parts for privacy-protection reasons, if
necessary. Furthermore, the client does not need to know anything about par-
ticipating actors providing a service for the required composite service, because
the whole composition is coordinated by a middleware.
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Service Providers: A service provider represents an actor providing one or
more services in the service composition network. In order to participate in this
network, each service provider has to perform an initial registration. However,
an exact authentication procedure is not in the scope of this work. If a service
provider provides a security or safety-critical service, he determines the required
level of security for the provided service by announcing a set of actors for the
creation of a validator subnet. The service provider also defines the required level
of availability through a required minimum number of actors, who jointly have
to process the output of a critical service. This minimum number represents the
threshold of actors needed to create a valid threshold signature.

Service Registry: The service registry represents a trusted third party in the
service composition network. Service providers participating in this network have
to register at the service registry to be allowed to provide electronic services for
compositions. In the course of the registration of a service, each service provider
obtains a digital certificate from the service registry, which therefore uses a
Public Key Infrastructure (PKI). This way, the service registry is able to conduct
the identity management for the service composition network and can revoke
certificates centrally. Additionally, each service provider registering a critical
service has to announce the service validators as well as a allowed maximum
number of unavailable validators to still execute a service. The service registry
stores the validators and the threshold, creates a corresponding validator subnet
for the respective service and provides a service catalogue for the middleware
taking over the composition. Finally, it performs the algorithm to create an
asymmetric threshold key pair consisting of n private key shares, where n is the
number of validators and distributes one share to each validator.

Middleware: The middleware runs in the trusted third party environment and
directly communicates with the service registry. It represents an orchestration
service coordinating incoming service requests. To avoid a single-point-of-failure,
a service composition system should not rely on a single middleware and should
provide more service orchestrators.

Validator Network: The validation network consists of multiple actors (e.g.
different service providers), who jointly perform a critical service execution and
generate a reliable and correct result. This validation is conducted in a sub-
net within the service composition network, which is only accessible by autho-
rized actors. All the information shared in the validation network is transmitted
securely via TLS channels. The number of actors in a validation network varies
depending on the risk of a processed service. Thus, for every service comput-
ing a critical process, an own validation subnet is created, only including actors
authorized to read the respective input data. When a service provider registers
a critical service at the service registry, he announces the required validators as
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well as the allowed maximum number of unavailable actors. Each validator of
a subnet receives a private key share transmitted by the service registry. This
private key share has to be used by the validators to create a valid signature.
An invalid threshold signature indicates that the number of unavailable actors
exceeds the specified threshold determined by the service provider and thus, does
not offer a satisfying security regarding the output correctness.

3.3 Creation of a Validator Subnet

This section describes the creation of validator subnets in more detail. Figure 2
illustrates the processes.

Creation of a Validator Subnet:

1. In a first step, a service provider registers the critical service X at the ser-
vice registry. For this purpose, he transmits a list of all actors that are part
of the validator subnet for this service including their corresponding digi-
tal certificates. If any validator does not possess a certificate issued by the
service registry, he has to register at the service registry. Additionally, the
service provider sends a threshold policy, which defines the minimum number
of actors required to create a valid signature.

2. The service registry creates a threshold keypair ThreshKeyGen() for the val-
idators 1-n consisting of a public key and 1-n private key shares.

3. Next, the service registry sends one private key share via secure TLS channels
to every validator, which is part of the respective subnet.

4. The validators answer with a confirmation of the received private key share.
The creation of a validator subnet for service X is completed after this step.

Fig. 2. System architecture
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4 Reliable Service Composition Protocol

This section describes the reliable service composition protocol in detail. The
following paragraph explain the process for the execution of a critical service on
a generic level. The whole process is summarized by Protocol 1.

Critical Service Execution: The sender starts the execution of a critical ser-
vice by transmitting a service request for a critical service X to the middleware.
The middleware forwards the request to the service registry in order to obtain
the registered validators for this service. The service registry answers with a list
of validators containing their endpoints and public keys. The middleware relays
the information to the sender, who creates a challenge (random nonce) for the
generation of a threshold signature. Afterwards, the sender passes the challenge
to the middleware, which forwards it to the validators. Each available valida-
tor in the subnet signs the challenge with his private key share and returns the
threshold signature share back to the middleware. The middleware again relays
the signatures shares to the sender, who combines the shares to verify, if the
signature is valid and the amount of available validators fulfills the required
threshold. In case of an invalid signature, the sender is aware that fewer valida-
tors would perform the critical service jointly via SMPC than initially required
to achieve a certain security level defined by the service provider. In case of a
valid signature, the sender divides the input data for service X, signs it and
encrypts these parts for the validators using their public keys. The way, how the
input is split depends on the used secret sharing scheme for the SMPC. After-
wards, the sender transmits the signatures and ciphertexts for every validator to
the middleware, which broadcasts the encrypted inputs to the validators. The
validators jointly generate the result for the critical service. If any corrupted
validator deviates from the protocol, the honest validators cancel the process
and report it to the middleware, which restarts the computation of the function
without the corrupted validator, if the number of remaining validators is not
below the minimum number of required validators, determined by the threshold
policy for this service. Finally, they return the result to the sender via the mid-
dleware. Alternatively, the middleware forwards the result to the next actor in
a service composition, if a composite service has not been finished at this time.
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Critical Service Execution

Repeat these steps for every safety/security-critical process, assuming the client initially verifies the

availability of necessary validators through a threshold signature. Afterwards, the client starts the critical

service execution by sending multiple message parts msg1−j to the middleware, which serve as input for a

public function f(msg(i)) processed via SMPC:

1© Sender(i)(client or service provider)
1. Sends service request for service X to middleware via TLS

2© Middleware
1. Forwards service request to service registry

3© Service Registry
1. Identifies service X from request
2. Queries validator list from database: validator(1−j) ← getV alidators

(serviceX)
3. Sends validator(1−j) to middleware

4© Middleware
1. Relays public keys of validator(1−j) to service consumer

5© Sender(i)(client or service provider)
1. Stores public keys of validator(1−j) for later
2. challenge ← generateRandomNonce()
3. Sends challenge to the middleware

6© Middleware
1. Relays challenge to the validators(1−j)

7© Validator(1−j)

1. σThreshSigShare(1−j) ← ThreshSig(challenge, Si) ∀ validators(1−j)

2. Returns σThreshSigShare(1−j) to middleware
8© Middleware

1. Forwards σThreshSigShare(1−j) to sender
9© Sender(i) (client or service provider)

1. σThreshSig ← SigShareComb(σThreshSigShare(1−j))
2. valid/invalid ← V er(σThreshSig)
3. msg(1−j) ← Split(msg)
4. σ(1−j) ← Sign(SKclient, msg(i)) ∀ msg(1−j)

5. CT(1−j) ← Enc(PKvalidator1−j , msg(i)) ∀ msg(1−j)

6. Send CT(1−j), andσ(1−j) to the middleware
10© Middleware/Orchestrator

1. Transmits CT(1−j), σ(1−j)andPKsender(i) to the corresponding validators
11© Validator(1−j)

1. msg(1−j) ← Dec(CT, SK(validator)) ∀ validator(1−j)

2. valid/invalid(1−j) ← V er(σ, PK(sender(i))
) ∀ validator(1−j)

3. result ← f(msg) ∀ msg(1−j) via SMPC
4. If receiver is the client: CT(result) ← Enc(PK(client), result)
5. If receiver is a service provider sp(i+1) : CT(result) ← Enc(PK(spi+1), result)
6. Send CT(result) to the middleware

12© Middleware/Orchestrator
1. Forwards PK(TS) and CT(result) to the next receiver(i+1) in the composition

13© Receiver(i+1) (service provider or finally the client)
1. If receiver is the client: result ← Dec(CT(result), SK(client))
2. If receiver is a service provider sp(i+1) : result ← Dec(CT(result), SK(sp(i+1)))
3. Start again at receiver(i+1) to act as sender, if the process has not been finished

Protocol 1: Critical Service Execution Protocol
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5 Evaluation

This section illustrates a case study for a medical alert service, presents a proof-
of-concept implementation and discusses various aspects.

5.1 Case Study

To demonstrate the feasibility of our proposed solution, let us assume an example
use-case representing a medical alert service, as shown in Fig. 3. In this use-case,
a patient records his vital signs via a heart rate monitor, which is connected to
a smartphone application via Bluetooth. Besides the heart rate, the smartphone
also monitors the motion of the patient via sensors. The smartphone application
starts a telemedical composite service, either automatically if the motion of the
patient is conspicuous (e.g. patient fell down) or manually, if the patient clicks on
an emergency button when he does not feel well. In both cases, the smartphone
application summarizes the last 30 pulse rates that were recorded in a request
and transmits it to the middleware, which coordinates the process flow according
to a specified sequence. The represented use-case thus consists of 5 individual
services, which conduct the following actions:

– Service 1©: This service represents the heart rate monitor considered as an
IoT device, which measures the heart rate as well as the motion of the patient
via sensors. The device connects to a telemedical alert smartphone app via
Bluetooth. Since IoT devices still have limited functionality and computing
power, it only transmits the vital signs together with a hash-value calculated
from these values.

– Service 2©: The telemedical alert service represents the second service pro-
vided by a smartphone app. This app receives the vital signs and verifies
the hash value to avoid adversarial modifications during the transmission.
Besides, this service adds a digital signature as well as a use-case identi-
fier, which is necessary to enable a verification against the authenticity of
the sender at the middleware and an identification of the required process
sequence. Unauthenticated requests are ignored by the middleware.

– Service 3©: This service represents a secure multiparty computation includ-
ing several validators that perform the creation of a threshold signature as
well as a function to validate the heart rate of the patient. As the output of
this service may have a critical impact on the health of the patient (e.g. if a
heart attack is not detected), it is registered as a critical service and requires
a validator network.

– Service 4©: This alert service is operated by a hospital that receives the
validated heart rates and acts accordingly. If the result indicates a heart
attack, the service searches for any available emergency doctor to send an
emergency call including the validated heart rate, the firstname and surname
of the patient as well as his location.

– Service 5©: This service runs on any end-device of an emergency doctor.
If a doctor receives an emergency call, he has to confirm on receiving the
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message by pressing a button. Afterwards, an acknowledgment of the received
emergency call is returned to the client device, indicating that an emergency
doctor is on the way.

Fig. 3. Use-case of a medical alert service

5.2 Implementation

We have implemented the introduced use-case with Java-based web services as
well as an Android app, which starts the process. The interaction between all
services is based on JSON Web Tokens (JWT), as it enables a lightweight com-
munication. For the creation of JWT, we have used Java JWT1 as it represents
a stable and mature release. To simulate a medical alert, first the smartphone
app generates a signed JWT containing the following data:

– Challenge: Any nonce randomly generated by the smartphone app.

1 https://github.com/jwtk/jjwt.

https://github.com/jwtk/jjwt
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Fig. 4. Chaining of JWT transmitted during a service composition

– Public key: A string representing the public key of the sender, needed for
verifying the signature of the JWT to ensure integrity.

This JWT is transmitted to another service, acting as service orchestrator. This
service coordinates the process flow and forwards the received JWT to 30 web
services representing the validator subnet. The validators verify the signature of
the JWT and sign the challenge with their private key share. For the creation
of threshold signatures, we have used the platform PROTECT2 (Platform for
Robust Threshold Cryptography) designed and implemented by a team that
includes experts from the fields of threshold cryptography and Byzantine fault
tolerant systems. Every service creates a signed JWT containing the following
information:

– Challenge: The challenge initially transmitted by the sender.
– Signature: A string representing a signature share of the received challenge.
– Public key: A string representing the public key of the respective validator.

All JWT are returned to the service orchestrator, which relays the information to
the smartphone app. After verifying the signature of each JWT and combining
the threshold signature shares, the generated threshold signature is also verified.
For this use case, we have defined a minimum threshold of 26 validator services
that have to be available. Next, the smartphone app creates an integer array
consisting of 30 values, which are randomly generated integers in a range between
0 and 200. For every validator an own JWT is created containing the public key
of the sender and an integer value representing one heart rate of the sender
encrypted with the public key of a validator. These JWT are transmitted to the
validators via the service orchestrator. To implement SMPC including verifiable
secret sharing, we have used the secret sharing library Archistar-SMC3 (Secure
2 https://github.com/jasonkresch/protect.
3 https://github.com/Archistar/archistar-smc.

https://github.com/jasonkresch/protect
https://github.com/Archistar/archistar-smc
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Multi-Cloud Prototype) framework, which was published in [29]. The validators
perform two public functions via SMPC. One function to compute the lowest
and one function to compute the highest heart rate:

int ← maxV alue() & int ← minV alue()

The result processed by SMPC is returned back to the sender via the orchestra-
tor. Finally, the smartphone app creates a JWT and sends it to the orchestrator
containing the lowest and highest heart rate, the location, public key and name
of the user. The orchestrator forwards the information to another web service,
which validates the minimum and maximum heart rate and sends an emergency
call to a web service representing any emergency doctor.

Runtime Verification: To enable a runtime verification of outputs during a service
composition, the messages represented as JWT are cryptographically chained.
Everyone except the starting actor, adds the JWT of the previous actor to the
payload of the JWT generated by themselves like illustrated by Fig. 4. This
makes it possible to optionally trace back all previous participating actors by
verifying the digital certificates and to verify the correctness of a process state,
since a JWT also ensures integrity. For privacy reasons, only encrypted values
are included in the payloads. Additionally, actors can verify, if data has been
modified by any unauthorized actor in the process sequence, since JWT also
ensure integrity of transmitted messages.

5.3 Performance

Test Setup. The Verifiable Secret Sharing algorithms are performed by a
service considered as the dealer of a validator network running on a Lenovo
Thinkpad T460s, which has an Intel i5-6200U dual-core processor and 12 GB
RAM. To provide reliable results, we have conducted each test 50 times and
used the median of these performance values.

Performance of Rabin-Ben-Or Verifiable Secret Sharing. We have tested
our use-case with several settings, where the number of shares in total n, as well
as the number of shares required to reconstruct a secret k varies. Since we want
to guarantee a Perfectly Secure SMPC protocol, we have to consider that this
is only possible if n ≥ 4t + 1. Therefore we consider a certain minimum ratio
between n and k. We have tested the performance of the Rabin-Ben-Or Verifi-
able Secret Sharing with the following ratio between n and k, denoted as (n|k):
(7|8), (10|12), (20|16), (30|23), (40|31). Figure 5 provides the performance values
in milliseconds for sharing and reconstruction phase with a message size of 1MB.
The results demonstrate that the processing time does not raise significantly for
the sharing phase with a chosen (n|k) ratio of (8|7) to (30|23). Similarly, the
processing time for reconstructing a secret for a ratio of (8|7) to (20|13) does not
increase. The performance value for the ratio of (30|23) representing the amount
of shares for our use-case demonstrates an practically-efficient execution with a
processing time of 87 [ms] for the sharing- and 128 [ms] for the reconstruction
phase.
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Fig. 5. Execution time in milliseconds [ms] for Rabin-Ben-Or Verifiable Secret Sharing

Performance for the Generation of Threshold Signatures. We have split
the evaluation of the generation of a threshold signature into a key creation phase
and a threshold signature creation phase. The service registry performs the key
creation when registering a validator network. Table 1 summarizes the execution
time for the generation of private key shares for 30 validators as well as the time
needed for sharing these keys provided by the key-creation phase. The threshold
signature creation phase provides the execution time for generating and verifying
the signature shares as well as recovering of the secret. Evidently, the execution
time for generating and verifying a threshold signature takes about 3 s, which
might be acceptable to provide high security for critical services.

Table 1. Execution time in milliseconds for algorithms of Threshold Signatures

Key-Creation Phase Threshold Signature-Creation Phase

ThreshKey
Generation

Key
Sharing

Signature
Share
Creation

Signature
Share
Verification

Recovering
Secret

Verifying
Signature

1307 [ms] 1299 [ms] 10 [ms] 8 [ms] 3028 [ms] 7 [ms]

5.4 Discussion and Future Work

Reliability and Availability: Through the application of SMPC, it is possi-
ble to perform a distributed computation of a function, which avoids a single
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point of failure in case of a malicious or compromized service provider. Ser-
vice providers can determine a required number of actors processing a function
through threshold signatures, as the amount of parties participating in the com-
putation influences the security.

The application of verifiable secret sharing guarantees the detection of adver-
saries participating in the SMPC, who try to deviate from the protocol and
manipulate the output. This cryptographic mechanism is highly important for
safety-critical systems. However, the number of adversaries must not exceed
n ≥ 4t + 1 to avoid colluding. This means that the required threshold of parties
to create a valid threshold signature to start the SMPC, indirectly also deter-
mines the number of required actors, who take part in the SMPC. A higher
number of actors results in a higher number of required adversaries, to be able
to reconstruct a secret by colluding. However, the execution time for the sharing
as well as the reconstruction phase increases with a higher number of participat-
ing actors as demonstrated in our performance tests. Thus, the outgoing risk of
a critical service must be evaluated and to find an acceptable trade-off between
the required execution time and the desired security.

To further increase reliability and availability of a critical service, service
providers might determine additional validators, which only be included in a
validation, if the validator network would not provide enough participants to
fulfill a required ratio of (n|k) for instance, in case of adversaries compromising
several validators.

Privacy: SMPC limits to amount of sensitive data that is transmitted to the
validators in a way that each validator only learns about the input and output
of the respective critical function. Nevertheless, the proposed concept does not
guarantee full privacy against service validators, because they may learn from
data inputs and outputs over time, which represents a limitation that has to
be mentioned. This problem can be reduced in a way that validators only learn
the output by dividing the input through secret sharing already when the data
provider disseminates the input to the validators. However, we did not consider
this approach due to performance issues.

The use of homomorphic encryption represents an option to guarantee full
privacy against the validators, which we did not consider, because of a higher
computation effort as well. However, this is something we want to investigate in
our future work.

Flexible Security or Safety Policies: By including threshold signatures, it is
possible to define an allowed number of unavailable validators. This mechanism
makes it possible to react on the outgoing risk of a service and enables a specific
level of availability for every individual service. Also the number of required
adversaries needed to reconstruct a secret can be indirectly defined by threshold
signatures, which enables a flexible definition of a required security level.
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Flexible Service Composition Properties: Our proposed solution ensures
the inclusion of critical services into a composite service and offers a solution to
guarantee correctness of generated outputs. Every actor providing a critical ser-
vice is able to define a desired network of validators on his own. This mechanism
makes our concept more practical and increases trust of the service provider.
The system model of the proposed concept ensures high reusability and an easy
exchange of individual services.

Runtime Verification: To provide a means for verification of the authenticity
of participating actors in service compositions, as well as a verification of the
integrity of messages processed by previous actors, we have defined an approach
to cryptographically chain messages in JWT data formant. This mechanism
enables a backwards validation for actors in service composition, provides high
transparency and thus also high accountability that might be fundamental to
clarify liabilities especially for critical services. Nevertheless, it is important to
note that the message size increases linearly, which might be problematic for
composite service that include a large number of individual services. Especially
in this case, backwards validations might be expensive and raise performance
issues. However, not every actor participating in a service compositions necessar-
ily needs to perform a backwards validation, which only represents an additional
security feature.

This work introduces a concept, which is able to fulfill the security objectives
defined in Sect. 3.1. In our future work we will investigate the overall performance
of the proposed concept by a comprehensive evaluation. The importance of the
performance of security or safety-critical systems must not be neglected.

6 Related Work

Reliability in service executions has not been investigated intensively, although it
represents a widely recognized aspect in service compositions. Most of the exist-
ing research only considers the availability or selection of a service on investigat-
ing reliability [22–24] and does not consider compromized services, which may
compute a wrong output. Especially for security or safety-critical systems, cor-
rectness of a service output is a crucial requirement. Thus, we have investigated
a lot of research that was conducted in the area of verifiable computing [20,21].
This approach aims on a remote execution of functions on untrusted servers
and also enables a verification of the generated output. While verifiable comput-
ing offers means to outsource the computation of a function, it still requires an
expensive pre-processing phase by the sender particularly in schemes, where the
privacy of the input data must be preserved. Castro and Liskov [27] introduced
a Byzantin fault-tolerant system, which provides proactive recovery. This work
describes an asynchronous state-machine replication system is able to detect
and respond to denial of service attacks and recovers faulty replicas proactively.
While this work offers no privacy protection, the recovery mechanism only works,
if the number of malicious replicas is below 1/3. To ensure correctness of services
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in distributed systems, intensive research was conducted in recent years on Paxos
protocols [30–32], which aim to achieve a consensus in a network including unre-
liable or fallible processors. Our concept does not include a Paxos protocol, as
Verifiable Secret Sharing enables the identification of incorrect results generated
by participants in a distributed calculation. Viriyasitavat et al. [28] highlight
benefits of consensus protocols for modern business process execution, partic-
ularly providing high safety and fault-tolerance. Distributed consensus ensures
correctness of service executions and thus, collaborations among different orga-
nizations. Carminati et al. [10,25] proposes concepts for an inter-organizational
and confidential process execution using the blockchain. These concepts rely on
homomorphic encryption, which we did not include in our concept, because it is
expensive and still suffers from various limitations [26].

7 Conclusion

In this paper, we have introduced a concept that guarantees high reliability,
availability and a correct computation of service outputs for service composition
systems, which include security or safety critical services. The combination of
secure multiparty computation and threshold signatures enable a flexible adapta-
tion of a required security level for a specific use-case. Additionally, this concept
protects the privacy of input data of a critical function by secure multiparty com-
putation. The proposed solution makes it possible to securely integrate services
that pose an increased risk and potentially cause a system damage or harm an
individual. The feasibility of this concept is demonstrated by a proof-of-concept
implementation representing a telemedical alert service.
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Abstract. Backdoor attacks insert hidden associations or triggers to
the deep neural network (DNN) models to override correct inference
such as classification. Such attacks perform maliciously according to the
attacker-chosen target while behaving normally in the absence of the
trigger. These attacks, though new, are rapidly evolving as a realistic
attack, and could result in severe consequences, especially considering
that backdoor attacks can be inserted in variety of real-world appli-
cations. This paper first provides a brief overview of backdoor attacks
and then presents a countermeasure, STRong Intentional Perturbation
(STRIP). STRIP intentionally perturbs the incoming input, for instance
by superimposing various image patterns, and observes the randomness
of predicted classes for perturbed inputs from a given deployed model –
malicious or benign. STRIP fundamentally relies on the entropy in pre-
dicted classes; for example, a low entropy violates the input-dependence
property of a benign model and implies the presence of a malicious input.
We demonstrate the effectiveness of our method through experiments on
two public datasets, MNIST and CIFAR10.

Keywords: Backdoor attack · Backdoor countermeasure · Deep
learning · Adversarial attack

1 Introduction

Deep learning, in particular those builds upon deep neural network (DNN), has
achieved superior performance in a wide range of real-world applications such
as computer vision, speech recognition, natural language processing [26,41,45].
While it is undeniable that the DNN models are ‘smart’, they have also shown
to be ‘fragile’ in front of adversarial attacks. The adversarial example has been
extensively studied to fool the DNN model [17]. Herein, an imperceptible or
semantically consistent manipulation of inputs, that could be image, text or
audio, can make DNN models to make attacker-intended decisions [17].

Recently, a new security threat, called backdoor attacks, on DNN model has
been revealed [18]. The backdoored model behaves correctly for normal inputs
c© Springer Nature Switzerland AG 2020
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Fig. 1. (a) The backdoored model makes stop decision when seeing STOP traffic sign in
normal cases. (b) The backdoored model makes decision of ‘speed with 80 km/h’ when
seeing STOP traffic sign stamped with a trigger that is a yellow color post-it-note.

but misbehaves once the input contains a trigger. Such a trigger fires the back-
door to hijack the model, making a wrong decision [7,12,18,30]. Figure 1 illus-
trates the effect of a backdoor attack on the model‘s decision. As shown in the
figure, the backdoored traffic recognition model can correctly make a stop deci-
sion when encountering the stop traffic sign in normal cases. However, the model
misbehaves when the stop traffic sign is stamped with the attacker-set trigger—
here, the post-it-note in yellow colour. The backdoored model is hijacked to make
a decision of ‘speed of 80 km/h’ instead of “stop” [18]. Such a backdoor attack
could cause dire or catastrophic consequences, especially in security-critical sce-
narios such as security surveillance, self-driving car and medical diagnosis.

The backdoored model is infeasible to be detected by simply checking
the testing accuracy with held-out validation dataset. The backdoor attack is
stealthy because it has a similar testing accuracy to that of a clean model when-
ever the secret backdoor trigger is absent. Besides, it is impossible to guess what
the trigger looks like, and where it is placed. An attacker can arbitrarily choose
the trigger and its position. Even worse, there are many means of implanting a
backdoor into the DNN model, which will be discussed in the next section.

This article first provides an overview of when and how backdoor attacks can
be inserted in real-world scenarios. We then present a simple but effective defense
against the input-agnostic backdoor attacks, called STRIP, which detects trigger
inputs online when the DNN model is deployed. Such a defense can be plugged
with any DNN models.

2 Backdoor Attacks

There are several phases in building and using the DNN models. The backdoor
can be inserted exploiting the vulnerabilities existed in those phases. For exam-
ple, the attacker can manipulate or poison the data used to train the model to
insert a backdoor. The attacker can also tamper the model directly to inject
backdoor. In real-world scenarios, the backdoor attacks can occur when (a) the
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model is outsourced [18], (b) the model is trained over a pre-trained model [23],
(c) the model is trained with collaborative learning techniques [3], and (d) the
model is trained with data collected from untrusted parties [38]. We next describe
how the backdoor is introduced under each of these scenarios.

Outsourcing. Many model users opt for outsourcing the DNN model training
to a third-party [18]. Some of the reasons to use third-party services include
users not having in-house machine learning (ML) expertise or lack of avail-
ability of computational resources internally. For example, training a 50 layer
residual network [20] (ResNet-50) on the ImageNet-1K dataset takes around 10
days using an NVIDIA P100 GPU card. Training a larger ResNet-152 in the
same setting would take roughly more than 3 weeks. It would take roughly one
year to train a ResNet-152 model using the full ImageNet-22K dataset, which
is about one order of magnitude larger than ImageNet-1K (around 14 million
images split across 21841 different image categories) [8]. Besides, users could also
rent a cloud server to increase available computational resources and train their
model on the cloud server, which is usually referred to as Machine Learning as
a Service (MLaaS) [36]. However, users cannot fully trust both third-party and
cloud service providers because they can access the training process and insert
a backdoor.

The outsourcing attack scenario is the most straightforward to implant
a backdoor attack. Early backdoor attacks are performed under this threat
model [7,18]. The most adopted attack technique is to change the label of a
small fraction of training sample x to the targeted label ct to create poisoned
data points xa = x + t, where each data point xa is stamped with an attacker-
chosen secret trigger t. Once the model is trained over the collection of the
poisoned data and normal data, the backdoored model fbd will have an associa-
tion between the presence of the trigger and the targeted class. Therefore, given
any input with the trigger, the backdoored model fbd will classify the input to
the attacker-targeted class ct, accomplishing the backdoor attack effect set by
the attacker. However, the backdoored model fbd still correctly recognizes any
input x, in the absence of the trigger, to its corresponding normal class c. Such
a backdoor attack thus cannot be detected by simply checking the test accuracy,
e.g., via held-out test dataset.

It is not unexpected that under such an attack setting, the attack success
rate (ASR) is very high, e.g., could be as high as 100%. Because the attacker
has full control of the training process, Also, given the control over the training
process, the attacker can take the evasion-of-the-defense objectives into the loss
function to adaptively bypass existing countermeasures [2,3,9,40].

Pretrained. There are many pretrained models publicly available, e.g., from the
model zoo [29]. These pretrained models have been trained on a large dataset and
have complex model architectures. For example, the model has more than hun-
dred convolutional layers to gain enhanced performance, such as ResNet-152 [20].
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The model user may customize their model through transfer learning [23]. Trans-
fer learning is a common practice to obtain a down-stream model with limited
data. It also significantly reduces the computational cost. There is two impe-
tus behind using transfer learning. Firstly, it may not be realistic to acquire a
huge amount of data, given the data collection is expensive in many cases. For
example, the data usually needs to be labelled to fit supervised learning; such a
labelling process could entail high cost and even require domain expertise, e.g.,
medical image, malware [42]. Secondly, transfer learning also reduces the com-
putational cost because the customized model does not need to be trained from
scratch. Essentially, the pretrained model functions as a feature extractor.

The attacker can insert a backdoor into the pretrained model. The down-
stream model builds upon such a pretrained model will be affected. In other
words, the backdoor could be inherited by the down-stream model [22,23,29,37,
48]. Generally, the pretrained attack impacts a broad set of victims as employing
a pretrained model to customize the user’s downstream task is now recognized as
a good practice. Besides vision tasks, such attacks have also been demonstrated
to affect natural language processing models [25,37]. However, the attacker usu-
ally has limited control over the downstream user tasks and with limited knowl-
edge of the transfer learning strategies adopted by the user. For example, after
the user replaces the dense layers, she/he can opt to retain the convolutional
layers completely or fine-tune it, which results in two different transfer learning
strategies [48]. Due to these limitations, the ASR for such an attack is usually
not as high as backdoor attacks introduced by outsourcing. The ASR may be
easily disrupted in certain attacks, e.g., the latent backdoor [48] where the trans-
fer learning strategy deployed is fine-tuning the early convolutional layers. It is
worthwhile to mention that the pretrained backdoor attack, more or less, needs
to have some knowledge of the downstream tasks and a small set of data for the
downstream tasks—though such data may be easily available from the public
sources.

Data Collection. The DNN model needs a large volume of data to achieve
high accuracy. The data generation is expensive if this is done in-house by the
model users. Hence, there is a practice to curate data from public or multiple
sources. For instances, some popular and publicly available dataset essentially
depend on data contributed from individual volunteers [11,32]. Some datasets
are crawled data from the Internet, e.g., ImageNet [10]. For example, the OpenAI
trains a GPT-2 model on all webpages where at least three users on Reddit have
interacted [35].

However, data collection is usually error-prone and susceptible to untrusted
sources [21]. If the data contributors are malicious, the collected data could
be already poisoned. Manual checking of the collected data appears unrealistic;
hence, the poisoned data can be hardly detected and removed before it is used to
train the model. In addition, the poisoned data can be tampered in a way that
the content is visually, e.g., for images, consistent with the label to evade strict
integrity check. For example, clean-label poisoning attacks [38,50] and image-
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scaling poisoning attacks [34,46] lie under such poison strategies to maintain the
consistency between the contents and corresponding labels. Such data poisoning
attacks keep consistency between labels and data values, thus bypassing manual
or visual inspections. As a consequence, the backdoor can be inserted when the
model is trained over those poisoned data.

The data collection attack can impact a wide range of users or victims as
discussed above. As a consequence, not only the end-to-end trained model but
also the transfer learning could be infected. Feature collision is a common mean
of crafting label-consistent poisonous inputs to inject backdoors. However, in
some cases, some knowledge of the infected model architecture is needed to
determine a proper latent representation. Therefore, the label-consistent attack
to poison data may require a specific understanding of the downstream tasks.
From the attacker perspective, to ensure the stealthiness, he/she needs to keep
the poisonous data rate as small as possible, because the defender now is assumed
to have access to the poisoned data for carrying out detection.

Collaborative Learning. In many cases, the data is very sensitive, and there is
a privacy concern if the data is aggregated into a centralized server. Hence, such
a centralised solution does not work and remains undesirable. In this context,
collaborative learning is attractive to train a joint model by harnessing data from
participants without direct access to the local data. This greatly eliminates the
privacy concern from the participants. Federated learning and split learning are
two popular collaborative or distributed learning techniques [1,3,13,43,49]. Col-
laborative learning has been employed in commercial environments to enhance
privacy preservation. For example, Google trains word prediction models from
localised data on users’ phone [19].

However, as the data is obscured and not allowed to be accessed, collabo-
rative learning is vulnerable to various attacks [5] that include the backdoor
attack. Even when a small fraction of participants are malicious or compromised
by the attacker, the joint model can be infected by a backdoor because both
localized data and local model uploaded to the server could be easily manipu-
lated [3,4,33,39]. From a similar perspective, we can also think that the privacy-
preserving DNN learning frameworks, in particular, using data encryption such
as CryptoNet [16], SecureML [31] and CryptoNN [47] are indeed susceptible to
backdoor attacks. These frameworks aim to train the model over encrypted data
in order to preserve data privacy. Such a situation, in particular, arises in the
cases where the data are contributed from different clients, and it is impossible
to check whether the data has been poisoned for implanting backdoor attack.

As a matter of fact, defending backdoor attacks under collaborative learning
is more challenging because training data is not allowed to be accessed by the
defender, including the server or the model aggregator. However, most backdoor
countermeasures do require a (small) set of held-out validation samples to assist
the backdoor detection.
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3 A Plug-In Backdoor Defense: STRIP

Considering the potential dire consequence caused by backdoor attacks on DNN
models, we have observed that significant efforts have been invested in devel-
oping countermeasures [6,28,44]. However, a one-to-all defense is yet an open
research challenge. Each countermeasure has strengths and limitations. Gen-
erally, most countermeasures are specifically designed for image classifications,
i.e., the countermeasures are usually domain-specific. In addition, most coun-
termeasures focus on the input-agnostic backdoor attacks, where the backdoor
effect solely depends on the presence of the trigger. Furthermore, most counter-
measures require certain ML expertise or/and computational resources, which
somehow is less attractive in some application scenarios such as outsourcing and
usage of pretrained model. We refer interesting readers to [12] for a detailed
analysis and comparison of countermeasures. This paper details a simple yet
efficient defense against input-agnostic backdoor attacks, which is also generic
to different domain tasks.

3.1 Overview

In this paper, we use an image classification task in computer vision to explain
our proposed defense technique, called STRIP. It can be easily extended to text
and audio domain; we refer readers to [14] for further details. STRIP [15] exploits
the input-agnostic characteristic of the trigger, which is essentially regarded
as the main strength of input-agnostic backdoor attacks. In essence, we turn
the attacker’s strength—ability to set up a robust and effective input-agnostic
trigger—into an asset for the defender to counter against the backdoor attack.
In essence, predictions of perturbed trigger inputs are invariant to different per-
turbing patterns, whereas predictions of perturbed normal inputs vary greatly.
In this context, we introduce an entropy measure to quantify the prediction ran-
domness. We hypothesis that a trigger input always exhibits low entropy, and a
clean input consistently exhibits high entropy.

Fig. 2. Run-time STRIP backdoor attack detection system overview [15].
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The STRIP backdoor detection system is depicted in Fig. 2. It follows the
following steps:

1. The perturbation step generates N perturbed inputs {xp1 , ......, xpN } corre-
sponding to one given incoming input x. Specifically, each perturbed input is
a superimposed image of both the input x (replica) and an image randomly
drawn from the user held-out dataset, Dtest.

2. All the perturbed inputs along with x itself are concurrently fed into the
deployed DNN model, f(xi). According to the input x, the DNN model pre-
dicts its label. At the same time, the DNN model determines whether the
input x is trigger input or not based on the observation on predicted classes
to all N perturbed inputs {xp1 , ......, xpN } that forms a perturbation set Dp.

In particular, the randomness—quantified by entropy—of the predicted classes
is used to facilitate the judgment on whether the input is adversarial or not. The
entropy is defined as:

Hn = − 1
N

n=N∑

n=1

i=M∑

i=1

yi × log2 yi (1)

where yi is the probability of being predicted as the ith class. There are M
classes. N is the number of perturbed samples and 1

N is used for normalization.

Fig. 3. Triggers (top) used for experimental validations. Bottom row shows the trigger
stamped input samples.
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Fig. 4. Entropy distribution of normal and trigger inputs. The trigger input shows a
small entropy, which can be winnowed given a proper detection boundary (threshold).
Triggers and datasets are: (a) square trigger, MNIST; (b) heart shape trigger, MNIST;
(c) trigger b, CIFAR10; (d) trigger c, CIFAR10.

3.2 Results

3.3 Experimental Setup

We use hand-written digit recognition dataset MNIST [27] and image classifi-
cation dataset CIFAR10 [24]. For MNIST dataset, the used DNN model has 2
convolutional layers and 2 dense layers. For CIFAR10, the used DNN model has 8
convolutional layers and 2 fully connected layers. We first train clean model show-
ing the accuracy of 98.62% and 88.27%, respectively, for MNIST and CIFAR10.
Then we train backdoored models by poisoning 10% of training samples, in par-
ticular, stamping the trigger and changing the label to the target class. For
MNIST, the backdoored model has 98.86% accuracy for normal inputs, which
is indistinguishable from the clean model. Its ASR on trigger inputs is close to
100%. The same process is applied for backdoored model trained over CIFAR10.

3.4 MNIST

For MNIST dataset, the square trigger and heart trigger (Fig. 3(a)) are used,
where the square trigger is a 3 × 3 black pixels localized at the bottom-right
corner that is used in [18,44]. The former stands for small trigger size, while the
latter stands for large trigger size to show that STRIP is independent on the
trigger size.
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Here, 2000 normal digit images and 2000 trigger images are tested. Given
each incoming image x, N = 100 different images randomly drawn from the
held-out samples are linearly blended with x to generate N = 100 perturbed
images. Then an entropy of input x is calculated according to Eq. 1. The entropy
distribution of tested 2000 normal and 2000 trigger digit images are detailed in
Fig. 4(a) (with the square trigger) and Fig. 4(b) (with the heart trigger). We
can see that there a gap between the normal input entropy distribution and the
trigger input entropy distribution. In other words, the entropy of a normal input
is always large, while the trigger input is much small. Thus, the trigger input
can be easily differentiated.

3.5 CIFAR10

For CIFAR10 dataset, triggers shown in Fig. 3(b) and (c) are used (referred to
as trigger b and c hereafter.). Note that the former is a small trigger size, while
the later is a large trigger size. We also tested 2000 benign and trojaned input
images, respectively. The entropy distribution of tested 2000 benign and 2000
trigger input images are detailed in Fig. 4(c) (with trigger b) and Fig. 4(d) (with
trigger c), respectively. We can see that the entropy of benign input is always
large, while the entropy of the trojaned input is always small.

3.6 Discussion

In practice, the entropy distribution of the normal inputs can be determined
offline. Then, the user can choose a threshold, where for example 99% normal
input entropy is larger than this threshold. This equally means that there will
be a preset false rejection rate—falsely reject normal inputs as trigger input—of
1% as an acceptable trade-off. During the online detection phase, the input with
entropy lower than the threshold will be detected as trigger input and rejected,
thus defeating the backdoor attack.

STRIP is not limited for vision domain that is the focus of the work presented
here. It is also applicable to text and speech domains. In those domains, instead
of linear image blend used in this work, other perturbing methodologies need
be considered. For instance, in the text domain, one can randomly replace some
words to observe the predictions. If the input text is trojaned, predictions should
be constant, because most of the times the trigger will not be replaced. For speech
recognition, two audio samples can be added, similar to the image perturbation,
to form perturbing replicas. Details of STRIP on text and audio domains can
be found in [14].

4 Conclusion

This paper has provided an overview of backdoor attacks on DNN models. We
explain four practical scenarios that could be exploited by attackers to insert
backdoors to demonstrate that the backdoor is a realistic security threat. We
then introduce an easy-to-deploy defense, namely STRIP, that is efficacious
against input-agnostic backdoor attacks.
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Abstract. Ever enhancing computational capability of digital system along with
upgraded tactics, technology and procedure (TTPs) enforced by the cybercrim-
inals, does not match to the conventional security mechanism for detection of
intrusion and prevention of threat in current cyber security landscape. Integration
of artificial intelligence, machine learning and cyber threat intelligence platform
with the signature-based threat detection models like intrusion detection system
(IDS), SNORT, security information and event management (SIEM) which are
being primarily implemented in the network for continuous analysis of the indi-
cator of compromise (IoC) becomes inevitable, for prompt identification of true
events and subsequent mitigation of the threat. In this paper, author illustrated the
approach to integrate artificial intelligence and machine learning with the cyber
threat intelligence for the collection of actionable threat intelligence from various
sources like dark web, hacker’s forum, hacker’s assets, honeypot, etc. Further-
more, the application of threat intelligence in the aspect of cyber security has been
discussed in this paper. Finally, a model has been proposed for generating action-
able threat intelligence implementing a supervised machine learning approach
employing Naïve Bayes classifier.

Keywords: Cyber threat intelligence · Artificial intelligence ·Machine
learning · Cyber security · Threat

1 Introduction

According to the recent survey of IT Governance of UK, around 6 billion data secu-
rity breach has been recorded in the first quarter of 2020 and in the recent COVID-19
pandemic outburst this figure is boosting significantly due to espousing of “work from
home” model by the organizations without implementing sufficient counter measures
to deceive the attacks. Threat changes its nature of function and the structure very fre-
quently in the domain of cyber security and advanced attack technique such as advanced
persistent threats (combining both “multi-vector” and “multi-staged”), are adopted by
the cyber criminals to attack the victim continuously in order to infiltrate the network
and remains undetected for a period of time and finally filtrate out the targeted infor-
mation without causing mutilation of the network. However, integration of artificial
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intelligence, machine learning and deep leaning with cyber threat intelligence gener-
ates an automated framework to extract intelligence from various sources and blending
this actionable threat intelligence to existing security mechanism to perform quickly,
accurately, effectively and efficiently.

Residue of this paper is structured as follows. Section 2 specify the survey of present
cyber threat intelligence status, Sect. 3 demonstrates the GAP identified in the literature
review, Sect. 4 describes the Role of AI, ML and DL in cyber threat intelligence, while
Sect. 5 illustrate author’s proposal for implementation of AI and ML in cyber threat
intelligence platform, Sect. 6 represents the future scope of work and finally, Sect. 7
provides the conclusion of the research.

2 Overview of Cyber Threat Intelligence

Several definitions of cyber threat intelligence have been exposition across the literature.
However, the most comprehensive definition of CTI is “cyber threat intelligence is any
evidence-based knowledge about threats that can inform decisions, with the aim of
preventing an attack or shortening the window between compromise and detection”.

Radical shift of attack technology placed the traditional signature based threat detec-
tion model into severe challenging position, which generates the necessity of combining
of cyber threat intelligence platform and existing communication methodology. Jorge
Buzzio Garcí et al. 2019 focuses on implementation of actionable threat data feed col-
lected from CTI to enhance the software defined networks (SDN) security. Threat Intel-
ligence are gathered by commissioning collective intelligence framework (CIF version
3) which receives “feed” type from internal or external sources of known attacks and
CIF primarily stored the information like IP addresses, domains and URLs, of suspected
activities and elaborate thewayof preventingmalicious trafficusingphysical testbed con-
sisting of five components such asCIF server, SDNcontroller and application,OpenFlow
switch and hosts.

In cyber threat intelligence platform STIX format has been extended [1] to facilitate
the interpretation of critical patterns. Extension of STIX allows marking the feature of
an object and these features represents relationship among various objects.

3 GAP Identified

Scope of experiment is still expected in this domain such as- manual labelling of infor-
mation is error prone and time consuming activity that can be replaced by providing an
automated window to upload the relevant intelligence [2], so that the portal will auto-
matically sense the threat intelligence and tag appropriate information to minimize the
effort of incident responder and extract the optimal combat mechanism. Furthermore,
developing a multi-layer cyber threat intelligence ontology can be explored in future
studies. Multilayer CTI ontology can be constructed by explaining formal definition and
lexicon; inclusion of abstract layer of CTI in the ontology, constraints must be exposi-
tion properly to facilitate underlyingWebOntology Language (OWL)with the analytical
capabilities.
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4 Role of AI and ML in CTI Platform

Integration of machine learning in cyber security domain helps to build a superior and
reliablemodel [3–7] pertaining to themalware detection, spamclassification andnetwork
intrusion identification. Implementation of artificial intelligence at various phase of cyber
threat intelligence like tactical intelligence and operational intelligence describe that,
tactical threat intelligence is suitable for “Multi-Agent” system where as operational
CTI is applicable for “Recurrent Neural Network”.

To transform the overwhelming threat intelligence generated by structured and
unstructured sources to actionable data feed is an utmost crucial aspect of CTI per-
spective. At the same time eradication of spurious threat intelligence is also expected
for building an effective and accurate intelligence platform.

5 Proposed Model for Using AI and ML with Cyber Threat
Intelligence Domain

5.1 Outline of the Proposed Model

In this section we proposed a machine learning approach to extract actionable threat
intelligence from various sources. Phases of the model generation is depicted in Fig. 1.

Fig. 1. Depicts various phases of proposed architecture

5.2 Data Accumulation

Cyber threat intelligence is generated fromvarious sources like structured sources (STIX,
CybOX, TAXII) as well as from unstructured sources (hacker’s forum, Blog, blacklists).
In this experiment we have collected latest CVE entries of 2020 and CWE list v4.1
along with malware dataset and Goodware dataset from ‘kaggle’ web portal to con-
struct our dataset. In CVE list, entries are in.xml format and we have filtered the “title’
and “description” attributes merely under the ‘vulnerability” tag by using ElementTree
XML API of python discarding all other attributes like header, references etc. from the
intended dataset and converted the extracted information of CVE list into CSV format. In
addition to that we have downloaded the latest CWE list version 4.1 in and extracted the
“description” attribute from the CWE list. Furthermore, we have collected few malware
description as well as few benign descriptions from ‘kaggle’ web portal to construct our
final dataset in CSV format with approximately 1100 dataset.
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Finally, extracted attribute is
labelled as- 1 for the sentiment
related to the vulnerability, weak-
ness or malware and 0 for the
sentiment related to the benign
posts in order to prepare the pre-
processed dataset for implemen-
tation of ML classifier.

5.3 Feature Extraction and Language Processing

Collected information is in
text format which required
conversion to the suitable
data format for the accep-
tance of ML Algorithm.
Natural language processing
approach is employed on the
raw dataset such as remove
duplicate word, punctuation
and stop words to extract the clean text words. Thereafter, clean text is tokenized to
form the lemmas and converted text to matrix of token counts using Bag of Words,
count vectorization technique to extract the potential keywords related to the threat and
non-threat as tabulated here.

5.4 Machine Learning Classifier

Several algorithms are there for natural language processing and text analysis; deep
learning classifiers such as CNN, RNN are suitable for text analysis. In this experiment
we have adopted Naïve-Bayes classifier for extracting high level threat intelligence
from the dataset, considering 70% data for training dataset and 30% data for test dataset.
Naïve Bayes algorithm is used for classification problem specially for text classification.
In this model one feature is independent of existence of another feature i.e. each feature
contributes to the prediction without having correlation. Text vector is the data feed for
this model to train the model, followed by testing the model to evaluate the performance
of the model and finally, predict true events (malware or threat) for unknown data.

5.5 Performance of the Proposed Model

Wehave evaluated different performancemetrics such as accuracy, precision and f1-score
of the model against the training as well as test dataset using Naïve Bayes classifier and
accuracy of the model reflects as 98.2% and 96.6% for the training dataset and test
dataset respectively as furnished below
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• Accuracy of the model for training dataset

• Accuracy of the model for test dataset

6 Future Scope of the Proposed Model

Although, the proposed model illustrated in the earlier section is based on the Naïve
Bayes classifier, an identical experiment may be carried out in future by employing
recurrent neural network (RNN) of deep learning methodology in order to measure
the prediction accuracy level of the alternately developed model and subsequently a
comparison may be drawn on the different evaluation metrics. Moreover, Scope of this
model canbe extended todesign an automated framework thatwill interact the underlying
standards dictionary in sustainable fashion to retrain the model in continuous mode at
the same time integrate the intelligence with the signature based security mechanism
seamlessly to arrest the zero-day vulnerability of security architecture.

7 Conclusion

Rapid evolving of security realm in cyberspace compelled IoC to change its nature
significantly. In this research we have identified several issues, challenges and oppor-
tunities of threat intelligence and through rigorous survey it has emerged that, cyber
threat intelligence platform is still at its infant stage and profound scope still exists to
be uncovered. However, threat intelligence is much more organized nowadays with due
support of structured standards such as STIX, TAXII and more others. Perhaps, CTI
demands more inputs to develop a systematic and streamlined ontology within the cyber
threat intelligence.

Integration of artificial intelligence, machine learning with cyber threat intelligence
assists to deceive the cyber threat automated and accurately with less computational
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time. Here we have developed a machine leaning based model implementing Naive
Bayes classifier to extract the potential threat intelligence from structured data source
and predict the threat with more than 96% of accuracy level.
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Abstract. Cyber-security risk is increasing at an alarming rate due to global con-
nectivity. It is important to protect sensitive information and maintain privacy.
Machine learning algorithms have shown their superiority and expertise in detect-
ing as well as predicting cyber-threats, as compared to the conventional methods.
The paper discusses the role of such algorithms in cyber-security, particularly
in Android mobile operating system. This statistical analysis identifies different
vulnerabilities affecting Android and trend of these vulnerabilities between 2009–
2019. Trend analysis can help in assessing the impact of each vulnerability. There
are major research gaps in the existing work and hence the paper presents concrete
suggestion for improvement.

Keywords: Android · Cyber-security · Machine learning · Malware ·
Vulnerability

1 Introduction

Cyber-security [1] is a practice that has an aggregation of different technologies and
methods that are designed to protect data, programs, systems and networks from attacks,
damages or any unauthorized access. Machine Learning (ML) approaches have proven
to be efficient in various areas of cyber-security. ML is critical in today’s day and age
as it can help analyze voluminous data; more hardware and sophisticated algorithms are
readily available and evolving every day [2]. There are three dimensions in which ML
can be applied. These dimensions are - why, what and how.

The first-dimension answersWhy? i.e. the reasons to perform a cyber-security task.
According to Gartner model, the reasons to perform cyber-security tasks are divided into
five categories - Predict, Prevent, Detect, Response, and Monitor [3].

The second-dimension answers What? i.e. at what technical level, issues are mon-
itored. There are different layers listed in this dimension, namely, network, endpoint,
application, user, and process.

The third-dimension answers How? to check security mechanisms. It can be
historical, at rest, or in transit in real time. Table 1 summarizes this information.
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Table 1. ML dimensions in cyber-security areas.

Protection Layer (What?) Task (Why?) Role of ML (How?)

Network (SCADA systems,
Ethernet, Virtual networks)

Prediction & Detection Prediction of network packet
parameters, Detection of varied
network attacks

Endpoint (IoT device, Mobile,
Server)

Prediction & Detection Prediction of the next system
call, Categorizing programs into
malware, spyware, adware, etc.

Application security Detection & Prevention Anomaly detection in HTTP
requests, Detection of known
attacks

User behavior Detection, Prevention,
Monitoring

Anomaly detection in User
actions, Peer-group analysis
based on different users

Process behavior Prediction & Detection Prediction of the next user
action, Detection of known
frauds

ML is an intersection of data science, data mining and classical programming [4]
as shown in Fig. 1. ML exemplifies principles of data mining, but is also capable of
self-learning and making automatic correlations that it applies to new algorithms. ML
models are broadly categorized into Shallow (conventional) Learning (SL) and Deep
Learning (DL) models. SL is a manual learning process that requires domain knowledge
of the data described by pre-defined features, whereas DL [5] is a subclass of ML where
neural networks comprising hidden layer(s) (each comprising perceptron(s)) are used
progressively to extract features from the raw data. Different approaches are used in SL
and DL to solve real-world problems e.g., Supervised, Unsupervised, Reinforcement
learning. Few of the problems where ML can prove to be efficient are categorized as
- regression (prediction), classification, clustering, and dimensionality reduction. Some
of the examples of corresponding algorithms for each problem are shown in Fig. 2.

These days there is an extensive need of cyber-security as the number of software
vulnerabilities is increasing rapidly. Software vulnerability can be defined as a weakness
in the system procedures, information systems or policy that allows attackers to exploit
information security. In this paper, we focus on Android operating system (OS) and
its vulnerabilities. The reason for choosing Android is that it was the most vulnerable
OS of the year 2016 [6]. Android is a complex open network of different collaborating
companies. Android is customized by many hardware and network providers to meet
their requirements. This makes Android more vulnerable as compared to other mobile
OS. Different vulnerabilities present in Android are - Denial-of-Service (DoS), Code
Execution, Overflow,Memory Corruption, Directory Traversal, Bypass something, Gain
Information, and Gain Privileges.

The paper is organized as follows - Sect. 2 discusses the related work in this area.
Section 3 describes the data extraction methodology. Section 4 presents the trends of
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Fig. 1. Venn Diagram for ML/DL
terminology

Fig. 2. Different approaches in ML

vulnerabilities in Android between 2016-2019. Section 5 discusses general insights and
future directions. Finally, Sect. 6 concludes the paper.

2 Related Work

The section provides detailed literature review basis the role of ML in Android security.
Tchakounté and Hayata [7] used supervised ML to detect Android malware. They used
permissions as a feature to detect malicious behavior. Hussain et al. [8] presented a
conceptual framework for improving the privacy of the users and to secure medical data
related to Android Mobile Health applications (mHealth). Liang et al. [9] proposed an
end to end DL model for Android malware detection using raw system call sequences
and achieved an accuracy of 93.16%. Ganesh et al. [10] presented a CNN based malware
detection solution using permissions. This solution detected malware with an accuracy
of 93%. Garg and Baliyan [11] proposed a novel parallel classifier scheme for detection
of vulnerabilities in Android with an accuracy of 98.27%. Details on data collection and
various preprocessing steps are discussed in [12].

3 Data Extraction Methodology

CVE details [13] is chosen as the main source of data for analysis. CVE details provides
vulnerability statistics that can be filtered on products, versions, and vendors. CVE
vulnerability data are primarily taken from National Vulnerability Database (NVD) xml
feeds provided by National Institute of Standards and Technology (NIST). Additional
data from several sources, such as exploits fromwww.exploit-db.com, vendor statements
and additional vendor supplied data.

Android vulnerabilities are extracted using three phases as shown in Fig. 3.

http://www.exploit-db.com
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Fig. 3. Data extraction methodology

• Step 1 - 563 vulnerabilities are listed in the database between 2009–2019.
• Step 2 - Web-based scraper tool Web Scraper 0.4.0 [14] is used to extract data from
CVE details portal. The process of web scraping starts with the creation of sitemap,
which is a start URL. After this, the data is selected as a tree type structure and ‘Link’
selector is specified. Post this, a tabular structure is specified for data extraction and
scraping is started. The scraped data is then exported as a CSV file.

• Step 3 - Scarped data is saved as an excel file and cleaned up for further analysis.

4 Android Vulnerability Trend

Android vulnerabilities trends are shown between the year 2009–2019 [13] in Fig. 4.
We see a continuous increase in the number of vulnerabilities between 2009–2017 post
which there is a steep decline between 2017–2019. In this study, we primarily focus on
the vulnerability trend between 2016–2019 which has a total of 2,395 vulnerabilities.
Table 2 shows that most vulnerabilities have reduced between 2016-2019.

Vulnerability assessment is carried out on mean impact scores of vulnerabilities (µ)
and number of instances (N ) of occurrence as shown in Table 3. Number of instances
depict the spread/volume while impact score depicts the severity of each vulnerability.
The total score hence captures a cumulative effect of both ‘volume’ and ‘impact’. The
Total impact (I) is calculated as follows:

Total score of each vulnerability (TS) = µ × N (1)

Total Impact (I) of each vulnerability = TS
∑

TS
× 100 (2)
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Fig. 4. Android Vulnerabilities trend between the year 2009–2019

Table 2. Vulnerability Trends from 2016–2019.

Vulnerability Share
2016

Share
2019

Share
(2016–2019)

% change
(2016–2019)

Remarks

Code Execution 14% 21% 19% 8 pp ↑ libstagefright file in
Media server

Overflow 18% 8% 18% 9 pp ↓ Improved input
validation

Gain Privileges 48% 0% 12% 48 pp ↓ Better encryption
mechanisms

Gain Information 19% 4% 12% 15 pp ↓ Regular software
updates

DoS 20% 8% 11% 12 pp ↓ Improved validation
& checks

Bypass something 9% 7% 5% 2 pp ↓ Improved security
policies

Memory Corruption 7% 5% 4% 2 pp ↓ Improved memory
management

5 Discussions and Future Directions

Existing ML approaches are effective; however, single ML approach does not fit every
situation as stated by “No Free Lunch” theorem [15].

MLmodels can achieve higher detection rates if we ensure and follow simple thumb
rules. First, ML models need to be trained using a rich dataset of malicious/benign apps,
obtained from a central open source repository like AMD [16]. Second, all key features
need to be extracted while maintaining minimum dimensions in the data to improve the
classification time without compromising on performance.

ML models besides helpful in detecting Android vulnerabilities, can also be lever-
aged to analyze Android malware, to map vulnerabilities to malware and to classify
malware.
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Table 3. Mean impact score of each vulnerability.

Vulnerability Mean Score (µ) Vulnerability Count (N ) Total Impact (I)

Code Execution 8.3 310 14.7%

Overflow 7.1 256 10.3%

Gain Privileges 8.7 215 10.6%

Gain Information 4.6 259 6.8%

DoS 6.2 191 6.7%

Bypass Something 5.8 97 3.2%

Memory Corruption 6.4 20 0.73%

6 Conclusion

The paper presents insights on the role of ML in handling cyber-threats. The focus is
on Android OS since it is highly vulnerable to attacks. First part of the paper presents
a comprehensive study on different ML techniques while the second part details out
various vulnerabilities, their trends between 2009–2019, and their overall impact, which
helps in segregating themost severe vulnerabilities that researchers can prioritize as these
have higher spread as well as higher mean impact. An in-depth analysis of vulnerabilities
pointed out in this paper is both necessary and sufficient for researchers in order to resolve
these vulnerabilities because they are the most prevalent and severe vulnerabilities.
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Abstract. Captcha is an important security measure used by many
websites to defend against malicious bot programs. However, with the
advancement in the field of computer vision, seemingly complex Captcha
schemes have been broken. Although Captcha solving techniques have
improved significantly, we observed that many major banking and gov-
ernment websites are still relying on a relatively simple class of text
Captchas to counter bot attacks. In this paper, we demonstrate that
Captcha schemes deployed on State Bank of India (SBI), Axis bank and
Indian Railways (IRCTC) websites can be easily broken using a reper-
toire of standard image processing techniques. We develop a Captcha
solver tool called Revelio which is lightweight, automatic, efficient, and
requires minimal labeled data and works in real-time. We evaluate the
performance of our tool with the state-of-the-art CNN model on diverse
Captcha schemes from 14 major Indian websites. The proposed solver
achieves at least 90% accuracy on 10/14 Captcha schemes. Further, we
found that for the targeted class of Captcha schemes and a given amount
of labeled data, our solver outperforms the CNN based solver.
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1 Introduction

CAPTCHA is an acronym for Completely Automated Public Turing test to tell
Computer and Humans Apart [18]. As the name suggests, Captcha is a challenge
response test that allows websites to distinguish humans from bots. Such tests
are common on web pages containing account signup forms, signin forms and
feedback forms. The purpose of Captcha varies from stopping malicious bots from
creating fake accounts to preventing the launch of credential stuffing attacks to
countering denial-of-service attacks and averting spam. Captchas are available
in different modalities including text [23], image [29], audio [1] and video [33].
Among all, text Captchas are very popular and widely used. Typically, a text
Captcha is an image consisting of a distorted sequence of alphanumeric charac-
ters, and the user has to recognize the characters within the image and enter
them in the exact given sequence in the input textbox. The usage of different
characteristics such as font variations, noisy background, occluding lines, col-
lapsed and wavy letters is supposed to make the Captcha challenge harder for
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bots, while it is expected that humans can still identify the distorted characters
with relative ease [23].

With the advancement in Computer Vision in the last decade, the ability of
Captcha solver techniques has improved significantly. As a consequence, seem-
ingly complex text Captchas have been broken. Many solvers proposed in the lit-
erature utilize machine learning [23], reinforcement learning [21] and deep learn-
ing techniques [39] to break text Captchas containing different characteristics
such as text distortion, noisy background, text collapsing, rotations, occluding
lines etc. However, we observed that major Indian organizations are still relying
on simple Captcha schemes to defend their websites against bot attacks. Figure 1
depicts the Captcha schemes present on some of the major Indian banking web-
sites (SBI, Axis bank, Allahabad bank), government websites (Vahan, Service
Plus1, SBI Collect2) and online ticket booking websites (IRCTC, MSRTC, Vis-
tara). All illustrated Captchas use either plain or uniform background with con-
stant font color, size and style, and have at most a single occluding line passing
over the text. They lack features such as random background noise, collapsed
letters and font variations that contributes to the hardness of Captcha. In this
paper, we demonstrate that such Captcha schemes can be easily broken using
simple image processing techniques on a standard configuration machine. The
use of deep learning algorithms to break these Captcha schemes would be an
overkill as they require a large amount of labeled data and high computational
hardware.

Fig. 1. Captchas used on major Indian banking, government and online booking web-
sites.

With the advent of Digital India revolution, the number of internet users
has grown from 239 million in 2014 to 560 million in 2018, and it is expected
1 Service Plus Captchas are used on different government websites including CM Relief

Fund websites of Chhattisgarh and Karnataka.
2 SBI Collect Captchas are used on various government websites including CM Relief

Fund websites of Assam, Gujarat, Haryana, Goa and Tripura.
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to grow to 840 million by 2023 [30]. Further, Digital India have had a huge
impact on government sectors including financial, judicial and transport [38]. As
per data collected by SimilarWeb [16], a website providing web analytics ser-
vices, in July 2020, SBI online banking website had over 64.27 million visitors
whereas IRCTC railway ticket booking website had over 8.25 million visitors.
According to a recent report [36], nearly a quarter of all internet traffic is gen-
erated by malicious bots which is detrimental to the online businesses. Further,
financial and government services are the most targeted sectors. Therefore, it is
important that large-scale organizations take the necessary steps to protect their
digital infrastructure. Captcha is an important security measure to guard against
malicious bot programs. However, major banking organizations (e.g., SBI) and
government organizations (e.g., IRCTC) are using simple text Captcha schemes
to protect their websites (Fig. 1). One primary reason for using simple Captcha
schemes could be the requirement to serve users with diverse demographics and
abilities. This is a classic usability vs security trade-off. Other potential factors
could be the ease of development, faster deployment, assumption of unrealistic
threat model and lack of security awareness.

In this paper, we highlight the weaknesses of Captcha schemes deployed on
major Indian websites. Specifically, our contributions are as follows:

– We propose a Captcha solver called Revelio which is lightweight, automatic,
efficient, and requires less amount of labeled data and consumes relatively
less computational resources. Our solver is lightweight as it has only two
stages, Captcha training and Captcha solving, and both these stages rely
only on image processing techniques. It is efficient since it solves Captchas
using a dictionary of characters created during the training phase. Further, it
requires at most 100 labeled Captcha images in the training phase, hence the
proposed system is cost effective in terms of human effort required to gather
and label the Captchas. Apart from manually labeling the 100 Captchas, the
rest of the system is fully automatic.

– We compare the performance of our solver with the state-of-the-art CNN
based Captcha solver. We evaluate both solvers on diverse Captcha schemes
used on 14 major Indian websites which includes banking websites, govern-
ment websites and online booking websites. Our results show that for the
targeted class of Captchas, the proposed Captcha solver is not only more
accurate but also consumes less computational resources (time and memory)
than the CNN based solver.

– Based on our evaluation, we provide several recommendations for Captcha
designers, and discuss possible future directions for producing more robust
yet usable Captcha schemes.

The organization of this paper is as follows. First, we describe the charac-
teristics of Captchas used on major Indian websites. Then, we give a detailed
explanation of the proposed Captcha solver Revelio which exploits these observed
characteristics. Subsequently, we describe the experimental setup and provide
comparative results of our image processing based solver and the state-of-the-art
CNN based solver. Later, we give a brief overview of different Captcha schemes
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and Captcha solving techniques proposed in the literature. Finally, we conclude
the paper.

2 Automatic Captcha Solver

In this section, we give a detailed description of our Captcha solver Revelio.
We begin by describing the class of Captchas that is targeted by our proposed
system.

2.1 Captcha Characteristics

Table 1 shows the organization name, the sample Captcha image used on the
organization’s website along with its characteristics. Broadly, the characteristics
of the Captchas are as follows:

– Plain/Uniform background: Captchas either have no background or uniform
color background. For instance, Captchas deployed on Allahabad bank web-
site have pale blue background whereas Captchas on Axis bank website have
no background at all.

– Fixed length: Captchas are of fixed length. For instance, Captchas on Kar-
nataka bank have 6 digits, Captchas on SBI have 5 alphanumeric characters
(lowercase + digits) and Captchas from Service Plus have 6 alphanumeric
characters (uppercase + digits).

– Uniform font: All letters within a given Captcha have same font color, size
and style. For instance, all characters in Service Plus Captcha are of green
color. However, we note that the text color may change from one Captcha
image to another.

– Occluding Line(s): There is a single (possibly multiple lines) passing through
characters within the Captcha. For instance, SBI Captchas have a single line
passing over the Captcha text.

– Simple Border: Captchas are surrounded with a border. For instance, SBI
Collect Captchas have a black border.

– Segmentable Letters: There is a gap between every two letters within a
Captcha. Such a gap is observed in all Captcha schemes depicted in the table.

We show that Captchas with aforementioned characteristics can be solved in
real-time merely using standard image processing algorithms with a high accu-
racy. Our proposed tool Revelio can solve Captchas of fixed length, having uni-
form background, constant font colors, simple border and occluding line(s). The
working of Revelio is depicted in Fig. 2. The tool has two parts, namely Captcha
training and Captcha solving. In the training phase, all labeled Captcha images
are preprocessed, segmented and a character dictionary is created. In the solving
phase, the Captcha image is processed and segmented into individual charac-
ters as before. To infer the Captcha label, each segmented character is matched
against characters in the dictionary created during the training phase.
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Table 1. List of Captchas targeted by the proposed Captcha Solver Revelio.

Organization Name Captcha Example Captcha Characteristics

Allahabad Bank [6] plain background, fixed length, constant font

Karnataka Bank [10] plain background, fixed length, constant font

Axis Bank [7] no background, fixed length, constant font

SBI [12] no background, occluding line, fixed length, constant font

Fast Tag HDFC [8] plain background, occluding lines, fixed length, constant font

Maharashtra CM Relief Fund [2] plain background, gradient text, fixed length, constant font

Andhra Pradesh CM Relief Fund [3] background with lines, fixed length, constant font

Bihar CM Relief Fund [4] noisy background, fixed length, constant font

Service Plus [13] background with lines, fixed length, constant font

SBI Collect [15] plain background, fixed length, constant font

Vahan [17] plain background, occluding line, fixed length, constant font

Vistara [14] no background, fixed length, constant font

MSRTC [11] plain background, fixed length, constant font

IRCTC [9] plain background, fixed length, constant font
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Fig. 2. The working of proposed automatic Captcha solver Revelio.

2.2 Captcha Training

Algorithm 1 shows the Python pseudocode for Captcha training. In the train-
ing phase (lines 3–20), Captcha images are manually labeled and subsequently
preprocessed to remove background noise, occluding lines and border. Then, the
resulting image is segmented into individual characters. Finally, features of each
segmented character is extracted and stored in a dictionary.

We need a set of labeled Captcha examples for training Revelio. For this,
we visit the target website and download x + y Captchas. We manually label
x Captcha images and use Algorithm 1 to build a dictionary containing a
character as key and its extracted feature as value. We use y Captchas for
testing the prediction accuracy of solver. We denote the training set by T =
{(I1, L1), (I2, L2), . . . (Ix, Lx)} where I is the Captcha image and L is its label.
The training phases consists of four steps, labeling, preprocessing, segmentation
and building dictionary. The result of the training phase is a dictionary D of m
characters used for constructing Captchas and their features. Now, we explain
each step in more detail.

Number of Labeled Captchas: For the training phase, we require labeled
Captcha examples. We determine the number of labeled examples x required
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for creating the dictionary. Since there is no variation in the font of letters, we
need to extract each unique character from the Captcha image, calculate its
feature value and store it in a dictionary. Let γ represents the alphabet set from
which the Captcha is created. Let the number of characters in γ be m. Thus, the
probability of choosing a specific character uniformly at random for constructing
a Captcha is p = 1

m . The probability that a specific character is not chosen is
then:

p̃ = 1 − p = 1 − 1/m (1)

Consider x Captcha images each of fixed length n. Hence, the total number of
characters in x images is:

x∑

i=1

|Li| = x · n (2)

The probability that a specific character is not present among x · n characters
is:

x·n∏

j=1

p̃ = (p̃)x·n = (1 − 1/m)x·n ≈ e−x·n/m (3)

Let e−x·n/m ≤ ε = 10−5. Therefore, the minimum number of labeled examples
x required to train Revelio can be computed as follows:

x ≈ m · ln(1/ε)/n = m · ln(105)/n ≈ m · 11.51/n (4)

Typically, the alphabet set γ typically consists of 26 lowercase letters (a-z) and
10 digits (0–9), and the Captcha length is 5. Therefore, we have |γ| = m = 36
and n = 5. Hence, the required number of Captcha examples x for ε = 10−5 is:

x ≈ 36 · 11.51/5 ≈ 83 (5)

Table 2 shows the minimum number of labeled examples x required for ε = 10−5,
and different combinations of alphabet set γ and Captcha length n. As we have
to label around 100 Captchas in most of the cases, the training phase of Revelio
requires minimum human effort and time.

Preprocessing of Captcha Image: In the second step of the training phase,
we preprocess the Captcha image to remove the background noise (lines 22–33).
For this, we use various functions from the OpenCV library. The Captcha image
I is read using cv2.imread() function. By default the image is read in BGR mode.
For simplicity, we convert BGR image to grayscale image using cv2.cvtColor()
function (line 25). The resulting grayscale image is then converted into pure
black and white image using a process known as binary thresholding. In binary
thresholding, a threshold value is chosen such that gray pixels below threshold
value is converted to black while gray value above threshold is converted to
white. After applying thresholding all background noise is removed and we get
Captcha text on clear background.
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Table 2. The minimum number of labeled examples x required for different alphabet
set γ and Captcha length n so that the probability that a specific character is not
present in the labeled dataset is ε = 10−5.

Alphabet γ |γ| = m n x

{0–9} 10 5 24

{0–9} 10 6 20

{0–9} 10 7 17

{a-z} 26 5 60

{a-z} 26 6 50

{a-z} 26 7 43

{a-z, 0–9} 36 5 83

{a-z, 0–9} 36 6 70

{a-z, 0–9} 36 7 60

{a-z, A-Z} 52 5 120

{a-z, A-Z} 52 6 100

{a-z, A-Z} 52 7 86

{a-z, A-Z, 0–9} 62 5 143

{a-z, A-Z, 0–9} 62 6 119

{a-z, A-Z, 0–9} 62 7 102

We find the threshold value automatically using Otsu’s binarization tech-
nique [35]. Otsu’s binarization technique is a global thresholding technique that
works on a bimodal image i.e. image whose histogram has two peaks. For such
an image, Otsu binarization chooses a value in the middle of those peaks as a
threshold value. Most of the Captchas listed in Table 1 have only two distinct col-
ors, one used for background and the other used for Captcha characters. Hence,
the targeted Captcha images are bimodal and we can use Otsu’s thresholding
technique to automatically calculate a threshold value from the image histogram.
To apply Otsu’s binarization on Captcha image, we use cv2.threshold() function
with an extra flag cv2.THRESH OTSU (line 26).

After thresholding, we make sure that background is black color and fore-
ground (Captcha text) is white color. To achieve this, we convert our thresholded
image to an array (line 27) and we count the number of black and white pixels
using unique() function in the Numpy library (line 28). If the number of white
pixels is greater than the number of black pixels, we use cv2.bitwise not() func-
tion which converts all white pixels to black and black pixels to white (lines
29–31). As background occupies more area compared to foreground, the condi-
tion in line 29 is true only if background has white color after applying Otsu
thresholding. Finally, the preprocessed image P is returned (line 32).
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Algorithm 1. Captcha Training
1: import cv2
2: import numpy as np

3: procedure TrainCaptcha

4: Input: A set T = {(I1, L1), (I2, L2), . . . (Ix, Lx)} of x labeled Captchas where Ij is a Captcha
image and Lj is its label containing n characters

5: Output: A dictionary D = {c1 : f1, c2 : f2, . . . , cm : fm} of m characters where fk is
HOG feature extracted from image corresponding to character ck

6: D = {}
7: n = |L|
8: hog = cv2.HOGDescriptor()

9: for (I, L) ∈ T do

10: P = PreprocessCaptcha(I)

11: S = SegmentCaptcha(P, n)

12: for i = 0 to n − 1 do

13: s = S[i]

14: c = L[i]

15: if c /∈ D then

16: D[c] = hog.compute(s)

17: end if

18: end for

19: end for

20: end procedure

21:
22: procedure PreprocessCaptcha

23: Input: Captcha image I

24: Output: Preprocessed image P

25: I = cv2.cvtColor(I, cv2.COLOR BGR2GRAY )

26: t, P = cv2.threshold(I, 0, 255, cv2.THRESH OTSU)

27: A = np.array(P )

28: unique, counts = np.unique(A, return counts = True)

29: if counts[BLACK=0] < counts[WHITE=1] then

30: P = cv2.bitwise not(P )

31: end if

32: return P

33: end procedure

34:
35: procedure SegmentCaptcha

36: Input: Preprocessed Captcha P and the number of characters n in P

37: Output: Segmented letters S in the preprocessed Captcha P

38: S = []

39: contours = cv2.findContours(P, cv2.RETR EXTERNAL, cv2.CHAIN APPROX SIMPLE)

40: if len(contours) == 1 then

41: if cv2.contourArea(contours) > 0.9 · area(P ) then

42: P = cv2.drawContours(P, contours, BLACK = 0)

43: end if

44: P = cv2.erode(P, kernel = np.ones((5, 5)))

45: P = cv2.dilate(P, kernel = np.ones((2, 2)))

46: contours = cv2.findContours(P, cv2.RETR EXTERNAL, cv2.CHAIN APPROX SIMPLE)

47: end if

48: contours = SortContours(contours, ‘area’, ‘desc’)[0:n]

49: contours = SortContours(contours, ‘leftToRight’, ‘asc’)

50: for i = 0 to n − 1 do

51: (x, y, w, h) = cv2.boundingRect(contours[i])

52: segment = P [y : y + h, x : x + w]

53: S[i] = cv2.blur(segment, kernel = np.ones((3, 3)))

54: end for

55: return S

56: end procedure

Segmentation of Captcha Characters: The third step of the training phase
is segmentation (lines 35–56). We segment characters within the preprocessed
image P by finding contours using findContour() function. The contours are
obtained simply by joining all continuous points along the boundary with same
color intensity. The contours are a useful tool for shape analysis and object
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Algorithm 2. Captcha Solving

1: procedure SolveCaptcha
2: Input: A Captcha image I, n the number of characters in I, dictionary D containing character

and HOG feature extracted during Captcha training
3: Output: Solution L for the Captcha image I
4: L = ‘’
5: P = PreprocessCaptcha(I)
6: S = SegmentCaptcha(P, n)
7: hog = cv2.HOGDescriptor()
8: for i = 0 to n − 1 do
9: s = S[i]
10: f = hog.compute(s)
11: min = ∞
12: l =‘’
13: for c ∈ D do
14: dist = np.linalg.norm(f − D[c])
15: if dist < min then
16: min = dist
17: l = c
18: end if
19: end for
20: L+ = l
21: end for
22: return L
23: end procedure

detection and recognition. The accuracy is better if the image is binary. Note
that, we have already converted the original Captcha image into black and white
image, where letters are white and background is black. Each individual contour
is a numpy array of (x, y) coordinates of boundary points of the object. There
are three arguments in cv2.findContours() function, first one is source image,
second is contour retrieval mode and third is contour approximation method. We
use cv2.RETR EXTERNAL which retrieves all boundary points of an object and
cv2.CHAIN APPROX SIMPLE which stores only the relevant boundary points
of the object, thereby saving memory.

If the number of contours is one, then we determine if the Captcha contains
a border. We calculate the area of the retrieved contour and compare it with the
area of the image (lines 41–43). If the areas are similar, we determine that there
is a border. To remove border, we use cv2.drawContours() function (line 42)
which simply makes the border color same as the background color i.e., black.
Subsequently, we determine whether the Captcha contains occluding line(s) pass-
ing through the text. To remove line(s), we first performs erosion on the image
using cv2.erode() method followed by dilation using cv2.dilate() (lines 44–45).
Erosion and dilation are morphological operations and are performed on binary
images. They need two inputs, our original image and structuring element or
kernel which decides the nature of operation. The basic idea of erosion is just
like soil erosion, it erodes away the boundaries of foreground object. The kernel
slides through the image (as in 2D convolution) and a pixel in the original image
is 1 only if all the pixels under the kernel is 1, otherwise it is eroded (made to
zero). We use erosion to remove line from the Captcha. Dilation is just opposite
of erosion. Here, a pixel element is set as 1 if atleast one pixel under the kernel
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is 1. So it increases the white region (Captcha characters) in the image. For
erosion, we use 5 × 5 kernel and for dilation we use 2 × 2 kernel.

Once the line is removed we perform the contour operation again. This time
we get a separate contour for each character (line 46) as there is a gap between
every two characters within targeted Captchas. We sort the contours in descend-
ing order of area and retain only first n contours, where n is the length of Captcha
which is fixed for a given Captcha scheme (line 48). This way, we can get rid of
small noisy (bad) contours (if any). Then, we sort the retained contours from left
to right by x-coordinate (line 49). We draw a bounding box surrounding each
contour (lines 50–54), store them in the list and return the list to the calling
function (line 55). We apply cv2.blur() function for smoothing the edges of our
contour image. The smoothing is achieved by convolving the contours with the
3 × 3 kernel filter. It slides the kernel over the image, computes the average of
pixels under the kernel filter area and replaces the central pixel with the average.

Figure 3 shows the result of preprocessing and segmentation on Captchas
from SBI, SBI Collect, Allahabad bank and Andhra CM Relief Fund websites.

Fig. 3. The result of training phase on four different websites.
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Building Dictionary of Captcha Characters: The fourth and final step
of the training phase is building dictionary of unique characters used in the
Captcha (lines 12–19). As we have the contours of each segmented character
and we know the label of Captcha L, we can map each contour to a character in
the label L. We then extract features from each character image and store it in
a dictionary D. Since there are no font variations, we need to extract features
for each character only once. We explore the following two techniques for feature
extraction:

1. Image hash: Image hashes are typically used to determine whether two images
look nearly identical. There are multiple ways of computing image hashes. We
consider average Hash (ahash), perceptive hash (phash) and difference hash
(dhash) algorithms. The ahash algorithm converts the image into a grayscale
8×8 image and sets the 64 bits in the hash based on whether the pixel’s value
is greater than the average color for the image. The dhash algorithm is similar
to aHash but it uses a discrete cosine transform (DCT) and compares pixels
based on frequencies rather than color values. The dhash algorithm works on
the difference between adjacent pixels. Each bit is simply set based on whether
the left pixel is brighter than the right pixel. The hash values represent the
relative change in brightness intensity. Thus, aHash focuses on average values,
pHash evaluates frequency patterns and dHash tracks gradients.

2. Histogram of Oriented Gradient (HOG): HOG descriptors are mainly used to
describe the structural shape and appearance of an object in an image. HOG
descriptors were first introduced in [31] and have been demonstrated to be
effective in detecting objects in static images [25]. As HOG captures local
intensity gradients and edge directions, it is also used as texture descriptor.
The first step in retrieving the HOG descriptor is to compute the image
gradient in both the x and y direction. Once the gradient image is obtained,
the magnitude of each pixel is calculated using following formula:

|G| =
√

Gx2 + Gy2 (6)

The orientation of the gradient for each pixel in the input image is computed
using the following formula:

θ = arctan(
Gy

Gx
) (7)

After obtaining gradient magnitude and orientation representations, the
image is divided into small connected regions called cells. For each cell in
the image, a histogram of oriented gradients is constructed using gradient
magnitude |G| and orientation θ. The histogram of each cell is then concate-
nated to form the final feature vector. Algorithm 1 shows how to extract
HOG descriptor from each segmented character using cv2.HOGDescriptor()
function of the OpenCV library.

Now that, the character dictionary is created, we can be use it for the Captcha
recognition task.
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2.3 Captcha Solving

Once we have built the character dictionary, we can use it to break Captchas. Algo-
rithm 2 shows the pseudocode for Captcha solving. First, we apply the same set of
operations on the test Captcha image that were used during the training phase.
The test image is preprocessed and converted into grayscale which is then con-
verted into binary image using Otsu’s thresholding. This will remove background
noise from the captcha image. Subsequently, we find contours and segment the pre-
processed image into n unlabeled contours, where n is the length of the Captcha.
Now, we need to recognize character within each contour. Our dictionary consists
of characters observed during the training phase along with their features.

Recognition of Captcha: To recognize the Captcha we need to recognize the
characters within individual contours. Based on the technique used for creating
character dictionary during the training phase, there are two cases:

1. Image Hash: If the dictionary consists of image hash for each character, then
we apply the same hash function on each of the n segmented characters.
We compare two image hashes using Hamming distance, which measures the
number of bits in two hashes that are different. The Hamming distance of
zero implies that the two hashes are identical (since there are no differing
bits) and that the two images are identical/perceptually similar. We label
each segmented image with a character which has least Hamming distance
value among all characters in the dictionary. By combining the labels of each
individual contour image, we get the solution L for the Captcha image.

2. Histogram of Oriented Gradient (HOG): If the dictionary contains HOG fea-
ture for each character, then we compute the HOG features of all n contours.
To recognize the character within a contour, we compute the Euclidean distance
between its HOG feature and HOG feature of each character in the dictionary.
To perform this operation, we use np.linalg.norm() function from the Numpy
library. We label the contour image with a character which has least Euclidean
distance value among all characters in the dictionary. In this way, we label each
contour image with a character such that their HOG features have a minimum
Euclidean distance. By combining the labels of each individual contour image,
we get the solution L for the Captcha image. The pseudocode described in Algo-
rithm 2 assumes that the dictionary contains HOG features.

3 Experiments

Now we evaluate the performance of Revelio with the state-of-the-art CNN based
solver [32] on 14 Captcha schemes depicted in Table 1. For each website, we
employ 100 labeled Captcha images for training and 100 distinct images for
testing. We measure the solver’s performance using accuracy which is calculated
as follows:

Accuracy =
Number of test Captchas solved correctly

Total number of test Captchas
(8)



110 A. Chougule et al.

We also report the training time and the average time required to solve a
Captcha. We conduct all experiments on a standard configuration machine with
Intel(R) core(TM) i7-4600U CPU @ 2.10 GHz and 8GB RAM. We implemented
Revelio using Python (v3.7). To perform image processing tasks, we used the
OpenCV library for Python.

3.1 CNN Based Approach

For comparative purpose, we used recently proposed Convolutional Neural Net-
work (CNN) based Captcha Solver [32]. Its source code is available on Github [5].
The CNN architecture consists of an input convolutional layer followed by two
convolution-max pooling pair followed by a dense layer with 512 neurons with
30% dropout. All convolutional layers employ ReLu activation function and 5×5
kernel while max-pooling layer uses 2 × 2 window. The authors of [32] trained
CNN model using 500,000 labeled Captcha images, and obtained 98.94% accu-
racy on numeric Captchas and 98.31% accuracy on alphanumeric ones. The CNN
model requires the number of Captcha letters and image size (height and width)
as its input. Before running the code, we set the input for each Captcha scheme
appropriately. The hyperparameters required for training CNN were used as
suggested in [32].

3.2 Results

Table 3 shows the accuracy of Revelio and the CNN based Captcha solver [32].
The accuracy of CNN based Captcha in each case is 0%. One primary reason for
low performance of the CNN based solver is the lack of adequate training data
(we trained CNN on only 100 labeled examples). Even, the training accuracy
of CNN based solver for each of the targeted Captcha schemes never exceeded
5%. We also tried with the reduced number of convolutional layers, but without
any success. Among four different features considered for training Revelio, HOG
feature performed better in all cases. It broke 10 out of 14 Captcha schemes with
at least 90% accuracy. As features are extracted from binary images consisting of
white character segments and black background, there are no frequency patterns
(phash) or gradients (dhash) to exploit. Hence, ahash outperformed both phash
and dhash. For a given Captcha scheme, the average time required to train a
CNN was around 600s whereas Revelio built the character dictionary within 25s
(for all four features). The time required to solve the Captcha using Revelio was
also small 0.3s (for all four features).

The accuracy of Revelio for four Captcha schemes is below 90%. The reasons
for low accuracy rates are as follows.

– Our approach assumes that there is a clear gap between the characters of
the Captcha. However, few HDFC Fast Tag Captchas contained collapsed
characters as shown in Fig. 4a. Hence, predicted Captcha label is incorrect.
As shown in the figure, only collapsed part is recognized incorrectly but the
rest of the characters in the Captcha are recognized correctly.
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Table 3. The accuracy of Revelio and CNN on 14 different Captcha schemes when
trained on 100 labeled Captcha images. It shows the accuracy of Revelio for four dif-
ferent feature extraction techniques, HOG, ahash, dhash and phash.

Organization Name HOG ahash dhash phash CNN

Allahabad Bank 93% 77% 56% 49% 0%

Karnataka Bank 96% 96% 96% 96% 0%

Axis Bank 90% 87% 85% 85% 0%

SBI 60% 59% 43% 35% 0%

Fast Tag HDFC 71% 53% 40% 41% 0%

Maharashtra CM Relief Fund 100% 100% 93% 93% 0%

Andhra Pradesh CM Relief Fund 100% 89% 71% 83% 0%

Bihar CM Relief Fund 72% 58% 32% 30% 0%

Service Plus 97% 93% 79% 69% 0%

SBI Collect 100% 100% 85% 80% 0%

Vahan 100% 94% 84% 32% 0%

Vistara 96% 80% 75% 76% 0%

MSRTC 100% 100% 100% 74% 0%

IRCTC 68% 36% 0% 0% 0%

– Another reason for the reduced accuracy is the inability of dictionary based
approach to distinguish between confusing characters (e.g., o vs. O, l vs.
I, 1 vs. l) present in the Captcha. The mislabeled Bihar CM Relief fund
Captcha is shown in Fig. 4b. Here, the letter o is recognized as digit 0. How-
ever, we hypothesize that such character pairs would also cause confusion
among humans.

– Further, the removal of occluding line(s) results in the removal of part of
character that sometimes leads to mislabeling of the Captcha. For instance,
in SBI Captcha of Fig. 4c, a line passing throught letter k causes it to be
incorrectly recognized as letter r.

– Our approach assumes that there are no font variations. However, there are
few font variations in some of the Captcha schemes which leads to relatively
lower accuracy. If the number of font variations is small, then the accuracy
can be improved by storing all character variations and their features in the
dictionary.

Note that, not all characters in the Captcha images are recognized incorrectly.
For instance, the Captchas shown in Fig. 4a is predicted as GmZls (true label
is GmeZls), that in Fig. 4b is predicted as VF00R9 (true label is VF0oR9) and
that in Fig. 4c is predicted as pr7bp (true label is pk7bp).
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Fig. 4. Mislabeled Captchas from HDFC Fast Tag (collapsed characters), Bihar CM
Relied Fund (character confusion) and SBI Netbanking (occluding line) websites.

3.3 Design Recommendations

From the results, it is clear that simple Captcha schemes can be easily broken
using Revelio with high accuracy. To make Captcha schemes more robust, we
provide the following recommendations.

– Variable font style and size: Font variations such as different style, size and
colors can reduce the learnability of the solvers without affecting usability.
Using complex background is considered insecure, hence it should be used as
the second line of defence [23].

– Collapsing: The use of collapsed (overlapped) letters makes it difficult to
segment the Captcha letters. The more the overlapping of characters, more
is the robustness of Captcha [27].

– Warping: Warping is the process of manipulating image such that any shape
present in the image gets distorted. In global warping, transformation is per-
formed on whole Captcha string while in local warping, transformation is
performed on individual characters. Both global and local warping enhances
the security of the Captcha but too much warping decreases the usability [27].

– Character Orientation: Different orientation of Captcha characters in an
image can be used to enhance the security of Captcha [19].

– Randomizing Captcha length: The fixed length Captchas enables the attacker
to find segmentation coordinates easily [26]. Hence, the Captcha length should
be randomized.

– Distortion: The use of distorted alphanumeric character strings that include
one or more glyphs, pictures or symbols foreign to a target audience is con-
sidered as secure [26]. Adding local or global distortion to the characters can
make Captcha stronger but it can have severe impact on usability [24].

– Adding adversarial noise: The addition of small carefully chosen perturbation
called adversarial noise to the source image can make the Captcha resistant
to deep learning based attacks without impacting usability [34].

4 Related Work

Captcha is an important security measure to defend against malicious bot pro-
grams. Various types of Captchas have been proposed in the past including
text Captchas, image Captchas, audio Captchas and video Captchas. In Image
Captcha, multiple images are arranged in a rectangular grid and the user is asked
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to select the images matching the given textual or image description [28,29].
Audio Captchas are composed of a sequence of characters layered on top of
noise and provide accessible alternative to visually impaired people. In Video
Captcha, moving letters are presented to the user in form of video [33]. How-
ever, text based Captchas remain the popular choice on the internet due to
various factors such as ease of construction and user friendliness.

With the advancement in the field of Artificial Intelligence, all form of
Captchas have shown to be broken [20,22,37]. Sivakorn et al. [37] designed
a novel deep learning based attack which solved 70.78% of the Google image
reCaptcha challenges and 83.5% of the Facebook image challenges. Bursztein et
al. [22] solved 75% of eBay audio Captchas using an open-source speech recogni-
tion system Sphinx. NuCaptcha, a type of video Captcha, was also broken with
90% accuracy [20].

Various generic solvers have been proposed to solve text Captchas in recent
years. Bursztein et al. [23] proposed a machine learning based tool (SVM),
Decaptcha, and successfully attacked 13 out of 15 real Captcha schemes from
popular websites. The tool employed 11,000 Captcha examples from each web-
site which were labeled using Amazon’s crowdsourcing-service Mechanical Turk.
Later, Bursztein et al. [21] proposed a novel approach to solve Captchas in a
single step that uses machine learning and reinforcement learning to attack the
segmentation and the recognition problems simultaneously. They were able to
solve 8 real-world captcha schemes with high enough accuracy again using 11,000
labeled examples from each targeted website.

Gao et al. [27] proposed an attack based on Log-Gabor filters and KNN,
and demonstrated that it can break a wide range of text Captchas with dis-
tinct design features, including those deployed by Google, Microsoft, Yahoo! and
Amazon. The tool employed only 500 Captcha examples for training, however
the average speed of solving a Captcha was around 15 s on a standard desktop
computer. The problem with the previous approaches is that they requires a
large number of labeled images to achieve high accuracy. Recently, Ye et al. [39]
attempted to address the problem of data availability by using GANs. However,
the computational resources required to train such networks is very high.

5 Conclusion

In this paper, we proposed a lightweight image processing based Captcha solver
called Revelio. The working of Revelio is simple and involves two phases, Captcha
training and Captcha solving. During the training phase, all labeled Captcha
images are preprocessed, segmented and a character dictionary is created. In
the solving phase, the Captcha image is processed and segmented into individ-
ual characters as before. To infer the Captcha label, each segmented charac-
ter is matched against characters in the dictionary created during the train-
ing phase. We demonstrated that Revelio can break Captchas deployed on 14
major Indian websites in real-time (0.3s) with a greater accuracy, using only
100 labeled Captcha images. We explored four different feature extraction tech-
niques, namely average hash, difference hash, perpetual hash and histogram of
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oriented gradient (HOG). We found that HOG features performed better than
image hashes. We also gave several recommendations for Captcha designers to
create more robust Captcha schemes. In future, we aim to extend the capability
of Revelio to break more complex Captchas. Further, we plan to conduct a user
study to determine the usability of Captchas with recommended characteristics.
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Abstract. Ubiquitous Online Social Networks (OSN)s play a vital role
in information creation, propagation and consumption. Given the recent
multiplicity of OSNs with specially accumulated knowledge, integra-
tion partnerships are formed (without regard to privacy) to provide an
enriched, integrated and personalized social experience. However, given
the increasing privacy concerns and threats, it is important to develop
methods that can provide collaborative capabilities while preserving user
privacy. In this work, we focus on friend recommendation systems (FRS)
for such partnered OSNs. We identify the various ways through which
privacy leaks can occur, and propose a comprehensive solution that inte-
grates both Differential Privacy and Secure Multi-Party Computation
to provide a holistic privacy guarantee. We analyze the security of the
proposed approach and evaluate the proposed solution with real data in
terms of both utility and computational complexity.

Keywords: Friend recommendation · Differential privacy · Secure
multiparty computation · OSNs

1 Introduction

Online Social Networks (OSNs) are ubiquitous today, and have gone far beyond
their original intent and impacted human life across multiple spheres such as
enabling knowledge creation [4], sociopolitical movements [14], health manage-
ment [1,16], etc. Following the original OSNs that enable users to connect with
old or new friends/acquaintances, there are other emerging and more specialized
OSNs that cater to certain demand or enable specific services for the users, such
as, Spotify (Music), Instagram (Photos), Fitbit (Fitness), and so on.

Depending on the function and the type of an OSN, personalised recommen-
dations can be made to its users regarding new friends, groups, events, goods
for purchase, etc. OSNs use friend recommender systems (FRS) to increase their
user base and enrich online user interaction. In order to provide more accurate
recommendations, the existing FRS also leverages information from other OSNs
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by forming integration partners (IP) [22]. However, these partnerships have led
to many security and privacy issues. For example, Facebook’s (FB) partners
namely Microsoft’s Bing can see virtually all FB users’ friends without consent,
and Netflix and Spotify were able to read FB user’s private messages [6,28].

Consider the example of Spotify which allows its users to connect or create
an account using the individual’s Facebook account. The users can listen to
songs and create their own contents, they can also follow their friends’ collection
or some artist. As a result, a small network can be formed by Spotify users.
However, Spotify cannot boast of a rich, stable and robust network that Facebook
has of its users, that is created over a duration of almost a decade. Reaching that
stage of network structure would take some time and not allow Spotify the ability
to provide more accurate recommendations, of either users or songs, to its users.
One solution to this problem is that Spotify can, in collaboration with Facebook,
provide diverse yet relevant recommendations to its users. Here, Spotify (the
client) and Facebook (the server) would be in an integration partnership with
the server providing recommendation services, based on its social network data,
to the client. While this has benefits, there are numerous privacy/security risks:

1. Leaking the server’s social network data to the client : The client can recre-
ate the server’s owned network to a certain extent by repeatedly running
queries for the same users. Using a mutual friends based FRS, the client can
repeatedly execute such type of query to infer one friendship at a time. Even-
tually, the client may be able to construct the original graph or sub-graph of
friendship that is owned by the server.

2. Leaking client’s user information: The server knows which users in its net-
work are subscribing to the services provided by the client. Users subscribing
to client’s services might want to keep this membership information private
from the server. On the other hand, the client may want to keep its users’
information private.

3. Leaking client’s network data to the server : The server can recreate the net-
work on the client by analyzing the recommendation scores and patterns of
users queried. It can assume that the user always picks the top one or two
recommended users and create a sub-graph of the possible friendship graph
for a user that would be created on the client.

1.1 Problem Definition

In this paper, we propose privacy-preserving friend recommendation (PPFR)
protocols in the aforementioned integration partnership environment to protect
the private network data at both the server S and the client C. In practice,
the server in our application domain is a well-established social network like
Facebook, and the client is a specialized social network who wants to provide
friend recommendations to its own users based on the social network data from
the server. The network datasets are modeled as graphs and denoted by GS and
GC at the server and the client respectively.
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Without any security guarantee, a mutual friend based FR generally works
as follows: given a user u at the client C, C selects a set of users {v1, . . . , vm} who
may potentially become friends with u. C issues a query in the form of m pairs
of user-ids, (u, v1), . . . , (u, vm), to the server S. For each pair (u, vi), S performs
the necessary computation to obtain the mutual friends count si ← mGS

(u, vi)
which will be sent to C. The client can then make use of the scores to recommend
some users (e.g., top k or above a predefined threshold) in v1, . . . , vm to u. Thus,
the FR functionality is defined as follows between a server S and a client C:

FR(〈S,GS〉, 〈C, (u, v1), . . . , (u, vm)〉) → 〈C, s1, . . . , sm〉 (1)

1.2 Problem Relevance

The problem addressed in this paper does commonly occur in the real world.
Specifically, [6] and [28] highlight the privacy issues that can occur amongst
existing integration partners. Here, we provide a privacy-preserving solution that
can serve as an alternative to the existing non-private solutions among the OSNs.

The solution is targeted for instances where the Memorandum of Under-
standing (MOU) agreement cannot guarantee exact private or sensitive data or
in situations where the user is not fully willing to agree to the OSN’s End User
License Agreement (EULA), which might offer a weak privacy-guarantee. Gen-
erally, the user is forced to agree to the EULA by the need to use the service and
has very little to say in the matter. In this case, this PPFR system can provide
an alternative privacy-preserving solution for the service.

This solution gives the OSNs the ability to provide multiple options to users,
and thereby empowering the user, in terms of how their data could be handled
i.e. either in a non-private way or in a Differentially Private way.

1.3 Adversary Model and Protocol Overview

We assume the server and the client are semi-honest [12]. That is, the partici-
pants follow the prescribed steps of the protocol, and then try to learn additional
information. In addition, we assume the parties are computationally bounded.
For a privacy-preserving friend recommendation (PPFR) protocol in the integra-
tion partnership environment, the following information needs to be protected.

– GS : The server’s network data that needs to be protected from the client.
Since information regarding GS can be inferred from the mutual friends
counts, this implies that s1, . . . , sm should be protected.

– GC : Information regarding the client’s network data should not be disclosed
to the server. This implies that the server should not know the user ids, e.g.,
(u, v1), . . . , (u, vm) used in the recommendation.

In order to prevent the server from knowing (u, v1), . . . , (u, vm) and simulta-
neously derives s1, . . . , sm, one natural choice is to adopt Secure Multiparty
Computation (SMC) techniques [12] to implement the FR functionality given in
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Eq. 1. However, SMC alone is not sufficient. As discussed previously, the simi-
larity scores can leak information regarding the server’s network data GS .

Let u be the user for which party C performs friend recommendation over a
set of recommendation candidates vj , such that, 1 ≤ j ≤ m. In this case, the
query tuples would be 〈u, vj〉. To select candidate user id vj for running queries
along a fixed user u, candidate pool for vj can be narrowed down depending
upon the users’ information at C e.g. affiliation, contact lists etc. [20].

An approach to address this issue could involve party S sharing the network
homophily parameters with party C and C then computing the similarity scores.
However, there are limitations within this architectural approach. Firstly, in the
sharing of parameters approach the recommender system may not be able to
leverage real-time nature of database present at S and in order to do achieve
this at a lesser extent, parameters need to be periodically shared with C. Such
updates may also leak some information about latest database changes. Addi-
tionally, quantifying the interval period may be subjective, complex and may
further require domain expert involvement to guarantee privacy and utility.

What if we modify the FR functionality? Instead of returning the similarity
scores, the server can return (1) the top k most similar users where 1 ≤ k ≤ m, or
(2) all the users whose similarity scores are above a given threshold. While both
options seemingly leak less information about GS , it is hard to actually quantify
the exact degree of information leakage. Instead, we adopt Differential Privacy
(DP) [3,18,29] as a formal and quantifiable model to control information leakage
from the similarity scores. Specially, only differentially private similarity scores
are returned to the client. In summary, the key novelty of our proposed PPFR
protocol is to intelligently combine two dominant privacy-preserving technologies
to prevent information leakage during the friend recommendation process.

The aim of the proposed protocol involves privacy-preserving computation
of mutual friend count for friend recommendation purposes in an integrated
environment. Using other friendship recommendation criteria, apart from using
number of mutual friends as addressed here, is out of the scope of this paper.
However, since the protocol relies on privacy-preserving set intersection com-
putation, any other criteria that involves set intersection computation can be
supported by this work e.g. recommendation based on similar interests, groups,
locations etc.

2 Preliminaries

Here we will discuss mutual friends based friend recommendation (FR). Addi-
tionally, we present an overview of differential privacy (DP) [10], and the way it
is applied to graph problems to enhance the privacy in relevance to our work.

2.1 Friend Recommendation Based on Mutual Friends

The topic of FR is widely addressed [2,25]. One of the most common features in a
social network to use for FR is related to the number of common/mutual friends
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between two users. This feature assumes that two people are more likely to be
friends if they have some common friends amongst themselves. The similarity
score using mutual friends can be computed based on set intersection. Given two
users u and v, let lu and lv denote the friend lists of u and v respectively. Then,
the similarity of u and v is computed as:

Similarity(u, v) = |lu ∩ lv| (2)

2.2 Differential Privacy (DP)

Differential Privacy (DP) [10] is a privacy model that provides a formal mathe-
matical bound on the increase in privacy risk to any person due to the use of their
data in a given computation. An algorithm can be considered to be differentially
private if for all possible outputs, the likelihood of getting any output does not
significantly vary based on the inclusion or exclusion of any single person’s data.
The formal definition is as follows:

For ε > 0, a mechanism (viz algorithm) T (·) with domain G is ε-differentially
private if for every x, y ∈ G such that ‖x − y‖1 ≤ 1 and every Λ ⊆ Range(T ),

Pr [T (x) ∈ Λ] ≤ eεPr [T (y) ∈ Λ]

While there are many general ways to achieve Differential Privacy, here we
consider the simple Laplace Mechanism [9] which adds suitably scaled noise to
the output. Specifically, the global sensitivity Sm of the function m is computed
as the maximum change in the output for any two neighboring inputs, and
Laplace noise proportional to Sm/ε is added to the output.

3 The Proposed Protocol

In this section, we discuss the details of our proposed PPFR protocol. Under
Secure Multiparty Computation (SMC), there are several ways to implement
a secure protocol, e.g., additive homomorphic encryption (HEnc), secret shar-
ing (SS), oblivious transfer (OT), garble circuits (GC), and fully homomorphic
encryption (FHE). Approaches based on OT, GC and FHE requires the FR
functionality being represented as a Boolean or an arithmetic circuit. When the
dataset at the server is very large, the size of the circuit can become intractable.
In addition, the social network data GS keep changing all the time, the circuit
has to be reconstructed every time a change is made to GS . SS based approach
requires at least three independent parties. HEnc provides a good balance among
these factors. As a result, the proposed protocol utilizes an HEnc scheme, such
as Paillier [21]. More importantly, our protocol design provides a novel way to
securely compute the similarity score based on mutual friends which can be
implemented with any specific aforementioned SMC approach.
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3.1 Protocol Initialization

The algorithm and sub-algorithms are dependent upon an encryption system
(HEnc) which exhibits homomorphic additive properties. We use the Paillier
Cryptosystem [21] for this purpose, with pu being the public key and pr, the
private key, known by the client only. Under DF, ε guarantees an upper bound
on the difference of the output distributions from any two input datasets that
differ by a single record. The lower the value of ε, the more similar the two
distributions would be and the more similar the two distributions are, the more
difficult it would be to predict which dataset out of the two was the actual input.
The parties running the PPFR protocol should agree upon this value prior to
the execution. From ε, we can derive λ, the scaling parameter of Laplace distri-
bution from which the noise will be generated. Note that the global sensitivity
of the similarity is 1 since at most the number of common users can increase (or
decrease) by 1. Therefore λ set to 1/ε is sufficient to ensure ε-differential privacy.

3.2 The Main Protocol

The key steps of the proposed PPFR protocol are given in Algorithm1. The
private input from the server is its network data GS , represented as an adjacency
list L: user ui’s friend list is denoted by Li. The private input from the client is a
pair of users (ua, ub), and the protocol returns a similarity score between the two
users based on GS . To achieve the functionality given in Eq. 1, the protocol can
be run in parallel with each of m user pairs: (u, v1), . . . , (u, vm), and m similarity
scores are returned to the client at the end. We assume that there is a mapping
from a user id to a value in Z

∗
N . All notations in Algorithm1 that represent users

are in Z
∗
N . Step-by-step explanations of the protocol are given below, and the

index i is in {1, . . . , n} where n is the number of users at the server.

– Step 1: The client encrypts the users ids. Instead of ua and ub, the client
encrypts −ua and −ub which is equivalent to N − ua and N − ub. At the end
of the step, the encrypted inverses of the user ids, Epu(−ua) and Epu(−ub),
are sent to the server.

– Step 2: Γi is an encryption of user id ui, and Γ̂i is a random permutation
of Γi to hide the relative positions of ua and ub in GS . In practice, it seems
this permutation is not necessary; however, it is needed to formally prove
the security of the protocol. ηi is equal to 0 if ui = ua in the permuted user
list; otherwise, it is a random value chosen from Z

∗
N . Note that the server

cannot determine which user is ua as the ciphertext Epu(ηi) is derived using a
probabilistic encryption algorithm with homomorphic additive properties, e.g.
the Paillier Cryptosystem [21], even for ηi = 0. θi is defined similarly, except
that it is equal to 0 if ui = ub. Since the computations are performed based
on the encrypted ua and ub, the server does not know which ui corresponds
to ua or ub. In other words, the server does not know the similarity score is
computed for which two users.

– Step 3: The client decrypts Epu(ηi) and Epu(θi), and construct n encrypted
values, each of which is denoted by Epu(ki), where ki is equal to 1 if either ηi
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or θi is 0. Alternatively, we can interpret that ki is equal to 1 if either ua = ui

or ub = ui. This implies that there are only two kis equal to 1, and the rest
of ki values are 0s.

– Step 4: For each friend list Li, the server computes Epu(ωi): each user uj

in Li is replaced with Epu(kj) or the jth encrypted value received from the
client. Then these encrypted values are multiplied together to get Epu(ωi).
Based on the kj values, ωi can only have three distinct values:

• ωi = 0: indicating that ui is not a friend of ua or ub.
• ωi = 1: indicating that ui is a friend of ua or ub, but not both.
• ωi = 2: indicating that ui is a friend of both ua and ub.

Suppose that we can derive a value ω′
i such that ω′

i = 0 if ωi = 1 or ωi = 0,
and ω′

i = 1 if ωi = 2. Then
∑m

i=1 ω′
i is the mutual friend count of ua and ub.

To derive ω′
i, we use the following equation:

ω′
i =

ωi(ωi − 1)
2

(3)

The goal of Steps 5 and 6 is to derive Epu(ω′
i) from E(ωi). Since ωi can leak

information about GS , the server randomizes it, by adding a random value,
to produce Epu(ωi + ri).

– Step 5: Decrypting Epu(ωi + ri), the client obtains ωi + ri. Then the client
computes (ωi + ri)(ωi − 1 + ri), and sends the encrypted result to the server.

– Step 6: Since the server knows ri and Epu(ωi), the server can obtain

Epu(−2riωi + ri − r2i )

Multiplying it with Epu((ωi +ri)(ωi −1+ri)), the server obtains Epu(ωi(ωi −
1)). Because h is the multiplicative inverse of 2 in Z

∗
N , the sub-step (c) pro-

duces the encryption of ω′
i. Based on how ω′

i is derived, we know that ρ is the
mutual friend count. The sub-step (f) randomizes the actual score by adding
a noise generated from a Laplace distribution.

– Step 7: The client decrypts the encrypted score to get the differentially private
similarity score for ua and ub.

3.3 Security Analysis

The security of PPFR can be proved using the simulation method in [12]. First,
we need to build a simulator based on the private input and output for each party.
Since the computations between the two parties are asymmetric, the simulators
are different for the individual parties. Let ΠS and ΠC denote the real execution
images for the server and the client respectively. Similarly, Π∼

S and Π∼
C denote

the simulated execution images. Next, we show how to construct a simulator
Simulator-S to produce Π∼

S .

Simulator-S. For a two-party distributed protocol, private information can be
disclosed from the messages exchanged during the execution of the protocol.
The server receives messages from the client at Steps 2, 4 and 6 of the PPRF
protocol. Thus, the real execution image ΠS consists of the following information
(1 ≤ i ≤ n):
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Algorithm 1. PPFR(〈Server, GS〉, 〈Client, ua, ub〉) → 〈Client, s〉
Require: h ← 2−1 mod N , and the index i varies from 1 to n where n denotes the

number of users at the server
1: Client:

(a) Compute Epu(−ua) and Epu(−ub)
(b) Send both to the server

2: Server:
(a) Receive Epu(−ua) and Epu(−ub) from the client
(b) Compute Γi ← Epu(ui)
(c) Γ̂i ← π(Γi), where π is a random permutation

(d) Epu(ηi) ←
[
Γ̂i · Epu(−ua)

]ri
, where ri ∈R Z

∗
N

(e) Epu(θi) ←
[
Γ̂i · Epu(−ub)

]r′
i
, where r′

i ∈R Z
∗
N

(f) Send Epu(ηi) and Epu(θi) to the client
3: Client:

(a) Receive Epu(ηi) and Epu(θi) from the server
(b) Decrypt Epu(ηi) and Epu(θi) to obtain ηi and θi
(c) Compute Epu(ki), such that,

ki ←
{

1 if ηi = 0 or θi = 0

0 otherwise

(d) Send Epu(ki) to the server
4: Server:

(a) Receive Epu(ki) from the client
(b) Epu(ωi) ← ∏

uj∈Li
Epu(kj)

(c) Epu(ωi + ri) ← Epu(ωi) × Epu(ri), where ri ∈R ZN

(d) Send Epu(ωi + ri) to the client
5: Client:

(a) Receive Epu(ωi + ri) from the server
(b) ωi + ri ← Dpr(Epu(ωi + ri))
(c) Compute Epu((ωi + ri)(ωi − 1 + ri)) and send them to the server

6: Server:
(a) Receive Epu((ωi + ri)(ωi − 1 + ri)) from the client
(b) Epu(ωi(ωi − 1)) ← Epu((ωi + ri)(ωi − 1 + ri)) × Epu(−2riωi + ri − r2i )
(c) Epu(ω′

i) ← [Epu(ωi(ωi − 1))]h

(d) Epu(ρ) ← ∏n
i=1 Epu(ω′

i)
(e) Compute noise δ′ ← �δ�, where δ ∼R Laplace(0, λ)
(f) Epu(s) ← Epu(ρ) × Epu(δ′)
(g) Send Epu(s) to the client

7: Client:
(a) Receive Epu(s) from the server
(b) s ← Dpr(Epu(s))
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Algorithm 2. Simulator-S(pu)
Require: pu is the public key of Paillier
1: Generate four randoms r1, r2, r3 and r4 from ZN

2: Return Epu(r1), Epu(r2), Epu(r3) and Epu(r4)

– Epu(−ua), Epu(−ub), Epu(ki) and Epu((ωi + ri)(ωi − 1 + ri))

The key steps of Simulator-S are given in Algorithm 2, and the simulated exe-
cution image Π∼

S consists of

– Epu(r1), Epu(r2), Epu(r3) and Epu(r4)

where each encrypted value corresponds to the value from the real execution.

Claim 1. Π∼
S is computationally indistinguishable from ΠS .

Proof. Suppose the claim is not true, then this implies that one of the Epu(ri)
values is computationally distinguishable from the corresponding value of the real
execution image. Without loss of generality, assume Epu(r1) is computationally
distinguishable from Epu(ua). However, this contradicts the fact that the Paillier
encryption scheme is semantically secure or computationally indistinguishable
[21]. Therefore, Π∼

S must be computationally indistinguishable from ΠS .

The above claim demonstrates that fact that any information that the server
learned during the execution of PPFR can be derived by what the server
already knows. Thus, from the client’s perspective, the protocol is computa-
tionally secure. Next we need to prove the protocol is secure from the server’s
perspective by building a simulator to simulate the client’s execution image.

Algorithm 3. Simulator-C(pr, s)
Require: pr is the private key of Paillier, s is the output from PPRF
1: For 1 ≤ j ≤ n, randomly generate r1j , r2j , and r3j from ZN

2: For 1 ≤ j ≤ n, compute Epu(r1j), Epu(r2j) and Epu(r3j)
3: Let η′ and θ′ be random permutations of a sequence of n values, such that only

one of them is 0 and the rest are randomly generated from Z
∗
N

4: Return the following (1 ≤ j ≤ n)
– X ′ ∼ 〈Epu(r1j), Epu(r2j), η

′, θ′〉
– Y ′ ∼ 〈Epu(r3j), r3j〉
– Z′ ∼ 〈Epu(s), s〉

Simulator-C. The client receives messages from the server at Steps 3, 5 and 7 of
the PPRF protocol. Thus, the real execution image ΠC consists of the following:

– X ∼ 〈Epu(η1), . . . , Epu(ηn), Epu(θ1), . . . , Epu(θn), η ≡ η1 · · · ηn, θ ≡ θ1 · · · θn〉
– Y ∼ 〈Epu(ω1 + r1), . . . , Epu(ωn + rn), ωi + ri, . . . , ωn + rn〉
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– Z ∼ 〈Epu(s), s〉
where X, Y and Z denote the random variables related to the corresponding
pair of values. For each pair, the first component is the message received, and
the second component is the value derived from the first component. The simu-
lator needs to simulate these messages and the information derived from them.
Algorithm 3 provides the key steps for Simulator-C.

Claim 2. Π∼
C is computationally indistinguishable from ΠC .

Proof. This proof is very similar to that of the previous claim. We omit some of
the technical details. However, we want to emphasize that η′ is indistinguishable
from η due to the fact that the user list is randomly permuted at Step 2(c) of
Algorithm 1.

The above claim demonstrates that fact that any information that the client
learned during the execution of the PPFR protocol can be derived by its private
input and output. Thus, from the server’s perspective, the protocol is computa-
tionally secure. Combining both, we prove the security of PPFR. Since appro-
priately scaled Laplacian noise is added to the output, differential privacy is
achieved as well.

3.4 Complexity Analysis

In order to theoretically measure the computation complexity of PPFR, our
analyses are based on the number of the most expensive operations used in the
protocol which happen to be the encryption E and decryption D operations,
as well as the exponentiation of a ciphertext. We use the Paillier cryptosystem
where the costs of E and D are approximately similar. We represent both costs
as e, use x to represent the cost of obtaining the exponentiation of a ciphertext,
and use p to represent the cost of multiplying two ciphertexts. Let t be the
number of bits required for representing the ciphertext. n is the number of users
present in server’s OSN graph. The overall protocol complexity is derived for
both the parties (the client and server), and provided in Table 1, where O and
Tx represent the computation and communication complexity, respectively.

4 Experimental Results

In this section, we provide a detailed empirical analysis, both qualitative and
quantitative, of the performance of the various algorithms proposed.

4.1 Experimental Setup

Dataset: Given privacy concerns, real world OSN data is difficult to gather for
this purpose. Two potential alternatives are to use simulated datasets or real
world data from other domains. We use the real-world DBLP computer science



Privacy-Preserving Friend Recommendation 127

Table 1. Computation and communication complexity of the PPFR algorithm

Step Server Client

O Tx O Tx

1 2e 2t

2 ne + 2nx + 2np 2nt

3 3ne nt

4 (n2 − 2m)e + ne + np nt

5 2ne nt

6 (n + 1)e + (2n + 1)p + x t

7 e

Total
(n2 + 3n − 2m + 1)e+

(3n + 1)t (5n + 3)e 2(n + 1)t
(2n + 1)x + (5n + 1)p

bibliography dataset (Aug. 2018) [5] to test our system. Note that DBLP can be
considered as an OSN for co-authorship. This dataset helps us in gaining a good
idea about the performance and utility of our protocol applied on real-world
relationships. We believe that this is preferable to using simulated OSN datasets
since then the results would also depend on the quality of the simulation, which
might be difficult to ascertain.

The original DBLP dataset contains 6420665 bibliographic records. The
dataset is preprocessed as follows:

From the dataset we extract 2185132 authors, which are represented as nodes.
We extract their corresponding collaborator list. This gives us 9507042 edges
that represent each collaboration relationship. All the publication records within
DBLP database are parsed. As they are parsed, new authors are identified by
their full names and their collaborators are noted to form an OSN graph G.
Vertices and edges in G represent authors and their collaboration relationships,
respectively. One issue with the DBLP dataset is that author names are used to
identify authors, and therefore, common names would be associated with all the
papers attributed for that particular name and consequently all the collaborators
for those papers as well e.g. a commonly occurring name had 2575 collaborators.
Since the recommendation functionality is based on the collaborator (or friend)
count, we removed outliers (i.e., authors with collaborator count that is more
than three standard deviations above the mean). Non-removal of these outliers
can significantly impact the performance and the recommendation utility of the
algorithm. After this we still have 2156785 authors, but the maximum number
of collaborators is reduced to 73.

Machine Hardware Details: The machines used for both S and C have the
following specifications:

– Processor: 64-bit Intel R© Xeon R© CPU E2186G @ 3.80 GHz 12CPU(s)
– Memory: 62 GiB DIMM DDR4 2666 MHz (0.4 ns)
– Hard disk: 1024 GB PC400 NVMe SK hynix



128 N. M. Uplavikar et al.

Fig. 1. Performance of the PPFR algorithm

Programming Languages and Libraries: The entire implementation is in C.
The GNU GMP [27] library was used for efficiently computing the cryptographic
primitives required for the algorithms. The public key encryption scheme, used in
the algorithms, was based on the Pailler Cryptosystem [21] for the cryptosystem’s
additive homomorphic properties.

4.2 Empirical Analysis

In this section, we report on the performance of the algorithm with the strongest
privacy guarantee viz. the optimum PPFR algorithm, by varying different
parameters such as the dataset size, the key size, and the count of queries.

Performance Evaluation: Performance is measured using the CPU time and
wall time or the wall clock time. CPU time indicates the amount of time spent
by CPU to run program instructions. Wall clock time is the amount of actual
time required or elapsed to run the operation. It may include time for system
operations at OS level too. First, we vary the user count (n).
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As seen in Fig. 1a, the query response time linearly increases with the number
of users in the database. A single query run for 20%, i.e. roughly 0.4 million,
of the total DBLP authors takes under 685 s to complete. Typically, the size
of the dataset considered by any OSN to run queries over would be lesser, by
orders of magnitude than the 0.2 million users here, for any normal user. It is
to be noted that certain online social services (C) restrictively operate for a
given region, or a set of users only. Based on this background information, the
data owner (S) can always consider a subset of its graph GS to run queries.
Access to this background information does not harm our privacy guarantee of
maintaining relationships or friends private nor leak users ids in GM nor leak
potential new friendships formed in GM by way of this application. In general, as
compared to the non-privacy-preserving solutions, privacy-preserving solutions
are computationally more expensive and trade off performance for enhanced
privacy and security.

Next, we vary the edge count (m). The results are shown in Fig. 1b, and are
similar to the case of varying author (node) count.

Note however, that Fig. 1b was generated by regulating the node percentage.
Therefore, it involves a combined effect of edge count and node count variation
on times reported, i.e. it is not purely independent of the number of authors n.

Additionally, the protocol is highly parallelizable and thus could be scaled
up, within cloud environments, in order to reduce the query processing time
further.

Figure 1c shows the time taken by S and C when the keysize is varied. As
expect, the time for execution increases exponentially with respect to the key
size. Typically, the key size used is 1024. 20% of the nodes were considered in
order to obtain this result. Figures 1a, b and c represent the algorithm’s perfor-
mance for a single query.

Wall clock time plots are provided to give an idea about the actual time
required for the computation. The wall clock plots appear to be overlapping for
S and C because the timer is started when client submits the query and stopped
once it obtains the score. Server’s wall clock time starts just when it receives the
query and stops as soon as it delivers the encrypted DP score to client. Here,
client requires a single decryption once it receives the DP score to obtain the
result. Hence they appear to be the same but the difference is minuscule.

Finally, we vary the count of queries(q) and obtain the total CPU time and
the Wall clock time. As can be seen from the Fig. 1d, the times are linear in q.

Utility Evaluation: We plot Spearman’s corrected ρ [8], Kendall’s τ , τb [23]
as well as the precision, recall and f-measure statistics [26] of the top-k rec-
ommended users in order to measure the utility of the proposed approach. ρ
measures the magnitude and direction of the monotonic relationship amongst
the variables while τ (τb) measures the difference in probabilities of data being
in the same order and in different order [23]. We measured both Kendall’s τ
and Kendall’s τb, since τb accounts for ties that can occur, especially, in ranked
lists for non-DP scores. Although the number of ties depends on the underlying
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Fig. 2. Utility of the PPFR algorithm

DBLP dataset, in this case, measuring τ and τb provides some information about
the underlying dataset while highlighting the need for using pre-processing tech-
niques that can reduce the ties and improve the overall utility of the system or
vice-versa.

The utility coefficients are computed over the ranked list of size c before and
after perturbation. These coefficients are averaged over 10000 times with a list
generated each time for a randomly selected author. Please note that for c = 70
there were less number of authors to choose from as compared to other list sizes.
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Figures 2a, c, and e measure the utility when the list size (c) is varied. From
Fig. 2a, we can see how PPFR’s ρ initially decreases as the list size increases (until
c = 10) and then subsequently rises along with c. This is uniquely captured just
by the Spearman coefficient and not by τ or τb. The reason for this behaviour
might be that for a given ε and sensitivity S (S = 1 for edge DP), for any list
score, the differences in ranks before and after perturbation might be bounded
to some extent while the n, i.e. c in this case, is incremented. Figures 2b, d, and f
measure the utility for different values of the privacy parameter ε. As expected,
the utility of PPFR increases as ε is increased. The utility also increases as the
list size is increased. For ε = 1 and c = 70, max(ρ) = 0.888 while for ε = 0.1
and c = 10, min(ρ) = 0.192 . From Fig. 2f, it can be seen that low c values with
high ε perform better than high c value and low ε values. e.g. τb = 0.337 at
c = 3, ε = 0.9 while τb = 0.274 at c = 70, ε = 0.1. Figures 2 and 3 provide an
understanding for the server and client OSNs about setting the value of privacy
loss parameter ε and the corresponding utility obtained.

Unlike Spearman’s, Kendall’s coefficients do not reach their lowest values
closer to c = 10, see Figures 2c, e, however, they do show mild fluctuations
around it indicating greater uncertainty. In general, τb ≥ τ against both c and
privacy loss parameter ε, which can be seen from Figures 2c–f

We also measure precision, recall and the f-measure statistic for top-k ranks
within a list of size c. Due to space restrictions we only report results for k = 5
and k = 10. From Fig. 3, it can be seen that the observed precision is generally
higher than the recall. This effect is due to the multiple rank ties found in scores
before DP perturbation.

Figures 3 and 4 show the relation of precision, recall and f-measure with c.
For both top-5 and top-10, as c rises, all the three metrics decrease and the
relationship increasingly represents a decreasing logarithmic relation. It can be
seen that top-10 performs better as compared to top-5 for the f-measure statistic.

Furthermore utility increases with rise in ε, except for c = 5 and c = 10
where it is constant at 1. It can be seen that for lower values of c, the precision,
recall and f-measure increase in an approximately linear way.

Figure 4 shows the relation of utility with respect to k. In this figure we
plot precision, recall and f-measure by varying list sizes (c) for ε = 0.1. As
expected, the utility for a fixed k decreases as c is incremented. It is seen that
by incrementing k, the utility score initially decreases but then rises depending
significantly on the other parameters. This information is useful if top-k has
to be applied on some sub-graph only as depending on the sub-graph size (c)
selected, system utility may get unintentionally modified.

5 Related Work

As specified earlier, Differential Privacy guarantees an individual’s privacy while
enabling the analysis of the differentially private data. In this section, we con-
sider other similar works in the areas of differential privacy (DP), multi-party
computing (MPC) and online social networks (OSN).
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Fig. 3. Utility of the PPFR algorithm

Due to the promise of providing user-level privacy, DP has been widely used
in Online Social Networks. Primarily, within OSNs, DP is used for publishing the
network data in the form of histograms [7,11,15,30,32]. Our work does not use
DP for publishing purposes but to enable interactive cross-OSN collaboration
for recommendation purposes. The aforementioned DP histogram publication
solutions cannot capture large-scale and frequent changes within the network
that could be possible in our method.

Apart from using DP for publishing network histograms, considerable amount
of work focusses on publishing non-histogram data which prevents node re-
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Fig. 4. Precision, Recall, F-measure vs k for the algorithm PPFR

identification or edge disclosure. Generally, these techniques are termed as node-
DP [7] and edge-DP [19], respectively. Node-DP protects the presence of a user
within the dataset, whereas edge-DP protects the presence of a relationship.
In Friend-Rec-P2, we are protecting existing friendships while recommending
friends. k-edge privacy is a general form of node-DP (k ← (n − 1)) and edge-
DP (k ← 1) for n nodes. [13] propose a trust-based friend recommendation
system in OSNs using multi-hop trust chain based on user attributes. Their
approach uses kNN for co-ordinate matching and creating a trust network. [17]
computes recommender results by aggregating multi-hop trust chain utilities
in a privacy-preserving way. Trust-based networks are difficult to quantify and
track with time. [24] provide two algorithms based on additive homomorphic
encryption scheme and anonymous message routing. The solution maintains the
users’ friend list private, which is similar to our approach, however, their friend
recommendation is accurate and may leak more information than required. All
the solutions are developed for a single OSN as against our solution for two inte-
gration partner OSNs. Other private friend recommendation techniques involve
using anonymization techniques e.g. [31] propose segmentation tree approach
over hypergraph model of graph.

6 Conclusion

In this work, we present an approach that enables online social networks to form
integration partnerships to provide friend recommendation services in a privacy-
preserving manner. Our approach combines secure multiparty computation as
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well as differential privacy to give a holistic privacy guarantee. We analyze the
complexity of the proposed approach as well as its security. A comprehensive
experimental evaluation on real data shows the effectiveness of the approach in
terms of both computation and communication cost, as well as utility. While
our current solution assumes semi-honest adversaries, in the future, we plan to
extend our work to the fully malicious model, as well as more complicated friend
recommendation approaches.
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Abstract. The attack landscape is evolving, and attackers are employ-
ing new techniques to launch increasingly targeted and sophisticated
social engineering attacks that exploit human vulnerabilities. Many orga-
nizations provide their employees with security awareness training to
counter and mitigate such threats. However, recent studies have shown
that current embedded phishing training programs and tools are often
ineffective or incapable of addressing modern, tailored social engineering
attacks. This paper presents a toolkit for the deployment of sophisti-
cated, tailored phishing campaigns at scale (e.g., to deploy specific train-
ing within an organization). We enable the use of highly customizable
phishing email templates that can be instantiated with a large range of
information about the specific target and a semi-automated process for
the selection of the phishing domain name. We demonstrate our tool by
showing how tailored phishing campaigns proposed in previous studies
can be enhanced to increase the credibility of the phishing email, effec-
tively addressing the very limitations identified in those studies.

1 Introduction

As technical defences against software-based attacks (e.g., vulnerability exploita-
tion) become more and more sophisticated, cyber-attacks exploiting system vul-
nerabilities become increasingly prohibitive for attackers to engineer. As a con-
sequence, cyber-attackers are shifting their target from the system to the human
operating it. To this end, they are developing a new set of attack capabilities to
collect and exploit socio-technical information on their victims and their systems.
The collection of open source intelligence (OSINT) on the victims (e.g., available
through their social media feeds), mixed with the availability of sophisticated
phishing kits and attack infrastructures available in the underground, open an
entirely new threat landscape where attackers can systematically deliver highly
targeted attacks against an arbitrary, attacker-chosen set of victims worldwide
[12]. For example, recent user-impersonation services1 providing full user profiles
1 Security experts at Kaspersky Lab over 60,000 stolen profiles are offered for sale

on an invitation-based private marketplace. https://securityaffairs.co/wordpress/
83630/deep-web/genesis-store-fingerprints.html.
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(spanning multiple online personas of the victim) allow attackers to collect both
OSINT as well as private information on their targets. This information can be
exploited by the attacker, jointly with phishing and malware services available
in the underground, to engineer and deliver highly targeted social engineering
attacks against their victims.

By contrast, organizations’ defensive toolset struggles to keep the pace with
new threat landscacpes [5].Well-engineered social engineering attacks often bypass
automated protection systems such as spam/phishing filters [16], making ‘rule-
based’ detection strategies ineffective or, at worst, counter-productive [13]. ‘Rule-
based’ detection strategies rely on the ‘usual suspects’ indicators, such as url
domains, certificates, sender addresses, misspelling in a phishing email, etc. On the
other hand, sophisticated, well-targeted social engineering attacks relying on accu-
rate information about the victimand their environment can easily evade these sim-
ple detection rules (e.g., by tuning the pretext to create an arbitrary shared experi-
ence with their victim, aswas done in the attacks studied in [16]). ‘Mindful’ training
(i.e. context-awaredetection) strategies has beenproposed tomitigate this problem
[13]; however, the issue remains: how to efficiently and effectively provide realistic
and scalable targeted social engineering training to a large number of users?

In this work, we present a novel framework to support and automate the exe-
cution of targeted phishing campaigns at scale. In particular, we present a toolkit,
extending state-of-the-art phishing simulation solutions, that provides a twofold
contribution to the problem of targeted phishing training campaigns: email per-
sonalization and domain selection. The former requires a solution that can seam-
lessly and automatically integrate available information on a victim in the phishing
email, with a semantically consistent fallback scenario for cases where that infor-
mation is not available. The latter requires the (semi)automated selection of avail-
able domains from which to send the attack, to avoid specific technical protections
(e.g., DMARC [15]) while maintaining the credibility of the selected domain. These
two capabilities closely mimic the operations an attacker would have to go through
when preparing and launching a targeted attack. To showcase the potential of our
framework, we demonstrate its application to address the limitations identified in
a previous study on targeted phishing [18] concerning the lack of specificity to the
target profiles in their experiment design.

The remainder of the paper is structured as follows. The next section pro-
vides background on targeted phishing attacks and security awareness train-
ing. Section 3 presents our framework along with its implementation. Section 4
presents a demonstration of the framework through a case study. Finally, Sect. 5
concludes the paper and provides directions for future work.

2 Background and Related Work

2.1 Security Awareness Training

To counter the high risk of losses caused by Social Engineering (SE) attacks, organi-
zations worldwide are investing significant effort in effective countermeasures [21].
The NIST Cybersecurity Framework identifies three different classes of counter-
measures: protection, detection and response [17]. Protection encompasses activ-
ities related to the prevention of an attack, including training and awareness.
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Response comprises actions aimed at containing and mitigating the impact of
an attack. Network monitoring tools are used for detection, as well as software
for identifying illegitimate websites and email filtering [9]. Even though these ele-
ments can help reducing the impact or the likelihood of a phishing attack, pro-
tection remains the crucial aspect: many yet-to-be seen attacks, especially well-
engineered ones, pass the detection filters [5]; furthermore, the velocity at which
well-engineering attacks achieve their objectives make it hard to devise effective
response actions [5,8].

To boost their attack prevention capabilities, companies often deliver security
awareness training programs to their employees. Recent research has shown that
specific training techniques (e.g., embedded training [21]) are particularly effec-
tive at decreasing the likelihood of success of an SE attack. These trainings focus
on delivering awareness messages after the employee has clicked on a ‘malicious’
link (part of a phishing campaign). On the other hand, the duration of these effects
has been questioned in the literature, with some studies showing that after only
a few weeks from the training phishing susceptibility returned to pre-training lev-
els [6]. Several studies evaluated the effectiveness of training techniques and the
relative predisposition of (potential) victims in falling for an attack [13,14,23]. A
set of techniques ranging from tuning the training outcome between a ‘gain’ or a
‘loss’ [9], to shifting the training paradigm from rule-based to a mindfulness app-
roach [13] has been proposed and tested in field experiments. The applicability
of training techniques to different scenarios remains however an open issue, par-
ticularly for more ‘targeted’ attacks where the pretext employed by the attacker
closely matches what the victim would expect from a legitimate communication.
For example, Jensen et al. [13] employ ‘customized’ emails that include the name
of the organization (a university) that employs the victim. Similarly, Oliveira et
al. [18] employ a set of attacks targeted at victim demographics (e.g., age). On the
other hand, Burda et al. [8] showed that the effectiveness of different attack tech-
niques can vary greatly across application domains (e.g., university vs. industry)
and that the way in which the attack is conveyed to the victim may backfire against
specific targets. Training techniques have not yet been extensively tested across
domains and as targeting specific types of victims, a problem already underlined
in the literature [14]. This is partially due to the lack of a formal understanding
of the mental models operated by the victims [7,22], and partially to the lack of
an operative infrastructure capable of scaling realistic simulations to victims in
multiple domains, and of different characteristics [24], simultaneously.

2.2 Targeted Phishing

The necessity of a scalable approach to targeted phishing simulations is of par-
ticular relevance as social engineering attacks ‘in the wild’ are becoming more
and more sophisticated and targeted. More generally, (targeted) SE attacks are
becoming a major threats for organizations. These attacks target the human
operating the system rather than the system itself by exploiting human emo-
tions and cognitive biases, and are aided by the vast amount of open source
intelligence (OSINT) available to attackers regarding victim’s preferences, activ-
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Fig. 1. Targeted phishing campaign flow

ities, working environment, etc. Furthermore, an SE attack can take different
forms based on the medium exploited for communication.

Whereas ‘regular’ phishing has been the subject of numerous studies, more
targeted scenarios are becoming the focus of current research as new threat
scenarios become possibles for attackers to generate [5,18]. Targeted phishing
denotes a phishing attack in which, rather than sending thousands of emails to
generic victims (as in the case of generic phishing), the attack targets a niche of
targets by sending more contextualized and customized email, which increases
the level of credibility and, thus, success of the attack.

Differently from ‘regular’ phishing, targeted phishing attacks typically con-
sist of multiple stages [5]. Initially, the attacker establishes the final objective
(e.g., stealing credentials, taking control of victims’ machine) and the targeted
victim(s). The target can be a single person, a group of people with something in
common, or an entire organization. An OSINT (Open Source INTelligence) gath-
ering phase is often performed by the attacker to retrieve contextual information
about the victims, like their hobbies, family, work or holidays details. This infor-
mation can be used to create a pretext, i.e. the scenario that the attacker would
use to get the victims to accept the phishing email [10].

On the other hand, similar circumstances are rarely reproduced in simulation
and training settings, generally due to limitations in the adopted simulation
infrastructure [18, Limitations of the Study Design, p. 6420] and the lack of a
clear framework [5]. Following [5], Fig. 1 provides an overview of the phases of a
targeted phishing training campaign:

OSINT Gathering: A crucial phase of targeted phishing is the gathering of infor-
mation about the victims. This information is used to create believable artifacts
that lure the victims in performing the desired action. To this end, the gathered
information should be stored in a structured way so that it can be used to the
customization of the artifacts and, in particular, the phishing email.

Sending Profile Creation: The sender of the phishing emails has a significant
impact on the success of an awareness campaign [24]. If the campaign is done
internally to the company or if access to the domain and to an email account of
the tested company is available, its domain name can be used directly. Otherwise,
we should find out an email address similar to the original one, so we can try to
trick targets in thinking that the email is sent by a reliable sender. We describe
how to create the sending profile in Sect. 3.2.
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Table 1. Tool comparison: � means “full support”, �� “partially support”, � “no
support”.

Tool GUI OSINT Domain Landing Email Event Evaluation

selection page customization capture

Gophish � � � � �� � �
King Phisher � � � � �� � �
SPToolkit � � � � �� �� �
Phishing Frenzy � � � � � �� ��
SET � � � �� � � �
SPF � � � �� � � �
Spear Phisher � � � � � � �
Our solution � � � � � � �

Email Template Creation: Targeted phishing is typically characterized by a high
level of sophistication. Such sophistication can be achieved, for instance, by
exploiting the information gathered in the OSINT phase to create tailored phish-
ing emails, as the vector artifact of the campaign. However, creating a phishing
email for each target is time consuming. Therefore, it would be desirable to
create email templates that can be instantiated based on the target’s character-
istics. In particular, the template should not only allow referring to the target’s
information but it should also allow inserting a portion of text depending on the
target’s characteristics.

Landing Page Cloning: Depending on the purpose of the campaign, a landing
page where the victim should provide the desired information (i.e., their cre-
dentials) should be created. We should be able to clone the selected page just
inserting its URL, and modify it based on the needs.

Campaign Launch: Once all artifacts have been created, the campaign can be
executed. For each victim, a phishing email should be generated from the selected
email template by instantiating the template based on the information on that
victim. The generated emails are then sent to the corresponding victim.

Campaign Evaluation: To assess the security awareness level of the organization,
it should be possible to visualize the results of the campaign, including, how
many targets opened the email, how many clicked the link, how many submitted
their credentials and how many reported the email as suspicious.

2.3 Existing Tooling for (targeted) Phishing Simulations

Numerous tools for phishing simulations are currently available; to maximize
the relevance of this review to organizations of any size and operating in any
domain, here we focus on free and open source tools that are popularly used for
training activities. To sufficiently support training for targeted phishing scenarios,
these tools should provide coverage for each of the attack phases outlined in
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Fig. 2. Overview of our solution. Green boxes represent our contribution. (Color figure
online)

Fig. 1. Table 1 provides an overview of the coverage of the different attack phases
supported by current tools, as well as of the features of the tool (e.g., GUI).

Since the tool can be used also by non-technical people, it should have a
user-friendly interface; only the first four tools offer a GUI, particularly well
designed and modern for the first two ones. Two important aspects in a targeted
campaign are the embedding of OSINT gathering and the selection of the
domain for the sending profile and fake landing page, which are not offered by
any tool. To increase the credibility of the email, the tool should also be able
to clone the original landing page automatically, letting user modifying it if
needed; Gophish, King Phisher and SPToolkit allow this, while SET and SPF
just clone the entire website, without the chance to change the text. The most
important feature is the possibility to customize the phishing email based on
different information about each target; with the first three tools we can import
or use an email template and modifying it, but we can refer to only a few basic
parameters to create different emails. Another important aspect for the training
point of view is the variety of event captured by the tool, after launching the
campaign; the first four tools show when the email is sent and opened by the
victim, as well as whether he clicked the link or submitted data through the fake
landing page. Additionally, the first two tools offers the possibility, respectively,
to report the email as suspicious and to see if the target has completed the
training, after having been phished. Finally, an evaluation of the results of the
campaign should be available in form of graphs and tables to see the trend. This
is supported by the first three tools, and in a simpler way by Phishing Frenzy.

2.4 Discussion

Many companies tend to base their awareness training about classic phishing
attacks, which actually are less effective than some years ago. Still, a number of
experiments show that it is much harder to train users not to fall in the trap
when they are victim of a targeted attack, due to a higher level of credibility
of the email [5,8,9]. Moreover, nowadays several advanced attacks start with a
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targeted phishing rather than a generic one. In general, existing countermeasures
are less effective when applied to targeted attacks, as they are not able to handle
the human sphere [5]. For these reasons, companies should increase the level of
protection against SE attacks, defending also from targeted phishing, without
using their tools just for classic phishing protection and detection.

On the other hand, as we saw in the previous section, the most significant
lack of existing tools for campaign simulations is about the OSINT phase and the
customization of the email template, which is fundamental to design an ad hoc
email for each target (using specific information or conditions) using the same
baseline. Our contribution aims to fill this gap, creating a new infrastructure
that can be used as training tool for targeted phishing awareness.

3 Proposed Framework and Implementation

To address this gap, we propose a novel framework to semi-automatically inte-
grate victim’s information into an operational setup for the delivery of targeted
phishing emails at scale. The goal of the proposed framework is to integrate state-
of-the-art solutions already available with the functionalities needed to provide
targeted attack simulations that can be used for training and awareness pro-
cedures in an organization. An overview of the proposed solution is shown in
Fig. 2. The blocks indicate different functionalities required for a targeted phish-
ing campaign, as presented in Table 1 and discussed in Sect. 2.3. Our contribution
is marked in the figure by the green boxes representing the Email customization
and Domain selection functionalities.

Email Customization: Our solution enables the design of fully flexible email
templates that can be instantiated with available (OSINT) information on the
recipient. The setup allows the definition of a default condition that triggers when
no value specific to a subject’s variable is found. To implement this, we propose
a novel grammar that can be used to program email templates to integrate
arbitrary victim information into the email.

Domain Selection: Further, our solution enables the identification of realistic
domains resembling the one associated with the pretext of the attack; the tools
automatically identifies domains that can be registered and used for the delivery
of the attack, fully mimicking the conditions in which the attacker would find
themselves at attack design time. Our solution further evaluates the presence of
DMARC records (including the default policy for mismatching domains) of the
spoofed domain (e.g., in the From: address), to provide the operator with direct
information on the actionability of an attack employing spoofing.

Implementation Environment. To implement the proposed solution we rely on
Gophish [2], one of the most popular and widely used open-source frameworks to
test organizations’ security awareness and exposure to phishing. Gophish offers a
server-client architecture that relies on a database to store victim and campaign
information. Although Gophish provides the main functionalities to perform a
phishing campaign (cf. Table 1), it is not well suited for tailored phishing. For
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example, the victim information that can be used for email customization is
rather basic (i.e., first name, last name, email and position) and is not
sufficient to test security awareness against well-engineered targeted phishing
attacks. To this end, we modified Gophish to augment its capabilities for email
customization by allowing the use of arbitrary target information and we created
a bash script to support the selection of a domain to be used as email sender
and to host the landing page.

3.1 Email Customization

To test the resilience of an organization against realistic attacks, a security aware-
ness campaign should be customized with respect to each victim, thus reflecting
the sophistication of modern, tailored social engineering attacks. To this end,
we need methods that enable to perform a security awareness campaign at scale,
while tailoring the email per each victim. In this section, we present our approach
to define highly customizable email template.

The basic form of email customization is the use of the victim’s information
gathered, for instance, during the OSINT phase. In particular, the email template
should allow the use of placeholders, hereafter called target fields, that represent
the type of information that should be used to generate the email for a specific
target (e.g., username, role).

In certain case, it may also be desirable to append some predefined text to
a target’s email only if the target meets some conditions or has certain char-
acteristics. An example is the customization of the e-mail salutation. In certain
context, it can be undesirable to address professors and students in the same way,
even though the body of the email is the same. Therefore, one might want to
customize the tone and greeting based on the role of the target. To this end, we
introduce the notion of variable. A variable is a placeholder that is associated to
a number of conditional assignments, where each assignment consists of a value
and a condition. The value represents the string to be used in the instantiation
of the variable and the condition is a Boolean expression specifying in which
cases that string should be used.2 Conditions are defined using the following
grammar:

<condition> := <field> <operator> <value> | <condition> and <condition> |

<condition> or <condition>

<operator> := "==" | "!="

Conditions consist of (in)equality statements used to check whether the field
<field> for the target does (not) match a given value <value>. More complex
conditions can be constructed using the and and or operators. A condition is
met by a target if it evaluates to true. Any malformed condition is evaluated to
false.

2 If more than one condition is satisfied by the victim, the variable is instantiated with
the value associated to the first condition met by the victim.
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Table 2. Example of conditions and related value for variable greeting

Condition Value

role == “Professor” Dear

role == “Student” Hi

role != Null and (country == “DE” or country == “NL”) Hallo

Table 2 shows the definition of variable greeting for the customization of the
salutation in the mail. The first condition assigns the string “Dear” to variable
greeting if the role of the victim is Professor and the string “Hi” if her role
is Student. The last condition assigns assigns the string “Hallo” to variable
greeting if the role of the victim is undefined (Null) and his country is Germany
(DE ) or the Netherlands (NL).

Target fields, variables and conditions are used to create customizable email
templates. Figure 3 shows an example of email template along with a possible
instantiation. Customizable information is added through references in the form
of variables (e.g., greeting) and target fields (e.g., username). References are
specified in the email template using blocks, whose syntax is provided below.

<block> := {<ref>} | <cond-block>

<ref> := %<field>% | %<variable>% | "%%"

<cond-block> := { if(<ref>) then {<statement>} else {<statement>} }

<statement> := <element>* | <cond-block>

<element> := <text> | <ref>

A block <block> can be a reference <ref> or a conditional block
<cond-block>. A reference <ref> is a field or a variable name, represented by
<field> or a <variable> respectively. In some cases, the value of a field or a
variable, however, might not be known for a certain target. If such a value is
referenced in the email template, it might result in a malformed email, poten-
tially raising suspicion on the target. Conditional blocks can be used to deal
with these situations. A conditional block <cond-block> has the form of a if-
then-else statement. Intuitively, if the value of the reference in the if statement
is available for the target, then the then statement is evaluated and instantiated
in the email; otherwise the else statement is evaluated and instantiated.

The then and else statements consist of an arbitrary sequence of predefined
text (<text>) and references or of a nested conditional block, thus allowing a
fine-grained tuning of the email template. An example of nested conditional
block is the block if(%greeting%) then {...} else {...} in Fig. 3a, which
is evaluated only if the value of field birthdate is not available for the target.
It is worth noting that keywords then and else can be omitted in a conditional
block, as shown for block if(%phone%) {...} {...} in Fig. 3a. Also, shortcut
%% can be used to refer to the last evaluated variable. For instance, %% in the
salutation of the email returns the value of variable greeting if there exists a
value of such a variable for the target; otherwise, the default salutation Hello is
used when instantiating the template.
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Fig. 3. Email template and its instantiation

It is worth noting that variables along with conditions provide features similar
to conditional blocks. In fact, the same set of conditions linked to a certain
variable can be also implemented using a series of nested blocks. The choice
to introduce variables is twofold. The first reason is that defining conditions
as part of a variable allows a more compact and readable template, since long
conditions can be included by only inserting a reference to that variable in the
text. The second reason is to enable the reusability of customizable text: the
same conditions, if defined through a variable, can be used multiple times in the
same template or in different templates.

Implementation: We extended Gophish to support the specification of highly
customizable email templates as described above and their instantiation with
targets’ information. To this end, we changed the front-end and back-end and
created additional tables in the database to store target information. In the
database, we added two tables to expand the type of target information that
can be stored: fields and target fields. The first table represents a conceptual
extension of table targets already existing in Gophish. We decided to not directly
modify the original table of Gophish because the approach adopted by Gophish
requires to specify all target fields of interests, which may vary from campaign to
campaign. Instead, we adopted a more flexible and extensible approach in which
table fields stores the target fields of interest and table target fields is used to link
a field to the corresponding value for a specific target. We also added tables vari-
ables and conditions to store variables and conditions respectively. These tables
follows the same logic underlying tables fields and target fields.
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Fig. 4. Configuration of victim information and variables in our Gophish extension

We have also extended the GUI of Gophish to add and configure victim
information and variables. Our extension of Gophish provides two new sections in
the navbar, called Fields & Values and Variables & Conditions (Figs. 4a and b).
The first section is used to insert, modify and delete target fields. Moreover,
it allows inserting and editing the values of target fields for each target. The
Variables & Conditions section allows the user to create and edit variables along
with the associated conditions. To facilitate the insertion of target information,
we developed a CSV analyzer that allows automatically inserting the targets
along with their target fields and corresponding values at once into the database.

Figure 5 shows the campaign preparation and launch process supported by
our extension of Gophish. In the preparation phase, targets’ information and
the email template are provided to the server, which store them in the database.
Whenever a campaign is launched, the back-end generates and sends the phish-
ing emails to the selected targets. To this end, the back-end retrieves the email
template configured for the campaign along with the relative references and, for
each target, prepares an email instance by setting all required parameters like
destination email address, subject, attachments, etc. Moreover, for every target,
the template is parsed to instantiate the references. For each reference, the back-
end determines whether the reference is a target field (and, therefore, retrieves
the value for the target from the database) or a variable (and, therefore, retrieves
the associated conditions and determine which one applies to the target). Refer-
ences are replaced with the corresponding portion of text, generating the body
of the email for the current target. Once the emails for all targets have been gen-
erated, the back-end sends them, each to the corresponding destination email
address.
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Fig. 5. Campaign preparation and launch process. Target information is stored in the
database along with the email template and variables. For each target, this information is
retrieved to instantiate the template by replacing the references, before sending the email.

3.2 Domain Selection

To increase the credibility of a phishing attack, it is also important that the
email address from which the email is sent and the phishing website look legit
and authentic to the victim, e.g. the domain name is aligned with the pretext
[20]. To this end, an attacker might have to impersonate a legitimate domain
or service. However, domain spoofing is not always possible as many compa-
nies and email providers have started employing sophisticated countermeasures,
especially to guarantee the authentication of the email sender [11]. This is typi-
cally achieved through different protocols. Among them, the most important is
DMARC [15], a mechanism for policy distribution that enables handling mes-
sages that fail authentication checks. DMARC allows an organization to publish
a policy defining its email authentication practices and provides instructions
to the receiving mail server on how the policy should be enforced in case the
security checks fail. The policy can be set to none (to consider the email any-
way), quarantine (to accept it but move it, e.g., in the spam folder) or reject (to
discard completely the email, avoiding the end-user sees it). The choice of the
domain name, thus, depends on the ability of an attacker to spoof the desired
domain. Next, we present our approach to automatize the choice of the sender
email address along with the underling mental process (Fig. 6).

First, we check if the domain owner has configured the DMARC record for its
email server. If the DMARC record is present and the policy is set to none, we
can directly configure the From: field of the email header using an email address
from that domain, since with high probability the receiver will ignore any failure
of the authentication test. Otherwise, if the DMARC record is not present (or
its policy is set to quarantine or reject), we have to find an alternative domain
resembling the name of the target domain.
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Fig. 6. Mental process to automatize the choice of the sender email address

Potential domain names can be generated using a wide range of existing
domain fuzzing algorithms to create fake URLs resembling the original one, based
on the several types of modifications [4,19], like adding, replacing and remov-
ing characters, typosquatting, etc. For example, domain names grnail.com or
gmai1.com can be used to deceive a victim to believe the email came from a
gmail.com account. The resulting domain names should be checked to deter-
mine if they correspond to registered domains, in which case the presence of the
DMARC record along with the associated policy should be verified (see above),
or if they correspond to unregistered domains. In the latter case the domain can
be used both as sender email address and to host the landing page.

Implementation: We created a bash script to support the selection of the phishing
domain name and sending profile. The script takes the target domain name
as input and checks the DMARC record of that domain. The check is done
by querying the DNS using nslookup [3], a command-line tool used to obtain
domain name or IP address mapping, or other DNS records.

Domain names resembling the target domain are generated using dnstwist
[1]. dnstwist is an open source tool developed to find similar-looking domains
that adversaries can use to attack a target, exploiting domain fuzzing algorithms.
The user can decide to display all domains, only registered domains or only unreg-
istered domains along with their DMARC record (if any). To this end, for each
domain name, the script checks if the domain name is registered, the presence
of its DMARC record and, if possible, the associated policy (as described above
for the target domain).

We tested our script using linkedin.com as the target domain. This domain
has a DMARC record with policy set to reject. Therefore, the script retrieves
plausible domains that can be used as the email sender as it cannot be spoofed.
Table 3 shows an excerpt of the domain names returned by dnstwist along
with the type of modification and DMARC record (if any). Among them,
linkedlm.com appears to be the most suitable domain to be spoofed as its
DMARC record is set to none.
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Table 3. Analysis of domain names resembling linkedin.com

Domain name Modification Type DMARC

linkedin.com – registered reject

linkedinc.com Addition registered reject

lynkedin.com Bitsquatting registered reject

linkedlm.com Homoglyph registered none

l-inkedin.com Hyphenation registered quarantine

linkledin.com Insertion registered –

lonkedin.com Replacement registered reject

lenkedin.com Vowel-swap registered reject

linkdin.com Omission unregistered –

llinkedin.com Repetition unregistered –

linked.in.com Subdomain unregistered –

linkeidn.com Transposition unregistered –

4 A Case Study Application to Oliveira et al.

Even if OSINT information about the victims is available, the execution of a
targeted security awareness campaign requires automatizing the instantiation
of the phishing email template with such information for a large number of
subjects. To show how this problem can be tacked, in this section, we illustrate
an application of our framework for email customization (cf. Sect. 3.1) by giving a
concrete example of how it can be used to improve the credibility of the phishing
emails employed by Oliveira et al. [18] in their study on the susceptibility to spear
phishing. We chose this study because it provides a well-designed experiment
focusing on spear phishing.

4.1 Scenario Limitation of Previous Studies and Research Gap

Oliveira et al. [18] conducted a field experiment to study how different princi-
ples of influences (also called weapons of influence) and life domains affect the
susceptibility to spear phishing emails, operationalized as the clicking on the
link provided in the phishing emails. Their research questions focus on which
weapons and life domains are more effective, and how the susceptibility varies
with respect to age and gender. To address these questions, Oliveira and col-
leagues designed an experiment involving 158 Internet users recruited from the
North Central Florida area. Every participant received 21 spear phishing emails
over the course of the study, each email exploiting a different weapon and ‘life
domain’. To increase email credibility, the authors also included information
(e.g., events, context) related to the targeted geographic area (e.g., city, coun-
try). Participants were partitioned in four groups, each participant in a group
receiving the same 21 emails; a total of 84 spear phishing emails were used for
the experiment.
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Fig. 7. Commitment and Ideological template and our modifications

Whereas the study is very well designed and executed, it also acknowledges
a number of limitations that might have impacted the experimental findings,
especially related to the credibility of the emails [18, ‘Limitations of the Study
Design’, p. 6420]:

“[. . . ] our emails controlled for a variety of confounding factors that could
have influenced attack effectiveness [. . . ] such as bad grammar and spelling,
established on line domains, and lack of specificity to the victim’s inter-
ests.”

Our case study application showcases how the lack of specificity to user profiles
could have been effectively tackled by our toolkit. In particular, we show how our
solution can be used to generate several email variants from the same email tem-
plate, each variant specifically targeting a certain victim based her characteristics.

4.2 Improved Experiment Design

To analyse the benefits that our tool could have provided to their experi-
ment design, we present as an example three of the seven original emails
reported in [18], namely Commitment and Ideological, Liking and Security
and Reciprocation and Social, and modified them to exploit the available
(OSINT) information on the targets.

Next, we describe in detail the modifications to the Commitment and
Ideological template, exploring how target fields and variables can be used
to exploit a large range of target information for the automatic generation of
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Table 4. Target fields in the Commitment and Ideological template

Target field Description

interest The interests of the target based,
for instance, on what he posted on
social networks

country The country where the target lives

phishing emails tailored to each target. For each variable, the last condition
represent the default value, so that if target information is not available, the
instantiated email is the same as the original template presented in [18]. The
other two templates are presented and discussed in the Appendix.

Commitment and Ideological: The Commitment and Ideological template
proposed in [18] refers to a particular fact of interest, namely animal abuse,
where a given non-profit organization asks the target to commit with a signature
(Fig. 7a). We enhanced it by allowing the attacker/analyst to select the pretext
automatically based on the specific interests of the target (Fig. 7b), throughout
the variables abuse-type, abuse-claim and abuse-sbj (Table 5).

This allows the analyst to automatically generate well-tailored emails that
directly connect to the victim’s personal interests and preferences, as opposed to
having to rely to a generalistic pretext that will resonate differently with different
victims (therefore not mimicking the capabilities of a real attacker). The name of
the organization (org-name), thenumber of signatures collected (sig-number) and
additional facts on the topic (statistics) are instantiated based on the specific
pretext, thus maintaining consistency throughout the email. These modifications
are based on target field interest, which can be retrieved in the OSINT phase by
observing, for instance, the posts that the victim has published on social networks
(for example, on animal rights or environmental issues, cf. Tables 4 and 5). Target
field country, if the field is available for the target, is instantiated to the country of
the victim, thus helping relate the pretext to the target. The use of this field allows
the analyst/attacker to personalize the attack to victims from different countries
(e.g., for a large organization with departments spanning several countries) with-
out the need to create a new email template for each country, which on the other
hand would have been the case in the original experiment design of Oliveira. It is
worth noting that if target information (interest and country) is not available,
the generated email is the same as the template proposed in [18] (default options in
Table 5). This assures that, even if there is no available information relevant to that
pretext for a victim, the delivered email is still consistent and meaningful. Alterna-
tively, this setup could be used to create control conditions in an experiment for the
participants that receive no treatment.

4.3 Discussion

The final email can vary based on the different values of just one target field
(that may influence all the other variables), like for templates Commitment and
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Table 5. Variables & Conditions for the Commitment and Ideological template

Variable Condition Value

abuse-type interest == “vaccines” disinformation about vaccines

interest == “climate” climate change

true (default) animal abuse

statistics interest == “vaccines” Autism in children has been proved to
be not related to the use of vaccines
as claimed by no-vax people

interest == “climate” Damages caused by climate change
are increasing significantly over the
past years

true (default) 3 out of 10 domestic animals in the US
are currently abused by their owners

org-name interest == “vaccines” VaxInfo

abuse == “climate” WorldLove

true (default) PetLove

abuse-claim interest == “vaccines” disseminating scientific information
about vaccines

interest == “climate” research in new technologies with low
environmental impact

true (default) shelters that take in abused pets

abuse-sbj interest == “vaccines” this disinformation about vaccines

interest == “climate” the age of fossil fuels

true (default) this unfair treatment of our beloved
pets

sig-number interest == “vaccines” 10,000

interest == “climate” 20,000

true (default) 15,000

petition interest == “vaccines” support the dissemination of scientific
information about vaccines

interest == “climate” increase national funding for green
technology projects

true (default) help these animals have the future
they deserve

Ideological (Fig. 7) and Reciprocation and Social (Fig. 9). Even in these
cases, we decided to use a generic template instead of preparing three different
versions; this is for two main reasons. One is the fact that in every template
there is always at least one reference to a target field, which could take on any
value based on the information of each target; therefore, we have to keep the
template abstract. The second is that, in a campaign, it is much easier for the
social engineer to prepare just one template that enhances the right scenario
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automatically, instead of finding a way to understand which is the best version
to send to each single target.

Another important benefit that our tool could enable in such an experiment
design is in the way life domains are chosen. In the original paper by Oliveira
et al., indeed, only six life domains have been considered, and linked manually
to different weapons to create completely different scenarios. By contrast, in
an alternative design implementing our solution the experimenter could have
created seven templates only, one for each principle of influence; based on the
available target information, each template could then be automatically enriched
with the assigned ‘life domain’ for that victim. This enrichment would be on a
target-base, and implemented through variables and conditions.

The scalability enabled by the presented solution allows analysts and train-
ers to design and implement highly-targeted social engineering attacks that can
employ state-of-the-art attack techniques against users at large. Whereas the
attacker will strike by targeting a handful of employees only, the organization
must prepare all (or most) of its employees to the possibility of receiving a tar-
geted attack. The presented toolkit significantly decreases the competitive disad-
vantage that organizations have in this setting, by allowing them to effectively
mimic what an attacker would have to do for their specific targets, without
having to manually engineering an attack for each employee in the campaign.
Further, the collection of OSINT information has limited ethical constraints,
and the same information can be re-used across multiple campaigns to enable
completely new, yet still highly-targeted, phishing training campaigns.

5 Conclusion

In this paper, we presented a toolkit to support organizations in offering their
employees security awareness training against tailored phishing attacks. Our
toolkit is built on top of Gophish, a widely used open-source framework to test
organizations’ security awareness and exposure to phishing, and extends such
framework to enable the specification and instantiation of highly customizable
phishing email templates along with a procedure for the selection of the phishing
domain. We have demonstrated the toolkit by showing how it can be used to
address the limitations in the experiment design presented in [18]. We plan to
use the toolkit to conduct field experiments to test the effectiveness of tailored
phishing. We also plan to extend the toolkit to support the OSINT phase, thus
providing the complete pipeline for the execution of tailored phishing campaigns.

A Phishing Email Templates

A.1 Liking and Security Template

The Liking and Security template aims to exploit the liking principle by let-
ting the target believe that the email sender is someone like the victim. Figure 8a
presents the template proposed by Olivera et al. [18] for their experiment and
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Fig. 8. Liking and Security template and our modification

Table 6. Target fields in the Liking and Security template

Target field Description

gender The gender of the target

american-spelling Based on if the country of the victim
is USA, easy to know. If yes, that field
should be set to true, the conditional
block of the template understands
whether to use American spelling or
British English

neighbourhood The neighbourhood of the target

owns What the target owns (a car, a shop,
etc.). This field can be derived, for
instance, by observing the photos
posted on the social networks by the
target

Fig. 8b shows how the template can be enhanced to exploit target information.
In particular, we have enhanced the template in [18] to strengthen the liking
weapon and to avoid possible mismatches between the spelling used in the email
and the one typically used by the target, which may raise suspicion in the target.

To emulate the spelling typically used by the victim, we use target field
american-spelling to determine, for instance, from the country of the target
and from previous communications that the target had, whether he usually com-
municates in American English or not, and, based on this field, customize the
email using the proper spelling (e.g., neighbor vs. neighbour). We also use vari-
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Table 7. Variables & Conditions for the Liking and Security template

Variable Condition Value

fake-name gender == “male” Dan

gender == “female” Lucy

true (default) Mel

break-into owns == “shop” shops

owns == “car” cars

true (default) homes or cars

incident-event owns == “shop” (for example, when three people
destroyed the entire grocery last
year in our street)

owns == “car” (for example, many years ago 10
cars were stolen in our street)

true (default) (empty text)

able fake-name to choose a name for the email sender that reflects the gender
of the target, as it has been shown that people are more inclined to respond
to persons of the same gender [6]. If the gender of the victim is unknown, a
gender-neutral name is used for the sender (default option in Table 7). Other
target fields (Table 6) and variables (Table 7) are used to customize the email
based on information about the target. For instance, variable break-into and
incident-event are used to customize the pretext based on the target field own.

A.2 Reciprocation and Social Template

The Reciprocation and Social template aims to trigger a reciprocation feeling
in the target by promising to donate a given amount of money to promote a par-
ticular product. Figure 9a presents the template proposed by Olivera et al. [18]
for their experiment and Fig. 9b shows how the template can be enhanced to
exploit target information. As for the Commitment and Ideological template
(Fig. 7), the pretext and relative variables (see Table 9) are instantiated based on
the interest (see Table 8) of the target (which objects he is interested in), so
that he is more inclined to click the link in order to know more details. In partic-
ular, award is the amount of money donated to the target, obj-bought is what
he can buy with that donation, donated-by is the organization who provided the
award, org-claim is the purpose of the organization and award-application
describes the shops where the target can use the donation, based on the prod-
uct promoted. This way, the email template is instantiated automatically based
on the value of target field interest. Additional target information (address,
email, region in Table 8) are used to increase the credibility of the generated
phishing email.
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Fig. 9. Template Reciprocation and Social and our modification

Table 8. Target fields in the Reciprocation and Social template

Target field Description

interest The interests of the target, based
on what he/she published in social
networks

address The address where the target lives

email E-mail address of the target

region The region (state, province, etc.)
where the target lives

Table 9. Variables & Conditions for the Reciprocation and Social template

Variable Condition Value

award interest == “smartphone” $40

interest == “cycling” $50

true (default) $20

obj-bought interest == “smartphone” Wiko smartphone

interest == “cycling” electric bicycle

true (default) edible goods

donated-by interest == “smartphone” EUTech

interest == “cycling” EcoLife

true (default) APPLES Co.

org-claim interest == “smartphone” european technologies

interest == “cycling” eco-friendly vehicles

true (default) organic food

award-application interest == “smartphone” any electronics store

interest == “cycling” any local shop

true (default) any local grocery supermarket
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Abstract. Source camera identification is used in legal applications
involving cybercrime, terrorism, pornography, etc. It is a digital forensic
way to map the image to its authentic source. In today’s digital era online
social networks have become a great source of image transmission as well
as mapping of the OSNs images to its source device has become difficult
due to its implicit compression technique and altering of metadata. In
this paper, we propose a deep learning model for SCI, on images down-
loaded from Facebook, and Whatsapp. We adapt the ResNet50 network
and add our own layer head to fine-tune the model for the classification
of source cameras of OSNs compressed images. It can be seen by observ-
ing the experimental results that the proposed technique addresses the
results efficiently for images downloaded from OSNs.

Keywords: Deep learning · Online social networks (OSNs) ·
ResNet50 · Source camera identification (SCI) · Transfer learning

1 Introduction

Source camera identification is a digital forensic problem of mapping images to
their source devices. In today’s digital era almost everybody uses social networks
such as Facebook, Whatsapp, etc. to share images. Each such OSN uses an
inherent compressor to compress the images before upload, hence reducing their
quality and eliminating their metadata. Generally, mapping of images to their
sources, are hindered due to such compressions in OSNs (see Fig. 1).

For source camera identification, many approaches have been proposed in the
past. The pioneering among those being the fingerprint-based source identifica-
tion techniques proposed by Lukas et al. [2], Chen et al. [7], Zeng et al. [8]. How-
ever, due to the recent advancements in counter forensics [3,4], the fingerprint-
based source identification methods have become highly vulnerable, especially
to source anonymization attacks on digital images. The other class of source
identification techniques is feature-based, which include the methods proposed
by Kharrazi et al. [1], and Sameer et al. [9] to mention a few. Such techniques are
comparatively much more robust towards present-day counter-forensic attacks.
c© Springer Nature Switzerland AG 2020
S. Kanhere et al. (Eds.): ICISS 2020, LNCS 12553, pp. 160–166, 2020.
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Fig. 1. Image source attribution

In this paper, we propose a deep learning CNN model for image source mapping.
The proposed model achieves an average accuracy of over 97%. The results have
been compared with the state-of-the-art.

Rest of the paper is organized as follows. In Sect. 2, we present the proposed
deep learning network. In Sect. 3, we present our experimental set-up, perfor-
mance evaluation results and related discussions. In Sect. 4, we conclude the
work with future research directions.

2 Proposed Deep Learning Model for Source Camera
Identification of OSN Compressed Images

In this work, we propose a deep learning based classification model to identify
the source device of the OSN compressed images. We train the model using
the images of the Vision dataset [5]. In order to improve the performance and
due to comparatively less number of images per device, transfer learning is used
in the proposed deep learning model. We have used the pre-trained model of
ResNet50 [6] and then fine-tuned to perform source identification.

Transfer learning is a machine learning technique where the knowledge gained
from solving a task is reused to solve another related task. To fine-tune the
model, the last predicting layer of the pre-trained model is altered with the new
predicting layers specific to the target data. Initial lower layers of the network
learn very generic features from the pre-trained model and the weights of these
layers are made frozen and not updated during training whereas the higher layers
are used to learn task-specific features and trained.

2.1 Network Architecture

Here, we adapt the ResNet50 [6] network for the classification of source cameras
of OSNs compressed images. Unlike traditional sequential network architectures,
ResNet is built out something called residual block - skip connections which
allows to take the activation from one layer and suddenly feed to another layer
even much deeper in the neural network. ResNet [6] is a form of “exotic archi-
tecture” with micro-architecture modules also known as “network-in-network
architecture”. These micro architectures collectively lead to the entire network.
The network consists of 50 layers. This has been depicted in Fig. 2. In order to
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fine-tune the network, the output of the base model is passed to our own newly
created layer head consisting of a global average pooling layer, two fully con-
nected layers (fc-1 & fc-2, having 512 and 256 neurons respectively, with ReLU
activation function and dropout during learning to overcome the overfitting) and
finally a softmax layer to perform classification.

Fig. 2. Proposed deep network architecture
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Fig. 3. True positive rate and loss plot wrt epochs

2.2 Network Parameters

Here, we have used Adam optimizer as optimization algorithm and categorical
cross-entropy as loss function. This loss function is used when there is single label
categorization that is the output can belong to one class only. The cross-entropy
function can be mathematically modelled as follows:

Cross− entropy = −
M∑

c=1

yo,c log(po,c) (1)

where, M is the total number of classes, y is the binary indicator (0 or 1) indicat-
ing whether or not, the class lebel c is the correct classification for observation
o, and p is the predicted probability that observation o belongs to class c.

3 Experiments, Results and Discussion

In this section, first we explain the experimental setup, then the performance of
our model followed by comparison of our proposed model with state-of-the-art.

3.1 Experimental Setup

For the evaluation of the experiments, we use images from Vision dataset [5].
The dataset consists of images captured from 35 smartphones/tablets belonging
to 11 different brands. The native images were shared through Facebook, in
both high (FBH) and low (FBL) quality, and through Whatsapp (WA). For this
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work, we conduct our experiments on 5 different mobile devices, 150 images per
device for each category (FBH, FBL, WA), listed in Table 1. We divide the train
and validation set into a ratio of 80:20. All results presented here are on the
validation set. All the experiments are performed on Google Colab and Keras is
used to implement the deep learning API.

Table 1. Our dataset.

Device Original image
resolution

Facebook high
resolution

Facebook low
resolution

Whatsapp
resolution

Apple iPhone 5 3264 × 2448 1536 × 2048 720 × 960 960 × 1280

Samsung Galaxy S3 3264 × 2448 2048 × 1536 960 × 720 1280 × 960

Redmi Note 3 4608 × 2592 2048 × 1152 1152 × 648 1280 × 720

Samsung Galaxy S5 5312 × 2988 2048 × 1152 1328 × 747 1280 × 720

Sony Xperia Z1 5248 × 3936 2048 × 1536 1312 × 984 1280 × 960

3.2 Performance Evaluation

In this work, we have used a batch size of 64 and hence it takes N/64 iterations
to complete an epoch, where N is the total number of training images. The image
block size is chosen as 512× 512 and we have evaluated the model for 25 epochs
for FBH and WA images and 20 epochs for FBL images.

We compute the accuracy, F1-score, precision, and recall in terms of the
numbers of True Positive (a true positive is an outcome where the model correctly
predicts the positive class), True Negative (a true negative is an outcome where
the model correctly predicts the negative class), False Positive (a false positive
is an outcome where the model incorrectly predicts the positive class), and False
Negative (a false negative is an outcome where the model incorrectly predicts
the negative class). Table 2 depicts the accuracy, loss, F1-score, precision, and
recall for each category of OSN compressed images.

Figure 3 shows the train and validation True Positive Rate (TPR) with
respect to number of epochs, and loss with respect to number of epochs for
Facebook high (FBH) and low (FBL) resolution, and Whatsapp (WA) respec-
tively.

Table 2. Experimental result.

Image category Accuracy Loss F1-score Precision Recall

FBH 97.06% 0.3314 0.9267 0.9267 0.9267

FBL 96.26% 0.4466 0.9067 0.9067 0.9067

WA 96.26% 0.2963 0.9067 0.9067 0.9067
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3.3 Comparison

We compare the performance of the proposed deep learning model for Face-
book and Whatsapp images source classification, with the state-of-the-art. The
results of the comparison are presented in Table 3. We observe that the CAGIF
technique [8] is able to classify the image sources with an accuracy of 87.36%,
81.04% and 87.2%, respectively for FBH, FBL, and WA. The state-of-the-art
PRNU based fingerprinting technique [7] also suffers due to the compression
caused by OSN upload; its source detection accuracy is only 78.31% in the case
of FBH. The recent deep learning based model [9] produced a classification accu-
racy of 94.93% for FBH on our dataset compared to an accuracy of 97.06% by
the proposed approach.

Table 3. Performance comparison of proposed method with state–of–the–art.

Camera model
identification
method

FBH
accuracy (%)

FBL
accuracy (%)

WA
accuracy (%)

PRNU [7] 78.31 79.35 87.08

CAGIF [8] 87.36 81.04 87.2

Sameer et al. [9] 94.93 94.53 94.13

Proposed model 97.06 96.26 96.26

4 Conclusion and Future Work

Source Camera Identification of OSN images is the need of the hour and a chal-
lenging task. Due to manipulation of images and compression by OSNs and the
advancement of counter forensic, the fingerprint based technique is vulnerable
and shows inaccuracy in mapping the OSN images.

In this work, we address the problem of source camera identification for OSN
compressed smartphone images, and propose a deep network architecture to
address the above problem. The experimental results depict a significant perfor-
mance of the proposed method in comparison to the state–of–the–art. Further,
we would like to test the robustness of the proposed model to various other online
social networks, including Twitter and Instagram and for the images compressed
by other tools or softwares as our future research.
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Abstract. A (k, L, n) ramp secret sharing scheme allows a dealer to
share a secret vector with a lesser share size compared to threshold secret
sharing schemes. In this work, we formalize the definition of cheating in
ramp secret sharing schemes and propose two constructions. The pro-
posed constructions of ramp secret sharing scheme are capable of cheat-
ing detection even if n−1 out of n participants conspire against the single
honest participant and try to convince him of a valid but incorrect secret.
This is the strongest possible adversarial setup known as the CDVn−1

model of cheating. Moreover, we consider arbitrary secret distribution
on the space of secrets. To the best of our knowledge, we are the first
to address cheating in ramp setup against n− 1 cheaters. Both the con-
structions proposed in this work are optimal cheating resilient against a
centralized adversary with unbounded computational resources.

Keywords: Information theoretic security · Secret sharing ·
Detection · Optimal cheating resiliency

1 Introduction

Introduced by Shamir and Blakley independently in [50] and [9], secret sharing
is a very well studied, as well as practically implemented, primitive. Due to its
ample applications in secure multiparty computation [8,16,27], threshold cryp-
tography [21,25], private information retrieval [19,28] and many other primitives,
secret sharing has gained humongous popularity in the past four decades.

The problem dealt in secret sharing was to ‘share’ a piece of information
into n shares in a way that certain shares together qualify to recover the secret
c© Springer Nature Switzerland AG 2020
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whereas other combinations of shares are forbidden. A subset A ∈ 2P , where 2P

denotes the power set of the set of participants P, is said to be qualified if the
participants in A are able to pool their shares of the secret s and determine s
completely and uniquely from that. A subset A ∈ 2P is said to be forbidden if
they can gain no more information about ‘s’ than what they already know from
the probability distribution of the space of potential secrets. A secret sharing
scheme consists of a share generation protocol ShareGen and a reconstruction
protocol Reconst. An impartial party, called Dealer, invokes the ShareGen pro-
tocol and is assumed to behave honestly. Dishonest dealers exist in literature
and are usually considered in a costlier variant of secret sharing called Verifiable
Secret Sharing [47]. Since, ramp secret sharing schemes mainly aim towards cost
cutting in share distribution, we consider honest dealers only. Reconst protocol is
initiated by a few (or all, depending on the context) reconstructing participants
in absence of the dealer to recover the shared information.

Shamir introduced threshold secret sharing in [50]. Shamir’s secret sharing
scheme, though being a remarkable concept, was not secure against active adver-
saries who may modify their shares during reconstruction of secrets. This might
lead to the reconstruction of a false secret and honest participants could easily
be duped. Tompa and Woll [51] resolved this matter by introducing a rela-
tively smaller secret space inside the underlying field of secret sharing. Cheat-
ing in secret sharing has been, since then, addressed in many other works
[1,4,13,14,23,38,39,41,46,48,49].

Ramp Secret Sharing Schemes [10,33,42,53]. These are practical cost effi-
cient versions of usual secret sharing schemes with a reasonable trade-off in
security. Yamamoto [53] introduced (k, L, n) ramp secret sharing schemes which
are able to share an information X so that every shareholder receives a sub-
information of size 1/L of the original information which is why ramp schemes are
very efficient. The privacy threshold and reconstruction threshold in this scheme
are k −L and k respectively, i.e. there is a nontrivial gap between the thresholds
which captures the flavour of ramp secret sharing schemes. However, if k − t
shareholders (1 ≤ t ≤ L−1) pool their subinformations, they may gain informa-
tion about the information shared with an ambiguity of (t/L)H(X). Blundo et
al. shared multiple secrets via ramp schemes in [12]. Okada and Kurosawa [43],
and Blundo et al. [11] derived lower bounds for size of shares (subinformations).
Ogata and Kurosawa [40] gave necessary and sufficient condition on the exis-
tence of ramp secret sharing scheme along with a construction attain both the
combinatorial type bound and an entropy type bound that they provide. They
also introduced verifiable ramp secret sharing scheme. Crescenzo [20] gave tight
bounds for multi secret sharing scheme. A ramp secret sharing scheme is either
strong or weak, where strong ramp secret sharing schemes do not leak any explicit
information about the secret even if there is some information leakage due to
some forbidden shares, whereas the latter makes no such promise. Iwamoto and
Yamamoto [29] showed that given a secret sharing scheme on general access
structure, a strong ramp secret sharing scheme can always be constructed. They
also showed that Shamir [50] based threshold ramp secret sharing schemes are
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not always strong. In terms of linearity, ramp secret sharing scheme can be either
linear or nonlinear. Yoshida and Fujiwara [54] provided efficient construction for
nonlinear function ramp threshold secret sharing scheme where H(Vi) < H(S).
Chen et al. [17] introduced construction of strongly multiplicative ramp schemes
from high degree rational points on algebraic curves. Strong security of McEliece
and Sarwate [33] and Chen et al. [17] ramp schemes were proved in [37] and [32]
respectively. Chen et al. [18] gave constructions for multiplicative and strongly
multiplicative linear ramp secret sharing schemes. Zhang and Matsumoto [55]
introduced quantum strongly secure ramp secret sharing schemes. Nakamura et
al. [35,36] constructed (k, L, n) ramp secret sharing schemes prohibiting sub-
stitution and impersonation attacks with number of forged shares a satisfying
1 ≤ a ≤ k − 1. Asymptotic behaviour of partial leakage and partial reconstruc-
tion of ramp secret sharing schemes is studied by Geil et al. in [26]. Evolving
ramp secret sharing schemes were studied in [6,7]. Cascudo et al. [15] improved
bounds on threshold gap in ramp secret sharing schemes. Lin et al. [31] intro-
duced threshold changeable ramp secret sharing schemes. Agematsu and Obana
[3] modified the verification function of [36] to obtain (almost) optimal results for
(2, 2, n) ramp secret sharing schemes where the authors use the product of the
two secrets as a verification function. However this verification function cannot
be used to any arbitrary ramp secret sharing scheme. Pramanik and Adhikari
introduced cheater identifiable ramp secret sharing schemes in [44].

1.1 Our Contribution

In this work, we introduce ramp secret sharing schemes capable of sharing a
secret vector secure against at most n − 1 cheaters, which is an improvement
to [35], [36] and [3] defending only up to k − 1 cheaters. Moreover, both the
schemes that we present are in the so called CDV n−1model of threshold secret
sharing [4] in which the adversary (who controls n−1 participants) may learn the
secret(s), making it the strongest cheating model and hence, our constructions
are optimally cheating resilient. In addition, to the best of our knowledge, this is
the first work to consider arbitrary distribution of secrets, as opposed to uniform
distribution of secrets considered in the OKS model [41] in all the ramp secret
sharing schemes with cheating detection [3,35,36]. To elaborate, in CDV n−1

model, the cheaters know the secret(s) being shared, resulting in a bias which
they may try to use to force the honest participant to recover a false but valid
secret. To be specific, we have the following results (the results are formally
presented with with proofs in Theorems 1 and 2 respectively).

Result 1 (Informal). There exists a (k, k + l, n) ramp secret sharing scheme
which is able to detect cheating, by a coalition of up to n − 1 computation-
ally unbounded participants who may know the secrets beforehand, except for
a negligible probability ≤ (Dl−1)(k+l−1)

p−(l+n−1) ; share size of the ith participant is

|S|2/l >
(
l + n − 1 + (Dl−1)(k+l−1)

ε

)2/l

, i = 1, 2, . . . , n.
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Result 2 (Informal). There exists a (k, k + l, n) ramp secret sharing scheme
which is able to detect cheating, by a coalition of up to n − 1 computation-
ally unbounded participants who may know the secrets beforehand, except for a
negligible probability ≤ (k+l−1)

p−(l+n−1) ; share size of the ith participant is |S|3/l >
(
l + n − 1 + k+l−1

ε

)3/l
, i = 1, 2, . . . , n.

Both the constructions are efficient. We summarize the results in Table 1.

Table 1. Comparison Table for cheating detectable (k, L, n)-ramp secret sharing
schemes

Scheme #(Cheaters) Distribution on Secret Space Cheating Model

[35] < k Uniform OKS

[36] < k Uniform OKS

[3] < k Uniform OKS

Proposed < n Arbitrary CDVn−1

Proposed < n Arbitrary CDVn−1

Organization of the Paper: In this work, we give constructions for two cheating
detectable secret sharing schemes in ramp setup. A brief summary of ramp secret
sharing schemes and a few relevant results are given in Sect. 2.1. In Sect. 3, we
formalize the definition of cheating in ramp setup through a game between a
centralized adversary controlling up to n − 1 cheaters and the challenger. We
give a construction for ramp secret sharing scheme capable of cheating detec-
tion in Sect. 3.1. This construction achieves a share size |Vi| = |S|2/l. This is
the first scheme, to the best of our knowledge, that addresses cheating detection
in the CDV n−1 model with arbitrary secret distribution in ramp setup which
means our scheme attains optimal cheater resiliency. In Sect. 3.2, we give another
construction for the same with share size |Vi| = |S|3/l. We then discuss the para-
metric restrictions under which either scheme performs better than the other in
Sect. 3.3. Finally, in Sect. 4, we leave a few open problems.

Notation: Throughout the manuscript, we shall loosely use the notation [n] to
denote the set of indices {1, 2, . . . , n} or the set of participants {P1, P2, . . . , Pn},
wherever these do not conflict.

2 Preliminaries

Let us begin with a few relevant definitions and results first.
An access structure consists of precisely the combination of participants who

have access to the secret. A secret sharing scheme consists of two protocols,
namely, a share generation protocol called ShareGen, and a reconstruction pro-
tocol, called Reconst. Given a secret s ∈ S and an access structure Γ on the set
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of participants P, let Π be a secret sharing scheme realizing Γ. A share vi for
the i-th participant Pi (i = 1, 2, . . . , n) is an encoding of the secret which, when
accumulated with other shares from a qualified set, can obtain the secret back,
whereas accumulation with participants from a forbidden subset yields nothing
that the probability distribution of the secret does not already convey. In other
words, joint distribution of shares of different secrets are indistinguishable for
forbidden set of participants.

The formal definition of a perfect secret sharing scheme is as follows.

Definition 1 Secret Sharing Scheme [5]). A secret sharing scheme Π for an
access structure Γ consists of a pair of algorithms (ShareGen,Reconst). ShareGen
is a probabilistic algorithm that gets as input a secret m (from a domain of
secrets S) and number of parties n, and generates n shares (sh1, . . . , shn) ←−
ShareGen(m). Reconst is a deterministic algorithm that gets as input the shares
of a subset B of parties and outputs a string. The requirements for defining a
secret sharing scheme are as follow:

1. (Correctness) For every secret m ∈ S and every qualified set B ∈ Γ, it must
hold that Pr[Reconst({shi}i∈B , B) = m] = 1.

2. (Perfect Secrecy) For every forbidden set F /∈ Γ and for any two distinct
secrets m0 �= m1 in S, it must hold that following two distributions

{ShareGen(m0)i}i∈F and {ShareGen(m1)i}i∈F are identical.

In (k, n) threshold secret sharing [50], the dealer chooses a random polyno-
mial f(x) (from Fp[x]) of degree ≤ k − 1 with the secret to be shared as its
constant term. The ith participant (i ∈ [n]) is handed over f(i) as his share. It
immediately follows that any k shares are enough to recover the secret. On the
other hand, k − 1 or lesser number of shares can guess the secret with a prob-
ability bounded above by Pr[s ← S], which, also, is the probability of guessing
the secret with zero shares at disposal. All the computations are done in a field
of size p > n. Shamir’s construction for (k, n) threshold secret sharing can be
modified to share a secret vector with a reasonable loss in security but achieving
smaller share size than the secret size. We discuss this in the following section.
For the algebraic intrinsicalities involved in this paper, one may refer [2].

2.1 Ramp Secret Sharing

Ramp secret sharing schemes or nonperfect secret sharing schemes [10,33,42,53]
are a practical variant of usual threshold secret sharing schemes. What separates
ramp secret sharing schemes from usual threshold schemes is a ‘gap’ between
the privacy threshold (p) and reconstruction threshold (r). Also, nothing can be
said about those subsets with size between privacy threshold and reconstruction
threshold. As an interesting application of ramp secret sharing, a secret vector
can be shared in one go without overburdening the shares of participants [53].
However, there is a partial leakage of information in the ramp setup. A ramp
secret sharing scheme Ramp is also a two-parted protocol, namely, ShareGen
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(the share generation protocol) and Reconst (the secret reconstruction protocol).
Given two positive integers r, p with p � r, a ramp access structure consists of
three pairwise disjoint subsets Q,F , I ⊂ 2P such that:

1. Q � F � I = 2P .
2. (Qualified Sets) A ∈ Q, if |A| ≥ r; in this case, Pr[Reconst({shi}i∈A, A) =

m] = 1.
3. (Forbidden Sets) A ∈ F , if |A| ≤ p; in this case, Pr[Reconst({shi}i∈A, A) =

m] = Pr[m ← S], S being the secret space.
4. (Intermediate Sets) A ∈ I if p + 1 ≤ |A| ≤ r − 1; in this case, 1 �

Pr[Reconst({shi}i∈A, A) = m] � Pr[s ← S]

A (k, L, n) ramp secret sharing scheme Ramp = (ShareGen,Reconst) can be
formally defined as:

Definition 2 ((k, L, n) Ramp Secret Sharing). In a (k, L, n) ramp secret
sharing scheme Ramp = (ShareGen, Reconst) sharing secret s = (s0, s1, . . . , sl−1)
on a set of participants P of size n, qualified sets are of size L (= k+l) or larger;
forbidden sets are of size k or smaller. Formally, for a subset A of participants,

(i) Pr[Reconst({shi}i∈A, A) = (s0, s1, . . . , sl−1) | |A| ≥ L] = 1,
(ii) Pr[Reconst({shi}i∈A, A) = (s0, s1, . . . , sl−1) | |A| ≤ k] =

Pr[(s0, s1, . . . , sl−1) ← Sl],
(iii) Pr[Reconst({shi}i∈A, A) = (s0, s1, . . . , sl−1) | k + 1 ≤ |A| ≤ L − 1] =

|S||A|−k · Pr[(s0, s1, . . . , sl−1) ← Sl].

• A Construction of Ramp Secret Sharing Scheme [28]
We recall a ramp scheme from [28] which shares a secret vector in an

space efficient manner. The share generation algorithm ShareGen takes as inputs
s = (s0, s1, . . . , sl−1), number of participants n, thresholds k, L = k+l (≤ n) and
outputs a list of n shares v1, v2, . . . , vn. The reconstruction algorithm Reconst
takes m (≥ k + l) shares as input and outputs s′.

The following results follow immediately.

Proposition 1. Each participant receives a share of size p = |S|1/l.

Proposition 2. 1. On a collusion of k + l (reconstruction threshold) or more
participants, s is reconstructed with certainty, i.e. Pr[Reconst → s′ = s] = 1

but k (privacy threshold) or less participants guess s with a probability
1
pl
.

2. A collusion of k + j participants (j = 1, 2, . . . , l − 1) can guess the list of

secrets with a probability
1

pl−j
.

Proposition 3. The degree of freedom of the share generating polynomial is
k + l.
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Fig. 1. Ramp scheme from[28]

Note that, the properties described in Propositions 1, 2 and 3 are specific to the
ramp secret sharing scheme described above.

• An attack on the scheme described in Fig. 1: The scheme described
in Fig. 1 is not impervious to attack. In fact, a single cheating participant may,
should he choose, convince other reconstructing parties of an incorrect but valid
secret vector. Consider the following simple attack similar to [51] on a (2, 4, n)
ramp secret sharing scheme: Suppose the share generation polynomial F (x) =
a0 +a1x+a2x

2 +a3x
3 shares the secret vector (a0, a1). The cheating participant

Pi1 chooses an error polynomial Δ(x) = b0+b1x+b2x
2+b3x

3 such that Δ(αi2) =
Δ(αi3) = Δ(αi4) = 0 and Δ(0) = δ0, where δ0 is the error the cheater wishes to
induce into a0 and αi1 , αi2 , αi3 and αi4 respectively denote the IDs of the recon-
structing parties Pi1 , Pi2 , Pi3 and Pi4 . Using Lagrange’s interpolation [52], it fol-
lows that, Δ(x) = −(αi2αi3αi4)

−1δ0[x3 − (
∑

αij
)x2 + (

∑
αij

αik
)x − αi2αi3αi4 ].

Instead of submitting, his actual share F (αi1), Pi1 submits as his forged share
F (αi1) + Δ(αi1). Note that, by construction of Δ(x), it follows that, in spite
of other participants submitting their actual shares, they jointly reconstruct an
incorrect polynomial G(x) = F (x)+Δ(x). The reconstructed secrets in this case
would be (a′

0, a
′
1) = (a0 + δ0, a1 − {αi2αi3αi4}−1δ0{

∑
αij

αik
}).
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2.2 Cheating Model

Before beginning with cheating detection, let us fix the cheating model first.
There are two standard cheating models concerning secret sharing with cheating
detection, namely, the CDV model and the OKS model. The CDV model of
adversasrial setup, named after the authors of [14], allows the k − 1 cheaters to
have access to the secret(s), yet secures tampering attacks to the secrets, as long
as the cheaters don’t have any advantage guessing the honest participant’s share
from the collective information that they possess. The OKS model, named after
the authors of [41], does not aid the k − 1 cheaters with the secret(s). Later, in
[4], the author modified the former model to CDV n−1, which considers a single
participant to be honest only. This is a fairly strong model of cheating where a
single honest party is about to be cheated by n − 1 remaining participants who,
also, have access to the secret(s). [3,35,36] consider ramp secret sharing schemes
secure against OKS cheaters. In this paper, we consider the cheaters to be in
CDV n−1 model which is a much stronger adversarial setup.

3 Ramp Secret Sharing with Cheating Detection

The ramp secret sharing scheme described in Fig. 1 is not secure against active
adversaries who may modify shares before submission in the reconstruction
phase. With a very high probability, this might lead to the reconstruction of
an incorrect secret for honest participants whereas the cheater(s) get the cor-
rect secret. Let, s = (s0, s1, . . . , sl−1) denote the vector of original secret and
s′ = (s′

0, s
′
1, . . . , s

′
l−1) denote that of reconstructed secret due to cheating. Note

that, successful cheating occurs if s′ ∈ V l and s′ �= s, where V ⊆ S denotes the
sub-collection of valid secrets in the space S of secrets, where V is pre-defined
and fixed.

Modelling the Adversary: Suppose, A = (A1,A2) denotes a centralized
adversary who can choose and corrupt up to n − 1 out of the n participants
involved, where A1 and A2 are two probabilistic Turing machines. In other
words, A may choose whom he wishes to cheat and influence all the others.
We also assume that A knows the share generating polynomial F (x) but he
shall not know the share of the targeted honest participant. This is the most
powerful adversarial setup possible with n participants. Suppose there are k + l
participants available during reconstruction. A1 outputs k + l − 1 participants
(under his influence) out of the k + l participants and A2 outputs the honest
participant ik+l and modifies the shares of the others. We demonstrate the fol-
lowing game Game(Ramp,A) in Fig. 2 between the adversary and the scheme to
demonstrate the adversarial advantage.

Let us denote the cheating probability by ε(Ramp,A). Formally,

ε(Ramp,A) = Pr[Reconst({shi}i∈[k+l], [k + l]) = s′ | s′ ∈ V l ∧ s′ �= s].
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Fig. 2. Game between Ramp and A.

Definition 3 (Secure Ramp Secret Sharing Scheme). A ramp secret shar-
ing scheme Ramp = (ShareGen,Reconst) is called ε-secure with respect to
Game(Ramp,A), if ε(Ramp,A) ≤ ε, where A controls n − 1 cheaters.

We now present two constructions for ramp secret sharing capable of cheating
detection.

3.1 Construction - I

In this section, we propose a construction (Fig. 3) for cheating detectable (k, k +
l, n)-ramp secret sharing scheme. The cheating model is same as in Definition 3.
Let ε > 0. Suppose s0, s1, . . . , sl−1 ∈ V � Zp, where V = {0, 1, . . . ,D − 1}
denotes the valid secret range1 and Zp denotes the field of integers modulo p, p
being a prime number such that

p > l + n − 1 +
(Dl − 1)(k + l − 1)

ε
. (1)

If every reconstructed component s′
i ∈ V , then s′ = (s′

1, . . . , s
′
l−1) is accepted

to be a correct secret by an honest participant.

Theorem 1. The construction described in Fig. 3 admits an information the-
oretically secure ramp scheme with reconstruction threshold k + l and privacy
threshold k . Moreover, the scheme is able to detect cheating, except for a negli-
gible probability ε(Ramp,A) ≤ (Dl−1)(k+l−1)

p−(l+n−1) < ε. Also, the ith participant holds

a share of size |Vi| = p2 = |S|2/l >
(
l + n − 1 + (Dl−1)(k+l−1)

ε

)2/l

.

Proof: Correctness and Perfect Secrecy: The correctness and perfect secrecy
follow from properties of polynomial interpolation. In short, if one pools k + l
points from an k + l − 1 degree polynomial, he can uniquely determine the
polynomial using Lagrange’s interpolation over finite fields. On the contrary,
if k or less points are available, dimension of the solution space of system of
linear equations with k + l unknowns and k equations would be l and hence, the

probability of guessing the correct polynomial would be
1
pl

. In presence of k + j

(j = 1, 2, . . . , l − 1) points, this probability becomes
1

pl−j
.

1 V can be chosen to be any subset of Zp of size D.



178 J. Pramanik et al.

Fig. 3. Construction of cheating detectable ramp scheme in the CDV n−1 model.

Cheating Detection: Suppose, without loss of generality, that Pn is the only
honest participant in the scheme. Also, it is reasonable to assume that Pn is
one of the reconstructing participants, else there would be no point of cheating.
We show that the cheaters can successfully dupe Pn with at least one valid but
incorrect coordinate of the secret vector with probability at most (Dl−1)(k+l−1)

p−(l+n−1) <
ε.

A chooses k + l −1 participants under his influence and modifies their shares
to (α′

i1
, β′

i1
), (α′

i2
, β′

i2
), . . . , (α′

ik+l−1
, β′

ik+l−1
). Suppose, F ′(x) denotes the unique

polynomial of degree k + l − 1 passing through the k + l − 1 modified points and
one honest point.

For a successful cheating it is imperative that F (αn) = F ′(αn), where, (in
A’s view) αn is uniformly random over Zp \ {0, 1, . . . , l − 1, α1, α2, . . . , αn−1}.
F (x) and F ′(x) being two distinct polynomials of degree k + l − 1, can have at
most k + l−1 common points. Then for every s′ �= s, the cheating succeeds with
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a probability
k + l − 1

p − (l + n − 1)
. For all possible valid but incorrect secrets s′, the

cheating probability is at most, ε(Ramp,A) ≤ (Dl − 1)(k + l − 1)
p − (l + n − 1)

< ε.

Each participant receives 2 field elements from Zp = |S|1/l, as
share. Hence, the share size of the ith participant is given by |Vi| >(
l + n − 1 + (Dl−1)(k+l−1)

ε

)2/l

, i = 1, 2, . . . , n. �

Remark: The proof described above was done considering uniform secret dis-
tribution, however, the technique used can be used to avail similar result for
arbitrary secret distribution.

3.2 Construction - II

In this section, we present another construction for ramp secret sharing scheme
capable of cheating detection. This scheme is secure against n − 1 colluding
cheaters who may know the secret beforehand. In Fig. 4 we give a concrete con-
struction of a cheating detectable (k, k + l, n)- ramp scheme in the CDV n−1

model.

Theorem 2. The construction described in Fig. 4 admits an information the-
oretically secure ramp scheme with reconstruction threshold k + l and privacy
threshold k. Moreover, the scheme is able to detect cheating, except for a negli-
gible probability ε(Ramp,A) ≤ (k+l−1)

p−(l+n−1) < ε. Share size of the ith participant is

given by |Vi| = p3 = |S|3/l >
(
l + n − 1 + k+l−1

ε

)3/l
, i = 1, 2, . . . , n.

Proof: Correctness and Perfect Secrecy: Correctness and perfect secrecy proofs
are similar to Theorem 1 and, hence, are omitted. We only show that the cheat-
ing probability is negligible.

Cheating Detection: Let us suppose, without loss of generality, Pn be the only
honest participant in this scenario. Without loss of generality, say, A modifies
shares of P1, P2, . . . , Pk+l−1 to (α′

i, f
′
i , g

′
i), i ∈ [k + l − 1]. Suppose, the points

{(α′
i, f

′
i) | i = 1, 2, . . . , k + l − 1, n} and {(α′

i, g
′
i) | i = 1, 2, . . . , k + l − 1, n} yield

to the unique polynomials F ′(x) and G′(x) respectively, of degree ≤ k + l − 1
each. Successful undetected cheating takes place if F ′(t) = G′(t), for all t =
0, 1, . . . , l − 1 but (F ′(0), . . . , F ′(l − 1)) = s′ �= s. In other words, the honest
participant will not detect the cheating, only if, the cheaters under the influence
of A must have F ′(αn) = F (αn) satisfied. Now, from A’s point of view, αn

is a random point from Zp \ {0, 1, . . . , l − 1, α1, α2, . . . , αn−1}. Moreover, the
two polynomials F ′(x) and F (x), both being separate polynomials of degree (at
most) k + l − 1, may intersect at, at most, k + l − 1 points. So, the cheating

probability for some fixed set of secrets is bounded above by
k + l − 1

p − (l + n − 1)
.
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Fig. 4. A simple construction of cheating detectable ramp scheme in the CDV n−1

model.

It follows that, for ε(Ramp,A) < ε to hold, the following inequality must
satisfy: p > l + n − 1 + (k+l−1)

ε . Each participant receives 3 field elements from
Zp = |S|1/l, as share. Hence, the share size of the ith participant is given by

|Vi| >
(
l + n − 1 + k+l−1

ε

)3/l
, i = 1, 2, . . . , n. �

Remark: The proof described above was done considering uniform secret dis-
tribution, however, the technique used can be used to avail similar result for
arbitrary secret distribution.

3.3 Few Words on Share Size

Construction I exhibits a share size of |S|2/l i.e. it requires 2 field elements to
share l field elements of secret. It follows from the cheating probability of the
scheme that (Eq. 1) p > l+n−1+ (Dl−1)(k+l−1)

ε . On the other hand, Construction
II exhibits a share size of |S|3/l i.e. it requires 3 field elements to do the same,
where the field size p > l + n − 1 + k+l−1

ε . Apparently, Construction I requires
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lesser field elements, however, the field size required in Construction II is much
smaller. Let us consider the following equation:

(a + (Dl
0 − 1)b)2 = (a + b)3, where a = l + n − 1, b = k+l−1

ε

⇒ a + (Dl
0 − 1)b = (a + b)3/2

⇒ Dl
0 − 1 = (a+b)3/2−a

b

⇒ D0 =
(

(a+b)3/2−a
b + 1

)1/l

=
(

(l+n−1+ k+l−1
ε )3/2−(l+n−1)
k+l−1

ε

+ 1
)1/l

To sum up, if all the other parameters are same, Construction I produces
better share size than Construction II if and only if D < D0, i.e. for lesser
number of possible valid secrets.

4 Conclusion

The papers [3], [35] and [36] that deal with cheating detection in ramp secret
sharing can tolerate at most k−1 cheaters. In addition to that, all of these works
consider uniform secret distribution and the adversary is in the OKS model where
the cheaters are not allowed to know the secret beforehand. As an improvement,
the two constructions that we present in this work are secure against n − 1
cheaters who conspire against one honest participant and try to convince him of a
secret which is valid but incorrect (in other words, CDVn−1 model). Distribution
of secrets is considered to be arbitrary. Both the constructions are information
theoretically secure and do not assume any computational restrictions for the
cheaters and achieve optimal cheater resiliency against the n − 1 CDV cheaters.
A summarized comparison of the constructions with other relevant works is
available in Table 1. Further studies like cheating variants of evolving secret
sharing [6,7,22,24,30,45] schemes where share size is grows over time but in
ramp setup are left as open problems. Introducing variants of new paradigms
such as in [34] might be interesting.

Acknowledgement. The research of the fourth author is partially supported by DST-
SERB Project MATRICS vide Sanction Order: MTR/2019/001573. In the end, authors
would like to thank the annonymous reviewers who brought forward suggestions which
improved this paper.

References

1. Adhikari, A., Morozov, K., Obana, S., Roy, P.S., Sakurai, K., Xu, R.: Efficient
threshold secret sharing schemes secure against rushing cheaters. ICITS 2016,
3–23 (2016). https://doi.org/10.1007/978-3-319-49175-2 1

2. Adhikari, M.R., Adhikari, A.: Basic Modern Algebra with Applications. Springer,
Cham (2014). https://doi.org/10.1007/978-81-322-1599-8

3. Agematsu, T., Obana, S.: Almost optimal cheating-detectable (2, 2, n) ramp secret
sharing scheme. CANDAR 2019, 1–9 (2019). https://doi.org/10.1109/CANDAR.
2019.00009

https://doi.org/10.1007/978-3-319-49175-2_1
https://doi.org/10.1007/978-81-322-1599-8
https://doi.org/10.1109/CANDAR.2019.00009
https://doi.org/10.1109/CANDAR.2019.00009


182 J. Pramanik et al.

4. Araki, T.: Efficient (k, n) threshold secret sharing schemes secure against cheating
from n-1 cheaters. ACISP 2007, 133–142 (2007). https://doi.org/10.1007/978-3-
540-73458-1 11

5. Beimel, A.: Secret-sharing schemes: a survey. In: Coding and Cryptology - Third
International Workshop, IWCC 2011, Qingdao, China, May 30-June 3, 2011. Pro-
ceedings, pp. 11–46 (2011). https://doi.org/10.1007/978-3-642-20901-7 2

6. Beimel, A., Othman, H.: Evolving ramp secret-sharing schemes. SCN 2018, 313–
332 (2018). https://doi.org/10.1007/978-3-319-98113-0 17

7. Beimel, A., Othman, H.: Evolving ramp secret sharing with a small gap. In:
EUROCRYPT 2020 Part I, pp. 529–555 (2020). https://doi.org/10.1007/978-3-
030-45721-1 19

8. Ben-Or, M., Goldwasser, S., Wigderson, A.: Completeness theorems for non-
cryptographic fault-tolerant distributed computation (extended abstract). STOC
1988, 1–10 (1988). https://doi.org/10.1145/62212.62213

9. Blakley, G.R.: Safeguarding cryptographic keys. In: International Workshop on
Managing Requirements Knowledge (AFIPS), pp. 313–317 (1979). https://doi.org/
10.1109/AFIPS.1979.98

10. Blakley, G.R., Meadows, C.A.: Security of ramp schemes. CRYPTO 1984, 242–268
(1984). https://doi.org/10.1007/3-540-39568-7 20

11. Blundo, C., Santis, A.D., Crescenzo, G.D., Gaggia, A.G., Vaccaro, U.: Multi-secret
sharing schemes. CRYPTO 1994, 150–163 (1994). https://doi.org/10.1007/3-540-
48658-5 17

12. Blundo, C., Santis, A.D., Vaccaro, U.: Efficient sharing of many secrets. STACS
1993, 692–703 (1993). https://doi.org/10.1007/3-540-56503-5 68

13. Cabello, S., Padró, C., Sáez, G.: Secret sharing schemes with detection of cheaters
for a general access structure. Des. Codes Cryptography 25(2), 175–188 (2002)

14. Carpentieri, M., Santis, A.D., Vaccaro, U.: Size of shares and probability of cheat-
ing in threshold schemes. EUROCRYPT 1993, 118–125 (1993). https://doi.org/
10.1007/3-540-48285-7 10

15. Cascudo, I., Gundersen, J.S., Ruano, D.: Improved bounds on the threshold gap in
ramp secret sharing. IEEE Trans. Inf. Theory 65(7), 4620–4633 (2019). https://
doi.org/10.1109/TIT.2019.2902151
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Abstract. In recent years, technological advancements have led to
the production of hardware devices that have extremely constrained
resources (viz. RFID tags and sensors). Ensuring the required security
guarantees to these low-end devices is a challenging task since conven-
tional cryptographic mechanisms are not suited in such scenarios. For
instance, it is advisable to use the Advanced encryption standard (AES)
only for those devices where the availability of computational resources
is not a major issue. This and more related factors have led to the emer-
gence of Lightweight cryptography. In this paper, we discuss the rec-
ommended design principles for constructing a lightweight cipher. From
the available literature, we have specifically focused on the Addition-
Rotation-XOR (ARX) based design paradigm for this specific purpose.
In this work, we have also argued that why the ARX based Long trail
strategy (LTS) is a suitable design component for constructing practi-
cal lightweight ciphers. Finally, we have introduced a new lightweight
cipher named LiARX which is based on the design recommendations of
other ARX based ciphers. We have extensively analyzed and compared
the performance of our cipher with some existing S-Box and ARX based
lightweight ciphers, thereby proving its practicability.

Keywords: Lightweight cryptography · ARX · LTS · Design strategy

1 Introduction

The emergence of resource-constraint devices has driven the problem of the
usability of conventional cryptographic algorithms therein. It is understandable
to apply traditional ciphers like AES [6] in general devices where there is no
constraint (or not much) on resources. However, it is impracticable to use these
in specific devices with significantly less memory and computational resources,
such as RFIDs tag, smart cards, sensors, and indicators. This technological shift
has led to the need for new cryptographic primitives, which is now known as
lightweight cryptographic primitives or ciphers.

Lightweight algorithms are characterized by properties such as smaller block
sizes and simpler round function [20]. In comparison to traditional crypto-
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graphic algorithms, these properties make them suitable for extremely low-
powered devices. In this paper, we initially present the timeline of develop-
ment in lightweight cryptography (especially block ciphers). We specifically state
the requirements of a lightweight cipher and subsequently examine the existing
design techniques which cater to such objectives. Next, we discuss the ARX archi-
tecture and its suitability for the construction of lightweight ciphers. Based on
our previous observations and general recommendations, we propose the design
of a lightweight cipher termed as LiARX. The suitability of LiARX for usage in
resource-constrained scenarios is empirically validated via estimating multiple
model parameters in simulated environments.

The rest of the sections are organized as follows. The fundamentals of
lightweight cryptography are briefly discussed in Sect. 2, which includes general
characteristics, constraints, and current developments in this domain. In Sect. 3,
the concept of ARX architecture is detailed, which is followed by the cipher
design strategies in Sect. 4. We give details about our proposed cipher in Sect. 5,
and its empirical analysis is performed in Sect. 6. Finally, Sect. 7 concludes this
work while providing future research directions.

2 Lightweight Cryptography

Lightweight cryptography is a branch of cryptography whose objective is to cater
to the security requirements of resource-constrained gadgets. It essentially con-
siders the implementation cost of the cipher as the essential criterion. However,
the security and performance aspects of the algorithm should also be kept satis-
factory under all possible circumstances [9]. Ideally, a compromise between these
three properties is desirable, which subsequently depends on the resources of the
target devices [27]. We further discuss these requirements in more detail in later
sections.

The criteria on which a lightweight cryptographic algorithm is evaluated
are mainly performance and resource utilization. The performance factor can
be measured in terms of energy consumption and the latency for both hardware
and software [20]. In hardware, resources are expressed in terms of the gate area,
gate equivalents, or logic blocks. The minimization of the area tends to reduce
the power consumption. Alternatively in software, resources can be measured in
terms of numbers of registers, RAM storage, and ROM storage. The essential
function of RAM is to hold transient values of operations, whereas the ROM is
utilized to store any hard-coded data (e.g., round keys and S-Boxes).

2.1 General Characteristics

There are some general characteristics of lightweight ciphers that are recom-
mended during its design phase [22]. Firstly, the essential properties of the algo-
rithm (viz. block size and key length) should be decreased within reasonable lim-
its. Furthermore, it should be attempted to base the lightweight algorithm upon
conventional computational elements such as arithmetic and logic operations,
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and linear or nonlinear transformations. Since these functions are widely used
and thoroughly analyzed, their usage can compensate for some forced decrease
of the cryptographic strength of the lightweight algorithms. The layers of trans-
formation should also be simplified by decreasing the ROM requirement. Finally,
low-cost but effective elements should be used during the actual implementation.
Some instances of such elements include data-dependent bit permutations and
shift registers.

Changes in design approaches of the existing ciphers are required for con-
structing their lightweight versions. These factors have consequentially led to
some compromises. Resource constraints have forced cryptographers to design
lightweight algorithms with comparatively small block sizes and key lengths.
This decision consequently makes lightweight ciphers more vulnerable to cryp-
tographic attacks as compared to traditional ciphers. Another problem lies in
the possibility of a side-channel attack. As mentioned in the literature, the secu-
rity of a few lightweight encryption techniques is not investigated against this
specific attack form [22].

2.2 Existing Designs

There exist many lightweight ciphers that satisfy the need for resource-
constrained devices. These ciphers are primarily classified into two classes. The
first class belongs to ciphers which are built by simplifying existing and popular
block ciphers. This strategy consequently improves their efficiency and makes
them compatible according to the need for lightweight devices. In this class, the
initial ciphers were derived from the Data encryption standard (DES) [23]. DESL
[19] is a simplified variant of DES, where instead of using eight different S-box,
one single S-box is used to decrease ROM storage. In another variant DESXL
[16], two extra layers of key whitening are performed (one at the input and one
at the output) using a specific subkey. The whitening process is performed to
increase resistance against the brute-force key attacks. There is another group of
ciphers which are derived by either simplifying AES or using components from
AES. Since AES is a cryptographic standard for traditional ciphers, it became a
desirable choice to serve as the inspiration. Some of the key lightweight ciphers
which were designed based on AES are KLEIN [10], LED [12], and Midori [1].

The second class of lightweight ciphers pertains to those designs which are
made from scratch. Among these, PRESENT [4] is an important cipher since it
is based on a unique design strategy that is different from other ciphers. It uses
4-bit S-boxes instead of 8-bit S-boxes, which results in significant area saving
in hardware implementation. For comparison, the S-box used in PRESENT con-
sumes 28 GE, whereas the S-box used in AES consumes 395 GE [20]. Some other
algorithms in this class include RC5 [24], TEA [28], and XTEA [26]. The common
property which makes these ciphers suitable for lightweight environments is the
presence of simple round structures.
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3 ARX

ARX [8], standing for Addition/Rotation/Xor, is a category of symmetric key
algorithms that are based solely on the modular addition/bitwise addition, bit-
wise rotation, and exclusive-OR operations. The only source of non-linearity in
ARX based designs arises from the modular addition operation. In contrast, non-
linearity in S-Box based ciphers can be attributed to the substitution tables. The
choice of using the ARX paradigm is based on the following three observations
[8]:

1. Eliminating the look-ups tables of S-box based designs increases the resilience
against side-channel attacks.

2. The ARX design decreases the numbers of operations during encryption,
thereby allowing particularly fast software implementations.

3. The size of the low-level code describing ARX based algorithms is mini-
mal. This characteristic makes the ARX approach especially appealing for
lightweight block ciphers since memory is expensive therein.

To summarize, algorithms built on the ARX architecture are generally faster
and smaller than S-box based designs. Furthermore, they have some inherent
security features against side-channel attacks since modular addition leaks less
information than a look-up table. The lack of S-box also saves a lot of ROM
storage, which is crucial in resource constraint devices.

3.1 Current Scenario

Even though the coning of the term ‘ARX’ is relatively new, the concept of ARX
was being used in many ciphers before its naming. The earliest cipher based on
the ARX architecture was RC5, which was proposed in 1995. Like most of the
ARX ciphers, it was based on the Feistel structure [17]. It is the patented cipher
of RSA security, and had served as inspiration for the improved RC6 [25] due to
its excellent design criteria. The next significant ARX based cipher was XTEA
[26], which was an improvement of a previously made cipher called TEA. It is a
64-bit Feistel cipher with a 128-bit key. It has a distinctive feature that it can be
described in the smallest amount of code. This particular property later becomes
one of the distinguishing characteristics of every ARX-based cipher. Among more
recent works, HIGHT [14], LEA [13], and Chaskey [21] are some major designs.
HIGHT is a block cipher of 64-bit block length and 128-bit key length. It is an
ARX-based generalized Feistel structure that requires hardware cost nearly the
same as AES (3048 GE Versus 3400 GE). However, it is comparatively much
faster in performance [20].

The most popular of all ARX-based cipher is arguably the SIMON/SPECK
family of ciphers. SPECK [2] has been optimized for performance in software
implementations, while its sister algorithm SIMON [2] has been optimized for
hardware implementation. Both of these are two-branch Feistel networks but
differ by the nature of their Feistel feature. Although NSA tried to make them
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a standard for lightweight devices, it failed because of their vulnerabilities to
differential and linear attacks. Still, a lot of focus has come upon the architecture
and properties of ARX due to the high scrutiny of these ciphers.

All the ARX-based ciphers suffer from one open problem: “Is it possible to
design an ARX cipher that is provably secure against single-trail differential and
linear cryptanalysis by design ?” [8]. Currently, a strategy known as WTS [7] is
used in traditional ciphers, but it is not applicable in ARX-based ciphers. For a
clear understanding, WTS will be briefly discussed in Subsect. 4.1.

4 Cipher Design Strategies

An efficient cipher design strategy is always required for constructing a cipher
that is provably secure against cryptographic attacks. WTS and LTS [8] are
two conventional design strategies that cater to such purposes. These are briefly
discussed in the following subsections.

4.1 Wide Trail Strategy (WTS)

The WTS is utilized for designing cryptographic cipher with provable bounds
against differential and linear attacks. In ciphers designed by the WTS, a rel-
atively large amount of resources is spent in the linear step to provide high
multiple-round diffusion but small and efficient S-boxes are utilized in this design.
Noticeably, AES is based on this strategy. The name itself comes from the prob-
ability ‘trails’ which are used in differential and linear cryptanalysis; the wider
they are, the harder they are to exploit. In WTS, S-box plays an essential and
crucial role. However, it cannot be used in ARX-based ciphers due to a lack of
S-Boxes therein.

4.2 Long Trail Strategy (LTS)

The notion of LTS was initially proposed in [8]. In their study, the authors
provided a strategy for designing ARX-based symmetric key primitives with
provable resistance against single trail differential and linear cryptanalysis. It
should be noted that the LTS advocates the use of large but weak (ARX-based)
S-Boxes together with sparse linear layers. This strategy provides the best case
of building a lightweight symmetric key cipher because of the following reasons:

– It provides provable security against single trail differential and linear crypt-
analysis, which was one of the oldest open problems in lightweight cryptog-
raphy

– The lack of look-ups table based S-box in LTS strategy makes it inherently
resistance against side-channel attacks

– It allows the designer to check whether a design is vulnerable or not against
integral attacks
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In LTS, the concepts of MEDCP (Maximum Expected Differential Char-
acteristic Probability) and MELCC (Maximum Expected Linear Characteristic
Correlation) [15] are used. These concepts are borrowed from the WTS strategy,
and are defined as:

Definition 1. MEDCP [15]
The MEDCP of the keyed function fki

: x �→ f (x ⊕ ki) iterated over r rounds is
defined as follows :

MEDCP(fr) = max
(�0→...�r)∈Vδ(f)r

r−1∏

i=0

Pr
[
�i d−→ �i+1

]

The MEDLCC(fr) is defined analogously. It is always desiarable that
MEDCP(fr) << 2−n and MELCC(fr) << 2−n/2 where n is the block size.

The basic structure based of the LTS strategy is illustrated in Fig. 1. In LTS,
the encryption consists of s steps, each composed of an ARX layer of r rounds
and a linear mixing layer. In the ARX-box layer, each word of the internal state
undergoes r rounds of the ARX box.

Fig. 1. A cipher structure based on the LTS design strategy.

5 The LiARX Cipher

Based on the LTS design strategy, we introduce a new lightweight cipher termed
as LiARX (Lightweight ARX). This design has a 64-bit block size and a 128-bit
key size. The ‘A’ in the design denotes an ARX Box, which is used as the S-box
replacement in LTS. The superscript over ‘A’ indicates the number of times it
is iterated in a single step. The step structure of LiARX is illustrated in Fig. 2.
In LTS, one single step consists of multiple iterations of ARX-box (known as
round), followed by a linear layer. The encryption of LiARX consists of 8 steps.
Subsequently, each step is formed of an ARX layer of 3 rounds, followed by
a linear mixing layer. In the ARX-box layer, each word of the internal state
undergoes three rounds of MARX-2 [3], including key additions. The number of
steps and rounds of LiARX has been calculated using the MEDCP and MELCC
bounds of LTS. The operations which are required for LiARX are:
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– Addition modulo 216 and 28, denoted by �,
– 16-bit/8-bit exclusive-or (XOR), denoted ⊕, and
– 16-bit/8-bit rotation to the left or right by i, denoted respectively by x ≪ i,

and x ≫ i.

Fig. 2. The step structure of LiARX.

There are three main components of the design, which are (i) MARX-2 (which
is used as an ARX box), (ii) Linear Layer, (iii) Key schedule. These structures
are individually explained in the following subsections.

5.1 MARX-2

MARX-2 [3] is one of the two recommended ARX boxes that have been thor-
oughly investigated (other being SPECKEY). It is based on the MIX function
of Skein and is a variant of MARX. It has two additional rotation operations
that are constructed of two parallel applications of the round of SPECK with
8-bit words. The main advantage of MARX-2 over SPECK32 arises due to the
full state key addition at the beginning of every round. This primitive belongs
to the class of key-alternating ciphers, a sub-class of Markov ciphers [18], and
therefore satisfies the Markov assumption. MARX-2 achieves full diffusion in the
same number of rounds as SPECK32 at the expense of two additional rotation
operations. The rotation constants of MARX-2 have been chosen by exhaustively
searching over all four rotation values (4095 values in total excluding the all-zero
choice). The results show that no set of rotation constants exists for which full
diffusion can be reached in less than 10 rounds. From the constants that ensure
diffusion in 10 rounds, we have selected (r1, r2, r3, r4) = (2, 3, 1, 7) since for this
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set we get slightly better DP (differential probabilities) than SPECK32 (2−35

vs. 2−34). Furthermore, all the constants from the set are different and are not
multiples of each other, which is also considered as a desirable property. Other
choices that also result in full diffusion for 10 rounds are: (2, 3, 7, 2), (2, 3, 1, 2)
and (5, 5, 2, 7). The MARX-2 design is illustrated in Fig. 3.

Fig. 3. The MARX-2 architecture (ARX box of LiARX).

5.2 Linear Layer

The Linear layer is a core component in any block cipher design since its design
significantly influences both the security and efficiency of the cipher. The lin-
ear layer is the primary source of diffusion in cipher design. The LTS strategy
advocates the use of large (ARX-based) S-box together with sparse (small but
strong) linear layers [8]. In their work, the authors proposed four linear layers
after exhaustively checking all possible linear layers for which one could prove
the MEDCP and MELCC bounds. The Linear layers are represented in forms
of matrices, the constraint being that there must be at most one 1 in each col-
umn and at most one 1 in each row. In our work, we selected the best matrices
according to one of the following two criteria [8]:

– Minimizing the differential/linear trail probability: We compute the number
of steps when the trail probability bound derived by the algorithm is less than
2−128 for differential trails and less than 2−64 for linear trails.

– Minimizing the number of steps of the integral characteristic found with the
division property.

The linear layer used is one of four layers that was proposed in the original
LTS. It is used in our design since it only requires one rotation by 8 bits and



LiARX: A Lightweight Cipher Based on the LTS Design Strategy of ARX 193

3 XORs, which are cheap operations. This layer essentially uses the L function
based on a Lai-Massey structure, which is borrowed from NOEKEON [5]. The
outline of this component is presented in Fig. 4.

Fig. 4. The Linear Layer of LiARX.

5.3 Key Schedule

Any cipher algorithm consists of many rounds and each of these rounds requires
a key since there is only one original key (master key). This master key subse-
quently contributes to the rest of the keys. A key schedule is an algorithm that
calculates the subkeys for these rounds given the key. For the Feistel ciphers,
it was observed that those with complex and well-designed key schedules could
reach a uniform distribution for the probabilities of differentials and linear hulls
faster than those with poorly designed key schedules. The key schedule used in
LiARX is based on the generalized Feistel structure and influenced by the design
of the key schedule of SPARX-64/128. The components from MARX-2 are re-
used in this phase for bounding the code size. This final cipher component is
presented in Fig. 5.

6 Experiments

The performance of LiARX is calculated by simulating it on FELICS1. FELICS
is an open-source tool that evaluates cipher performances on a wide range of
platforms based on a set of metrics. It also evaluates cipher design in three
different scenarios. The devices on which FELICS tests the cipher performance
are: (i) 8-bit Atmel AVR ATmega128, and (ii) PC(Personal Computer) System:
AMD A8-455M CPU with 6 GB RAM and 64 bit OS. The other relevant details
are mentioned as follows.
1 https://www.cryptolux.org/index.php/FELICS.

https://www.cryptolux.org/index.php/FELICS
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Fig. 5. The key schedule of LiARX.

6.1 Performance Metrics

The performance metrics for evaluating the cipher performance are:

– Binary Code Size (in Bytes): The ROM storage which is used for storing
recomputed data of the program

– RAM (in Bytes): RAM (Random Access Memory) is the internal memory of
the CPU for storing data, program, and the program results. It is a read/write
memory which stores data until the machine is working

– Execution time (in Cycles): It is amount time required to perform the whole
encryption process. It is measured in machine cycles

6.2 Scenarios

FELICS checks the performance of any cipher over two important scenarios:

– Scenario 1: Communication Protocol- This scenario covers the need for
secure communication in sensor networks and between IoT devices. It assumes
that the sensitive data is encrypted and decrypted using a lightweight block
cipher in CBC mode of operation

– Scenario 2: Challenge-Handshake Authentication Protocol- Chall-
enge-handshake authentication covers the need for authentication in the IoT.
The scenario assumes an authentication protocol where the block cipher is used
in CTR mode to encrypt 128 bits of data

6.3 Results

To establish the lightweight property of LiARX, we have compared its results
with those of SPECK and LED [12]. The reason for selecting SPECK is that it
is NSA standard for lightweight cryptographic cipher and has an ARX-based
architecture (which is a common feature with our cipher). The second cipher
that is selected for comparison is LED since it is essentially an S-Box based on
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the SPN structure. We have presented the results of both the scenarios in Table
1 for AVR. Noticeably, we have included the results in PC hardware only for
LiARX in Table 2 since we were unable to simulate LED and SPECK over the
aforementioned PC configuration.

Table 1. The AVR results for LiARX

Block

Size

(Bits)

LiARX SPECK LED

Time

(Cycles)

Code

(Bytes)

RAM

(Bytes)

Time

(Cycles)

Code

(Bytes)

RAM

(Bytes)

Time

(Cycles)

Code

(Bytes)

RAM

(Bytes)

Scenario 1

64 243021 2944 422 40666 956 292 2213031 4882 560

Scenario 2

64 30871 2068 81 2972 484 57 134921 2590 265

Table 2. The PC results for LiARX

Block Size (Bits) LiARX

Time (Cycles) Code (Bytes) RAM (Bytes)

Scenario 1

64 125192 6656 872

Scenario 2

64 8382 5640 496

It can be observed in Table 1 that the results of LiARX are either nearby or
little more than those of SPECK. The metric values are observed to be more in
some cases because the round function of LiARX is bigger than that of SPECK.
In the other comparison between LiARX and LED, it can be noted that LiARX
performs better than LED due to LiARX’s ARX based architecture. As discussed
in the previous sections, our proposed cipher has many structural advantages
over the other two ciphers. The performance of LiARX is also found to be com-
paratively better than ciphers like TWINE [29], PRESENT [4], RC5-20 [24], Robin
[11], and AES [6]. The relevant details can be found at www.cryptolux.org/index.
php/FELICS Block Ciphers Brief Results.

7 Conclusion

Since the number of devices that fall in the category of lightweight devices is
going to proliferate, it is necessary to focus on lightweight cipher designs that
are efficient for resource-constraint devices. In this paper, we discuss the basic

www.cryptolux.org/index.php/FELICS_Block_Ciphers_Brief_Results
www.cryptolux.org/index.php/FELICS_Block_Ciphers_Brief_Results
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timeline of design development in lightweight ciphers along-with the most criti-
cal problems faced. We also argue on the necessity of the ARX architecture for
the construction of such ciphers. Subsequently, we discuss new design strategies
for ARX with provable bounds (viz. LTS). We also introduce a new lightweight
cipher termed LiARX which is based on this strategy. Finally, we empirically
vindicate the efficacy of this cipher over two distinct implementation scenar-
ios. In the future extension of this work, we would increase the choices for the
ARX-boxes since there are currently only two such boxes that are thoroughly
investigated and with proven security.
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Abstract. The research on color Visual Cryptographic Scheme (VCS)
is much more difficult than that of the black and white VCS. This is
essentially because of the fact that in color VCS, the rule for superim-
position of two colors is not that simple as in black and white VCS.
It was a long standing open issue whether linear algebraic technique in
constructing Black and White visual cryptographic schemes could also
be extended for color images. It was thought that such an extension was
impossible. However, we resolve this issue by providing color VCS in
same color model for the threshold access structures by extending linear
algebraic techniques from the binary field Z2 to finite ring Zc of integers
modulo c. We first give a construction method based on linear algebra
to share a color image for an (n, n)-threshold access structure. Then we
give constructions for (2, n)-threshold access structures and in general
(k, n)-threshold access structures. Existing methodology for construct-
ing color VCS in same color model assumes the existence of black and
white VCS, whereas our construction is a direct one. Moreover, we give
closed form formulas for pixel expansion which is combinatorially a diffi-
cult task. Lastly, we give experimental results and propose a method to
reduce pixel expansion.
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1 Introduction

In a visual cryptographic scheme (VCS), on a set of n participants, a dealer who
possesses a secret image encodes it into n shares and distributes these shares
among n participants. Physically, each of the participants obtain a transparency
on which his or her share is photocopied. Only a pre-specified collection of subsets
of participants can visually recover the secret image. However, no subset of
participants which are outside the above mentioned collection can recover the
secret image – in fact, a stronger security condition is achieved viz. such subsets
of participants obtain no information about the secret image. Eligible subsets
are called “qualified” sets and ineligible subsets are termed as “forbidden” sets.

Main motivation to study visual cryptographic scheme is its simple recovery
process. No participation of computing device is needed, the decoding process is
done by the human visual system. Visual secret sharing has found its applications
into several interesting areas - watermarking [15], application to QR-codes [11]
etc. to name a few.

1.1 Related Works

Naor and Shamir [26] proposed the first visual cryptographic scheme and the
concept has been further explored in [1,2,6,7,9,10] and extended to general
access structures. Some recent works gave efficient constructions for few impor-
tant and interesting access structures [5,16,17,20,28]. The work of Adhikari et al.
[2] introduced an elegant linear algebraic technique to construct basis matrices
for a black and white image - one only needs to solve systems of linear equations
over the binary field Z2. The power of the technique was researched and resulted
in a number of works - both in OR model [1,16,29,31] and XOR model [17,30]
for B/W visual cryptography.

Verheul-Tilborg [33] for the first time, conceptualized color visual cryptog-
raphy as an extension of the existing B/W visual cryptography model. They
provided the model of color visual cryptographic scheme and constructed a
color (n, n)-visual cryptographic scheme. Constructing color visual secret sharing
depends on the underlying color-superposition principle. In B/W visual cryptog-
raphy, color superposition principle is easy – two white pixels (when superposed)
results in white pixel but if at least one of the two is a black pixel, the result is a
black pixel. The situation gets complicated in case of color images – two different
colors (when superposed) may result in a completely different third color. There
are three major color models [14] conceptualized in the literature – same color
(SC) model, no darkening (ND) model and general model. In the SC model,
superposition of two different colored pixels is not allowed. However, there is an
exception for the annihilator/masking “•” color which is different from the set
of ingredient colors. In SC model, superposing two same colored pixels results in
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a pixel with same color while superposing a colored pixel with “•” results in “•”.
However in this model the fact of darkening of reconstructed pixel is ignored –
when two same colored pixels are superposed then in reality a darker version of
that color is obtained. The premise is rather simplistic – superposition of two i
colored pixels gives back one i colored pixel. The no-darkening model is similar
to the same color model but in this case the problem of darkening is considered
– when more than two same colored pixels are superimposed then the resulting
pixel is a darker version of the color and therefore, to obtain “non-darkened”
reconstructed pixel a colored pixel can only superpose with a white (transparent)
pixel. The general model of color-superposition puts no restrictions on superpo-
sition principle - the color superposition satisfies real world color superposition
principles.

Cimato et al. [13] considered no-darkening model and put forward construc-
tion of (k, n)-threshold color visual cryptographic scheme with the help of basis
matrices of a (k − 1, k − 1)-threshold B/W visual cryptographic scheme. The

resulting c-color VCS has a pixel expansion of c

(
n

k

)
2k−2 and achieves “maxi-

mal contrast”. The term maximal contrast loosely means that while recovering
a secret pixel of some color i, no other false colored pixel j is reconstructed
(see Definition 3). The authors [13] also provided c-color (2, n)-VCS with pixel
expansion c(n−1). Rijmen et al. [27] was the first to consider the general model
of color superposition along with some of the follow up works [3,24]. Generic
constructions of (2, n)-threshold color visual secret sharing schemes from B/W
cryptographic schemes can be obtained using the techniques from [3,24]. A num-
ber of works [10,12,33,35] exist in the same color model. The main trick is in the
encoding of color pixels – it is done in such a manner that during the implement-
ing “superposition”, same color model is satisfied. Verheul et al. [33] constructed
c color (n, n)-threshold scheme, (k, c−1)-threshold scheme and (k, c)-scheme with
the restriction that c is a prime power. For any value of c, Blundo et al. [10] gave
constructions of c color (2, n)-schemes and (n, n)-schemes. Koga et al. [24] and
Yang et al. [35] provided color visual cryptographic schemes for (k, n)-threshold
access structures. Color VCS realizing general access structures was proposed in
the work of Yang et al. [35]. Recently, Dutta et al. [19] gave a generic construction
of color VCS realizing general access structure and an efficient scheme to real-
ize (k, n)∗-access structure in the same-color model. Several other color visual
cryptographic schemes with extra features have been proposed [21,23,25,32].
Iwamoto [22] introduced a “weaker notion of security” and used techniques of
integer linear programming to obtain color VCS. For more literature one can
refer to [14].

1.2 Our Contribution

Constructing visual cryptographic schemes using linear algebraic technique has
long been proposed in the literature for B&W images [1,2]. It was a long stand-
ing open issue whether similar technique can be extended for color images. It
was thought that such an extension was impossible. We resolve this issue by



Color Visual Cryptography Schemes Using Linear Algebraic Techniques 201

providing color VCS for the threshold access structures by extending simple lin-
ear algebraic techniques from the binary field Z2 to finite ring Zc of integers
modulo c. In this work we consider the same-color model of color VCS. To the
best our knowledge, all the generic constructions (except [19]) proposed so far
to construct basis matrices for color VCS (in the same-color model) inherently
assume the constructions of basis matrices for B&W images. More concretely,
construction of basis matrices for color VCS used the basis matrices for B&W
images realizing the same access structure. Novelty of our construction is that
our methodology does not assume such existence of basis matrices for B&W
images. Using our simple linear algebra based technique, one can build color
VCS directly. This separates our work from [19] who assumed existence of a
class of “basis matrices” to achieve their schemes. Furthermore, we give closed
form formulas for pixel expansion which is combinatorially a difficult task. Lastly,
we give experimental results and propose a method to reduce pixel expansion.

2 Prerequisites

We describe some basic definitions, fix color-superposition model and state some
mathematical results on finite rings that are required for the paper.

2.1 The Color Model

We follow Verheul-Tilborg [33] model of color visual cryptography (CVCS). The
model can be perceived as the Same Color model (SC model) of color visual
cryptography. In this model, a colored image is an array of pixels each of which
may have one of the c different colors 0, 1, . . . , c − 1.

The color superposition principle is described in the following:
Each secret pixel is divided into m subpixels of color 0, 1, . . . , c − 1. If some
subpixels are placed one top of the other and held to light then a light of color
i filters through the stacked subpixels if and only if all the subpixels are color i.
Otherwise, no light i.e. black color filters through the stacking. The color “black”
is denoted by • and always is distinguishable from the c colors.

The “generalized OR”(GOR) denoted by ∨, of the elements 0, 1, . . . , c − 1 is
defined as follows: i ∨ i = i and i ∨ • = • for all i = 0, 1, . . . , c − 1 and i ∨ j = •
for all i �= j where i, j = 0, 1, . . . , c − 1.

For any n-dimensional vector V with entries from the set {0, 1, . . . , c − 1},
zi(V ) denotes the number of coordinates in V equal to i where i = 0, 1, . . . , c−1.
For example, if V = (0, 1, 0, 2, 2) with entries from the set {0, 1, 2}, then z0(V ) =
2, z1(V ) = 1 and z2(V ) = 2.

2.2 Color Visual Cryptographic Scheme

In a (k, n) threshold access structure subsets of size k or more are called “quali-
fied” set and rest are “forbidden” sets which are subsets of size k − 1 or less. We
now define unconditionally secure c color (k, n)-threshold visual cryptographic
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scheme and denote such a scheme by (k, n)c-CVCS where c denotes the number
of true colors. We require two conditions to be satisfied viz. the “contrast” con-
dition and the “security” condition. The first condition guarantees that secret
image is reconstructed by any set of k (or more) participants whereas the second
is to ensure that no subset of size less than k can get any information about the
image.

For defining (k, n)c-CVCS in concrete terms, we require c basis matrices
S0, S1, . . . , Sc−1 where Sb corresponds to the color b ∈ {0, 1, . . . , c − 1}. The
entries of these matrices belong to the set of colors {0, 1, . . . , c − 1}. To share a
secret pixel b ∈ {0, 1, . . . , c−1}, the dealer in the share generation phase, chooses
the matrix Sb and then applies a random column permutation on the matrix Sb.
Share of participant Pi the i-th row of the resulting permuted matrix. To share
a c-colored image, dealer repeatedly performs the above process (for every secret
pixel) till all the pixels are shared. The formal definition is as follows.

Definition 1. (adopted from [10,35]) A (k, n)c-CVCS with pixel expansion m
is realized using c many n×m matrices S0, S1, . . . , Sc−1 called basis matrices, if
there exist two sequences of non-negative numbers {hX} and,{lX} with lX < hX

such that the following two conditions hold:

1. (contrast condition) If X = {i1, i2, . . . , ik} ⊆ P i.e., if X is a qualified set,
then for any b ∈ {0, 1, . . . , c − 1} the component-wise “GOR” of the rows of
Sb indexed by X denoted by Sb

X , satisfies zb(Sb
X) ≥ hX ; whereas, for b′ �= b

it results in zb′(Sb
X) ≤ lX .

2. (security condition) If Y = {i1, i2, . . . , is} ⊂ P with s < k then the c many
s × mrestricted matrices S0[Y ], S1[Y ], . . . , Sc−1[Y ] obtained by restricting
S0, S1, . . ., Sc−1 respectively to rows indexed by i1, i2, . . . , is are identical
up to column permutations.

The above definition can be suitably modified for any arbitrary access struc-
ture on a set of participants. Although in this paper we do not deal with general
access structure, we discuss for sake of completeness. An access structure on a
set of parties P = {1, 2, . . . , n} can be described by the collection of all qualified
sets Q and forbidden sets F . Basis matrices realizing a general access structure
(Q,F) with c many colors are defined as follows.

Definition 2. (adapted from [35]) A (Q,F)c-CVCS with pixel expansion m is
realized using c many n × m matrices S0, S1, . . . , Sc−1 called basis matrices, if
there exist two non-negative numbers h, l with l < h such that the following two
conditions hold:

1. (contrast condition) If X ∈ Q i.e., if X is a qualified set, then for any b ∈
{0, 1, . . . , c − 1}the component-wise “GOR” of the rows of Sb indexed by X,
satisfies zb(Sb

X) ≥ h; whereas, for b′ �= b it results in zb′(Sb
X) ≤ l.

2. (security condition) If Y ∈ F then the c many s × m restricted matrices
S0[Y ], S1[Y ], . . . , Sc−1[Y ] obtained by restricting S0, S1, . . ., Sc−1 respec-
tively to rows indexed by the participants of Y , are identical up to column
permutations.
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The contrast of reconstructed image in a color VCS [10,33] is defined as
α = h−l

h+l . The loss in contrast is measured by the quantity h−l
m(h+l) . On the other

hand, [12] define the contrast to be the value h−l
m keeping parity with the well-

known definition of contrast given in [26]. A scheme is said to achieve maximal
contrast if l = 0 [10]. In other words, maximal contrast guarantees that while
reconstructing a secret pixel of color i ∈ {0, 1, . . . , c − 1} no pixel of color j(�= i)
is recovered. The formal definition is as follows.

Definition 3. (adopted from [10]) With same notations described in Definition
2, the contrast is defined as α = h−l

h+l for a color visual cryptographic scheme.
Furthermore, it is of maximal contrast if l = 0.

2.3 Some Mathematical Results

We state some mathematical definitions and results [4] that will be needed
through out this paper.

a. For any positive integer c, (Zc,+, .) forms a finite commutative ring with unity.
The addition “+′′ is addition modulo c and the multiplication “.′′ is multiplica-
tion modulo c. The elements of the set Zc are denoted by 0, 1, . . . , c − 1.

b. A non-zero element x ∈ Zc is called a zero-divisor if there exists a non-zero
element y ∈ Zc such that x.y = 0. A non-zero element x ∈ Zc is called a unit
if there exists a non-zero element y ∈ Zc such that x.y = 1. For example,
4 ∈ Z6 is a zero-divisor as 4.3 = 0 and 5 ∈ Z6 is a unit as 5.5 = 1.

c. Any non-zero element in Zc is either a unit or a zero-divisor.
d. An element x ∈ Zc is a unit if and only if gcd(x, c) = 1.
e. Every non-zero element x ∈ Zc is a unit if and only if c is a prime. So when

c is prime Zc is said to form a field i.e. a commutative ring with unity where
every non-zero element is unit.

f. Let Ax = b be a system of linear equations in n many unknowns x1, x2, . . . , xn

where the entries of the matrix A come from the ring Zc and let
α0 = [α1, α2, . . . , αn]t be a particular solution to the above system. If β =
[β1, β2, . . . , βn]t be any solution to the homogeneous system Ax = 0 then
α0 + β is a solution to Ax = b.

g. For any prime power pn there exists a field of size pn.

3 Main Results

We propose a linear algebraic construction for obtaining basis matrices
S0, . . . , Sc−1 for a (k, n)c-CVCS, where 2 ≤ k ≤ n. The methodology though
simple, requires several involved results from algebra to prove correctness and
security of such sharing scheme. First we give details of the underlying technique.
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3.1 Constructing Color VCS from Smaller Schemes

In this section we present a construction for color visual cryptographic schemes
using smaller schemes as building blocks. At this point we mention that we are
considering the same-color model of color superposition to avoid any confusion.
Let us consider a color image with c colors labeled by 0, 1, . . . , c − 1.

Let (Q′, F ′) and (Q′′, F ′′) be two access structures defined on two sets P1

and P2 respectively having cardinality n1 and n2 respectively, where the sym-
bols have their usual meanings. Suppose there exist a (Q′, F ′) color VCS with
pixel expansion m′ and a (Q′′, F ′′) color VCS with pixel expansion m′′. Also
suppose (R0, R1, . . . , Rc−1) denote the basis matrices for the first scheme and
(T 0, T 1, . . . , T c−1) denote the same for the second scheme. We now describe how
to construct a color-VCS for the access structure (Q,F ) = (Q′ ∪ Q′′, F ′ ∩ F ′′)
on the set of participants P = P1 ∪ P1 containig n elements. Let us write
P = {1, 2, . . . , n}.

From the given matrices we construct basis matrices (S0, S1,. . . , Sc−1) real-
izing (Q,F ) in Algorithm 1.

We now have the following theorem (a parallel version of it is proved for
B & W image in Theorem 4.4 of [6]).

Theorem 1. Let (Q′, F ′) and (Q′′, F ′′) be two access structures defined on
two sets P1 and P2 respectively having cardinality n1 and n2 respectively.
Suppose there exist a (Q′, F ′,m′) color VCS and a (Q′′, F ′′,m′′) color VCS
with basis matrices (R0, R1, . . . , Rc−1) and (T 0, T 1, . . . , T c−1) respectively. Then
Algorithm1 yields a (Q′ ∪ Q′′, F ′ ∩ F ′′,m′ + m′′) color VCS on the set of partic-
ipants P = P1 ∪ P2.
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The above theorem can be extended to multiple access structures.

Corollary 1. Let (Q,F ) be an access structure such that Q = Q1 ∪ . . . ∪ Qr

and F = F1 ∩ . . . ∩ Fr. If there exists (Qi, Fi,mi) color VCS for all i = 1, . . . , r
then using Algorithm1 repeatedly we get hold of a (Q,F,m) color VCS with
m = m1 + · · · + mr.

On the basis of Corollary 1 we build our linear algebraic scheme for construct-
ing basis matrices. We first give a high level idea of the entire methodology which
consists of three main steps.

1. First, we partition the collection Qmin of all minimal qualified sets into groups
G1, G2, . . . , Gt such that every group contains precisely two minimal quali-
fied sets (|Gi| = 2 for all i), any two groups are disjoint (Gi ∩ Gj = ∅ for
i �= j), union of the groups gives back the collection Qmin (i.e. ∪Gi = Qmin).
Moreover we want this grouping is done in such a way that two minimal qual-
ified sets belonging in the same group have maximum intersection. This step
corresponds to the decomposition of the given access structure into smaller
access structures as stated in Corollary 1.

2. We associate a variable xi to participant Pi for every i and formulate system
of two linear equations for each group Gj . Thus we will have exactly those
many systems of linear equations as the number of groups. For a system we
will write all possible n-tuples of solutions of the variables as columns to
construct a matrix. Here we emphasize that if a variable xt is absent in a
system we will set xt = •. In this scenario notice that every entry of the
t-th row of the above-mentioned matrix is •. We do this for every system
of linear equations. This step merges the procedure of constructing basis
matrices of smaller schemes (whose existence were assumed) in Corollary 1
and the procedure of “preparation of intermediate matrices” in Algorithm1.

3. In the third step, we concatenate these matrices to get the basis matrices.
This step corresponds to the procedure of “construction of basis matrices” of
Algorithm 1.

3.2 Construction of (n, n)c-CVCS

Let us assume for the time being that n and c are relatively prime i.e. gcd(n, c) =
1. Consider an (n, n)-threshold structure on the set of n many parties. There is
only one qualified set namely, the set of participants P itself. Therefore there is
only one group. Let us associate the variable xi to the i-th participant, where
i = 1, 2, . . . , n.

Consider the linear equation over the ring Zc

x1 + x2 + · · · + xn = a
}

where a ∈ Zc and + denotes the operation addition modulo c.
First we notice that we have a unique r ∈ Zc such that x1 = x2 = · · · = xn = r
satisfying the above equation. This follows from the fact that nr = a has a
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unique solution r = n−1a since (n, r) = 1 implies n has a multiplicative inverse.
It is easy to see that in the equation if we fix the values of any n − 1 many
variables then the value of the n-th one is automatically fixed. Thus there are
cn−1 many solutions to the equation. If we write all the solutions as columns to
form an n × cn−1 matrix then it has the following properties:

– exactly one column has all entries equal to r ∈ Zc,
– rest cn−1 − 1 columns contain at least two distinct entries from Zc.

Since the rows of this matrix are the shares of the n parties therefore super-
position of all of them will yield the color r. Moreover any submatrix of size
(n − i) × cn−1 contains all possible cn−i columns each occurring exactly ci−1

times and thus revealing no information about r. Varying a over Zc we get all
the basis matrices S0, S1, . . . , Sc−1 to realize an (n, n)c-CVCS.

Theorem 2. Suppose c and n are relatively prime. Then there exists an (n, n)c-
CVCS with pixel expansion cn−1 and h = 1, l = 0.

Note 1. We note that the construction gives a maximal contrast (see Definition 3)
color visual cryptographic scheme.

Example 1. Let us construct a (2, 2)5-CVCS on the set of parties P = {1, 2}.
The five colors are identified as the elements of Z5 = {0, 1, 2, 3, 4}. Only minimal
qualified set is {1, 2}. Following five matrices realize (2, 2)5-CVCS.

S0 =
[

0 1 2 3 4
0 4 3 2 1

]
, S1 =

[
0 1 2 3 4
2 1 0 4 3

]
, S2 =

[
0 1 2 3 4
4 3 2 1 0

]
, S3 =

[
0 1 2 3 4
1 0 4 3 2

]
,

S4 =
[

0 1 2 3 4
3 2 1 3 4

]
which are obtained by solving (over Z5) the equations x1+x2 =

0, x1 + x2 = 2, x1 + x2 = 4, x1 + x2 = 1, x1 + x2 = 3 respectively.

Remark 1. We emphasize that the fact gcd(c, n) = 1 is of immense importance.
In the proof we have used that n has a multiplicative inverse in Zc. When
gcd(c, n) �= 1 then our method fails. Suppose we want to construct a (2, 2)-
CVCS with 4 colors identified as the four elements {0, 1, 2, 3} of Z4. Solving

x1 + x2 = 0 we get
[

0 1 2 3
0 3 2 1

]
which does not satisfy the contrast condition of

Definition 1 because of [0, 0]t and [2, 2]t appearing once each. We will discuss a
method to fix the problem of non-coprime in Sect. 3.5.

3.3 Construction of (2, n)c-CVCS

Let us now consider the case of (2, n)-threshold access structure and we have
a secret image with c colors. The colors are identified as the elements of Zc =
{0, 1, . . . , c − 1}. We give a detailed analysis of the construction method and
proofs. This technique can essentially be generalized further to construct (k, n)c-
CVCS. We again make the following

Assumption: The numbers c and n are relatively prime, i.e. gcd(2, c) = 1.
We will show why this assumption is necessary for our construction.
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Let P = {1, 2, . . . , n} be the set of participants. Thus Qmin = {Q ⊂ P : |Q| = 2}
which implies |Qmin| =

(
n

2

)
= n(n−1)

2 . We will denote n(n−1)
2 by r. We arrange

the elements of Qmin in the lexicographic order, say B1, B2, . . . , Br. We will
collect these subsets to form groups {G}i, such that when r is even

– each group Gi contains exactly two sets Bu, Bw with |Bu ∩ Bw| = 1
– there are r

2 many groups

and when r is odd

– each group Gi for i = 1, 2, . . . , r−1
2 contains exactly two sets Bu, Bw with

|Bu ∩ Bw| = 1
– the last group G r+1

2
contains a single set Br.

Let us attach variable xi to participant i for i = 1, 2, . . . , n. Let fBj
= α

denote the linear equation Σk∈Bj
xk = α over Zc where α ∈ Zc.

For each group Gi = {Bu, Bw} consider the following systems of linear equations
over Zc:

fBu = 0
fBw = 0

}
–i(0) ,

fBu = 1
fBw = 1

}
–i(1) ,........,

fBu = c− 1
fBw = c− 1

}
–i(c-1).

When Gi is singleton {Br} then consider

fBr = 0} –i(0) , fBr = 1} –i(1) ,........., fBr = c− 1} –i(c-1).

We solve (for xi s) these systems and if some variable(s) is(are) absent then
we set the value of the variable to be •.

Let M0
1 ,M0

2 , . . . ,M0
� r
2 � be the matrices whose columns are respec-

tively the solutions of equations 1(0), 2(0), . . . , � r
2
(0). Construct S0 =

M0
1 ||M0

2 || . . . ||M0
� r
2 �, where || denotes concatenation of the matrices. In gen-

eral, we solve systems 1(α), 2(α), . . . , � r
2
(α) to get M

� c
2 �α

1 ,M
� c
2 �α

2 , . . . ,M
� c
2 �α

� r
2 �

and then concatenate them to obtain S� c
2 �α for every color α = 0, 1, . . . , c − 1.

We claim that these matrices S0, S1, . . . , Sc−1 are basis matrices realizing the
(2, n)c-CVCS. Proof of the claim is given in Theorem 3. Before that we give a
concrete example.

Example 2. Let P = {1, 2, 3} and we have three colors 0, 1, 2. Thus, Qmin =
{12, 13, 23}, where 12 means the set {1, 2} etc. We will sometimes denote a set in
this form for brevity, when there is no scope for confusion. We form two groups
G1 = {12, 13} and G2 = {23}. Consider the following systems of equations
over Z3:

x1 + x2 = 0
x1 + x3 = 0

}
–1(0) ,

x1 + x2 = 1
x1 + x3 = 1

}
-1(1) and

x1 + x2 = 2
x1 + x3 = 2

}
–1(2).

and



208 S. Dutta et al.

x2 + x3 = 0} –2(0) , x2 + x3 = 1} –2(1) and x2 + x3 = 2} –2(2).

Solving 1(0) and 2(0) we get, S0 =

⎡
⎣012 • • •

021 012
021 021

⎤
⎦. Notice that the •s are present

due to the absence of x1 in Equation 2(0).

Solving 1(1) and 2(1) we get, S2 =

⎡
⎣012 • • •

102 012
102 102

⎤
⎦.

Lastly, solving 1(2) and 2(2) we get, S1 =

⎡
⎣012 • • •

210 012
210 210

⎤
⎦.

Theorem 3. Let the numbers 2 and c are relatively prime, where c denote
the number of colors. The matrices S0, S1, . . . , Sc−1 constructed above are basis
matrices realizing a (2, n)c-CVCS. Moreover, the construction has pixel expan-
sion �n(n−1)

4 
c.
Proof. First we prove the security condition in Definition 1. Let us take a for-
bidden set X = {i} consisting of one single participant {i}. If we are able
to prove that M0

k [i] and M j
k [i] are equal upto a column permutation for any

j = 0, 1, . . . , c − 1 and for any k = 1, 2, . . . , � r
2
 where r =

(
n

2

)
then it is not

hard to see the S0[i] and Sj [i] are equal upto a column permutation. From this
the proof will follow. We recall that the kth blocks are obtained by solving the
simultaneous linear equations corresponding to the kth group Gk = {B,C}, say.
Note that if i is not present in group Gk then M0

k [i] = [• • . . . •]1×c = M j
k [i] and

hence they are equal.
If i is present in Gk = {B,C} then i ∈ B − C or i ∈ C − B or belongs to

both.
Suppose i ∈ B − C, then there exists a party μ such that μ ∈ B ∩ C (our

algorithm ensures that there is always such a party) and another party β ∈ C−B.
Thus B = {i, μ} and C = {μ, β}.

Let the equations we solved to obtain M0
k and M j

k be respectively

xi + xμ = 0
xβ + xμ = 0

}
–k(0) and

xi + xμ = a
xβ + xμ = a

}
–k(a).

where 2j = a(mod c). A particular solution to the system k(a) is given by
xi = 0 = xβ and xμ = a and every solution to this system is obtained by adding
this particular solution to every solution of k(0). That is, there is a particular
solution which assigns 0 to the variable xi and that is all we need. Now it is
easy to see that M0

k [i] and M j
k [i] are equal upto a column permutation. The case

when i ∈ C − B is handled similarly.
Lastly, when i ∈ B ∩ C, it is easy to see that there exist parties α ∈ B and

γ ∈ C so that B = {i, α} and C = {i, γ}. Then, xα = a = xγ and xi = 0 is
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a particular solution to k(a). Again we can conclude that M0
k [i] and M j

k [i] are
equal upto a column permutation.

Therefore, in any case we see that M0
k [i] and M j

k [i] are equal upto a column
permutation for any j = 0, 1, . . . , c − 1 and for all k = 1, 2, . . . , � r

2
. This implies
that the matrices S0[i] and Sj [i] are equal upto a column permutation. The
proof now follows.

To prove the contrast condition let us first choose a minimal qualified set
B = {i1, i2}. Let j be any color from the set of colors {0, 1, . . . , c − 1}. Also let
the corresponding matrix Sj is obtained by solving the systems in which the
right hand side is equal to the constant a. Thus we know 2j = a(mod c). Now
since B is a minimal qualified set therefore it belongs to a group Gk (possibly)
together with another minimal qualified set. Thus the equation xi1 + xi2 = a
appears in the system k(a) and solving this system we obtain M j

k . Note that
xi1 = j = xi2 is a solution to this system.

Let us restrict our view to M j
k [B] which is the restriction of M j

k to the rows
indexed by B. We observe that the column vector [j j]t occurs exactly once
in this restricted matrix and no other [l l]t type column occurs in M j

k [B]. The
reason for this is the equation 2x = a has a unique solution in Zc as 2 being
relatively prime to c, has a unique multiplicative inverse in Zc. Moreover the
unique solution is j. Thus the G-OR of the rows i1, i2, when restricted to the
block M j

k gives one j and the rest are equal to •.
On the other hand, it is possible that i1 and i2 occur in another group say,

Gt = {{i1, μ}, {i2, μ}}. We obtain the block M j
t by solving the system

xi1 + xμ = a
xi1 + xμ = a

}
——–t(a) .

We notice that in the above system if we fix any value from {0, 1, . . . , c − 1} for
xμ then the values of xi1 and xi2 are equal. Thus, we have

M j
t [B] =

[
0 1 ... c − 1
0 1 ... c − 1

]
which shows that the G-OR of the rows i1, i2, when

restricted to the block M j
t gives every color α exactly once.

Lastly, if at least one of i1 and i2 is absent in any group say, Gs then the
absent variable assumes •. Thus, in the block M j

s at least one of i1 and i2-th row
has all its entries equal to •. Hence G-OR of i1 and i2-th rows when restricted
to the block M j

s gives • in all entries.
Combining the above three cases we can easily see that the G-OR of the two

rows of restricted matrix Sj [{i1, i2}] has at least one more j than any other color
l ∈ Zc − {j}. Thus the contrast condition is satisfied.

We notice that in any system of the linear equations if we fix the value of one
variable then the values of other variables are uniquely determined. This gives
the pixel expansion of the scheme to be �n(n−1)

4 
c.
Thus we have a (2, n)c-CVCS when gcd(2, c) = 1. ��

Remark 2. We note that in light of Remark 1 the assumption gcd(2, c) = 1 plays
a crucial role in the correctness of construction method. However the grouping
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technique does not play any role whatsoever in the construction of (2, n)c-CVCS.
Our pairing algorithm gives a closed form of pixel expansion and it is the mini-
mum pixel expansion one can get while using the linear algebraic technique. But
any type of pairing of the minimal qualified sets will admit a (2, n)c-CVCS, only
with higher pixel expansion.

3.4 Construction of (k, n)c-CVCS

Taking cue from Remark 2 we now construct a color visual secret sharing scheme
on (k, n)-threshold access structure. Again we assume that gcd(k, c) = 1. The
method of construction remains the same - we first pair the minimal qualified
sets to form groups, form and solve corresponding systems of linear equations
and collect the solutions to construct basis matrices. The proofs of correctness
and secrecy follow an essentially same line of argument that has been used in
Theorem 3.

We note that size of any minimal qualified set is k and therefore every system
of linear equations contains 2k many variables. If 2k ≤ n then there is a possi-
bility that these 2k variables occurring in a system can be all different. In order
to solve such a system of linear equations we need to fix the values of 2k − 2
variables which results in c2k−2 many solutions for that system.

Theorem 4. If gcd(k, c) = 1, 2 ≤ k ≤ n and m denotes the pixel expansion of

a (k, n)c-CVCS then m ≤ � l
2
c2k−2, where l =

(
n

k

)
.

If we can adopt a technique for grouping such that in every group the pair of
minimal qualified sets have k − 1 common participants then we have a (k, n)c-
CVCS with much better pixel expansion. Such a pairing technique is possible,
see [8]. We now have the following theorem.

Theorem 5. If gcd(k, c) = 1 and 2 ≤ k ≤ n then we have a (k, n)c-CVCS with

pixel expansion � l
2
ck−1, where l =

(
n

k

)
.

3.5 Modification of the Technique

We have noticed that the condition gcd(k, c) = 1 plays a crucial role in the
construction where k denotes the threshold value and c is the number of colors.
In fact, the methodology fails if c, k are not relatively prime (see Remark 1).
To overcome the difficulty when the numbers are not relatively prime, we can
introduce some dummy colors c, . . . , r such that r is the least positive integer
which is greater than c and also relatively prime with k. We can now work with
the ring Zr of colors where the last r − c colors are dummy. Basis matrices for
each of the first c colors can now be constructed using linear algebraic technique.
Then we get rid of the dummy colors by replacing them with •. It can be easily
checked that after this replacement the resulting matrices constitute the basis
matrices realizing the original (k, n)c-CVCS according to Definition 1.
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To gain clarity into the above discussion we describe construction of basis
matrices of a (3, 4)-CVCS with 3 colors {0, 1, 2}. As we have observed earlier,
number of colors and the threshold value are not relatively prime. We will intro-
duce one dummy color to make number of colors and threshold value relatively
prime. Thus, the new color set can be thought of as Z4 = {0, 1, 2, 3}. Following
the same (usual) notations, the system of equations over Z4

x1 + x2 + x3 = 0
x1 + x2 + x4 = 0

}
–1(0) ,

x1 + x2 + x3 = 1
x1 + x2 + x4 = 1

}
–1(1) & x1 + x2 + x3 = 2

x1 + x2 + x4 = 2

}
–1(2) .

and

x1 + x3 + x4 = 0
x2 + x3 + x4 = 0

}
–2(0) ,

x1 + x3 + x4 = 1
x2 + x3 + x4 = 1

}
–2(1) & x1 + x3 + x4 = 2

x2 + x3 + x4 = 2

}
–2(2) .

Solving the above systems over Z4 and using the concatenation technique (Sub-
sect. 3.1) we get

U0 =

⎡
⎢⎢⎣

0000 1111 2222 3333 0321 3210 2103 1032
0123 0123 0123 0123 0321 3210 2103 1032
0321 3210 2103 1032 0123 0123 0123 0123
0321 3210 2103 1032 0000 1111 2222 3333

⎤
⎥⎥⎦,

U1 =

⎡
⎢⎢⎣

3333 0000 1111 2222 0321 3210 2103 1032
0123 0123 0123 0123 0321 3210 2103 1032
0321 3210 2103 1032 0123 0123 0123 0123
0321 3210 2103 1032 3333 0000 1111 2222

⎤
⎥⎥⎦,

U2 =

⎡
⎢⎢⎣

2222 3333 1111 0000 0321 3210 2103 1032
0123 0123 0123 0123 0321 3210 2103 1032
0321 3210 2103 1032 0123 0123 0123 0123
0321 3210 2103 1032 2222 3333 1111 0000

⎤
⎥⎥⎦.

We observe that U0, U1, U2 are the basis matrices for the colors 0, 1, 2 respec-
tively when we consider (3, 4)4-CVCS with 4 colors. But in the original image the
fourth color 3 was not present. It is the dummy color that we have introduced.
Therefore we replace this dummy color by • to obtain the following three matri-
ces. It is now easy to check that the following three are basis matrices realizing
a (3, 4)3-CVCS.

S0 =

⎡
⎢⎢⎣

0000 1111 2222 • • •• 0 • 21 •210 210• 10 • 2
012• 012• 012• 012• 0 • 21 •210 210• 10 • 2
0 • 21 •210 210• 10 • 2 012• 012• 012• 012•
0 • 21 •210 210• 10 • 2 0000 1111 2222 • • ••

⎤
⎥⎥⎦,

S1 =

⎡
⎢⎢⎣

• • •• 0000 1111 2222 0 • 21 •210 210• 10 • 2
012• 012• 012• 012• 0 • 21 •210 210• 10 • 2
0 • 21 •210 210• 10 • 2 012• 012• 012• 012•
0 • 21 •210 210• 10 • 2 • • •• 0000 1111 2222

⎤
⎥⎥⎦,
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S2 =

⎡
⎢⎢⎣

2222 • • •• 1111 0000 0 • 21 •210 210• 10 • 2
012• 012• 012• 012• 0 • 21 •210 210• 10 • 2
0 • 21 •210 210• 10 • 2 012• 012• 012• 012•
0 • 21 •210 210• 10 • 2 2222 • • •• 1111 0000

⎤
⎥⎥⎦.

4 Discussions and Experimental Results

In this section we discuss some experimental results and consider the problem
of reducing share size.

In Fig. 1 we implement a (2, 2)-threshold visual cryptographic scheme for a
color image. The secret image is a picture with three colors and we use the
construction technique shown in Subsect. 3.2. We observe that since the scheme
is of maximal contrast, corresponding to one secret pixel three subpixels are
reconstructed - one true color pixel and two •. Presence of two •’s makes the
reconstructed image dark.

Fig. 1. (2, 2)-CVCS with 3 colors using Subsect. 3.2 (i) secret image, (ii)–(iii) shares of
P1, P2 respectively, (iv) GOR(share1, share2) (Color figure online)

In Fig. 2 we implement a (2, 3)-threshold visual cryptographic scheme using
the construction technique described in Example 2.

The main issue with deterministic GOR based color visual cryptographic
scheme is its pixel expansion which is the share size of the scheme. Same prob-
lem occurs in the deterministic OR based black and white visual cryptographic
scheme. To reduce share size, Yang [34] introduced a novel idea for B&W visual
cryptographic scheme. Instead of distributing rows of a basis matrix to the par-
ticipants as their shares, the dealer chooses randomly one column from a basis
matrix and distribute the corresponding entries to the parties. Although the pixel
expansion is reduced to 1, which implies the share size is equal to secret image
size, but the deterministic recovery of the secret pixel is hampered. An error
probability of correct reconstruction of secret pixel is automatically introduced.
For black and white image there are only two choices for every reconstructed
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Fig. 2. (2, 3)-CVCS with 3 colors using Subsect. 3.3 (i) secret image, (ii)-(iv) shares
of P1, P2, P3 respectively, (v) GOR(share1, share2), (vi) GOR(share2, share3), (vii)
GOR(share1, share2, share3)

pixel- either black or white and this can be directly translated to “either cor-
rect or incorrect”. The problem with color visual secret sharing is more tricky.
Although the meaning of “correct reconstruction” of a colored pixel remains the
same but “incorrect reconstruction” now perhaps includes more options.

Let us consider the basis matrix S0 of Example 2. The discussion for S1, S2 will
be similar. First let us focus on shares of P2, P3. If a column from S0 is randomly
selected and the entries are given as shares then incorrect reconstruction can hap-
pen in three different manner- reconstruction of • or 1 or 2. If a • is observed then
it is not possible to guess the actual color of the corresponding pixel but if 1 or
2 is reconstructed then there is problem of misinterpreting the true color of the
original pixel. It is easily seen that the probability of reconstructing color 1 is 1

6
and that of color 2 is also 1

6 . However, probability of reconstructing true color 0
is higher viz. 2

6 . On the other hand, if we consider the shares of P1, P2 it can be
easily seen that there is no possibility of misinterpretation of the recovered color
- either it is the pixel of color 0 or •. In other words, these two shares satisfy the
conditions of maximal contrast (see Definition 3).
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In Fig. 3 we implement a probabilistic color visual cryptographic scheme using
the basis matrices given in Example 2 and then choosing columns of Sc randomly
to share a pixel of color c. The recovered images from the shares of P2 and P3 are
brighter [item (vi) in Fig. 2 and Fig. 3]. This matches with our theory because
for the shares P2, P3 the recovery of • is less (probable). On the other hand,
share of P1 contributes more •s into the recovered images and thereby resulting
in more darker versions of recovered images [(v) & (vii) of Fig. 2 and Fig. 3].

Fig. 3. (2, 3)-PCVCS with 3 colors using Subsect. 3.3 (i) secret image, (ii)-(iv) shares
of P1, P2, P3 respectively, (v) GOR(share1, share2), (vi) GOR(share2, share3), (vii)
GOR(share1, share2, share3) (Color figure online)

4.1 Comparison

In Table 1 and Table 2 we compare our results (from Sect. 3) with the existing
works of Yang-Laih [35] and Verheul-Tilborg [33].



Color Visual Cryptography Schemes Using Linear Algebraic Techniques 215

Table 1. Comparison of pixel expansions among our proposed scheme, Yang et al. [35]
& Verheul-Tilborg [33] with three colors.

Schemes Pixel expansion

Our Yang-Laih[35] Verheul-Tilborg [33]

(2,2) 3 5 9

(2,3) 6 8 12

(2,4) 9 11 15

(3,3) 16 12 27

(3,4) 32 18 75

(4,4) 27 23 81

Table 2. Comparison of pixel expansions among our proposed scheme, Yang et al. [35]
& Verheul-Tilborg [33] with four colors.

Schemes Pixel expansion

Our Yang-Laih [35] Verheul-Tilborg [33]

(2,2) 5 7 12

(2,3) 10 11 12

(2,4) 15 15 15

(3,3) 16 13 48

(3,4) 32 24 75

(4,4) 125 31 142

5 Conclusion

We have given a linear algebraic method for constructing basis matrices realizing
color visual cryptographic scheme for threshold access structures. Using the same
technique to construct general access structures have some inherent difficulties
e.g. the number of colors and number of parties in every minimal qualified set
have to be relatively prime. Introducing dummy colors we may fix the problem
but that will incur in huge pixel expansion. Efficient solution to this question
can be a direction for further research.
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Abstract. Since IoT devices have small computing power and limited
battery size, it is desirable that the number of communications be as
small as possible. To solve such a request, we propose a calculation
method based on triangulation. The feature of our method is that the
number of communications is one round trip, and sufficient computa-
tional security is realized with small entropy secret information using
W-OTS+ and HMAC. In this paper, “small entropy” means a 8-digit
integer (about 24 [bit]) that can be memorized by humans. We show an
example calculation and analyze the relationship between accuracy of
position measurement and security. From the results, we conclude that
our method has sufficient security and enough practicality using small
entropy secret information.

Keywords: Position information · Hash function · W-OTS+ · HMAC

1 Introduction

1.1 Background

The recent spread of IoT devices is remarkable. Along with this, wireless com-
munication infrastructures are being expanded around the world, including the
evolution to 5G mobile phone networks, provision of public Wi-Fi services, and
the development of Bluetooth standards [3]. Position measurement such as GPS,
Quasi-Zenith Satellite and equipments such as iBeacon [9] has become an always
available service. Not only that, even in buildings or underground where these
satellites can not be captured, position information services using Wi-Fi access
points and mobile phone network are common. As a result, businesses and hobby
that combine IoT devices and position information are expanding, and new ser-
vice development is also expected. Some of them are unmanned and automated
social infrastructure, such as unmanned vehicles and home delivery services by
drone. In addition, installation of security camera, environment measurement
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sensor, digital signage, guidance of sightseeing spot, etc. are familiar usage sit-
uation. Thus, the importance of the combination of IoT devices and position
information is increasing dramatically.

The conventional research on such technology from the viewpoint of security
is mainly protection of user’s privacy information, device authentication and side
channel attack countermeasure implementation. There are two major security
problems.

Problem1. Forgery of position information (e.g. Pokemon GO cheat play)
Problem2. Improper use of position information (e.g. Monitoring behavior using

smartphone’s position information)

These are discussed independently in almost previous researches. Problem1 is
caused because all position information is represented by value of matrix, and is
open to public. Therefore, any position information can be used by everyone. The
mechanism by which Iranian was able to capture U.S. military drone RQ-170 in
2011 is also based on this fact [4]. For intentional forgery, it is generally detected
whether or not an incorrect position is used based on the appropriateness of
the movement distance per unit time. However, the vulnerability is also pointed
out in the mechanism in GPS itself, and it is difficult to simply perform forgery
detection [12]. There are very few countermeasures against this problem, and for
example, the method of [15] has been proposed.

Problem2 is a typical privacy problem, and it is possible to solve with the
application of a cryptographic protocol. Furthermore, although it is considered
that Problem1 can be solved by using some signature methods, we could not find
existing research that has been explicitly discussed. For many crypto-researchers,
it is considered that Problem1 and 2 can be solved by a combination of existing
crypto techniques. However these solutions will have the following inconvenient
facts.

– Large size of secret information
– High computational costs such as homomorphic applications
– Large number of communications

In particular, having a large number of communications has a large impact on
battery consumption. Because battery performance is proportional to its size, it
undermines the benefits of small size.

Furthermore, although the discussion mainly focuses on protection of user’s
privacy, the development of usage of IoT devices has also evolved into a method
for managing multiple IoT devices. The existing discussions so far can not be
considered as contributions to such future needs. For example, there are tags
for preventing lost items (such as wallets) using RFID and identification of lost
places. In such a case, only the owner needs to know the position information of
the device, and it is necessary that the position information of the device is not
forged. However, it is expected that the implementation of typical cryptograph-
ically secure protocols will be difficult, and as a result, there may be a drawback
that the use situation. Alternatively, it may be an operation assuming TTP (to
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be used by joining a server operating a service), and it may not lead to a smart
solution “only between the user and the device”. In this paper, we apply trian-
gulation as a calculation of position information and apply a method to identify
without directly treating it. Our proposed method requires computational cost
to specify the position (user side), but it reduces the computational cost and the
number of communication to transmit its position (device side).

1.2 Communication Types and Security

The communication environment used by IoT devices can be classified into the
following three types.

– Mobile phone communication
– Wi-Fi access
– Proximity communication such as Bluetooth

Although mobile phone communication and Wi-Fi access have a large difference
in the reach of radio waves, we treat them equally as “Wi-Fi based IoT”. Wi-Fi
based IoT is characterized in that it can establish “secure communication of full
spec (full spec security)”. We see it as

mutual authentication → key exchange → encryption

communication process. While public key cryptography requires additional
access to PKI, we focus on secret key cryptography based protocols in this paper.
As a result, Wi-Fi based IoT is possible to establish full spec security, but the
number of communication increases. Therefore, it is limited to the use environ-
ment which can be applied.

On the other hand, in the case of proximity communication such as Bluetooth
(Bluetooth-based IoT), since the host and IoT device are limited to the reach of
the user, the phases of mutual authentication and key exchange can be omitted.
Furthermore, since the type of data to be processed is also limited, input secret
information is characterized as being very short (small entropy). Since the num-
ber of calculations and communication for establishing secure communication
can be reduced, the device itself can be miniaturized by battery operation.

From these facts, it is clear that Wi-Fi based IoT is desirable from the
viewpoint of security, but from the convenience of IoT, Bluetooth-based can
be expected to be applied and developed. In order to establish strict secure com-
munication, three-way protocol has to be repeated between the host and the IoT
device. In the case of general electronic devices, the power consumption required
for communication is much larger than the internal processing.

1.3 Our Purpose

The purpose of our research is to combine the advantages of Wi-Fi based IoT
and Bluetooth-based, and we propose a method to realize the following.

1. Small entropy secret information
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2. Perform mutual authentication and secret communication simultaneously
3. Few communication (one round trip)
4. Low battery

In particular, the use of small entropy secret information is advantageous in
side-channel attack countermeasure implementation. However, it is theoretically
impossible to simultaneously satisfy the following conditions.

– Establish communication with “full spec security”
– Use small entropy secret information

In this paper, we show that the application of triangulation to the calculation
of position information can satisfy the above requirements only by using hash
function. In encryption technology (e.g. 128-bit block cipher), a small key size
means that exhaustive search is possible for attacker. On the other hand, hash
function has only a pre-image attack to estimate the input. While the input data
and the key are clearly separated and processed in the encryption method, it is
possible to explosively increase the amount of inverse calculation cost, because
it is easy to process mixed input of the key and data in hash function. In order
to make the best use of this mechanism, we take W-OTS+ and HMAC in this
paper, and assume a 8-digit integer (about 24 [bit]) as small entropy secret
information.

On the other hand, the following points can be expected against our proposed
method. “When initializing an IoT device, for example, why entering a 128-bit
key and using MAC is not enough?” The following consideration is given to this
question.

a) Compared to random secret value of 128 [bit] or more, human beings can
easily store 8-digit integers, so the setting can be changed to ad-hoc, and
the number of digits can be increased if necessary. For example, when IoT
devices are used by many users and secret information is changed each time,
easily memorized values can contribute to ease of management.

b) Enables flexible operation according to a predetermined SOP (Standard
Operating Procedure), especially when humans directly operate the IoT
device. For example, the SOP corresponding to the communication date
and time may be determined (e.g. Day31: Hour12: Minute 47 → 05, 05, 52
(5 is added to each value)). In such a case, randomness can be realized only
by human operations, which contributes to the ease of operation.

The latter is particularly effective in the use of IoT devices in the military (e.g.
measuring the position of a unit etc.). Also, for example, a combination of block
cipher and MAC can realize general-purpose and high-security communication,
but it is excessive security performance when handling only position information.

In this paper, we set Verifier and Player, and give the following roles.

Verifier: Manage the position of IoT devices and users (hereinafter referred to
as Player). Initially give them secret information (a 8-digit integer).

Player: Show own position information Verifier.
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We assume that Verifier knows Player’s position roughly (city, area, etc., limited
area). We also assume that Attacker can eavesdrop and forge their communica-
tions under an insecure communication environment. Verifier operates a server
and is feasible to calculate a large amount of computation. Player is battery-
powered and has small computing power. Based on this assumption, we aim to
satisfy the following security requirements.

– Player communicates its position information only Verifier.
– Player’s position information can not be forged.
– Attacker can not impersonate Verifier or Player.

Our paper is structured as follows. Section 2 gives an overview of W-OTS+
and HMAC, which are the basis of our idea. However, the detailed specifications
are omitted, we show the outline necessary for the proposed method. Section 3
shows the proposed method. Section 4 discusses the effects of actual operation.
In particular, the validity of using a 8-digit integer will be described from the
viewpoint of measurement accuracy of position information. Section 5 shows an
example calculation. Section 6 presents security evaluation and indicates that the
security requirements described above are hold. Conclusions are given in Sect. 7.

2 Preliminaries

2.1 W-OTS+

W-OTS+ is an Winternitz type one time signature scheme [8]. In this paper, we
show the outline and omit the details. W-OTS+ is parameterized by security
parameter n ∈ N, message length m and Winternitz parameter w ∈ N, w > 1.
From these parameters, we determine followings.

�1 =
⌈

m

log(w)

⌉
, �2 =

⌊
log(�1(w − 1))

log(w)

⌋
+ 1, � = �1 + �2 (2.1)

From the definition, we should use a family of functions Fn : {fk : {0, 1}n →
{0, 1}n|k ∈ Kn} with key space Kn, however, we use cryptographic hash function
h(·). Original W-OTS+ uses random element r, in this paper, we omit it in this
section. The proposed method does not use random elements as well as the
original calculation, but gives randomness as another security measure, so it can
be secure even if the original random element is omitted (see Sect. 3.3). From
secret key sk = (sk0, sk1, . . . , sk�−1), verification key pk is defined as follows.

pk = (hw−1(sk0), hw−1(sk1), . . . , hw−1(sk�−1)), (2.2)

where hn(·) denotes n times iteration of hash function h(·).
For m [bit] message M , W-OTS+ generates a base w representation of M :

M = (M0,M1, . . . ,M�1−1) where Mi ∈ {0, 1, . . . , w−1}. The checksum is defined
as follows.

C =
�1−1∑
i=0

(w − 1 − Mi) (2.3)



226 H. Tanaka and K. Fukushima

The value of C is also a base w represented as C : C = (C0, C1, . . . , C�2−1)
where Ci ∈ {0, 1, . . . , w − 1}. Then we determine B = (b0, b1, . . . , b�−1) =
(M0, . . . ,M�1−1, C0, . . . , C�2−1) and calculate signature σ as follows.

σ = (σ0, σ1, . . . , σ�−1) = (hb0(sk0), hb1(sk1), . . . , hb�−1(sk�−1)) (2.4)

Verifier who gets message M , signature σ and verification key pk, checks follow-
ing.

pk
?= (hw−1−b0(σ0), hw−1−b1(σ1), . . . , hw−1−b�−1(σ�−1)) (2.5)

In this paper, we especially focus on “base w representation” and “calculation
of checksum C”. We do not use verification key pk in original purpose, however,
modify the signature verification scheme. In particular, W-OTS+ opens the value
of w, however, it is used as the secret information in our method.

2.2 HMAC

HMAC is a keyed hash message authentication code using any cryptographic
hash functions [1]. It is defined as follows.

HMAC(k,M) = h(k′ ⊕ opad||h(k′ ⊕ ipad)||M), (2.6)

where k denotes a secret key and k′ denotes another secret key derived from k.
The values of opad and ipad denote outer padding and inner padding which are
defined as one-block-long hexadecimal constants. From the definition of HMAC,
k′ is derived by padding k to the right with extra zeroes to the input block
size of the hash function, or by hashing k if it is longer than that block size.
However, for simplicity, we treat k′ = k in the followings, because we assume
that size of k is not larger than the input block size of hash function. In addition,
since considerable attack against HMAC is brute force search for the secret key
k, security of HMAC depends on only the size of secret key k. Therefore, the
condition of k′ = k does not reduce the essential security of HMAC.

3 Proposed Method

3.1 Preparation Phase

The basic idea of our method is based on triangulation and is only to use hash
function. However, in order to establish secure communication between Verifier
and Player, it is necessary to apply secret information with small entropy. In this
paper, we define such small entropy as the amount of information that human
can memorize easily. We assume that it is a 8-digit integer.

Player and Verifier share wi, (i = 0, 1, 2) and random element r beforehand.
We assume that each size of wi is 2-digit integer. These should be stored in the
device or memorized by human Player. Our proposed method starts from Player
making a request to Verifier.
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Table 1. Equator radius a and Polar radius b

a [m] b [m]

Bessel ellipsoid 6,377,397.155 6,356,079.000 000

GRS80 [7] 6,378,137.000 6,356,752.314 140

WGS84 [18] 6,378,137.000 6,356,752.314 245

3.2 Commitment Phase

Let p(x, y) be the position information of Player. The distance di between p(x, y)
and a temporal position ti(xi, yi) where Verifier selects randomly, can be calcu-
lated using Hubeny formula as follows (i = 0, 1, 2).

di =
⌈ √

(dyM)2 + (dxN cos μy)2
⌉

(3.1)

It is developed from Vincenty formula [16]. In this formula each parameter
defined as follows.

dx = x − xi, dy = y − yi (3.2)

μy =
y + yi

2
(3.3)

We use following constants based on physical observation.

Meridian curvature radius M = a(1 − e2)/W 3

Prime vertical radius of curvature N = a/W,
(3.4)

where

W = (1 − e2 sin2 μy)1/2, (3.5)

e = {(a2 − b2)/a2}1/2. (3.6)

Note that “a” denotes Equator radius and “b” denotes Polar radius. These values
differ depending on the measurement, and there are several standard values for
determine of position information. Table 1 shows examples. There are many web
services of distance measurement using this mechanism (e.g. [2]).

Using secret information wi, Player calculates followings.
{

mi = di mod wi

ci = wi − 1 − mi
(3.7)

These calculations are almost same as generation of message blocks and check-
sum of W-OTS+. In the same way as W-OTS+, we need to set the initial values
which is equivalent roles of the secret key of W-OTS+. In the case of W-OTS+,
if bi = 0, σi = ski from Eq. ( 2.4), then the partial information of secret key
is open. However, since it is used as one time signature scheme, such situation
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does not become security weakness. On the other hand, our method is not one
time usage, we need to hide the value of p(x, y) as the secret information. There-
fore, in this paper, we generate the randomized initial values δa,i and δb,i using
HMAC. {

δa,i = h(wi||h(x||xi)||y) → σa,i = hmi(δa,i)
δb,i = h(wi||h(y||yi)||x) → σb,i = hci(δb,i).

(3.8)

As a result, Player has commitment σa,i, σb,i and mi, and sends them Verifier.
Note that Player should send only mi as commitment unlike W-OTS+. If both
mi and ci are send, the value of wi can easily be calculated using eq.( 3.7).
Furthermore, since 0 ≤ mi < wi, it is possible to estimate wi if Attacker can
observe communications multiple times. To prevent this, prepare a 2-digit integer
r as random element. In Sect. 2.1, the random element r used in the original W-
OTS + is omitted, but in the same meaning, randomization is performed so that
the value of mi is not directly communicated.

m̄i = mi ⊕ r (3.9)

The procedure of Commitment phase is summarized as follows (see Fig. 1).

[Procedure of Commitment phase]

Step-0. Player requests authentication.
Step-1. Verifier selects random position information ti(xi, yi),(i = 0, 1, 2) and

sends them to Player.
Step-2. For i = 0, 1, 2, Player calculates di and generates m̄i, σa,i and σb,i and

send them to Verifier.
Step-3. Verifier receives commitments.

Fig. 1. Outline of commitment phase

3.3 Verification Phase

After receiving commitment, Verifier estimates distance d̃i as follows.

d̃i = ni × wi + (m̄i ⊕ r), (3.10)

where ni denotes integer coefficient (ni ≥ 0). Then Verifier can create concentric
circles with radius d̃i centered on ti(xi, yi). Let Ci,ni

be one of such circles. From
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Commitment phase, Verifier gets three kinds of concentric circles and finds out
many intersections (see Fig.2). Among them, the intersections of three circles
C0,n0 , C1,n1 and C2,n2 are candidates of position of Player p(x, y). Let p̃i(x̃, ỹ)
be position of such candidate. From Eq. ( 3.7) and Eq. ( 3.8), true value holds
followings;

σa,i = hmi(h(wi||h(x̃||xi)||ỹ)) (3.11)

and
σb,i = hwi−1−mi(h(wi||h(ỹ||yi)||x̃)). (3.12)

As a result, Verifier can identify the correct position information of Player.

Fig. 2. Outline of verification phase

4 Effectiveness in Practical Operations

4.1 Accuracy and Computational Cost

Since the distance di is calculated as Eq. ( 3.1), it is very difficult for the value of
p(x, y) to be accurate. Therefore, Verifier estimates it from the method described
in Sect. 3.3 and confirms using Eq. ( 3.11) and Eq. ( 3.12). In addition, we can
hardly expect that the intersections of the three circles can be expressed properly
as overlapping points. Thus, Verifier searches for the subspace S having the
smallest area surrounded by three circles (see Fig.3). In the area of S, there are
some candidates for the range of possible values within significant figures of a
number (accuracy). Therefore, Verifier checks them using Eq. ( 3.11). If there
is no candidate which holds Eq. ( 3.11), he searches for the next subspace S
where is the second smallest area, and repeats check calculations, or repeats the
procedure of Commitment phase again.

Such trial and error and the number of retries depend on the accuracy which
means the number of significant figures of the value for representing the posi-
tion information. In the case of “degrees/minutes/sec” representation, which is a
general latitude and longitude representation method, accuracy can be adjusted
in seconds. For example,
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· Latitude: 35◦ 35 min 45 s north; Longitude: 135◦ 28 min 55 s east,

has 13 digits of significant figure, and

· 44◦59’247 N; 145◦12’893 E,

has 15 digits of significant figure. On the other hand, in the world geodetic
system (WGS) which is standard on GPS and the Internet map services, the
effective figure is 17 digits (56 [bit] in double precision). For example,

· 40.711523, -74.013271

Obviously, the larger the significant figure (high accuracy), the more expo-
nentially the number of candidates included in S increases. This also depends
on the unit for calculating the distance di. In the case of WGS, accuracy can
be expected within few centimeters. If the value of di is set in units of meters,
there are at most 10,000 candidates around 1.0 [m2] of S. In order to reduce the
number of useless trial and error, it is necessary to determine the distance unit
in advance assuming the accuracy of position information. On the other hand,
imposing large number of candidates and detailed calculations on Attacker, it
is possible to increase the computational cost for attack and improve security.
However, since the accuracy of the position information differs depending on the
size and purpose of Player itself, appropriate setting is necessary.

Fig. 3. Accuracy and number of candidates

4.2 Influence of Size of Entropy

The size of secret information shared beforehand is determined by the size of wi.
If giving priority to reducing the entropy size, even with a single digit value of wi

can provide sufficient security (Detailed analysis is shown in Sect. 6). However
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in this case, the number of trial and error for Verifier becomes very huge. For
example, in the case of wi = 1, the number of trial and error becomes the
maximum with requiring almost same cost as exhaustive search. Therefore, wi

of small entropy is advantageous in handling small size of secret information,
but it has drawback of increasing Verifier’s computational cost.

On the other hand, it is disadvantageous to set wi with large entropy. There
are two major disadvantageous points. One is to handle large size of secret
information itself. It becomes a size that can not be memorized by humans,
and operations become more difficult and complicated. The other is that the
value of ni in Eq. ( 3.9) is approximately 0 or 1 when wi is large. Therefore, it is
easier for Attacker to predict the position of Player (Note that it is premised that
the estimation of random element r succeeded). Attacker who does not know the
value of wi is difficult to obtain accurate Player position by trial and error as
shown in Sect. 3.3 and Sect. 4.1. However, since the commitment from Player is
open to public, Attacker will be able to make decisions of search subspace S as
easy as Verifier (Detailed analysis is shown in Sect. 6.2). Therefore, wi with large
entropy does not contribute to security improvement.

Considering those above, we need to determine the value of wi is minimum
necessary. To satisfy such request, we need also check the measurement error of
position and consider the influence of communication environment.

4.3 How to Determine the Value of wi

For IoT devices, wireless communication is the main communication method.
However, for example Wi-Fi access, wireless connection is certainly established
between the access point and Player, but the destination is wired connection.
Therefore, it is possible for Attacker to estimate a certain position information
of Player from the followings.

– Radio source from Player
– Area covered by the base station of mobile phone
– IP address of Player
– RTT(Round Trip Time) or Latency of communication

Since the output power of radio waves used in a typical mobile phone is about
0.6 [w], the range of 3–5 [km] radius can be easily supplemented without special
measurement or equipments. Google My Location [6] and Skyhook [14] applies
their position information of base station and Wi-Fi access points. In such cases,
it can provide 200–1000 [m] of accuracy by mobile phone, and 10–20 [m] by Wi-
Fi. Obviously, Attacker can determine the search area S if the base station used
by Player is detected. When such highly accurate measurement is possible, the
required error is within 1–20 [cm] (estimated almost 1/1000–1/100). Therefore
the value of di is estimated within a few centimeters to 1 [m]. Since the security
of our proposed method depends on the difficulty of predicting the value of
ni, for example, we expect that ni becomes 3 ≤ ni ≤ 32. Then wi = 4(�
100/32) − −34(� 100/3) will be necessary minimum by the calculation skipping
examinations of the unit conversion and characteristics of modulo operation.
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Although it is not always possible for Attacker to obtain the IP address of
Player directly by monitoring packets, the IP addresses of routers and servers on
the path can be easily known and the position of Player can be estimated based
on these information. Such information services already exist on the web, and
IP location finder [10] and IP address location lookup [11] are well known. In
this case, unlike the radio observation mentioned above, it is advantageous for
Attacker to be able to obtain the position information even from a remote place.
Using the method shown in [17], it is possible to perform measurement with
an error of 690 [m] at the maximum although it requires many communications
data. Considering the same as above, the required error is about 7 [cm] and
wi = 3(� 70/32) − −24(� 70/3) will be necessary minimum.

In this way, since the range of S is limited from the communication environ-
ment to be used. In addition, from Sect. 4.1 and Sect. 4.2, we can conclude that
it is necessary to determine the value of wi considering the accuracy and unit of
distance di. As a result, we expect that 4 ≤ wi ≤ 34 is appropriate from some
trial calculations mentioned above. Note that the values of wi can be set to be
different from each other. Therefore, it is considered that by combining small
and large values, it is possible to achieve both high accuracy and reduction of
trial and error. To realize such requirements and highly accurate calculations
while making it difficult for Attacker to predict the value of wi, it is necessary
to widen the range of values that it can take. From some calculations, we con-
clude that 4 ≤ wi ≤ 34 will be sufficient for these requirements. Therefore, we
conclude that wi is about 6 [bit], and ex-ored random element r is also 6 [bit].

By the way, regardless of radio observations or monitoring of packets, the
above attack is almost impossible unless it is premised that communication is
performed multiple times in the same communication environment. In the “full
spec secure” communication, the above conditions are unfortunately satisfied.
On the other hand, since our proposed method is only one time of calculation,
we can expect that such attack is not realistic. In addition, radio observation is
very difficult under the condition of one round trip. Therefore, we can conclude
that the fact that the number of communications is small is effective not only
for power consumption but also for improving security.

5 Example Calculation

5.1 Procedure

Let us suppose Player exists in somewhere in Liberty island in Upper New York
Bay, in the United States. And we suppose that Verifier also knows this fact.
Beforehand, Verifier and Player shared the secret information (w0, w1, w2) =
(5, 7, 11) and random element, and they have decided in advance to calculate the
accuracy in centimeters and the value of di in meters (Step-0). In the following,
the calculation of random element r is omitted for simplicity. Verifier uses general
PC for calculation and Player uses GPS for measurement of position information.
We also assume that there is no error in communication and measurement.
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Fig. 4. Calculation of di

In the Commitment phase, at first, Verifier chooses following three temporary
position randomly and sends them to Player (Step-1).

t0 = (40.689308,−74.045631)
t1 = (40.690202,−74.044031)
t2 = (40.690020,−74.046343)

Then Player can measure each distance di as follows. Note that the unit of di is
meters (see Fig.4).

d0 = 92.98[m] → 93[m]
d1 = 119.36[m] → 120[m]
d2 = 177.49[m] → 178[m]

From these values, Player calculate each mi as follows.

m0 = 93 mod 5 = 3
m1 = 120 mod 7 = 1
m2 = 178 mod 11 = 2

Using (m0,m1,m2) = (3, 1, 2), Player generates commitments and sends Verifier
(Step-2).

In the Verification phase, Verifier searches for subspace S changing
(n0, n1, n2). When (n0, n1, n2) = (18, 17, 16), Verifier found the minimum area
of S (see Fig.5). In the case of accuracy in centimeters, the number of candidates
is 270,861 in the area. Therefore, Verifier needs to perform about 218 times of
trial and error, however, on a general PC, this calculation can be completed in
a second (Step-3). In our computing environment (CPU:intel Core i7 2[GHz],
MEM:8[GB]), this process took about 0.2 s under the condition of using SHA-
256. The proposed method performs hash function calculation up to 34 times
for W-OTS+ and twice for HMAC. Since this is done for three types of values,
up to 108 hash function calculations are required. In this example, since there
is a candidate of 218, a hash function calculation of about 224 is performed in
the worst case. In our computer environment, this worst case calculation took
about 1.2 s. As a result, Verifier gets following.

p(x, y) = (40.689198,−74.044539)
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Fig. 5. Search result of subspace S

In the case of accuracy in meters, only 29 candidates in the area. Although the
computational cost for Verifier will be very small, it is thought that Attacker
prediction will be easier. On the other hand, if the computational cost is small,
mobile tracking is possible and the scenario of threat will be changed. A brief
discussion is given in Sect. 6, but in detailed discussion and analysis of such a
case is our future work.

5.2 Evaluation of Efficiency

Assuming that hash function is 256 [bit] value, we analyze the amount of data
to be transmitted by the proposed method and the number of communications.

Verifier →Player: temporary position 56 [bit] × 3 = 168 [bit] (one way)

Player →Verifier: (m̄i (18 [bit]) + σa,i (256 [bit]) + σb,i (256 [bit])) × 3 =
1590 [bit] (one way)

Therefore, the total data amount is 168 + 1590 = 1758 [bit], and one round
trip communcation.

Next, we estimate using the “full spec secure” communication described in
Sect. 1.2. Mutual authentication assumes that Challenge and response using ran-
dom numbers are mutually executed, and then Diffie-Hellman key sharing is
performed. And then, encrypted communication is assumed as a 128-bit block
cipher using a key length of 256 [bit]. Note that this condition suggests that our
proposed method uses 256 [bit] hash function and the improvement in security
is considered as much as possible.

Challenge and response (twice time): (128 [bit] random value × 2) × 2 =
512 [bit] (2 round trip)
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Diffie-Hellman key sharing: 256 [bit] random value × 2 = 512 [bit] (one
round trip)

Player →Verifier: Encrypted data 128 [bit] (one way)

Therefore, the total data amount is 1280 [bit], and the number of communi-
cations is 3.5 at most. However, it should be noted that this is a naive result, as
a more efficient approach can be considered for mutual authentication. Compar-
ing these results, the total data amount can be neglected from the viewpoint of
recent wireless communication speeds and packet size. On the other hand, there
is a large difference in the number of times of communication, and a significant
difference occurs in the power consumption difference.

Also, Player of the proposed method performs hash function calculation up to
34 times for W-OTS+ and twice for HMAC. Since this is done for three different
values, up to 108 hash function calculations are required. On the other hand,
Player of full spec secure communication performs block encryption calculation
once by creating encrypted data twice by Challenge and response. In addition,
Player performs a single exponentiation for key exchange. Although the differ-
ence in power consumption is large compared with the simple case, it is difficult
to think that a large difference will occur because IoT devices will use lightweight
block ciphers and lightweight hash functions. Implementation comparison is our
future work.

6 Security Evaluations

6.1 Threat Scenario

In this section, we discuss security of our proposed method. We assume that
Attacker does not know the position information of Player p(x, y), wi and ran-
dom element r but can obtain and forge communication data without error. The
computer resources that Attacker can use are limited to O(260) considering real-
istic processing performance. Under these assumptions, we consider following
threat scenarios to hold the security requirements shown in Sect. 1.3.

Inverse calculation of position information of Player: In this scenario,
Attacker tries to determine the position information of Player from commit-
ment. If inverse calculation is impossible, this situation is equivalent to the
fact that Player has been communicated only Verifier. However, Attacker who
can perform exhaustive search can always succeed this attack.

Forgery attack of commitment: In this scenario, Attacker aims to have Ver-
ifier calculates different position information. Attacker who can also perform
an exhaustive search can always succeed in forgery.

Impersonate attack of Player/Verifier: Attacker impersonates Player or
Verifier. In the case of impersonating Player, it aims to forge the position
information of authorized Player. In the case of impersonating Verifier, it
aims to obtain position information of Player more effectively.
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In the followings, we discuss security against each threat scenario. However,
assuming that Attacker succeeds in predicting the random element r for sim-
plicity, the condition that mi is obtained to the attacker is given. In order to
execute the attack while predicting random element r, 26 kinds of candidates
exist, and σa,i and σb,i can be used to identify the correct value. Therefore, in the
worst case, the calculation amount of 26 times amount shown below is required.
On the condition of the attacker’s advantage, we evaluate the security without
including the amount of calculation necessary for the above estimation.

6.2 Inverse Calculation of Position Information of Player

Attacker can predict the random element r and obtain the commitments mi,
σa,i and σb,i. From Eq. ( 3.8), Attacker can also know σa,i is an output of mi

times of iterations of hash function. Therefore, if Attacker can succeed mi times
of pre-image attack, he can determine the initial value δa,i. We assume that
h(·) is cryptographic secure hash function such as SHA-256 [5], it is well known
that this attack requires exhaustive search in general. Therefore in case of using
SHA-256, Attacker needs O(2256) of computational cost. Note that Attacker
who does not know the value of wi, can not calculate σb,i because he can not
determine ci (see Eq. ( 3.7)). The value of δa,i and δb,i can be regarded as the
output of HMAC. In other words, eq.( 3.8) can be regarded as HMAC processing
of xi (or yi) using keys x and y instead of exor-ed key k with opad and ipad.
Therefore it is impossible to realize δa,i → (x, y) using known (xi, yi) by realistic
computational resources. As a result, we can conclude that our proposed method
is secure against this condition of threat scenario. And such security also does
not depend on the size of wi. Therefore we can conclude the secret information
with small entropy can provide sufficient computational security for our proposed
method.

On the other hand, when Attacker can success to predict the value of p(x, y),
he can take another strategy. Particularly, when Attacker can success the specifi-
cation of the area S, its computational cost for attack is equal to one of Verifier.
Two strategies to specify the area S are considered.

1) Estimating ni and wifrom mi and ti(xi, yi)
From eq.( 3.9), Attacker also generates any concentric circles with any radius
centered ti(xi, yi). If Player exists inside a triangle whose vertices are t0, t1 and
t2, he can limit the search area. Let Ci,max be a circle whose radius is the longest
distance among temporary position ti and t\i. Then Attacker can get the maxi-
mum area of S̃ surrounding by three circles C0,max, C1,max and C2,max. Attacker
can identify if possible position information of Player in S̃ can be searched by
brute force. If Player does not exist inside such triangle, Attacker fails to limit
the search area. The necessary amount of calculation cost should be considered
together with the following next strategy.
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2) Restricting the possible positions of Player based on radio source
and IP address
This strategy can limit the possible area more efficiently than above. In fact,
there are factors such as the measurement error of radio waves and the success
or failure of IP address acquisition, related to the attack success. However, we
assume that Attacker is advantageous except that it relates to calculation cost.
Assuming WGS, the amount of unknowns for Attacker is estimates as follows.

3 × wi(6 [bit]) + WGS(56 [bit]) = 74 [bit] (6.1)

If it is impossible to estimate wi and the amount of computation that Attacker
can use is limited to O(260), we can conclude that it is impossible to specify
even if the information of 14 [bit] can be known by Attacker. Since WGS has
a value of 17 digits, this estimation means that the value of 4 digits could be
known by Attacker. The calculation cost that a general PC can process in one
hour is about O(240), if it is aimed to keep position information secret for about
an hour, even if Attacker can know about 34 [bit] (almost 10 digits), it is secure
against this treat scenario.

Using the example shown in Sect. 5, even if

p(x, y) = (40.xxxxxx,−74.xxxxxx)

is known to Attacker, it is secure under the condition of limit of computational
complexity under O(260). In this case, it is almost the same as knowing that
Player is in Liberty island. If

p(x, y) = (40.689xxx,−74.044xxx)

is known to Attacker, he will estimate that Player exists nearly a triangle whose
vertices are t0, t1 and t2. (In fact, Player is outside of the triangle, but attacker
will be able to see that Player is near the Statue of Liberty.) On the premise that
Player moves within one hour, sufficient security can be realized. As a result, if
there are 240 or more candidates in area S̃, we can conclude that our proposed
method has sufficient security.

6.3 Forgery Attack of Commitment

Attacker can always make forged commitments m̂i and σ̂a,i easily as follows.

m̂i = mi + z (6.2)
σ̂a,i = hz(σa,i) (6.3)

However, if m̂i ≥ wi, it is obviously easy to detect the forgery by Verifier. And
Verifier also can detect forgery using ci and Eq. ( 3.8). On the other hand, even
if Attacker can get true value of wi, he never success forgery attack because
the security of our proposed method is based on W-OTS+. In order to success
forgery attack against ci with knowledge of the value of wi, it is necessary to
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succeed pre-image attack against hash function h(·) to make forged commitments
m̂i. For example z = 1,

m̂i = mi + 1 (6.4)
ĉi = wi − 1 − m̂i = ci − 1 (6.5)

Then Attacker needs to calculate σ̂b,i = hĉi(δb,i) = h−1(σb,i). As the result, if
hash function h(·) is cryptographically secure, we can conclude that our method
is secure against forgery attack. The disadvantage of this scheme is that it can
not be done unless Verifier has completed estimation of the position information
of Player. Improvement of this problem is also our future work.

6.4 Impersonation Attack of Player/Verifier

The purpose of impersonation of Player is to forge the position information
of authorized Player. Since position information is public data, any position
information can be used. However, since Attacker who does not know the value
of wi can not calculate the initial values δa,i and δb,i (see eq.(3.8)), he can
not generate valid commitments. Attacker estimating wi and Verifier calculate
followings each other. ⎧⎨

⎩
m̂i = di mod ŵi

δa,i = h(wi||h(x||xi)||y)
δ̂a,i = h(ŵi||h(x||xi)||y)

(6.6)

Note that m̂i denotes forged commitment using estimated ŵi. But the informa-
tion which Verifier uses is only true wi, he calculates using only this value.

hm̂i(δa,i) = hm̂i(δ̂a,i) (6.7)

Since the size of wi is 6 [bit], if hash function h(·) has found collision among
about 64 different inputs, Eq. ( 6.6) holds. Or Eq. ( 6.7) is hold if collision search
is succeeded in m̂i times of iteration. These conditions can not be hold in crypto-
graphic secure hash function, we can conclude that our method is secure against
impersonation attack of Player.

The purpose of impersonation of Verifier is to obtain more advantageous
position information from authorized Player. However, even in this case, Attacker
does not know the value of wi, so it does not differ from the situations pointed
above. As a result, Attacker can not make any advantageous situation, we can
also conclude that our method is secure against impersonation attack of Verifier.

6.5 Importance of Random Element r

In the above, we omit the effectiveness of random element r and analyze the
attack using information obtained from only one round trip communication.
However, if Attacker knows the value of r, the value of wi can be determined, if
Player can be observed each time the position changes. Since 4 ≤ wi ≤ 34, the
condition of 4 ≤ mi(= m̄i⊕r) ≤ 34 also holds. Therefore, Attacker can determine
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wi from the maximum value of mi. This requires a minimum of 64 (=43) and
maximum of 39,304(=343) times of successful observations. As mentioned in
Sect. 4.3, such eavesdrop is physically very difficult.

In addition, since Player and Verifier can choose r within 0x00 ≤ r ≤ 0x3f ,
there are some candidates of true random element which holds 4 ≤ (m̄i⊕r) ≤ 34.
As a result, Attacker needs to execute attack procedure multiple times.

Furthermore, since the values of wi and r are very small entropy (total
24[bit]), they are easy to change and do not complicate operations. We can
conclude that r contributes greatly improvement of security.

7 Conclusions

We propose a calculation method suitable for position information of IoT devices.
The purpose is to reduce the number of communications and the power con-
sumption, and we applied small entropy secret information and the existing
hash function signature scheme to achieve this purpose. As shown in Sect. 6,
the proposed method shows that the security requirements defined in Sect. 1.3
can achieve practical computational security with a 8-digit integer. We also suc-
ceeded in realizing some kind of mutual authentication between Verifier and
Player. Detailed analysis and evaluation from the view point of authentication
scheme is our future work.

Actual operability is estimated by computer simulation. Therefore, the deter-
mination method of sub space S by Verifier and the range setting in the value of
wi are based on calculation under ideal conditions. In particular, the method of
determining sub space S is simply determined by the size of the area (in order
of small number of candidates). Fortunately in our computer simulations, this
decision take almost no time, but we need to improve it to handle the worst
case. Similarly, when applied to mobiles described in Sect. 5.1 and Sect. 6.2, the
analysis of the relationship between the setting of wi and the measurement accu-
racy is our future work. Furthermore, in actual operation, since measurement
errors and communication errors occur, it is necessary to confirm by hardware
implementation.

It has become common that recent digital map information is also provided
with altitude and depth. Therefore, although three circles are used in the pro-
posed method, if it is developed into three spheres, our proposed method can be
developed into position information including height and depth. However, errors
in the measurement of altitude and depth by IoT devices are large. Therefore, it
is expected that the processing by the mixture of values with different numbers
of measurement errors is necessary. If advanced measurement and mobile appli-
cation become possible, for example, detailed and real-time drone management
will be ready and the scope of the proposed method will be further expanded.
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Abstract. Smartphones are ubiquitous today, and they contain a large
amount of personal and sensitive information. It is, therefore, essential to
secure the underlying operating system. Android is the dominant oper-
ating system among the smartphone market; therefore, it is critical to
uphold the security standards of Android. Android smartphone manu-
facturers and third-party custom ROM developers modify the operating
system heavily to differentiate themselves among the competitors. The
modifications done by the Smartphone manufacturers and third-party
custom ROM developers posses a threat to the smartphone user’s pri-
vacy and make the Android OS vulnerable to advanced persistent threat
(APT) attacks. This paper demonstrates that Smartphone manufactur-
ers and third-party custom ROM developers can bypass Android’s secu-
rity mechanisms and breach the user’s privacy without getting detected
by the user by modifying parts of Android OS except for the kernel.
In particular, this paper shows methods by which APT attacks can be
performed on the Android 10’s Camera subsystem to capture pictures
from the camera and upload them to a remote server without the user’s
knowledge.

Keywords: Android 10 · Advanced persistent threat · Camera ·
AOSP · Privacy · Smartphone manufacturers · Android security ·
Operating system · OEMs · Backdoor · Custom ROM developer

1 Introduction

Smartphones have become a part of modern life. They are populated with a large
amount of sensitive information. Android is an open-source operating system
that is released as the Android Open Source Project (AOSP). It is estimated
that more than one billion devices worldwide run on Android [6]. Android is a
Linux kernel-based operating system. To make sure that Android and user’s data
both are secure, Android uses different techniques provided by Linux kernel like
process isolation, application permissions, secured inter-process communication.
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Android smartphone manufacturers, also called Android Original Equipment
Manufacturers (OEMs), are the companies that manufacture Android smart-
phones. Most of these vendors modify Android OS according to their needs.
Third-party custom ROM developers modify the Android OS to provide fea-
tures and functionalities that are not provided by stock Android OS. The Linux
kernel associated with Android is released under the copyleft GNU General Pub-
lic License version 2, allowing anyone to modify and redistribute Android kernel
as long as they make modified kernel’s source code public. On the other hand,
Android OS’s source code is licensed under the non-copyleft Apache License ver-
sion 2.0, allowing anyone to modify and redistribute the Android OS without
making the source code of modified Android OS public. This possesses a huge
risk to users’ privacy who are using these devices because Smartphone manufac-
turers and third-party custom ROM developers can easily introduce backdoors
and bypass the security mechanisms placed by Android to protect user’s pri-
vacy. In this paper, we demonstrate methods by which Advanced Persistent
Threat (APT) attacks can be performed on Android OS to install backdoors
by modifying Android parts other than the kernel. In particular, we performed
an APT attack on the Camera subsystem to capture pictures from the camera
and upload them to a remote server without getting detected by the user in
whatsoever manner.

The rest of the paper is organized as follows. In Sect. 2, literature survey on
existing work is presented. In Sect. 3, we have presented a brief overview of the
Android 10 camera subsystem and discussed the security mechanisms of Android
10 and the camera subsystem that are critical in protecting user’s privacy. In
Sect. 4, we have discussed how the security mechanisms listed in Sect. 3 can be
bypassed along with the proof of work. Finally, in the last section, the conclusion
is presented.

2 Literature Survey

This section will briefly discuss research work that has been carried out related to
the Android OS modification and android Smartphone manufacturers. Farhang
et al. [7] showed that the vendors do not invest in security quality for naive users,
and these users do not bother much about security issues that may be present in
the smartphone. Smartphone manufacturers add their own customizations to the
stock Android which helps them to stand out among their competitors. However,
vendors do not always invest their time and money in Android’s security quality
while customizing.

Wu et al. [11] presented the different security issues that are introduced due
to vendor customizations. They presented a three-stage analysis consisting of
provenance analysis, permission usage analysis, and vulnerability analysis. In the
provenance analysis, they classify apps in categories of AOSP apps, vendor apps,
and third-party apps. The permission usage analysis identifies those pre-loaded
apps that request more permissions than they actually need. Finally, the vul-
nerability analysis checks if permission re-delegation attacks can be introduced
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through the pre-loaded apps. Permission re-delegation means that an app that
does not have particular permission to perform a sensitive task gets the required
task performed by the app with the required permission [8]. The privilege tasks
may involve opening a camera or reading text messages.

Karthick et al. [9] discussed how the app permissions could misuse the Shared
User ID. They also discussed how the two-factor authentication might fail if the
spyware gets access to read and write messages by over-claiming the permissions
for the application. Anto et al. [4] presented the method of implementing kernel-
modification advanced persistent threat attack (APT) in the GT S-6102 kernel.
To launch an APT attack, an attacker has to download the android kernel source
code from the internet, add required malicious functionality to it, like recording
voices without the user’s knowledge. The attacker can then change the original
android kernel with the malicious one and bypass the original kernel’s security
mechanisms. Anto et al. [4] also presented a method of detecting such an APT
attack using control flow analysis of the kernel code. However, implementing an
APT attack on Android kernel is impossible for the Smartphone manufacturers
because they are obliged to make the source code of the kernel public. Hence, in
this paper, we have presented a way to perform an APT attack by only modifying
parts other than the kernel.

3 Android and Camera Subsystem Security

Camera is one of the those sensors on a smartphone that is used quite often.
Over the past years, there have been many incidents where there was a breach of
user’s privacy through the camera. In Android 10, Google made many changes
to make the camera as secure as possible. In this section, we will discuss the
Android 10 Camera subsystem and its security mechanisms.

3.1 Android’s Camera Architecture

Android 10’s Camera subsystem consists of Camera API v2, a native C++
implementation of Camera API v2, Camera HAL (Hardware Abstraction Layer),
and camera drivers. Figure 1 shows the layered architecture of the Android 10’s
Camera subsystem. Camera API v2 is implemented as Java classes in the Java
API Framework layer of Android software stack. HAL defines standard interfaces
that must be implemented by camera hardware manufacturers in the form of
camera drivers so that apps can operate camera hardware efficiently.

3.2 Android Camera’s Security Mechanisms

In this subsection, we list various defense mechanisms that Android has placed
to prevent anyone to access camera in illegitimate way. These mechanisms also
prevent anyone to perform APT attacks on the camera.
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Fig. 1. Camera architecture [2]

Camera Permission. The Permission mechanism is a crucial security feature
of Android. In Android, every resource (e.g., Camera, GPS) is represented by
a Linux group and given a particular Group ID. Every app is represented by
a Linux User and given a specific and unique User ID[5]. If an app wants to
access a particular resource, then that app’s User ID must be the owner of that
resource or a member of that particular resource’s Group ID. The Linux kernel
enforces these rules at the kernel level by using SELinux policies. An app is given
a unique User ID at the time of installation, and it never changes during the
lifetime of an app. Android exposes these functionalities, granting and revoking
permission of resources, through Permission Manager to apps at the Application
Layer. Every permission is given a protection level that depends on the risk it can
cause to user’s privacy. Usually, resources that might expose the user’s private
information like Contacts, Camera are given “dangerous” protection levels. The
user needs to grant dangerous permissions to the app explicitly.

If an app wants to access a resource, then that permission must be added
to the manifest file of that app at the time of application development. If an
app requests a permission that is not mentioned in the app’s manifest file, then
Android throws Security Exception and terminates that app immediately with-
out entertaining that request. Android 10 and above uses run-time permissions.
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In run-time permission, the user sees a system dialog that contains the permis-
sion group that the app is requesting. User can allow or deny that request, and
depending on the user’s response, Android system grants or not grants request
to the app.

On Android 10 and above, an app needs to add “android.permission.
CAMERA” permission to its manifest file to access the Camera. Camera permis-
sion has dangerous protection level; therefore, it is granted at run-time only and
that also if the user allows. Apart from this, if at any time user wants to see the
permissions that are requested by an app, the user can see them in the system’s
setting app. adb:Android Debug Bridge is a utility tool that can be used to see the
logs as well as live events that are happening right now [1]. User can also use the adb
command tool to see an app’s permissions. Without getting camera permission, we
cannot capture the picture.

No Camera in Background. Starting from Android 9, an app that is running
in the background is not allowed to access the camera [3]. If an app running in
the background tries to access the camera, Android disables the camera for that
app and stops it immediately. An app for which the camera is disabled can not
issue the request to use the camera. An app that is running in the foreground
or is part of a foreground process can only access the camera. An app is said to
be running in the foreground if it is actively being displayed on the screen. A
foreground process is a service that does not have visible activity, but the user
is actively aware of it through an ongoing notification in the status bar, which
cannot be dismissed. This restriction is also applied to other important sensors
like mic to protect the user’s privacy.

Compulsory Rendering of Preview. This is another security feature of
camera API. An app must start preview of camera before it can request for
picture capture [10]. If an app calls capture function before starting preview then
system throws error and application is stopped. The preview must be rendered
on screen, it can’t be null. This feature ensures that a user is aware when the
camera is active.

Logs. The moment Android boots up, logging is started. Logging is used for
debugging in Android, but it can also be used to see what is happening inside the
android system on the process level. As mentioned before, adb:Android Debug
Bridge, which anyone can download on any operating system, can be used to
see the logs as well as live events that are happening right now. Camera API
is no exception to this; everything in Camera is logged heavily. Therefore, logs
are a simple but effective tool for people with some technical knowledge to see
if anything suspicious is going with the Camera subsystem.
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For logging, different macros and functions are used, common ones are
ALOGI, ALOGV, ALOGE, ALOGW, logDeviceRemoved(), etc. We developed
a small android application to get Camera subsystem logs and check if logging
works or not in Android. After running that application, it was seen that our
camera activity is being logged. Therefore, to stealthily click picture, we have to
modify Android OS such that only our camera activities are not logged at all.

Because of all the security restrictions mentioned above that are imposed by
Android, it is difficult to perform an APT attack to capture a picture from Cam-
era without the user noticing it. In the next section, we will see how these security
restrictions can be bypassed to fulfill our objective i.e., breaching the user’s pri-
vacy without getting detected by the user by modifying Android’s source code.

4 Circumventing Android’s Camera Security

In this section, we will present implementation details and proof of a working
solution that can bypass all the security restrictions mentioned in the previous
section and capture pictures through Camera without getting detected by the
user.

4.1 Granting Critical Permissions Without Prompting User

As described in the previous section, Android’s Permission Granting and Revok-
ing mechanism is highly robust and secure. The complete process of granting
permission to an app is represented in Fig. 2 and 3. As shown in Fig. 2 and 3, an
app starts this process of requesting permission at the application layer and ends
at the kernel layer where the permission is granted. It can also be seen that at
every level, there are security checks placed so that only legitimate requests are
handled. These checks ensure that the permission being requested should already
be mentioned in the manifest file of that app, and if permission is mentioned
in the manifest file, then the user can see that permission in the Settings app.
These checks also ensure that only the system packages that have permission
to “Grant Permissions” handle these requests. These checks also ensure that
whenever permission is requested, the user is prompted with a dialog to allow or
deny that permission. Permission is granted if and only if user clicks allow. One
possible solution to overcome these restrictions is to modify the kernel itself,
but that can not be done since the Android Kernel is released under the GNU
GPLv2 license, which mandates to open source the changes made to the kernel.
By going through the modified kernel’s source code, it can be easily verified that
we circumvented the default Permission mechanism of Android. Therefore, we
modified Android’s other parts to build another mechanism to grant permissions.



Attacks on Android-Based Smartphones 247

Fig. 2. Android’s Permission Granting Mechanism

Our mechanism is similar to Android’s default permission mechanism and
exists along with Android’s default permission mechanism except for one sig-
nificant change that our permission mechanism does not contain the security
restrictions imposed by the default permission mechanism. To ensure that only
the apps we allow use our permission mechanism and all other apps use Android’s
default permission mechanism, our app passes a secret key along with the per-
mission request. If the app’s secret key matches the key used by our permission
mechanism, then permission is granted without any security checks, the user
is not prompted at all, and no information is logged regarding granting of this
permission anywhere. If the secret key is not present with the permission request
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Fig. 3. Android’s Permission Granting Mechanism

or secret key is not correct, then that request uses Android’s default permission
mechanism. Revoking permission also follows the same procedure as granting
permission follows. Therefore, we can grant permission of an app with our mod-
ified Android OS without bringing anything to the user’s notice in whatsoever
manner.
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We made a video (https://youtu.be/N1OP0wPzgSc) to show that our solu-
tion to circumvent Android 10’s permission mechanism without being detected
works as described above. For proof, we made two simple camera apps that cap-
ture pictures like a regular camera app would. The only difference between the
two is that the first app uses Android’s default permission mechanism, whereas
the second app uses our modified permission mechanism. In the video, it can be
seen that the first app prompts the user to grant camera permission to open the
Camera, and in the settings app, camera permission is shown as permission for
the first app. However, if we see permissions for the second app, no permission
is requested by the app. Also, the second app does not prompt the user to grant
permission for anything but it is still able to open the Camera. Hence, proving
that our solution to bypass Android 10’s permission mechanism works without
being detected by the user.

By implementing another permission pipeline, we performed an APT attack
on the Android. We can grant not only the camera permission but also other
critical permissions like storage, contacts, call, etc. without the user’s knowledge.
In this second video demonstration (https://youtu.be/gA9uuEoWv3U), it can
be seen that our solution works as expected.

4.2 Capture Picture from Background

To capture pictures from the background, we need to overcome two restrictions
applied by Android. First, capture a picture without rendering a preview window
and second, open camera from background.

There are mainly two ways to click pictures without rendering the preview
on screen. One method is to make the preview window so small that the user
cannot see the preview window. If we make windows size 0 px by 0 px, then
system will throw an exception, therefore, minimum size of video can be 1 px by
1 px. Although the preview is almost impossible to be seen with naked eyes but
technically, the preview is still being rendered on the screen; therefore, it is not
a perfect solution. The correct solution is to direct the output of the camera to a
dummy TextureView surface instead of directing it to the screen. A TextureView
is used to display streaming content like video and OpenGL scene. One major
benefit of using TextureView is that if it is rendered in software, i.e., a surface
that does not exist, then TextureView will draw nothing. The beauty of this
solution is that it does not require us to modify Android OS; we implement this
solution in our app at the time of developing the app.

To understand how Android recognizes whether an app is running in the back-
groundor not,weneed tounderstandhowAndroid prioritize apps running in differ-
ent states. An application that is running visible to the user is given the highest pri-
ority. The second priority is given to the application that is running as foreground
processes. A foreground process is a service that does not have visible activity, but
the user is actively aware of it through an ongoing notification in the status bar,
which can not be dismissed. The lowest priority is given to the processes that are
running in the background.Aprocess having lowprioritymeans that itwill get crit-
ical resources like CPU and RAM, less often as compared to the processes having
higher priority.

https://youtu.be/N1OP0wPzgSc
https://youtu.be/gA9uuEoWv3U


250 S. Kumar et al.

Android uses the priority mechanism to find out if the app that is trying
to open the camera is running in the foreground or background. When an app
requests to open the camera, Android starts a timer and gives the process a
simple task to perform. If the process does not complete the task within the
time limit, Android disables the camera for that app and throws “Camera Dis-
abled Exception” and immediately stops further processing of the request to
open the camera. Since the app running in the background has low priority;
therefore, it will not get enough CPU cycles to complete the task, and Android
will stop it from opening the camera. This mechanism works most of the time,
but it is not perfect because there are times when the total number of processes
running is low, then even background processes get enough CPU cycles to com-
plete the task, and Android allows the camera to be opened. CameraService is
Android’s core process that handles Android’s Camera operations and commu-
nicates directly with the Camera HAL layer. We modified the CameraService
code such that our app does not need to perform the above-described task even
if it is running in the background. To show that this solution works, we made a
video (https://youtu.be/cwdYWb484-o) in which it is demonstrated that an app
can open the camera in the background, click pictures without displaying any
preview and send those pictures to a remote server without user’s knowledge.

Fig. 4. Logs before modifications

4.3 Disabling Logs

We ran a camera app multiple times and noted different code segments where
logging happens. Figure 4 shows some of these logs. To get around the logging of
our app’s activity, we modified the CameraService and some other services such
that our app’s activity is not logged. Figure 5 shows logs after modification, and
it can be seen that no logs from our app appeared anywhere. In this section,
we presented methods to implant an APT attack in Android OS to breach the

https://youtu.be/cwdYWb484-o
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Fig. 5. Logs after modifications

user’s privacy by modifying Android’s source code and without getting detected
in whatsoever manner.

The APT attack discussed in this paper can only be detected by analyzing
the source code of the modified Android OS. But, some non-technical solutions
can be adopted by governing authorities to prevent these kinds of APT attacks.
Governing authorities can frame policies and make laws to protect their people’s
data. The policies or laws should clearly state who can collect the data, from
whom data can be collected, what kind of data can be collected and who has
access to it.

5 Conclusions

Android is a mature operating system. It is anticipated that most of the core
structure and functionalities of Android will remain the same in future releases.
Since Android is an open-source operating system, anyone can see the source
code, which makes everyone trust the Android operating system. This openness
is a crucial factor that sets Android apart from other closed-source operating sys-
tems like Windows, macOS, and iOS. However, in the hands of smartphone man-
ufacturers, it is like any other operating system in terms of openness because they
do not make their modified Android’s source code public. Android smartphone
manufacturers and third-party custom ROM developers modify the Android OS
according to their needs, and nothing is stopping them from mangling with
Android’s security mechanisms. In this paper, we showed that it is very easy for
Android smartphone manufacturers and third-party custom ROM developers to
perform APT attacks. We demonstrated that it is possible to implant an APT
attack to capture a photo from the smartphone’s camera and upload it to a
remote server without the user’s knowledge by modifying parts of the Android
operating system other than the kernel. This possesses huge concerns on the
privacy of users in countries like India where, there is no specific legislation to
protect its citizens’ data, and the majority of the smartphone sold are from
companies that are from outside.
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Abstract. With the unlimited growth of malware and the abundant and often
reckless downloading of files from the internet, it is crucial to have an efficient
method that can also be scalable and fast for detecting malware on a popular oper-
ating system,MicrosoftWindows. Unlike static or dynamic detection that involves
disassembling the code or time-intensive execution, statistical analysis that oper-
ates directly on binary content has a distinct advantage in speed and scalability.
However, high feature dimensionality and high feature extraction cost increase
the complexity of the algorithm and training model as well. Higher false negatives
is another major limitation in detection. To address these challenges, this paper
presents binary texture analysis extended from our work [22] by deriving new sta-
tistical texture features to detect over 10,000 Windows Portable Executable (PE)
files into malign and benign ones. The same features [22] extracted over PE files
(both DLLs and EXEs) have yielded good accuracy but the False Negative Rate
(FNR) was still high. However, new features have enhanced the analysis and thus
distinguishability between benign and malign files. Relative to state-of-the-art
texture-based methods, the proposed method has used smaller feature dimension-
ality extracted at a lower cost, and with that, it has significantly reduced FNR to
0.4% while achieving an accuracy of 99.61%. The result is also compared with
other malicious file detectors. The method thus has improved the other parameters
than accuracy which are vital to the overall efficiency of the detection method.

Keywords: PE files · Binary texture analysis ·Malware detection · Ensemble
learning

1 Introduction

Themost popular desktop operating system isMicrosoftWindowswith over 70%market
share worldwide since 2009 per Global Stats [1]. Being popular, Windows operating
system has been an easy wide target for malware intrusion, making it crucial to detect
malicious files. The techniques used for detection include static and dynamic analyses.
Static analysis disassembles the code to determine any malign operation. However,
this approach is limited by code obfuscation that packs, compresses, and encrypts the

© Springer Nature Switzerland AG 2020
S. Kanhere et al. (Eds.): ICISS 2020, LNCS 12553, pp. 253–266, 2020.
https://doi.org/10.1007/978-3-030-65610-2_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65610-2_16&domain=pdf
http://orcid.org/0000-0003-1318-8041
http://orcid.org/0000-0001-6450-9592
http://orcid.org/0000-0001-6678-4977
https://doi.org/10.1007/978-3-030-65610-2_16


254 V. Verma et al.

malicious file to evade detection, making reverse engineering and thus static analysis
expensive and complex. Static detection usually analyzes opcodes [2], control flow
graphs [3], function call frequency [4], or API calls [5, 6]. A social graph of PE files [7]
has analyzed the file relations. The detection has also been performed using the PEheader
[8]. On the other hand, dynamic analysis executes the code in a virtual environment to
trace any malicious action. This detection however is time- and resource-consuming
with behavior often constrained in the running environment. It involves analysis based
on API call sequence [9–13] and system-call-based graph models [14–16].

Another approach is a statistical analysis that uses binary content to derive statistical
features without code disassembly or execution. The reuse of code to produce new
malware variants reserves statistical and structural properties at the binary level. This
byte-level similarity produces visual similarity in terms of texture and layout among the
malware variants. Motivated by this analysis, we proposed binary texture analysis [22]
classifying malicious executables into respective malware families. This paper extends
our previous approach by extracting additional new statistical texture features to classify
Windows PE files into benign and malign ones.

The rest of the paper is structured as follows. Section 2 discusses the related work.
Section 3 describes the format of PE files. Section 4 presents the methodology for the
proposed technique. The classification results are analyzed in Sect. 5, and Sect. 6 presents
the conclusion.

2 Related Work

The binary files have been converted into images and entropy graphs [17] for classifying
malware into their respective families. Another visual analysis for identifying malware
families transformed the malware binary information into image matrices [18]. This
matrix similarity-based detection used opcodes as binary information. Another byte-
level-based detection transformed the executables into images, followed by extracting
micro-patterns using the local binary pattern (LBP) method [19]. The method has also
been applied to the opcodes to detect malware and benign executables. Three differ-
ent sets of features: 6 Intensity-based, 16 Wavelet-based and 512 Gabor-based texture
features [20] have been extracted from the executables converted into images. The 534
features resulted in an accuracy of 95% for detecting malicious and benign samples.
Collective features have yielded a better result than Intensity and Wavelet features com-
bined or Gabor-based features alone. Another Gabor-based detection method extracted
512 GIST descriptors [21] from clean andmalign PE files. It used extremely randomized
trees, achieving about 96% accuracy and 97.51% recall rate. The static analysis of PE
files has derived features from the PE header, file structure [25], and the PE optional
header [26]. Other static methods over PE files have used byte n-grams [27], opcode
sequences [28], malicious sequential pattern [29], function call frequency [30] and string
patterns [31]. Behavioral analysis has derived API sequences from the PE file execution
[32]. It resulted in 98.5% accuracy. To enhance the detection, hybrid analysis [33–36]
has been proposed over the PE files.

Binary texture analysis for benign and malign PE file detection presented in this
paper has used relatively 41 texture statistics extracted in an average time of 38 ms
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without code disassembly or execution. This has attributed to the speed, scalability, and
lesser complexity of the proposed method showing better classification performance.

3 PE File Format

PE format is a file format for DLLs, executables, and object codes in the Windows
operating system. The file structure contains several headers and sections. The file layout
is specified by the PE file header that uses information such as the number of sections
in the file, time-date stamp representing the time the file was created, type of target
machine to run the file, and size of the optional header. The optional header holds
other information such as the PE file size on runtime, a field indicating whether the
executable is 32-bit or 64-bit and data directories to find components like imported
functions in the file. Addresses where the file will be memory-mapped and where the
loader will begin execution are also stored in the optional header. Following this header
are the section headers containing the real and virtual size of corresponding sections,
their virtual address in memory, and the access rights. The sections the file includes
are the .txt section which holds executable code with execute/read access, the .data
section holding initialized data including global variables, and the .bss section holding
uninitialized data, both with read/write access. The .rdata section contains read-only
data such as literal strings or constants with read-only access. The resource container
.rsrc section with read-only access contains resources such as icons, images used in the
application’s UI with their size.

4 Method Proposed

Inspired by our method [22] that identified malware families of the executables, we
extend our work in this paper to detect benign and malicious Windows PE files. Our
previous approach is motivated by the idea that due to the reuse of code, the same family
malware variants show similar statistical and structural properties at the binary level.
Thus, statistical texture features were extracted after converting executables into images.
The method effectively classified variants into their families. This paper explores the
potential of this method to detect benign and malign Windows files. Unlike our method
that used datasets of entirely malicious executables from different families, this paper
uses a dataset of benign and malign PE files including both DLLs and EXEs. We first
extracted the same features [22] over the files in this paper. However, it didn’t achieve
an effective result in terms of FNR which is an important objective of this paper. We
found that additional features have enhanced the texture analysis of PE files, thereby
improving distinguishability and relatively reducing FNR effectively. The results have
been discussed in Sect. 5. This can be attributed to the intent of the files to be classified.
All family executables have malicious intent. However, the same features may not be
sufficient when non-malicious files (both DLLs and EXEs) are also added. According
to Haralick [23], the texture of an image is well described by the spatial relationship
between the gray levels, given by second-order statistical features. This paper extracts
six different second-order texture statistics beyond the features [22] to enhance statistical
and structural based detection between clean ware and malware, involving three steps:
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Step 1: The file content is read byte-by-byte into pixels of a grayscale image. The
file size determines the height of the image and the width is fixed as follows in Table 1.
The image is preprocessed through histogram equalization that uniformly distributes the
gray levels. It is then scaled to 64 × 64 pixels to reduce further computations.

Step 2: This follows extracting the features from the image. Gray levels of an image
refer to the bytes of file content in the context of this paper. First-order statistical features
[22] describing the spatial distribution of gray levels or the code bytes inPEfile-converted
image I, are extracted as follows:

1. Mean (μ): This gives an average gray level or byte value using Eq. 1.

μ = 1

M × N

∑M

i=1

∑N

j=1
I(i, j) (1)

2. Standard Deviation (StD): This measures the deviation in byte values from the mean
per Eq. 2.

StD =
√

1

M × N − 1

∑M

i=1

∑N

j=1
(I(i, j) − μ)2 (2)

3. Skewness: This identifies a lack of symmetry in the binary code distribution using
Eq. 3. For an absolute symmetrical distribution, the value is 0.

skewness =
1

M ×N

∑M
i=1

∑N
j=1(I(i, j) − μ)3

StD3 (3)

4. Kurtosis: Using Eq. 4, this measure determines whether the distribution contains
extreme byte values.

kurtosis =
1

M ×N

∑M
i=1

∑N
j=1(I(i, j) − μ)4

StD4 (4)

5. First-Order Entropy: This calculates disorder within the distribution using Eq. 5 and
Eq. 6.

entropy = −
∑255

i=0
h(i)logh(i), (5)

h(i) = number of times gray level or byte value i occurs within the image

M × N
(6)

6. First-Order Energy: This statistic is evaluated per Eq. 7.
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energy =
∑255

i=0
h(i)2 (7)

7. 10th Percentile (prct10): This measure is more robust to outliers which separates
10% byte values lesser than and 90% higher than prct10 in the distribution, evaluated
using Eq. 8.

prct10 = prctile(I , 10) (8)

8. 90th Percentile (prct90): 90% of the byte values are less than and 10% are more than
prct90 in the distribution. The value is given by Eq. 9.

prct90 = prctile(I , 90) (9)

9. Inter Quartile Range (IQR): This provides the interval comprising the central 50%
byte values via Eq. 10.

IQR = prct75 − prct25 (10)

10. Median: File content or the code bytes have approximate even distribution in case
median and mean are the same.

11. Mean Absolute Deviation (MAD): This provides the average absolute distance of
the byte values from the mean, measured using Eq. 11.

MAD =
∑M

i=1
∑N

j=1|I(i, j) − μ|
M × N

(11)

12. MedianAbsolute Deviation (MedAD): Resilient to outliers, this measure calculates
the median of absolute deviation of the byte values from the median of distribution
using Eq. 12.

MedAD = median(|I(i, j) − median(I)|) (12)

13. Coefficient of Variation (CV): Eq. 13 provides this standard measure of variation
used for comparison between the binary code distributions.

CV = StD

μ
(13)
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14. Minimum byte value: This is given by min (I).
15. Maximum byte value: This is calculated as max (I).
16. Quartile Coefficient of Dispersion (QCD): This measure compares two or more

distributions and is robust to outliers as given in Eq. 14.

QCD = prct75 − prct25
prct75 + prct25

(14)

17. Root Mean Square (RMS): This value is also known as quadratic mean, calculated
through Eq. 15.

RMS =
√∑M

i=1
∑N

j=1 I(i, j)
2

M × N
(15)

18. Variance: This evaluates the variation in byte value distribution using Eq. 16.

variance = 1

M × N − 1

∑M

i=1

∑N

j=1
(I(i, j) − μ)2 (16)

19. Range: This uses Eq. 17 to identify the interval size characterizing the entire
distribution.

range = max(I) −min(I) (17)

Following the first-order features that use discrete values to describe the distribution of
byte values, second-order statistical features are extracted which use joint probability
distribution of the gray levels/code bytes to depict the spatial relationship between the
values. This information is specified using a Gray-Level Co-occurrenceMatrix (GLCM)
[23]. An element of GLCM specifies the frequency of the co-occurrence of gray levels
separated by a distance d in direction θ within an image. In the method presented, the
image I is quantized to L = 32 levels sufficient to generate the matrix. Four GLCM
matrices, each of size 32 × 32 pixels are created from the image, corresponding to θ

= 0°, 45°, 90°, and 135° between the adjacent byte values using d = 1. Second-order
texture features [22] along with new texture statistics are extracted from each of the
normalized matrix p as follows:

1. Contrast: As provided in Eq. 18, this measure calculates variation between the
neighboring bytes of the code.

contrast =
∑L

i=1

∑L

j=1
|i − j|2p(i, j) (18)
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2. Joint Average (μj): Eq. 19 provides the mean byte value co-occurrence.

μj =
∑L

i=1

∑L

j=1
ip(i, j) (19)

3. Autocorrelation: This statistic determines the periodicity of the texture with the
period given by the space between adjacent texture elements. For a coarse texture,
the value declines slowly whereas the function will drop off rapidly for a fine texture.
The feature value is calculated using Eq. 20.

autocorrelation =
∑L

i=1

∑L

j=1
ijp(i, j) (20)

4. Cluster Tendency: It identifies whether the distribution contains any inherent
grouping structure via Eq. 21.

cluster tendency =
∑L

i=1

∑L

j=1

(
i + j − 2μj

)2
p(i, j) (21)

5. Uniformity: Eq. 22 provides this measure of uniformity in the distribution.

uniformity =
∑L

i=1

∑L

j=1
p(i, j)2 (22)

6. Sum of Squares or Joint Variance (σ2): This calculates the variance of the joint
probability distribution of the code bytes per Eq. 23.

σ 2 =
∑L

i=1

∑L

j=1

(
i − μj

)2
p(i, j) (23)

7. Joint Maximum: This corresponds to the most frequent co-occurrence of bytes,
calculated as max (p).

8. Correlation: This is a measure of linear dependence between the neighboring byte
values, given by Eq. 24.

correlation =
∑L

i=1

∑L

j=1

(
i − μj

)(
j − μj

)
p(i, j)

σ 2 (24)

9. Homogeneity: Eq. 25 calculates this measure of homogeneity within the co-
occurrence distribution.

homogeneity =
∑L

i=1

∑L

j=1

p(i, j)

1+ ((i − j)/L)2
(25)
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10. Joint Entropy: This uses Eq. 26 to evaluate randomness within the joint probability
distribution of byte values.

joint entropy = −
∑L

i=1

∑L

j=1
p(i, j)logp(i, j) (26)

11. Cluster Shade: It is a measure of skewness or asymmetry in the joint probability
distribution. The higher the value, the greater is the asymmetry about the mean,
calculated via Eq. 27.

cluster shade =
∑L

i=1

∑L

j=1

(
i + j − 2μj

)3
p(i, j) (27)

These eleven features are calculated over four different directions. Thus, we calcu-
late the two functions, standard deviation and mean which are invariant under rotation,
over the four directions for each feature, resulting in twenty-two second-order texture
statistics. Both the order are concatenated, rendering 41 statistical texture features. The
procedure is illustrated in Fig. 1.

Fig. 1. procedure to extract statistical texture features

Step 3: This performs classification using random forest ensemble classifier using
K-fold cross-validation, where K = 10.
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Table 1. Image height for different file sizes

Size of the file Height of the image

<10 kB 32

(10–30) kB 64

(30–60) kB 128

(60–100) kB 256

(100–200) kB 384

(200–500) kB 512

(500–1000) kB 768

>1000 kB 1024

5 Experiment and Results

The dataset used in this paper consists of 10,882 PE files, both DLLs and EXEs com-
prising an equal number of benign and malign samples. Benign files have been collected
from the root directory of the Windows operating system and malign ones from a mal-
ware repository [24]. All the files are for 32-bit architecture. Benign files are of size
2 KB – 21,658 KB and the malign ones have a size distribution of 7 KB – 2,643 KB.
The malware samples are both packed and unpacked belonging to twenty-five different
families, with the samples packed with UPX packer. Also, the code section of some
samples is encrypted. The samples have been converted into grayscale images followed
by extracting the features using the procedurementioned in Sect. 4. A small-dimensional
feature set comprising of 41 statistical texture features is attained, thereby decreasing the
training model complexity. This is followed by 10-fold cross-validation using a random
forest classifier. To evaluate the performance of the proposed method, other texture-
based detection methods [19–21] have been applied to our dataset since their datasets
could not be traced. The comparative analysis is presented in Table 2. The table shows
that relatively our method has significantly reduced FNR to 0.0040 (0.4%) using a sub-
stantial reduction in feature dimensionality. Moreover, the time for extracting first- and

Table 2. A comparative analysis of the proposed method with other texture-based methods

Intensity + wavelet +
gabor [20]

GIST [21] LBP [19] Proposed method

Feature
dimensionality

534 512 590 41

Feature extraction
time(s)

8.7652 0.054 8.0788 0.0377

(continued)
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Table 2. (continued)

Intensity + wavelet +
gabor [20]

GIST [21] LBP [19] Proposed method

Accuracy 95.62% 96.45% 98.56% 99.61%

Precision 96.74% 99.93% 97.77% 99.63%

Recall 94.42% 92.95% 99.46% 99.60%

F1 measure 95.57% 96.32% 98.61% 99.61%

False negative rate 0.0558 0.0705 0.0054 0.0040

second-order statistical features used in the proposed method is 0.0377 s, which is lesser
than that for Gabor, Wavelet, and Intensity-based features [20], GIST [21], and LBP
features [19].

Our focus is on reducing FNR besides improving the speed since many existing
works have already improved accuracy. Method [19] has resulted in a low FNR of
0.54%. The same features [22] and 41 features both have attained an accuracy of over
99%. However, [22] resulted in FNR of 0.5% which shows a reduction in this metric by
7.4% relative to [19]. On other hand, our method yielding 0.4% FNR shows a reduction
of 26% compared to that of [19]. A comparison of ourmethodwith other static, dynamic,
and hybrid analysis-based PE malicious file detectors [25–36] is shown in Table 3. The
table shows that relatively, our method has resulted in a pretty high accuracy of 99.61%
without any disassembly or code execution.

Table 3. A comparative analysis of our method with other PE malicious file detection methods

Method Dataset of PE files (#samples) Features extracted Accuracy

Static [30] 2,460 malign, 627 benign Suspicious section count,
function call frequency

98.35%

Static [25] 1,230 malign, 1,230 benign PE header, file structure-based. 95.59%

Static [26] 338 malign, 214 benign PE optional header-based. 97.25%

Static + dynamic [33] 72,317 malign, 17,683 benign (Byte + byte entropy) histogram,
(section, imports, exports, file,
header) information, strings, API
call sequences

97.3%

Dynamic [32] 120 malign, 150 benign A distinct set of API sequences 98.5%

Static [29] 8,847 malign, 1,460 benign Malicious instruction sequences 95.25%

Static [27] 5,500 malign, 5,455 benign Byte n-grams 94.67%

Static + dynamic [34] 617 malign, 1,310 benign Byte frequency, API call
sequences

94.70%

Static [28] 3,000 malign, 3,000 benign Opcode sequences ~96%

Static + dynamic [35] 3,548 malign, 1,628 benign strings, DLLs, API calls,
assembly instruction

98%

(continued)
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Table 3. (continued)

Method Dataset of PE files (#samples) Features extracted Accuracy

Static + dynamic [36] 100,000 malign, 100,000
benign

Three contexts (static, dynamic,
instruction) based.

96.7%

Static [31] D1 (small dataset): 651 malign,
1,303 benign
D2 (large): 15,079 malign,
25,986 benign

Raw bytes or (byte n-grams, PE
imports, section names, string
patterns)

D1: 99.03%
D2: 98.69%

Our method 5,441 malign, 5,441 benign Statistical texture features 99.61%

Another performance indicator, the Receiver Operating Characteristic (ROC) curve,
is a graphical plot between the False Positive Rate (FPR) on the x-axis and True Positive
Rate (TPR) on the y-axis at several thresholds. The best prediction yields a point at the
upper-left corner, the coordinate (0,1) of ROC space, representing no false positives and
no false negatives. The area under the curve (AUC) ranges in value from 0 to 1 and
is a good estimate of the classification performance. The larger the AUC, the higher
the performance. Figure 2 shows ROC curves corresponding to the classification results
under each fold for the proposed method. We have changed the scale to make the curves
readable. The curves are nearer to the upper-left corner as shown in Fig. 2, resulting in
the AUCs closer to 1. This indicates the efficiency of the proposed method for malware
detection.

Fig. 2. ROC curves for 10-fold cross-validation for the proposed method
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6 Conclusion

This paper has presented a cost- and time-effective method for detecting benign and
malicious Windows PE files. The proposed method performs binary texture analysis,
extracting statistical texture features representing the code structure without any disas-
sembly, unpacking, decryption, or code execution. Relative to state-of-the-art methods,
the proposed method has used a lesser number of features derived at low cost, and with
that, it has substantially decreased the False Negative Rate to 0.4% and attained an
accuracy over 99%. The method has shown considerable potential for detecting clean
ware and malware. The proposed analysis has an advantage of speed, scalability, and
complexity, enhancing the overall efficiency of the detection method.
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Abstract. Contemporary approaches to the estimation of cybersecurity
costs in organisations tend to focus on the cost of incidents or technolog-
ical investments. However, there are other, less transparent costs related
to cybersecurity management that need to be properly recognised in
order to get a complete picture. These costs are associated with every-
day activities and the time spent by employees on cybersecurity-related
actions. Such costs constitute a substantial component of cybersecurity
expenditures, but because they become evident only during scrupulous
analyses, often they are neglected. This paper presents new develop-
ments on CAsPeA – a method which enables estimating the cost of
these activities based on a model derived from the Activity-Based Cost-
ing (ABC) and the NIST SP 800-53 guidelines. The application of the
method is illustrated by a case study of a civil engineering enterprise.
The method’s evaluation based on comparative analysis in respect to
SQUARE is described.
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1 Introduction

With the dynamically evolving threat landscape, the number of organisations
forced to bear the costs associated with cybersecurity incidents is inevitably
raising. According to the study of Accenture Security and Ponemon Institute [1],
during the last five years, the average number of security breaches (in the study
defined as ‘successful cyberattacks that cause business disruptions’) increased
67%1. The attacks cost enterprises on average 13 million US dollars (USD) each
year [1] which corresponds to the costs’ increase of 12% in the last five years. The
expenses are associated with interruptions in performing business operations,

1 The study covered 355 organisations worldwide from various economic sectors.
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loss of data, loss of revenue and damaged information system assets. The cost
of data loss represents the largest cost component (5,9 million USD).

On the other hand, enterprises which decided to acquire security intelligence
and threat sharing systems noted around 2 million USD on technology sav-
ings. Also, investments in cybersecurity automation, AI and machine learning
resulted in around 2 million USD of savings. At the same time, expenditures on
advanced perimeter controls have not brought in the expected financial returns
[1]. Proper decisions in cybersecurity investments are crucial for the operation of
contemporary enterprises. The investments compete for funds with other areas
of company activities and thus they require rational economic justifications [2].
To plan effective cybersecurity strategies [3], practical tools for measuring the
cost of cybersecurity are demanded [4].

In response to this demand, CAsPeA – the Cost Assessment of Personnel
Activities in Information Security Management (https://zie.pg.edu.pl/cybsec/
caspea) was introduced [5–8]. The method enables evaluations of the costs of
employees’ effort and time spent on cybersecurity-related actions during their
daily work. These costs regard, for instance, participation in cybersecurity train-
ing and awareness sessions, setting up protections for devices and applications, or
adopting organisational cybersecurity policies and procedures. Such costs con-
stitute a substantial component of cybersecurity spendings, but because they
become evident only during scrupulous analyses, often they are neglected.

This paper presents the recent developments on the method. After a brief
discussion of the relevant terminology (Sect. 2) and the analysis of related studies
(Sect. 3), the key characteristics of CAsPeA are presented (Sect. 4). The method’s
application based on a case study of a civil engineering company is described in
Sect. 5. The main goal of the case study is to demonstrate the straightforwardness
of CAsPeA-based estimations. As a part of the method’s evaluation, CAsPeA
was subject to a comparative analysis with respect to SQUARE. The analysis
is presented in Sect. 6. The paper concludes with closing remarks.

2 Costs of Cybersecurity

Costs of cybersecurity management can be defined as the evaluated use of
resources in monetary terms [9,10]. These costs are associated with various types
of measures and activities that are aimed at reducing cybersecurity risks, includ-
ing technical as well as organisational. They embrace [10]:

– the costs caused by information security incidents,
– costs of information security management,
– costs of security controls,
– and the costs of capital induced by information security risks.

In the Detica’s research [11], classification of costs associated with cybercrime
is presented, which distinguishes between:

– costs in anticipation of cybercrime that include the costs of security controls,
insurance costs, and the costs of compliance with security standards,

https://zie.pg.edu.pl/cybsec/caspea
https://zie.pg.edu.pl/cybsec/caspea


Estimating the Cost of Cybersecurity Activities with CAsPeA 269

– costs as a consequence of cybercrime comprising direct losses, such as disaster
recovery costs and indirect losses related for instance to reduced competitive-
ness,

– costs in response to cybercrime, for instance, compensation payments to vic-
tims, fines imposed by regulatory bodies or the costs of legal or forensic
conducts,

– indirect costs associated with cybercrime, including the costs resulting from
damage of reputation, loss of trust of customers or reduced public sector
revenues.

Anderson et al. [12] propose an alternative framework for categorising the
costs of cybercrime presented in Fig. 1.

Fig. 1. Framework for categorising the costs of cybercrime. Source [12].

3 Related Work

The studies of the cost of cyber-crime focus on the identification of reliable
data on cyber incidents and their structured analysis [11–14]. For instance,
Riek et al. [15] developed an instrument to measure the costs of cyber-crime
for consumers that incorporates the findings of earlier studies in this domain
and applied it to obtain data in six European countries. Farahmand et al. [16]
discussed the criteria for categorising enterprise information assets and provided
a three-dimensional scheme for probabilistic evaluation of the impact of security
threats.

Sawik [17] studied the problem of the optimal selection of cybersecurity mea-
sures to reduce the impact of information flow disruptions in enterprises’ sup-
ply chains given a constrained budget. Various Stochastic Mixed Integer Pro-
gramming models were applied to the analyses. Cybersecurity investments with
nonlinear budget constraints were researched by Daniele and Scrimali [18] and
Nagurney et al. [19]. A dynamic model of security investments that acknowledges
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the trade-off between confidentiality and availability of information was intro-
duced by Ioannidis et al. [20]. Another dynamic model is described by Tatsumi
and Goto [21]. In 2010 Böhme et al. [22] presented a model which extends the
iterated weakest link (IWL) model with penetration testing.

Among the studies on cyber-insurance, Bandyopadhyay and Mookerjee [23]
constructed a model for deriving the overall optimal decision to purchase cyber-
insurance based on the determination of the impact of secondary loss in struc-
turing the use of cyber-insurance and backward analysis of multiple incident
scenarios. Bartolini et al. [24] analysed the processes performed by insurance
companies that aim at evaluating an enterprise’s cybersecurity risk level. Pal
et al. [25] developed a model for deriving optimal cyber-insurance contracts
which considers two types of cyber-insurance agency strategies: welfare max-
imising or profit maximising [25]. Shetty et al. [26] devised a model to study the
effects of cyber-insurance on user security and their welfare in which a proba-
bility of a successful attack depends on the individual security of a user and on
the network security (independent of the user).

Other interesting economics-based security studies include the work of
Havakhor et al. [27] who investigated the capital market’s response to an organi-
sation’s cybersecurity investments. The study demonstrated that properly com-
municating cybersecurity investments to investors would likely reduce informa-
tion asymmetries surrounding enterprises’ risks and result in the cost of capital
reduction. Rodrigues et al. [28] proposed a framework for evaluating the eco-
nomic impact of cybersecurity measures in distributed ecosystems with several
participants. The framework provides models for cost estimations and the map-
ping of relations between interdependent systems and their components. Chessa
et al. [29] proposed a cooperative game-theoretic approach to quantify the value
of personal data in networks. Robinson et al. [30] presented an application of
stated preference discrete choice experiments (SPDCEs) to analyse and quantify
the security and privacy preferences and views of individuals.

Cost calculators are straightforward applications for deriving rough cost fig-
ures based on the input data characterising a given organisation e.g. the number
of users, the number of servers or the cost of electricity, training, bandwidth
etc. Publicly available cost calculators include Data Breach Risk Calculator of
the Ponemon Institute and IBM [31], CyberTab [32], Websense Hosted Email
Security Calculator [33] and Small Business Risk Calculator [34]. In addition,
it is popular to apply widely recognised financial metrics including the Rate
of Return, maximum Net Present Value or the Return on Investment [4,35] to
analyse the results of the estimations.

As far as the methods for calculating the costs related to implementing secu-
rity controls are concerned only few proposals have been developed including
I-CAMP [36], I-CAMP II [37], SAEM [38] or SQUARE [39]. Cyber Incident
Cost Assessment (CICA) is also mentioned in the literature, but its documen-
tation is unavailable. The methods’ descriptions can be found, for instance,
in [5,10,35,40,41]. Radziwill and Benton [42] developed a mapping between
the NIST Cybersecurity Framework (CSF) and the costs of quality that can
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be adopted by organisations that apply the framework to plan, manage, and
improve their cybersecurity operations. In addition, the mapping enables linking
elements in accounting systems that are associated with cybersecurity operations
and risk management to a quality cost model.

The Cost/Benefit Analysis-based framework developed by the System Qual-
ity Requirements Engineering (SQUARE) Team from Software Engineering
Institute (SEI) [39] is a method that earned interest of researchers and prac-
titioners [6,43–46]. The method estimates the costs of computer security-related
projects conducted in small enterprises based on threat categories that are pub-
licly available from national surveys. For each category of threats, costs, bene-
fits, baseline risks, and residual risks can be estimated assuming average yearly
probabilities of categorised threats and averaged extent of financial loss result-
ing from the exposure to threats in the categories [39]. The results of SQUARE
calculations can be used to obtain the cost of mitigation of a vulnerability which
Zineddine specifies as [47]:

cνj = λCLνj − μCSνij (1)

λ + μ = 1 (2)

where CLνj is the cost of damage resulting from the exploitation of the vul-
nerability vi. CLvj can be calculated based on the SQUARE findings. CSνij is
the cost of alleviating the vulnerability vi. λ and ν are coefficients that can be
arbitrarily set, within the range depicted in (2), by an organisation depending
on the targeted level of security. In Sect. 6 a comparative analysis of CAsPeA in
respect to SQUARE is presented.

The analysis of the related work revealed that the studies and methods focus
on cybersecurity investments into technical or organisational cybersecurity con-
trols and financial losses resulting from security breaches. The costs are inves-
tigated individually or introduced into a cost-benefit analysis. Also, they are
studied at different levels, from micro- to macroeconomic. However, the insight
into the costing component associated with personnel activities related to cyber-
security management in companies and organisations has been missing.

4 Method Description

CAsPeA – Cost Assessment of Personnel Activities in Information Security
Management (https://zie.pg.edu.pl/cybsec/caspea) – is a method that comple-
ments the portfolio of the available methods for estimating the cost of cyber-
security management by enabling the estimation of the costs of human effort
and time spent on cybersecurity-related actions during their daily work [5–8].
These costs regard, for instance, employees’ participation in cybersecurity train-
ing, managing secure configurations of utilised hardware and software or read-
ing cybersecurity policy documents. Such costs constitute a substantial compo-
nent of cybersecurity spendings, but because they become evident only during
scrupulous analyses, often they are neglected. By enabling their estimations, the

https://zie.pg.edu.pl/cybsec/caspea
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method should provide a more complete view of the costs of cybersecurity. In
the following text, the highlights of the methods are provided. More detailed
descriptions can be found in [5–8].

To enable the calculations, the Activity-Based Costing (ABC) system was
selected and adapted to the costing model [5–8]. The advantage of the ABC
is that it recognises activities (human or machine operations) as fundamental
objects that induce costs in enterprises. In CAsPeA, the total cost in organisation
is calculated as a sum of costs of all activities performed in an enterprise. Then,
to derive the costs of activities, proper cost centres must be assigned to them
using relevant cost drivers. Duration driver in the form of working time expressed
in hours was chosen as the activity cost driver.

For the reference list of the activities to be included in the model, NIST SP’s
800-53 list of security controls was selected after a thorough literature analysis.
The list embraces multiple cybersecurity areas that altogether comprehensively
address the organisational cybersecurity context. Examples of the areas include
the AT Awareness and Training, CM Configuration Management or PS Person-
nel Security [48]. Another strength of the document is that it is fully compatible
with ISO/IEC 27001 (see the mapping between the documents in Appendix H,
Table H-1 of NIST SP 800-53) – the most recognised cybersecurity standard
worldwide.

The method enables estimations based on a baseline set of input data that
characterise an organisation such as the number of employees that utilise com-
puter devices, average hourly pay rates of personnel that performs or is responsi-
ble for security activities or hire/termination rate/promotion/demotion/transfer
rates. Minimum, maximum, average and usual duration times are assigned to
the cost drivers and the posts of personnel performing or responsible for rele-
vant cybersecurity activities (e.g. IT administrators, users or Human Resources
Management professionals) associated with resource cost drivers.

Based on the input data, the total cost of staff activities related to infor-
mation security management, the cost of exclusive IT security professionals’
activities, the minimum amount of work time of information security profes-
sionals indispensable for assuring sufficient level of information security in an
organisation and the related minimum required quantity of information secu-
rity professionals are calculated. Each of the parameters is represented by its
minimum, maximum, average and the usual value.

To facilitate calculations, a spreadsheet was developed and updated period-
ically. It comprises four worksheets that correspond to subsequent steps of the
assessment process. The Organisation data worksheet (see Fig. 2) enables enter-
ing all required input data, such as the number of employees, human resources
metrics or hourly pay rates. The worksheets List of activities (see Fig. 3) and
Cost of information security professionals comprise formulae for calculation of
the total cost of activities. In the Assessment results worksheet (see Fig. 4) the
outcomes of the assessment are presented.
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Fig. 2. The Organisation data worksheet provides fields for all the required input data,
such as the number of employees, human resources metrics, or hourly pay rates.

5 Case Study

This section illustrates the application of CAsPeA in a case study of a civil engi-
neering company that specialises in designing public and private sector objects
including hospitals, industrial and technological facilities or shopping centres.
The designs represent various types of structures and buildings in practically
all branches of industry, and vary from complex endeavours that cover all func-
tions and components of completely new facilities (starting from their ‘founding
stone’) to the projects that focus on enhancing or reorganising existing construc-
tions. Figure 5 presents the structure of the IT system of the enterprise. The
main goal of this case study is to demonstrate how straightforward is the process
of estimating the costs with CAsPeA.

5.1 Input Data

The company employs 48 workers including:

– executives (2),
– secretaries (2),
– accountants (3),
– architects (38),
– auxiliary staff (1),
– cleaning staff (2).
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Fig. 3. The worksheet List of activities comprise formulae for calculation of the total
cost of information security management activities.

Fig. 4. The Assessment results worksheet shows the outcome of the cost assessment.

In the first step of the cost assessment process, the number of employees who
can use the information system was determined. In the company the majority
of the workers had their personal working stations apart from the cleaning staff.
Thus, 46 employees were authorised to use the information system. Further data
required for the calculation of cost estimates were as follows:
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– percentage of personnel hired in the current year (hire rate) – 10%,
– percentage of workers that terminated their employment in the current year

(termination rate) – 10%,
– the rate of employees’ promotions, demotions and transfers – 10%,
– mobile devices usage index (imdui) – 25%,
– the approximate number of external users authorised to access the organisa-

tion’s information system – 5.

The average hourly gross pay rates necessary to estimate the total cost of
information security activities were based on the data from Sedlak&Sedlak con-
sulting2 and converted to US dollars (USD) from Polish Z�loty with a rounded
average exchange rate equal to 43. Roughly, the rate can be also used to interpret
the values in Euro. The input data are presented in Fig. 2.

Fig. 5. Information system of the civil engineering design company

5.2 Results

The obtained cost estimates are presented in Tables 1 and 2.

2 Available at http://www.wynagrodzenia.pl/. Last access: 10.10.2020.
3 Source: www.exchangerates.org.uk/USD-EUR-exchange-rate-history.html. Last

access: 10.10.2020.

http://www.wynagrodzenia.pl/
www.exchangerates.org.uk/USD-EUR-exchange-rate-history.html
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Table 1. The estimate of the total yearly cost of activities associated with information
security management in the enterprise, depending on whether Physical Access Monitor-
ing and Control (PAMC) activities are included/excluded. The values were converted to
US dollars (USD) from Polish Z�loty with a rounded average exchange rate equal to 4.

Total cost of activities [USD]

Excluding PAMC

Minimum Maximum Average Usual

10,075.69 70,656.62 40,366.16 24,464.70

Including PAMC

Minimum Maximum Average Usual

21,031.81 210,991.83 116,011.82 39,686.95

Table 2. Estimates of parameters associated with information security professionals:
cost of their activities, the number of required working hours, and the required number
of posts. The values were converted to US dollars (USD) from Polish Z�loty with a
rounded average exchange rate equal to 4.

Estimated parameters associated

with IT security professionals

Cost of activities [USD]

Minimum Maximum Average Usual

9,062.29 65,035.58 37,048.93 22,608.66

Required working hours

Minimum Maximum Average Usual

1,018.23 7,307.37 4,162.80 2,540.30

Required positions

Minimum Maximum Average Usual

1.0 4.0 2.5 1.5

The results show that there are two factors which highly influence the esti-
mated total cost of cybersecurity management. The first of them is whether the
organisation already manages its physical security. Then, if it does, the second
question regards the extent to which the cost of the management is attributed
to information security.

If an organisation already manages its physical security and monitoring and
control of physical access to the information system, then the estimated total
cost of activities is around 24,465 US dollars (USD) during a year (see Table
1). This estimate is coherent with an expectation of the cost of security man-
agement in the system of this scale. It is worth to note that the major part
(around 92%) of the cost is associated with the activities performed by infor-
mation security professionals (see Table 2), and only around 1,856 USD will be
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spent on the activities of other employees. The evaluation indicates also that
for managing information security in the company, employing one information
security professional is sufficient.

A significantly different situation occurs when the organisation starts to con-
sider its physical security only after evaluating the decision of the establishment
of information security management and associates the physical security just
with the protection of its information assets. Then, the estimated cost boosts
significantly, and it reaches the value of approximately 39,687 USD (see Table
1). This is due to the fact, that in this case, the activities linked with physical
security become dominant. Precisely, the activities connected to PE-3 Physical
Access Control and PE-6 Monitoring Physical Access security components, are
expensive. The cost of the activities reached as much as 15,222 USD, which
corresponds to around 38% of the total activities cost.

Such a high cost of physical access control and monitoring activities stems
from the fact that the activities require the continuous presence of guards and
security specialists. To estimate the cost, the following assumptions were made:

– Information system physical access control requires the continuous presence
of a security guard for 12 h (from 8:00 am to 8:00 pm) in weekdays (on average
250 days during a year).

– Information system physical access monitoring is part of the entire monitoring
of the organisation headquarters and requires on average one tenth its time.
The headquarters are monitored 24 h a day, each day of a year. The monitoring
requires the continuous presence of at least one guard or security professional.

In this perspective, the yearly cost of activities associated with the estab-
lishment and maintenance of information security may constitute a significant
position in the organisation’s budget, depending on the turnover. This fact would
need to be taken into careful consideration in the organisation tactical planning.
At the same time, it must be borne in mind that at the other end lies much
higher cost, which the organisation will have to meet in the event of failure
caused by a successful computer attack.

Other estimates that refer to the total cost of work of IT security profes-
sionals, namely the minimum amount of work time of information security pro-
fessionals indispensable for assuring sufficient level of information security in
the organisation and the related number of information security professionals –
remain the same as they are independent of physical security (Table 2). It is
worth to note that in everyday practice the first scenario is much more common
than the second, as most organisations protect their physical resources, whether
on their own or by delegating this task to security agencies.

For the organisation, the estimated cost is acceptable. The performed esti-
mation provides an incentive for extending the existing cybersecurity level.

6 Comparative Analysis with SQUARE

As a part of the method’s evaluation, CAsPeA was subject to a comparative
analysis with respect to SQUARE (see Sect. 3) based on two existing small and
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medium enterprises that operate in the global and national (Polish) market: a
boatyard and an IT support company.

The boatyard designs and builds customised luxury sailing and power cata-
marans and super-yachts from 17 to 60 m (60 to 200 feet). The company operates
on the world market carrying out orders from individual clients. It specialises
in the unit production, where the projects and their implementation are always
accommodated to the requirements of an orderer. The company very intensively
utilises information technologies during yacht design and in production manage-
ment. Additionally, the entire documentation is stored in the electronic form and
printed only on demand. Thus, for the company, it is paramount to assure the
security of the data.

The IT support company provides IT support for a publishing group which
is one of the largest publishers in Poland. The company creates and maintains
a wide portfolio of internet applications. The most popular of them is an adver-
tisement service recognised in all country regions and the internet issue of one
of the oldest journals. The internet traffic reaches as much as a few million page
hits daily for each service. The company databases store hundreds of thousands
of personal data.

6.1 Input Data

The boatyard employs in total around 200 workers. The number is approximated
because the quantity of production personnel varies depending on the actual
production needs. In the boatyard, the production personnel, which constitutes
the majority of the workforce has a very limited (practically null) access to the
system, while the system users are management, designers and engineers. Further
analysis reveals that 35 workers are authorised to use the information system.

Additional data required for the calculation of cost estimates were as follows:
HR - hire rate – 34,29%, TR - termination rate – 28,57%, PDTR - promotion/-
demotion/transfer rate – 8,57%, imdui – mobile devices usage index – 25,71%,
approximate number of people outside of the organisation who have access to
the organisation’s IT system – 6. The data are summarised in the Table 3.

Table 3. Input data for the boatyard.

Indicator Value

Number of users 35

Planned number of information security professionals 0

HR - hire rate 34.29%

TR - termination rate 28.57%

PDTR - promotion/demotion/transfer rate 8.57%

imdui 25.71%

Approximate number of outsiders with access to the
organisation’s IT system

6
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The average hourly gross pay rates necessary to estimate the total cost
of information security activities were estimated based on the data from Sed-
lak&Sedlak consulting4. The analogous input data for the IT support company
are presented in the Table 4.

Table 4. Input data for the IT support company.

Indicator Value

Number of employees 104

Number of users 95

Planned number of information security professionals 1

HR - hire rate 24.21%

TR - termination rate 26.32%

PDTR - promotion/demotion/transfer rate 32.63%

imdui 42.11%

Approximate number of outsiders with access to the
organisation’s IT system

30

6.2 Results Obtained with CAsPeA

Boatyard. Based on the input data presented in Table 3, the estimates sum-
marised in Table 5 and Table 6 were obtained5. The cost estimates are reason-
able for a company which in average sells 3–5 yachts a year for the price varying
between 700,000–6,000,000 Euro (around 800,000–7,000,000 US dollars).

Table 5. The estimate of the total yearly cost of activities associated with cybersecurity
management for the boatyard. The values were converted to USD from Polish Z�loty
with a rounded average exchange rate equal to 4.

Total cost of activities [USD]

Minimum Maximum Average Usual

18,861.60 198,967.79 108,914.70 34,715.46

4 Available at http://www.wynagrodzenia.pl/.
5 The values were converted to US dollars (USD) from Polish Z�loty with a rounded

average exchange rate equal to 4. Roughly, the rate can be also used to interpret the
values in Euro.

http://www.wynagrodzenia.pl/
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IT Support Company. The cost values estimated for the IT support company
are presented in Table 7 and Table 8. The cost figures acquired with CAsPeA
are adherent to the operational reality of the IT support company. With a yearly
revenues at the level of millions of USD, the average values of the cost seem to
be affordable.

Table 6. Estimates of parameters associated with cybersecurity professionals for the
boatyard. The values were converted to US dollars from Polish Z�loty with a rounded
average exchange rate equal to 4.

Estimated parameters associated

with IT security professionals

Cost of activities [USD]

Minimum Maximum Average Usual

6,622.23 50,719.39 28,670.81 17,214.45

Required working hours

Minimum Maximum Average Usual

741.69 5,680.57 3,211.13 1928.02

Required positions

Minimum Maximum Average Usual

0.5 3.0 2.0 1.0

Table 7. The estimate of the total yearly cost of activities associated with cybersecurity
management in the IT support company. The values were converted to US dollars from
Polish Z�loty with a rounded average exchange rate equal to 4.

Total cost of activities [USD]

Minimum Maximum Average Usual

21,221.10 244,726.62 132,973.86 39,026.87

6.3 Results Obtained with SQUARE

The same data as for CAsPeA, supplemented with the costs of implementation
and a prognosis of a number of incidents of each threat category were used for
the input for the SQUARE estimation.

Boatyard. The security cost estimation resulted in selecting four most attrac-
tive, by means of cost-benefit ratio, scenarios for the implementation of security
measures in the company. The highest priority was assigned to the scenarios aim-
ing at protecting from malware, social engineering and cyber-extortion, because
these attacks are among the biggest threats to the computer systems of compa-
nies (see Table 9).
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It is worth to note the relatively high cost-benefit indicators (higher than for
the IT support company). This is primarily due to the assumed lower implemen-
tation costs, lesser geographical distribution and the number of security staff.
Also, there is no need for additional security officer positions or the extension of
duties since the implementation of the projects is relatively straightforward.

The IT Support Company. Similarly as in the previous case, four secu-
rity implementations projects were determined based on SQUARE analysis of
a total cost around 12,000 US dollars (USD) yearly. The company can save on
them up to 900,000 USD a year, which results from potential avoiding security
incidents and the associated costs of the damages and their restoration. Also in
this case, the highest priority was assigned to the projects aiming at protecting
from malware, social engineering and cyber-extortion. The results are presented
in Table 10.

Table 8. Estimates of parameters associated with cybersecurity professionals for the
IT support company. The values were converted to US dollars from Polish Z�loty with
a rounded average exchange rate equal to 4.

Estimated parameters associated

with IT security professionals

Cost of activities [USD]

Minimum Maximum Average Usual

8,104.62 90,897.56 49,501.09 20,141.04

Required working hours

Minimum Maximum Average Usual

907.723 10,180.53 5,544.12 2,255.80

Required positions

Minimum Maximum Average Usual

0.5 5.5 3.0 1.5

6.4 Results Analysis

The analysis reveals significant differences between the maximum and usual esti-
mated cost values. This result can be connected to the observation of Xie [39]
that for the enterprises which normally do not perform cybersecurity activities,
even very small investments and thoughtful organisational changes bring influ-
ential benefits. The upper limit for the security investments does not exist [35].
According to the law of diminishing returns, with the increase of IT security
spendings, the marginal benefit achieved from them will be decreasing. There
is an opinion among the experts [49], that as it is impossible to reach perfect
security no matter how big are the efforts, the security expenses should be kept
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Table 9. Yearly cybersecurity costs’ estimates obtained with SQUARE for four pro-
tection scenarios (associated with threat categories) of the boatyard. The values were
converted to US dollars from Polish Z�loty with a rounded average exchange rate equal
to 4.

Table 10. Yearly cybersecurity costs’ estimates obtained with SQUARE for four pro-
tection scenarios (associated with threat categories) of the IT support company. The
values were converted to US dollars from Polish Z�loty with a rounded average exchange
rate equal to 4.
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rational. A good boundary can be defined by potential financial losses due to a
security breach.

SQUARE is scenario-oriented. It supports identifying the most profitable
ways of protecting an organisation from cybersecurity threats. Thus, the main
output of the method are the cost values and financial determinants of different
defence scenarios connected to threat categories. CAsPeA, on the other hand,
focuses on obtaining the total cost of all human activities related to achiev-
ing ‘general’ cybersecurity level (i.e. protection from various threat types) in an
organisation. In this context, the CAsPeA calculation spreadsheet (presented in
Sect. 4) turns out to be inflexible to accommodate different scenarios of cyberse-
curity provision. Currently, modifications are possible only by explicitly altering
the spreadsheet formulas. Enriching the method with a module that enables such
estimations would provide an added value and would enable better alignment
with SQUARE (e.g. allowing for comparison of results).

The estimations obtained with SQUARE are highly influenced by the input
data – the bypass rate and the probability of incident occurrence when there are
no security measures in place (basis risk) as well as the expected annual loss for
each threat category. For both, CAsPeA and SQUARE estimations, the amount
of the costs matches the companies’ financial capacities. The results are realistic
and based on the broad knowledge security incidents and the protection methods.
The overall feedback received during the analysis was that both methods could
support the organisations’ investment decision processes. At the same time, it
becomes evident that the methods diverge in scope. CAsPeA concentrates on the
cost of the NIST SP 800-53-indicated activities involved in providing IT security
(human factor), while SQUARE is threat category-driven. Also, at the moment,
CAsPeA does not contain the entire cost-benefit analysis apparatus is it lacks
the ‘benefit’ part of the cost-benefit equation. Thus, the best option is to use
the methods in a complementary manner.

7 Conclusions

The paper presented the recent developments on CAsPeA – a method for the
assessment of the cost of employees’ activities connected with the establishment
and the operation of cybersecurity management system. The use of the method
was illustrated in a case study of a civil engineering company. The study demon-
strated that CAsPeA can effectively support the decision process of an enter-
prise with regard to the investments into information security. Applying CAsPeA
requires only a few straightforward steps and parameters to obtain rough esti-
mations. Additionally, the study evidenced that physical security can become a
dominant component in the cost cybersecurity management and thus it should
be appropriately considered. In the particular application, the cost estimated
with CAsPeA turned out to be acceptable for the organisation and provided an
incentive for extending their existing cybersecurity level. This can be a certain
prognostic for other companies considering investments in their cybersecurity
management systems.
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As a part of the method’s evaluation, a comparative analysis of CAsPeA
and SQUARE was performed. The study was separate from the case study and
regarded applying both solutions to evaluate the costs in two enterprises: a boat-
yard and an IT support company. The analysis showed that the methods should
not be taken as alternatives but as complementary solutions. SQUARE guides
through the entire cost-benefit analysis process but focuses on particular protec-
tion scenarios without detailed consideration of the human factor. CAsPeA, on
the other hand, provides estimations for all activities involved in the cybersecu-
rity management and is human actions-centric but misses the ‘benefit’ part of the
cost-benefit analysis. These observations gave additional insight into where CAs-
PeA can be improved. For instance, extending the method with a module that
enables flexible definitions of investment scenarios or covering the entire cost-
benefit analysis are prospective development directions. Other further studies
include:

– enhancing CAsPeA with activities linked to the security controls of the sec-
ondary and tertiary NIST SP 800-53 baselines,

– developing a dedicated version based on ISO/IEC 27001,
– performing a comparative analysis with the ISO/IEC 27001-based version,
– including technical cybersecurity controls into the CAsPeA estimations,
– researching the applicability of CAsPeA in various contexts (e.g.

entrepreneurial sectors) and analysing its fitness and accuracy (e.g. for
instance depending on the sector).
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