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Abstract. Internal auditing tries to identify anomalies, weaknesses and manipu-
lations in business processes in order to protect the company from risks. Due to the
digitalization of processes, auditors also have to check the associated data volumes.
Already existing IT-systems focus on process-related data where the control flow,
i.e. the actual sequence of process events, is not considered. This paper examines
how the control flow and the process-related data can be analyzed in combination
to support auditors in process auditing. To realize this, audit requirements were
collected in the literature and evaluated by auditors from industry. On this basis,
a concept with five indicators was developed, then transferred into a prototype
and evaluated using real-life data as well as two auditors. The results show that
the requirements can be technically realized and the developed indicators enable
auditors to identify and interpret abnormal process executions.
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1 Introduction

Today, business processes can be controlled and monitored by information systems.
Many of these systems can store process events such as transactions or machine signals
in a structured form. A collection of such digital events is called event log. The basic
assumption is that the data in the event log represents the sequence of events as they
occurred in reality. In this context, one also speaks of the control flow of a process [1].

For internal auditing, the control flow is relevant, since auditors could compare the
actual control flow of a process with a target control flow in order to detect anomalies.
However, a challenge with such an approach is the availability of a reliable reference
model. In practice, these models are often designed at the time the process is introduced,
while the actual process flows usually change over time. One reason for such a change
could be, e.g., new employees who have a slightly different way of working than their
predecessors [2]. To overcome this limitation process mining can be used.

Process mining refers to methods and techniques that can generate a structured
process model based on event logs [1]. Using such models, process mining provides
the basis for a comparison with an existing reference model or an event log. In contrast
to sampling, this would allow auditors to check an entire set of process executions.
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Despite these potentials, process mining is rarely used in auditing. The reasons for
this are suspected, e.g., in the high number of cases classified as anomalous [4]. This
typically results from the classical approach of control-flow-based anomaly detection.
Most approaches use discovery algorithms to determine a reference model from an
event log and then use this model in a conformance check to detect anomalies in the
log [5]. However, even a single event, which is not provided in the model can lead to a
process execution being interpreted as an anomaly. Such a sensitive interpretation can
be a challenge for auditors, as a high number of process executions wrongly interpreted
as anomalous can lead to unnecessary investigations. Another aspect is the missing
alignment of the technical output with the individual interests of the auditors [4]. The
concrete challenge is the atomic form in which the process deviations are provided by
the methods [6]. I.e., auditors may see that deviations in the control flow have occurred,
but an interpretation of the associated markings is not yet mapped to their specific needs.

To make the output of control flow-based anomaly detection manageable for internal
auditing in both quantitative and qualitative terms, we propose an approach that extends
the control flow with process-related data and also addresses the auditors’ requirements.

1.1 Fundamentals

Event Log and Process Related Data. The event log is essential for process mining
and is subject to requirements. One is that each event must be assigned to a unique case.
To be able to consider the ordering, the events must also be assigned to a timestamp
or sort element. The sequence of events in a case is then called a trace [1]. When a
process is running, further data can also be generated, which cannot be assigned to a
timestamp or event of the log. However, if this data also has a case it can be assigned
to the corresponding case in the log. In contrast to the log, which describes the process
flow over several lines ➀, a single line of process information could be provided in this
way ➁ (Fig. 1).

Event Log Process Related Data
case event timestamp case amount class priority owner ... attribute n
312P 90 2020-06-01 312P 16 3 high doe ... 48
312P 280 2020-06-02
312P 800 2020-06-03

1 2

Fig. 1. Event log and process related data

Conformance Checking. Conformance checking is a type of process mining and can
be used to check whether the real behavior, which is recorded in the log, corresponds
to a process model. For the implementation of conformance checks replays are used.
This term comes from the idea of reproducing or rather “re-playing” the single traces
of a log on the process model. As a concrete replay approach, alignments have become
the standard for conformance checks [1]. Alignments can relate unsuitable events of the
log to the process model by a mapping procedure. E.g., let o= {90, 265, 160, 280, 467,
492, 413, 496, 730, 769, 810, 820} be a trace of an event log L. If we replay o on the
petri net M, this can be visualized in a matrix ➀. The bottom row corresponds to the
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moves of the trace o and the top row to the moves in the petri net M. If a move can be
performed both in the trace and in the model, this is called a synchronous move. The icon
>> indicates a misalignment and appears either when an event recorded in the trace
could not be executed in the model (move-on-log-only), or when an event that had to be
executed by the model did not take place in reality (move-on-model-only) [1] (Fig. 2).

M 90 265 160 165 280 467 492 >> 496 705 706 730 769 800 810 820
o 90 265 160 >> 280 467 492 413 496 >> >> 730 769 >> 810 8201

synchronous-move
move-on-model-only
move-on-log-only
misalignment>>

fitness (o, M) = 1 – cost sum of optimal-case alignment (o)
cost sum of worst-case alignment (o)

result
0 = no fitness
1 = perfect fitness
... ...2

27090
265

160 165

467
496705706

769 800 810 820

730
413

280

492M = 

Fig. 2. Conformance checking using alignments

During a replay there can be many different alignments between a log and a process
model. For the calculation of the replay fitness only the optimal andworst-case alignment
is needed. Here, it is necessary to assign costs to the moves. For moves where the log
and the model match (synchronous moves), these costs must always be set to 0. If log
and model differ and no process knowledge is available, a fixed cost value of 1 can be
assigned to all misalignments. To calculate the replay fitness between o andM, the costs
of all moves are then summed up for each trace and filled into the formula ➁ [1].

1.2 Related Work

While most conformance checking methods have focused on the control flow, some
studies also considered additional process data. Such data can be used to check whether
the control flow also meets the correct process conditions (e.g., correct control flow
activity performedby an authorized person). To consider such aspects in the conformance
check, in [7] an alignment approach is extended by a heuristic-based procedure. In [8]
an approach based on integer linear programming is presented, which, in contrast to
[7], is also capable of processing numerical values. In [9] a constraint-based approach
for conformance checking of declarative processes is developed. In [10] both the data
and the time perspective are linked to the control flow. In [11] a cost function is used to
prioritize deviations between a log and a model, considering all process perspectives.

Further studies focused on reducing the high number of control-flow-based alerts
or false-positives. E.g., in [12], not every unexpected event is immediately classified
as abnormal, but assessed based on the likelihood of its occurrence. In [13] an asso-
ciation rule mining approach is proposed that can be used to determine what behavior
might have caused an abnormal process. This can help to differentiate between harmful
anomalies and false-positives. Besides the purely technical research, process mining is
also investigated in the auditing context [3, 14–17]. These studies stand out from others
because they already address concrete tasks and scenarios in the auditing area.

2 Requirements

To determine the requirements for our approach, we conducted a literature research that
aimed to identify the criteria according to which an auditor selects anomalous process
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executions based on their control flow behavior. As a result, only the study by [4] was
identified as relevant. This is due to the fact that the known control-flow-related deviation
patterns originate from the field of process mining or business process management and
until recently these patterns were not checked for consistency with the deviation patterns
used by auditors. It was only the study by [4] that provided representative answers by
conducting interviews with auditors. According to [4], especially swapped,missing and
duplicate events in the control flow are criteria that are relevant for auditors. In order
to assess these requirements, the following aspects were discussed with two auditors.
A1: Compliance of the collected criteria with those of the own audit department, A2:
Suitable way of presenting the criteria in concrete figures/indicators.

After aspect A1 was discussed, it can be stated that the requirements were confirmed
by the auditors. They added, that it would be helpful if they could also be informed about
the (ab-)normality of the associated process conditions when evaluating the control flow
deviations. This could help to interpret whether the deviations may be typical or atypical
under certain process circumstances. Aspect A2 showed that, a combination of deviation
criteria as numerical indicators would be helpful for the auditors. The concrete proposal
was a labeling that consists of four indicators. Three of these would be represented by the
fields missing, swapped and duplicate events which provide the rates these deviations
types have for each process execution. The fourth indicator should be an overall value,
which summarizes the conformance of each process execution.

3 Conceptual Design

Our concept consists of two phases. One for the integration of the control flow and
a second one for the process-related data. In the first phase, the upstream task is the
process discovery ➀, which creates a process model based on the event log and a mining
procedure. Thismodel represents the basis for the second task: the conformance check➁,
which aims tomeasure the deviations between the log and the processmodel by replaying
the log on the model. The conformance check provides the indicators that show the rates
of missing, swapped and duplicate events as well as the overall conformity for each
process execution (trace). These indicators will be calculated both for each event of the
trace (event_metrics) and for the entire trace (trace_metrics) ➂ (Fig. 3).

Fig. 3. Concept
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In this concept, the process discovery only considers the control flow. The result-
ing process model thus does not contain guards. Guards are rules that explain when
process executions have to take a certain path at a decision point in the process model
[7]. This means, a process model, which is extended by guards (a data-petri-net [18]),
describes not only which process paths are possible, but also under which conditions
they may be executed. In our concept, the event log could also be used in combination
with the process-related data to create a data-petri-net. However, regardless of the pro-
cess model type, we propose an additional data combination. This is due to the fact that
during a conformance check even guards can only control the behavior that is modeled
in the process model. However, a process model can never contain the entire behav-
ior of a real business process without becoming unreadable for a person. Instead, pro-
cess models are typically created in a more general form. If a conformance check is
then performed using such a generalized model, the number of deviating process exe-
cutions can quickly increase when the log is noisy. In order to identify the legitimate
– but not modeled – cases within this set of potential anomalies, the control flow devi-
ations can also be subsequently combined with process context. In our approach, this
combination is realized by further processing the previously calculated event_metrics ➃
together with the process related data➄ using an unsupervised anomaly detection➅. I.e.,
the data processed by the anomaly detection contains a row for each process execution
with the fields: case | missing_event_A | swapped_event_A | duplicate_event_A | miss-
ing_event_B |…| missing_event_X |…| process_related_attr_1 | process_related_attr_2
|…| process_related_attr_n. In this way, it is possible to put the control flow behavior of
a process execution into a concrete process context, even if this behavior is not provided
in the generalized model (e.g., to determine, whether the missing event A is typical or
untypical, considering the respective process context). In our concept, this results in an
additional indicator➆ that provides a boolean value, where “true” stands for an abnormal
and “false” for a normal process execution. The approach is unsupervised, as no labels
should be used. The final output also includes the aggregated control flow metrics ➇.

4 Case Study

Setting, Data and Preprocessing. To evaluate our concept, we transferred it into a pro-
totype and conducted a case study in the internal auditing department of an internationally
operating automobile manufacturer. In addition to the expertise of two auditors the case
study benefited from real-life data from 2058 manufacturing-related permit processes.
The event log contains status numbers as events, which were set in the information sys-
tems during a permit process. The process-related data provides single-line information
on 54 fields about each permit process without referring to events or times in the con-
trol flow. The categorical fields of the process-related data set (8% of the data) were
converted into numeric values using a frequency-based [19] encoding. A one-hot encod-
ing [20] was omitted because in this data, this would have generated tens of thousands
of columns and thus greatly increased the object space dimensionality. Afterwards, a
min-max normalization (0, 1) has been performed for all attributes.
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Process Discovery. To perform the process discovery and conformance checking, we
used ProM, an open source framework for process mining algorithms [21]. For the pro-
cess discovery, the plugin Inductive Visual Miner [22] and for the process representation
the petri net was used. The Inductive Visual Miner can be adjusted using the path slider
and the activities slider. The latter determines the proportion of events to be considered
in the process model. The path slider can be used to control the scope of the noise filter-
ing and ranges, just like the activity slider, from 0 to 1 (0 = maximum noise filtering).
In this context “noise” refers to the variation of paths between the events [22].

Since initially no events should be excluded from the log, the activities slider was set
to 1 during the entire process discovery. In contrast, the path slider (ps) was examined
at 21 settings (0.0, 0.05, 0.10,…, 1.0). To simplify the creation of a generalized model,
these 21 settings were used for the evaluation of 10 chaotic event filtering [23] and 20
trace filtering [24] iterations. E.g., during the chaotic event filtering, one chaotic event
after another was successively filtered out of the log and after each filtering, the 21 ps-
positions were iterated. Since one process model results from each path slider setting,
a total of 630 process models were created in this way (21 ps * 10 + 21 ps * 20). By
replaying the log on each of these process models, the fitness and precision as well as
the f -score were calculated. After running all iterations, the model with the maximum
f-score was selected for the prototype (f-score: 97.6 | fitness: 96.9 | precision 98.3).

Conformance Check. Weused the calculation of alignments in our conformance check.
Since the previously created process model is considered as a reference process and the
single process executions (traces) should be assessed with regard to their conformity
to this reference process, the perspective of trace fitness takes effect. To address this
perspective through alignments we applied the plugin Conformance Checking of DPN
(XLog) [11] which used the process model and the log as input. The output is a list of all
traces, in which the control flow violations are marked by different coloring. Figure 4
shows two traces of the log: one with 100% trace fitness ➀ and one with 81.8% ➁.

90 265 160 165 280 492 496 705 706 730 769 800 810 820

90 265 160 165 165 280 492 496 730 705 706 730 769 800 810 820

100% trace fitness
81,8% trace fitness

1
2

3Not Part of the Plugin duplicate event 4 swapped event 5 missing event

synchronous-move
move-on-model-only
move-on-log-only
unobservable (e.g. splits)  

Fig. 4. Conformance checking output

Given the collected requirements to detect missing, swapped, and duplicate events,
this output needs additional interpretation. The purple and yellow markings indicate
whether the event could be set at the respective position exclusively by the model (move-
on-model-only) or by the log (move-on-log-only). For the alignment calculation, these
move classifications are performed exclusively for the considered position in the trace
andmodel.However, the fact that, e.g., amove-on-model-only needs to be interpreted as a
completelymissing event,would only be true if this eventwas not set at any other position
in the trace. Such an actually missing event is shown in➄. If, on the other hand, the event
would also be set at an earlier or later position in the trace, this should be interpreted
as a swapped event ➃. The move-on-log-only shows that the event was not intended by
the model. Besides a swapped event, this could also be due to a duplicate event ➂. Such
a global consideration of the entire trace is irrelevant for the fitness calculation and is
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thus not provided by the plugin. To calculate themissing, swapped and duplicate events,
we therefore implemented a script which used the csv-export-file of the plugin as input.
In this file, the move type is given by numbers: 0 (synchronous-move), 1 (move-on-log-
only), 2 (move-on-model-only). Our script stores these values together with the occurring
event names for each trace in three lists (type_0, type_1, type_2). Then it iterates over
the lists and derives the deviation categories for each event based on the logic shown in
➅. In this way, each trace event receives its own deviation categories (event_metrics).
E.g., for event 730, the columns 730_duplicate, 730_swapped, and 730_missing would
be created in which the respective frequencies are stored ➆. In a final aggregation, the
values of the event_metrics are set in relation to the number of all events occurring in
the trace (for trace ➁ of Fig. 4: 1/14 events = 0.0714 ➇) (Fig. 5).

Calculation Logic for the event_metrics Output of the Calculation
Action Condition (MT = move type; e = the considered event within the trace) 

Case
trace metrics event metrics

duplicate+1 A synchronous-move (MT: 0) and a move-on-log-only (MT: 1) was found for e trace
fitness

duplicate
events

swapped
events

missing
events ... 730_ 

duplicate
730_ 

swapped
730_

missing ...swapped+1 A move-on-log-only (MT: 1) and a move-on-model-only (MT: 2) was found for e
missing+1 Only a move-on-model-only (MT: 2) was found for e XY23 0.8181 0.0714 0.0714 0.0714 ... 0 1 0 ...

6 8 7

Fig. 5. Calculation of the control flow indicators

Unsupervised Anomaly Detection. We used two views of the process-related data. In
the first view no attributes were filtered out (data_view). The second view included,
besides the event_metrics, only attributes in which our auditors found anomalies
(aud_view).

For the unsupervised anomaly detection, performance between an iForest [25] and a
local outlier factor (lof) [26] was compared. The lof classifies a data point as (ab)normal
based on the local density deviation of the data point in relation to its neighbors [26]. The
iForest uses a combination of several isolation trees,which isolate outliers from the rest of
the data by a recursive, random division of the attribute values [25]. These two methods
were implemented using the python library scikit-learn which explains the available
parameters in [27]. For these parameters, different value intervals were defined and
combined with one another. This resulted in 400 iForest and 480 lof parameter settings.
Since no process knowledge was assumed in our concept, an internal evaluation of
the model quality was necessary. In this way, the influence of the different parameter
settings can be measured without using ground truth labels. To do so, we used a classifier
performance approach. This assumes that if an anomaly detection method efficiently
captures a data set, the abnormal entities identified by thismethodmust bewell separated
from the normal entities. This separability can in turn be measured by a supervised
classification. The goal is to capture the prediction quality of a classifier, which used the
previously predicted anomaly classes of the unsupervised anomaly detection as target
labels during the training [28]. If the classifier is able to predict the outliers in a test
set well, this indicates a good separability. To measure such a classifier performance,
we implemented a loop that performed an unsupervised anomaly detection for each of
the 400 (iForest) and 480 (lof) parameter settings as well as a subsequent supervised
classification on the anomaly detection results. Since the unsupervised anomaly detection
did not require training, it was applied to the entire data set. For the subsequent supervised
classification, a random forest was applied which used 60% of the data for training and
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40% as a test set to measure the prediction quality. To guarantee the same conditions
for each iteration, all random variables (in train/test-split, random forest, iForest) were
set to 0. As a result of each loop iteration, the classification quality was measured using
the f-score and stored in a list. After the loop terminated, the maximum f-score was
determined from the list and the corresponding model and parameter setting was used
for the final anomaly detection. For both the data_view (f-score: 0.936) and aud_view
(f-score: 0.998) the maximum f-score belongs to the iForest.

4.1 Evaluation

As a first step of this evaluation, the auditors of the partner company converted their
audit findings into binary anomaly flags ➀. Based on the comparison of these flags
with those of the prototype ➁, two confusion matrices were calculated. These matrices
show differences regarding the hit rate of the actually (ab)normal cases. While in the
data_view ➂ 422 anomaly classifications (20.5%) deviated from the audit report, only
249 (12.1%) deviated in the aud_view ➃. The results also show that the prediction of
actually abnormal cases is more accurate if the set of attributes is limited by auditors
(Fig. 6).

Prototype Indicators Audit Report
Case trace fitness missing events swapped events duplicate events anomaly anomaly Case
XY31 1.0 0.0 0.0 0.0 true true XY31
PW24 0.850 0.0 0.166 0.083 true true PW24
RT67 0.944 0.0 0.060 0.0 false false RT67

... ... ... ... ... ... ... ...

Confusion Matrix – Data View Confusion Matrix – Aud View

Deviations: 422
Audit Report Deviations: 249

Audit Report
abnormal normal abnormal normal

Proto-
type

abnormal 339 287 Proto-
type

abnormal 446 221
normal 135 1297 normal 28 1363

2 1 3 4

5

6

Fig. 6. Comparison of the anomaly flags of the prototype with those of the audit report

In a second step, the auditors assessed the indicators in functional terms.As a result, it
can be stated that they consider the indicators as a useful audit instrument. This perception
is based on the ability to sort and group the process executions by the indicators values.
Since the fifth indicator considers every event deviation in its respective process context,
auditors can also seewhen a deviation is relativized by its context. In such a case a control
flow deviation would be displayed, but the anomaly flag would be false ➄. The added
value of such a relativization becomes clear if auditors would use only the four control
flow indicators to select potential audit cases. The auditors would then classify a process
execution as relevant for an audit if it deviates from the model (e.g. fitness < 1). If we
had used such an exclusively control-flow-based approach for our comparison with the
audit report, there would be 7.3% more false-positives. It is also possible to select only
those cases that have been classified as abnormal solely because of the process-related
data conditions. I.e., no control flow deviation is displayed but the anomaly flag is set to
true➅. The combined view of the four control flow indicators together with the anomaly
flag thus allows auditors to better interpret an anomaly.

In a final step, the control flows of the false-positives were examined in detail, as
they had a much larger proportion compared to the false-negatives. It was found that
the deviations in 76,1% of all false-positives were due to events which, according to
the auditors, are known to be chaotic in nature. This includes, e.g., the responses from
email distribution lists. In some cases, several departments must provide a statement
on a requested permit process. However, the times at which these responses are made
can be very arbitrary – which is legitimate. It is only important that all responses are
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received before proceeding to the next approval step. This implies that some switched_
events are legitimate in this case study. If departments do not respond, the requests will
be sent again. This is also legitimate and leads to duplicate_events. The reason why
this behavior was not considered by a loop in the process model is that these cases
did not occur often enough to be considered by the process discovery method (when
using maximum f-score). Given this legitimate and at the same time negligible process
variance, the concerned 76,1%were confirmed as actual false-positives. In the remaining
23,9% alleged false-positives, specific control flow deviations were found which were
actually relevant for further audits.

5 Conclusion

In this paper we investigated how a control-flow-based anomaly detection can be used to
support auditors in selecting audit-relevant process executions. An important feature of
this approach is its intended practical suitability. In addition to the conceptual alignment
with the audit-requirements, this claim should also be achieved through a practice-
oriented data requirement. Since unlabelled data are common in practice, no labelled
data were used during the modeling. The entire procedure was thus realized without
process knowledge. The evaluation of the developed indicators confirmed that these can
provide auditors with useful assistance in the selection of relevant cases. In addition to
the evaluation results, this is also due to the comparison with classical audit methods,
which are still characterized by sampling and focusing on process-related data. The
practical application of our approach is therefore not only the consideration of a full
data population, but also the use of both the control flow and the process related data.
In this way it was also shown that control flow deviations can be relativized by their
individual context. This in turn can help to reduce the amount of irrelevant cases.

For theoretical application, this paper provides new insights in terms of integrating
data-driven methods in internal auditing. Three aspects are crucial in this context: 1)
Our approach addresses the current reasons that hinders the establishment of control-
flow-based anomaly detection in internal auditing. 2) In addition to a concept, our paper
presents an exemplary implementation. 3) The suitability of our approach is evaluated
quantitatively using real-life data and qualitatively by two auditors.

A limitation of our approach is that the consideration of process-related data could
only reduce the false-positives to a certain extent, but not entirely. I.e., auditors could
still be held up examining some irrelevant cases. In future work, we want to overcome
this limitation and also test the approach in further real-world auditing scenarios.
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