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Abstract. Customer management operations, such as Incident Manage-
ment (IM), are traditionally performed manually often resulting in time
consuming and error-prone activities. Artificial Intelligence (AI) software
systems and connected information management can help handle the dis-
continuities in critical business tasks. AI Incident Management (AIIM)
becomes therefore a set of practices and tools to resolve incidents by
means of AI-enabled organizational processes and methodologies. The
software automation of AIIM could reduce unplanned interruptions of
service and let customers resume their work as quick as possible.

While several techniques were presented in the literature to automat-
ically identify the problems described in incident tickets by customers,
this paper focuses on the qualitative analysis of the provided descriptions
and on using such analysis within the context of an AI-enabled busi-
ness organizational process. When an incident ticket does not describe
properly the problem, the analyst must ask the customer for additional
details which could require several long-lasting interactions. This paper
overviews ACQUA, an AIIM approach that uses machine-learning to
automatically assess the quality of ticket descriptions with the goals of
removing the need of additional communications and guiding the cus-
tomers to properly describe the incident.

Keywords: Incident Management · Service continuity · Digital
transformation · Artificial intelligence · Natural Language Processing

1 Introduction

Modern companies more and more require data-driven corporate services as
drivers for better quality and for saving money: the more data companies can
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collect, the more “observable” they become. Stakeholders can then exploit these
data to carry out dedicated analyses and react in a more appropriate and timely
way, with positive effects on the organizational performance of the company. Suc-
cessful companies, therefore, are those that harness the benefits of automation,
data analytics, and connected advanced human-machine interfaces [16].

In this context, service management—and specifically service incident man-
agement (IM)—is the set operations and processes that manages customer ser-
vices during their utilization, e.g., through the integration of tools and best-
practices [8]. One of the key aspects of IM is to provide service continuity [10],
that is, the capability of preventing, predicting, and managing service incidents
with the goal of maintaining the desired quality of service (QoS) during and
after unexpected events. These practices do not only aim to keep users engaged
and satisfied of the services they use.
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Fig. 1. Customer-Analyst interactions when no automation is in place.

If no automation is in place, IM requires that customers and analysts interact
through a workflow similar to the one presented in Fig. 1. Customers describe
incidents through (service incident) tickets while analysts manually inspect them
and provide a solution. Several research efforts have already tried to automate
this process [6] but mostly concentrate on the semantic analysis of incident
descriptions. These works assume that customer inputs are always sufficiently
detailed to perform an analysis, while this in practice could not be true. Users
may not interact with the failed component directly and their description of the
incident could well be partial or unclear [7]. Consequently, analysts typically
interact with customers for extra inputs (as shown in the colored area of Fig. 1),
but this slows down ticket resolution—and hence, proper service operations—
dramatically.

What is more, although IM approaches have been studied since the seven-
ties [19], the resolution of incident tickets is still mainly done manually by ana-
lysts, strongly based on their experience and on interactions with customers [17].
This means that this task is one of the most time consuming and fallible
activities [9,21].
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To address the problem, the paper presents ACQUA (Automatic tiCket Qual-
ity Assessment), an approach based on Machine Learning (ML) that aims to
reduce—and eventually eliminate—the need of many customer-analyst itera-
tions. ACQUA automatically evaluates the quality of incident descriptions and
notifies the customer in case additional details are required. ACQUA is part of
a novel IM family of approaches and techniques that we call AIIM—and that
fuses Artificial-Intelligence (AI) with practices from Incident Management.

ACQUA consists of three main activities: i) feature engineering, that is, the
extraction of meaningful characteristics and metrics from an initial dataset of
incident tickets ii) service ticket modeling, that is, the creation of different models
from the extracted features that are able to evaluate the quality of new, unseen,
service tickets, and iii) service operations validation, that is, the selection of one
of the produced models based on their validated performance over available data
as part of conventional Machine-Learning operations.

We plan to evaluate ACQUA through comparison with three state-of-the-art
approaches: (1) BLEU [18] (BilinguaL Evaluation Understudy) (2) ROUGE [13]
(Recall-Oriented Understudy for Gisting Evaluation), and (3) a baseline that
uses a simple heuristic for computing the quality of incident tickets. On the one
hand, the two reference approaches exploit well-known metrics used in the field
of Natural Language Processing (NLP) to evaluate text quality; on the other
hand, the baseline approach offers an optimistic take at the problem. To do
that we will utilize a real-life industrial implementation and experimentation
conducted on a real dataset provided by a large banking corporation (from now
on called BANK) in The Netherlands We consider ACQUA as a valid first step
in the direction of more autonomous large-scale AIIM and connected service
governance operations.

The paper is organized as follows. Section 2 discusses some significant related
work. Section 3 illustrates the research questions, and methodology used to build
ACQUA. Section 4 describes the details of ACQUA and Sect. 5 concludes the
paper.

2 Related Work

Given that downtime causes monetary loss [3], Incident Management became a
key activity for businesses, and several works in the literature were presented in
order to enhance Service Continuity [7,14]

Shao et al. [20] propose a prioritization algorithm to rank the relevance and
severity of tickets according to their descriptions. This way more significant tick-
ets are handled by analysts before the others and service continuity is improved.
ACQUA and this work are complementary. Our approach can be used as a pre-
liminary step to analyze the quality of the ticket and, when users are able to
provide enough details, the ticket can be ranked and processed accordingly.

Gupta et al. [6] analyze the input requests made by analysts to customers to
understand how they impact the user experience. When calculating resolution
time, the time waiting for user inputs is not counted. Hence, they distinguish
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Fig. 2. The ACQUA methodology, an overview.eps

between two types of input requests: real and tactical. Real requests are sent to
effectively seek for useful additional details, while tactical ones are merely raised
to stop the downtime counting. Therefore, they created a system to automati-
cally detect tactical input requests using algorithm TF-IDF [2] for the decision
process and Principal Component Analysis [22] to reduce the dimensions com-
posing the feature space. This work does not validate the quality of the user
ticket as ACQUA does but the working efficiency of analysts during the resolu-
tion phase.

3 The ACQUA Methodology

This paper addresses the problem of evaluating the quality of service incident
tickets in order to speed-up their resolution. Indeed, the research effort concen-
trates on how the quality of input text can be measured in the context of Inci-
dent Management. With this goal we present ACQUA, a 15-step methodology—
tailored from the Cross-Industry Standard Process for Data-Mining (CRISP-
DM) [4]—shown in Fig. 2.

The figure illustrates a concrete overview of the ACQUA AIIM methodology
in a simple box-and-line notation. ACQUA is based on machine learning and
employs different types of features and classifiers in order to predict the quality
of incident tickets. ACQUA is composed of four main types of actions. First,
preliminary actions (steps 1–3) are depicted in white boxes and are explained in
the rest of this section. Second, in feature engineering tasks (steps 4–8, shown
in the light gray box) different types of features are extracted and combined in
meaningful datasets. Third, in modeling phase (steps 9–12, shown in the dark
gray boxes) different classifiers are trained using selected features. Finally, black
boxes represent the evaluation actions (steps 13–15) which will reported in our
future work.

In order to properly assess ACQUA we formulated the following research
questions.

RQ1 How do existing state-of-the-art metrics (i.e., reference metrics) perform
when evaluating the quality of incident tickets?

RQ2 How does ACQUA perform when using reference metrics as features for
ML classifiers in oder to predict the quality of incident tickets?
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RQ3 How does ACQUA perform when using deductive features (i.e., semantic
characteristics of the text) w.r.t. ACQUA using reference metrics?

RQ4 How does ACQUA perform when using embeddings (i.e., structural char-
acteristics of the text) w.r.t. the above alternatives?

With the first research question we aim to understand whether state-of-the-art
textual quality metrics are able to capture the quality of incident descriptions.
Subsequently RQs 2, 3, 4 investigate how different types of features (reference
metrics themselves, semantic and syntactic ones) perform when used in an AIIM
approach.

The data used in this study were obtained (step 1) by exporting the tickets
from the IM system (ServiceNow1) of BANK. Both customers and analysts of
BANK are Dutch speaker therefore the tickets are mostly written in Dutch or a
dialect2. The 77010 tickets collected in the dataset from September 2016 to April
2019 contain an average of 34 words each and one third of them (23874) required
the analyst ask further details to the customer. Reference metrics selection (step
2) refers to the study of the literature in order to find existing metrics that could
be used to obtain insights on the quality of text inputs.

Being tickets written by customers in natural language, we identified two
metrics, the ones that obtained the highest similarity with the human perception
of quality, widely used in the context of Natural-Language Processing: BLEU
and ROUGE. These metrics evaluate the quality of candidate text (often machine
generated) with respect to high-quality reference texts [13].

The original dataset does not contain any indications of the quality of the
tickets. Therefore, in step 3 we defined five labels with an associated value
between 0 (insufficient details) and 4 (well-described incident). Moreover, we
manually labeled each ticket according to the comments left by the analyst and
our perception of their quality.

4 Feature Engineering and Modeling

In this section we present the feature engineering and modeling steps (4–12) of
ACQUA.

The selected dataset contains a large amounts of unstructured data requiring
a preliminary processing phase (step 4). Indeed, the customer description of the
incident, the comments between analyst and customer and the analyst closing
notes are all written in plain text without any structure. For structured columns
minor processing was necessary in order to reduce the noise and being able to
properly compare values. The preprocessing consists in the following six activi-
ties: i) filtering to remove missing data, ii) text transformation to remove special
characters and punctuation, iii) domain transformation to eliminate from the
ticket text partial or blank parts, iv) encoding to transform values and labels

1 https://www.servicenow.com/products/incident-management.html.
2 A negligible amount of tickets contain also sentences (error messages) written in

English.

https://www.servicenow.com/products/incident-management.html
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onto pre-defined numbers, v) tokenization to obtain the list of words, and vi)
stemming to normalized words to a root form.

4.1 Feature Extraction and Selection

ACQUA uses three types of features: reference metrics, deductive and embed-
dings. In step 5, we computed the value of BLEU and for ROUGE each ticket.
These values, in addition to be evaluated as quality metrics in step 14, are then
used them as input features for classifiers to understand whether they can pro-
vide additional insights during training.

Deductive features are features extracted from the description of an incident
and are mainly related to the semantic of what the user describes (step 6). They
are a set of boolean features, that indicate if a specific word is mentioned in
the text. The intuition is that the occurrence of word like “error” or “warning”
prelude to a detailed description of the problem. If incident related keywords
(e.g.,“power drain” or ‘restart”) are included there could be high chances that
the incident is explained. In addition to boolean deductive feature, we include
also numerical ones that are related to the length of the description such as the
number of tokens and the sum of the token length for a total of 13 deductive
features.

Embeddings (step 7) are features encoded as sparse vectors obtained from
words or documents. They help a machine understand natural language by plac-
ing similar text inputs close to one another [12,15]. ACQUA uses two embeddings
techniques, namely Word2Vec, and Doc2Vec.

Word2Vec is a neural network language model that constructs a log-linear
classification network that produces a vector [15] where each word is represented
as a point in the space (a vector) and related words are located closely to each
other. In ACQUA Word2Vec is used to create a machine readable feature from
textual, unstructured data that can be used for further (algebraic) calculations.

Doc2Vec is another neural network language model that we used to create
embedding features. While Word2Vec computes a feature for every word in a text
corpus (e.g., an incident ticket), Doc2Vec computes a feature vector for every
document/ticket [12]. This eliminates the need of a vector aggregation step as
required by Word2Vec and facilitate the comparison among similar tickets. On
the other hand, given that Doc2Vec reasons on a coarse granularity, it is less
tolerant to word misspelling compared to Word2Vec. Since a significant amount
of ticket description contains misspellings we used both the methods in ACQUA.

In the last step of feature engineering (step 8) we generated datasets con-
taining the different types of features in order to answer RQ2, RQ3 and RQ4 in
our future evaluation.

4.2 Service Ticket Modeling

The first step of modeling is the selection of classifiers that using the selected
features can produce meaningful estimation models for the quality assessment of
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incident tickets (step 9). Having to deal with different set of features, ACQUA
does not rely on a single classifier but it uses 5 different types: random forest [1],
logistic regression [2], k-nearest neighbors [1], gradient boost [5], and a dummy
most frequent classifier.

Before training the models (step 12), the dataset is split in different parts.
20% of the data are removed and used for testing in step 13. On the remaining
80% ACQUA applies the stratified K-Fold [11] algorithm (step 10) to properly
tune the classifiers parameters. Data are split into k consecutive partitions (or
folds) each of them of approximately the same size. The training and validation
sets (i.e., the dataset used to adjust classifiers parameters) are generated in k
phase. On each phase one fold, in turn, is used as validation set while the other
k − 1 as training set. In ACQUA we used k equals to 10.

For each of the aforementioned classifiers, hyper-parameter (i.e., classifier
parameters) tuning was manually applied in step 11 by taking into account
the best practices when dealing with class imbalance and to avoid overfitting.
The tuning consisted in an iterative process of training-validation-parameters
adjustment-training until reaching satisfactory performance, as envisioned in
the CRISP-DM standard process [4]. Finally, in step 12 models are trained with
proper tuning parameters to be ready for being evaluated.

In our future work we will present how we tested the models (step 13) and
how we compared with reference metrics (step 14) and the performance of the
various classifiers (15).

5 Conclusions and Future Work

Incident Management and Service Continuity are key aspects of almost all the
businesses to reduce or avoid the costs of downtimes. This paper presented
ACQUA, a AIIM methodology for assessing the quality of incident tickets in
order to minimize the long-lasting communications between customers and ana-
lysts. In the feature we plan to carry out an extensive evaluation of the approach.
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