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Abstract Defects are inevitable inmetal partsmanufacturedby anyprocess; the size,
shape and location of such defects play a critical role in determining the material’s
fatigue strength. Due to the random nature of the defects’ distribution in the part, a
statisticalmethodmust be employed for fatigue strength estimation. The laser powder
bed fusion (L-PBF) process introduces two main types of porosity defects: keyhole
pores and lack-of-fusion pores. A defect-based statistical fatigue strength model has
been developed and validated for the L-PBF AlSi10Mg aluminum alloy containing
keyhole defects with different size distributions. Artificial defects were also intro-
duced for model validation. The approach is based on the modified Murakami’s
formulation to address thematerial dependence and followed theRomano’s approach
to consider the statistical behavior of the fatigue strength. The proposed model
successfully predicts the fatigue strength of different keyhole porosity distributions
but is unable to predict the fatigue strength of materials containing lack-of-fusion
porosity, possibly due to the higher stress concentration induced by its morphology.
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Introduction

Additive manufacturing (AM) has gained considerable interest in recent years as it
offers the possibilities of fabricating near net shape parts with complex geometries
that are difficult to build using traditional manufacturing processes. The laser powder
bed fusion (L-PBF) process has the advantage over othermetalAMprocesses because
of its high-dimensional accuracy and low defect volume. AlSi10Mg is one of the first
few aluminum alloys utilized for L-PBF process. It finds a number of applications in
the automotive industry, particularly for powertrain components. Since durability is
a major concern for such components, understanding the fatigue behavior of L-PBF
materials becomes extremely important for successful product design.
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There are several important factors that govern the fatigue properties of AM parts,
such as surface roughness [1–10], heat treatment [11–13], residual stresses [14–17],
and notch effect [18]. Defects such as porosity or inclusions are key factors affecting
the fatigue strength of metal AM parts [2, 9, 19–24]. The defect size distribution and
morphology depend on powder properties and morphology, processing parameters
(such as laser power, scan speed, etc.), and environment (such as gas flow rate). These
defects act as microscopic stress raisers, which result in local plastic deformation
and can act as crack initiation sites under fatigue loading.

Another important factor that governs the fatigue properties of AM materials is
the surface roughness. Surface roughness can be seen as defects with sharp notches
and can trigger premature failure under cyclic loading. It has been reported in the
literatures that surface roughness decreases the fatigue strength of AM materials by
more than 40–50% as compared to the polished surfaces [1–3]. Several models have
been proposed to correlate roughness to the fatigue strength reduction, such as the
popular empirical model in FKM guideline [25] and the one proposed by Arola [8,
26] based on fatigue notch sensitivity approach, which is able to predict the fatigue
strength reduction due to surface roughness

The well-established Kitagawa-Takahashi (KT) diagram [27] and El-Haddad
formulations [28] can successfully correlate fatigue strength to defect parameters.
One of the widely used models, and perhaps the simplest one, that quantifies the
influence of defects and inhomogeneities on the fatigue strength was proposed by
Murakami and Endo [29, 30], who found that the fatigue strength corresponds to a
threshold stress atwhich the small cracks donot propagate. TheMurakami’s approach
is based on the Kitagawa–Takahashi diagram, where the threshold stress intensity
factor is affected only by the Vickers hardness and the area of the defect projected
along the loading direction. The Murakami’s equation can be written as

σ f = 1.43(120 + HV)
(√

area
)1/6 (1)

where σ f is the fatigue strength, HV is the Vickers hardness, and area is the area of
the defect projected along the loading direction. Note that the Murakami’s fatigue
strength prediction depends only on two variables: the area of the defect and the
hardness value. It is worth noting that Murakami calibrated the model constants
(1.43 and 120 in Eq. 1) using fatigue data from many steels and only one wrought
aluminum alloy (2017-T4) [31]. The model overestimated the experimental values
by approximately 10% for the aluminum alloy [31]. These results indicate that the
constants may be material dependent. Another issue is that the model is calibrated
using rotating bending fatigue data. Since the fatigue strength measured by rotating
bending is always higher than the one measured by uniaxial fatigue testing, the
model can significantly overestimate the uniaxial fatigue strength. There are several
other studies [32, 33] where new sets of material constants were used to develop and
validate Murakami’s approach for aluminum alloys. However, none of these models
have yet been validated for L-PBF materials. The equations used by Ueno et al. [32]
and by Tajiria et al. [33] are shown in Eqs. 2 and 3, respectively.
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σ f = 1.43(45 + HV)
(√

area
)1/6 (2)

σ f = 1.43(75 + HV)
(√

area
)1/6 (3)

The current work aims to investigate some preliminary fatigue results and to
understand the effect of defects and other material parameters on the fatigue strength
of theAlSi10Mg alloymanufactured byL-PBF. This study is critical, as L-PBF alloys
have totally different microstructures compared to conventional alloys due to the
extremely rapid cooling rate. In addition, the applicability of the defect-based fatigue
strength model for L-PBF AlSi10Mg with different defect morphologies (keyhole
and lack-of-fusion, LoF) has been investigated. Artificial defects of predetermined
sizes were also introduced to generate additional validation points to the proposed
modeling approach.

Experimental Procedures

Materials and Sample Preparation

The AlSi10Mg aluminum alloy has been selected for this study. The alloy compo-
sition is listed in Table 1. Total four groups of samples (A-D) were produced in this
study. GroupA andGroupB sampleswere built using the SLM-125machine by SLM
Solutions with the tensile axis in the Z-direction (vertical direction) using optimum
process parameters (referred to as “standard” parameters thereafter). An inside-out
laser scan strategy was adopted, which melts the center portion first, followed by a
contour scan and border scan on the outer part to improve the dimensional accuracy
and reduce the surface roughness.

GroupA fatigue samplesweremachined fromas-built 15-mmdiameter cylindrical
rods and then mechanically polished along the axial direction to remove machining
marks; these samples are denoted as “MP” (machined and polished).

Two sets of samples were prepared from Group B: one set was machined and
polished (MP) and the other set was produced to shape using the L-PBF process (no
machining needed) and then mechanically polished to remove the roughness; these
samples are denoted as “P” (polished only). The samples were then heat treated at
500°C for 1 hour (solutionizing). Table 2 summarizes the process parameters and
heat treatments for these samples.

Groups C and D consist of MP samples built in the horizontal and vertical direc-
tions using the SLM-500 machine. These samples were stress relieved at 300°C for
2 hours. Group C uses the standard laser parameters and Group D uses a lower volu-
metric energy density (VED), which was intentionally optimized to introduce a large
amount of LoF defects with the goal to understand the effect of defect morphology on
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Table 2 Summary of process parameters for different groups of fatigue specimens

Machine Region Power
(W)

Speed
(mm/s)

Hatch
spacing
(mm)

Layer
thickness
(mm)

Built plate
temperature
(°C)

Post heat
treatment

Group A
(Standard)

SLM
125

Border
&
Contour

200 730 0.2 0.03 150 N/A

Hatch 350 1650 0.13

Group B
(Standard)

SLM
125

Border
&
Contour

330 730 0.2 0.03 150 500°C/1 h

Hatch 350 1650 0.13

Group C
(Standard)

SLM
500

Border
&
Contour

300 730 0.17 0.03 200 300°C/2 h

Hatch 370 1975 0.17

Group D
(Lack of
fusion)

SLM
500

Border
&
Contour

300 730 0.17 0.03 200 300°C/2 h

Hatch 370 1975 0.17

the fatigue strength. The laser process parameters were optimized to produce a very
small amount of keyhole defects in Group A, B, and C specimens. The LoF defects
in Group D specimens are highly irregular with sharp notches along the borders of
the defects.

In addition to the naturally occurring defects, drilled holes of different sizes which
are larger than the intrinsic defects were introduced in Group A (MP) and Group B
(P) specimens. The purpose was to validate the current modeling approach with
additional data points. Note that these “artificial defects” resemble keyhole defects
in terms of their morphology.

Tensile Test and Hardness Measurement

Tensile tests were carried out in an MTS 100 kN servohydraulic frame for Group
A, C, and D samples. The specimen geometry is shown in Fig. 1a, which conforms
to ASTM E8 [34]. The displacement rate is 0.19 mm/min up to 1 mm and then
1 mm/min until fracture occurs.

Metallographic samples were cold-mounted to avoid additional heating. Samples
were polished; the porosity was measured in the XY-plane; Vickers hardness values
were also measured on the same samples using a 300-g force with a dwell time of
13 seconds (5 indentations per specimen).
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Fig. 1 a Tensile and b fatigue specimen geometries

High Cycle Fatigue (HCF) Test

Fatigue tests were conducted using 100 kN sevohydraulic frames. The specimen
geometry followsASTME466 [35] and is shown in Fig. 1b. The tests were conducted
at a frequency of 70 Hz. The temperature on the specimen surface was monitored
during the test using an infrared thermometer. The temperature increase on the
specimen surface was limited to ≤ 5°C during the test.

Tensile Test and Hardness Measurement

The tensile engineering stress/strain curves are shown in Fig. 2. The average ultimate
tensile strength (UTS), yield strength (YS), elastic modulus, elongation to fracture,
and Vickers hardness values are provided inTable 3. Mechanical properties of Group
A to D specimens. The results are an average of at least three tests for which standard
deviations are reported. Table 2. Group A has the highest UTS and YS since it is
not post heat treated. The vertical and horizontal samples do not show significant
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Fig. 2 Average stress/strain curves of Group A-D specimens. Strains up to 10% are shown. (Color
figure online)

Table 3 Mechanical properties of Group A to D specimens

Yield strength
(0.2%, MPa)

Elastic
modulus
(GPa)

Ultimate tensile
strength (MPa)

Elongation at
fracture (%)

Hardness
(HV)

Group A 280.2 ± 1.3 67.1 ± 4.0 491.3 ± 1.8 6.4 ± 0.4 136.6 ± 2.2

Group B – – – – 67.3 ± 0.7

Group C
(Horizontal)

127.5 67.5 212.5 24.8 74.7

Group C
(Vertical)

121.3 65.9 210.3 24.2 74.1

Group D
(Horizontal)

139.0 70.2 221.4 24.8 78

Group D
(Vertical)

135.7 ± 4.4 67.2 ± 1.8 220.5 ± 6.6 20.1 ± 1.9 80 ± 1.3

The results are an average of at least three tests for which standard deviations are reported

difference in Group C and Group D after stress relieving. However, the samples from
Group D have slightly higher tensile mechanical properties than the ones in Group
C. This might be due to the faster cooling rate associated with the lower VED in
Group D.
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HCF

Figure 3a, b shows the S-N curves obtained for all groups of specimens (Groups
A-D; solid symbols indicate failures and hollow symbols indicate runouts at 107

cycles). The method used for fatigue strength calculation needs to consider fatigue
behavior of the material tested. Many models have been proposed to fit the fatigue
S-N curves; however, these models cannot capture S-N curves near the high-cycle
fatigue regime. In the current work, the fatigue strength was calculated using the
random fatigue limit (RFL) model [36], which fits the S-N curve using the equation
below.

Fig. 3 S-N curves of a Group A and B specimens, and b Group C and D specimens fitted using
RFL method. (Color figure online)
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Table 4 Fatigue strengths at 107 cycles (and associated standard deviations) obtained from the
RFL model

Fatigue strength (MPa) at 107 cycles

Group A Group B Group C Group D

Vertical Vertical Vertical Horizontal Vertical Horizontal

Polished (P) – 89 ± 2.0 – – – –

Machined &
Polished (MP)

133 ± 15.0 – 83.1 ± 10.5 81.1 ± 2.3 71.9 ± 9.3 64.3 ± 6.5

Sa − SL = C
(
2N f

)b
(4)

where Sa is the stress amplitude, SL is the infinite-life fatigue limit of the material (a
random variable following the Weibull distribution), N f is the number of cycles to
fracture, and C and b are empirical constants. In this study, the fatigue S-N curves
were fitted using an RFLmodel with the aid of the maximum likelihood method [37]
to account for the runout data points. The model can properly capture the changing
slope of the fatigue S-N curves. The fatigue strength distribution is then calculated at
107 cycles. The fatigue strength for each group of specimens is provided in Table 4
together with the standard deviation.

Note that the fatigue strength values provided in Table 4 are derived from S-
N curves in Fig. 3 which use multiple specimens. Each individual specimen has a
different defect distribution and a different fatigue strength; therefore, the fatigue
strength reported in Table 4 is the average fatigue strength of all samples tested.
Fitting the Murakami’s model, on the other hand, requires the fatigue strength to be
determined for a single specimen for which the defect area is known. In order to find
the fatigue strength of a single specimen, the approach proposed by Maxwell and
Nicholas [38] has been followed. According to this approach, a specimen is cycled
first at a low stress level (σi ) until it reaches a pre-determined number of cycles (Ni

= 107 cycles). The specimen is then checked for any microcracks and, if no cracks
are detected, the stress level is increased by 5% to σi+1. This process is continued
until the specimen fails at Ni+1 cycles. The fatigues strength (σw) are then estimated
using the equation below:

σw = σi + (σi+1 − σi )

(
Ni+1

Ni

)
(5)

Themajor assumption of thismethod is that there is no significant damage incurred
in the specimen at stress levels below the fatigue strength of the material. Therefore,
the lives obtained at a higher stress level would not be influenced by the cyclic
loading history at the previous lower stress levels. This assumption has been verified
and reported in the literature [38].

Figure 4a–c shows the representative micrographs of the fractured surfaces and
defect morphologies for Group A-D specimens. The defect from which the fatigue
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Fig. 4 Optical micrographs showing a keyhole defect in Group A (MP) specimen b LoF defect in
Group D (vertical built) specimen, and c artificially introduced defect in Group A (P) specimen.
(Color figure online)

crack initiates can be easily identified from the micrographs. The measured areas
of the defects are provided in Table 5 with the corresponding fatigue strengths for
several tested specimens. The areas were calculated following guidelines described
by Murakami [19, 31].

Figure 5 shows the fatigue strength as a function of
√
area, where

√
area is the

square root of the measured area of the defect that causes fatigue crack initiation
projected in the section perpendicular to the loading direction. The curves in the
figure are theMurakami’s model predictions for different hardness values. The value
of

√
area is between 30 and 300 µm for all the specimens considered in the study.

To generate additional data for validation, we artificially introduced defects in the
specimens by drilling holes in Group A (MP) and Group B (P) specimens. The√
area for these artificial defects is between 400 and 700 µm. These artificially

introduced defects are much larger than the naturally occurring ones and fatigue
failure originated from these defects is shown in Fig. 4c. The areas of these artificial
defects along with their fatigue strengths for all specimens considered in the present
study are listed in Table 5. As seen from Fig. 5, Murakami’ model prediction using
Eq. 3 with modified material constants proposed by Tajiria et al. [33] shows good
agreement with the experimental results for different hardness values and areas of
the defects for keyhole defects present in Group A to C specimens. However, the
model overestimates the fatigue strengths by more than 30% for LoF defect in Group
D horizontally built specimens. This is possibly due to higher stress concentration
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Table 5 Summary of defect area and experimentally determined fatigue strength for different
groups of specimens

Specimen ID Build direction Machining
condition

Defect√
area (µm)

Experimental
fatigue strength
(MPa)

Group A A1
A2
A3
A4
A5
A6
A7
A8*
A9*
A10*
A11*

Vertical MP
MP
MP
MP
MP
MP
MP
MP
MP
MP
MP

104
57
101
93
114
124
33
519
420
449
602

147
146
148
140
144
154
111
106
119
109
100

Group B B1
B2
B3*
B4

Vertical P
P
P
MP

129
109
284
33

81
85
73
111

Group C C1
C2
C3
C4

Vertical
Vertical
Horizontal
Horizontal

MP
MP
MP
MP

82
118
241
163

92
83
80
84

Group D D1
D2
D3
D4

Vertical
Vertical
Horizontal
Horizontal

MP
MP
MP
MP

289
276
156
261

72
79
69
55

Data with * represents artificially introduced defects

Fig. 5 Fatigue strength as a function of area parameter for different groups of specimens considered
in the present study. Dashed lines show Murakami model predictions for different hardness values.
(Color figure online)
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existing at the irregular LoF defect boundaries. It is worth noting that the measured
area of LoF defect on the fracture surface is larger compared to the one of keyhole
defect in the specimens. This is in agreement with previous findings in the literature
[2].

Probabilistic Approach to Fatigue Strength Prediction

Figure 6a–b shows the micrographs of specimens with keyhole and LoF defects,
respectively. The percentage of porosity area is 0.96% and 1.7% for keyhole and LoF
specimens, respectively. Note that LoF defects have sharp edges along the borders,
which contributes to a higher stress concentration (and lower fatigue strength) than
predictedby the currentmodeling approach. It iswell known that defectmorphologies
can be correlated with the VED [39–42]. The optimal VED for minimizing porosity
in AlSi10Mg is between 50–70 J/mm3 based on data reported in the literature [39–
42]. VEDs lower than this value will result in lack of fusion defects, and hence lower
fatigue strength.

A probabilistic approach is adopted following Beretta and Romano’s work [2, 9,
20, 21] to predict fatigue properties from the measured pore size distribution. This
approach assumes that the fatigue crack will initiate from the largest defect near the
surface when a given volume ofmaterial is subjected to the same cyclic stress. There-
fore, the estimation of fatigue strength is based on the probability of finding the largest
defect in a given volume of the material. Figure 7a shows the pore size distribution
for Group B (P) specimen. The porosity (% area) is 0.85% and the hardness value is
70 HV. Figure 7b shows the corresponding three-parameter Weibull fitting for pores
larger than 30 µm (equivalent diameter). The three-parameter Weibull distribution
is expressed as

f (d) = β

η

(
d − γ

η

)β−1

e
−

(
d−γ

η

)

β (6)

Fig. 6 Defect distribution in specimenwith a keyhole defects b lack of fusion defects. (Color figure
online)
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Fig. 7 a A micrograph showing the pore distribution of a Group B (P) specimen. b Probability
density function (PDF) and c cumulative distribution function (CDF) of a Group B (P) specimen
based on three-parameter Weibull distribution. (Color figure online)

where β, η, γ are the shape, scale, and location parameters, respectively, and d is the
equivalent diameter of the pore. The corresponding cumulative distribution function
(CDF) is expressed as

F(d) = 1 − e−(d/η)β (7)

Defects smaller than 30 µm in diameter are ignored in the current analysis as that
they do not contribute to fatigue failure inmost cases. This is also based on the current
observation that all fatigue failures initiate from defects which are much larger than
30µm, as listed in Table 5.Most of the fatigue failures initiate from surface and near-
surface pores. Hence only defects within 0.5 mm from the surface are considered and
the number density of pores can be estimated by counting the number of pores from
the micrograph. Assuming that the pore size distribution is the same in the specimen,
the total number of pores in the surface layer of the sample gauge volume is known.
Then, the pore size for a given probability P(≤ d) is calculated. The CDF gives
the probability of finding a defect smaller than or equal to a certain d and allows
us to estimate the fatigue strength of the specimen based on Murakami’s equation.
The equations of fatigue strength estimation combining the probabilistic approach
and Murakami’s model are shown in Eqs. 8 and 9. Note that the Murakami’s model
constants used here are based on the ones used by Tajiria et al. [33]. As shown in
Table 6, the predicted fatigue strength of Group B (P) is 88 MPa with the probability
P(≤ d) = 0.5. This means there is a 50% chance that the fatigue strength of the
specimen is above 88 MPa. This value is close to the experimental value of 83 MPa.
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Table 6 Summary of fatigue strength predicted using statistical approach

Specimen Vickers hardness (HV) Predicted fatigue strength
(MPa)

Experimental fatigue
strength (MPa)

Group A (MP) 135 120 130

Group B (P) 70 88 83

Similarly, the predicted fatigue strength for Group A (MP) specimen is 120 MPa,
which is within 10% of the experimentally obtained value of 130 MPa.

σ(P(≤ d)) = 1.43(75 + HV)
√

π
(
d
2

)21/6
(8)

d = η[− ln(1 − P(≤ d))](1/β) + γ (9)

Discussion

One of the important observations in this study is that Murakami’s fatigue strength
model predicts the fatigue strength quite well for keyhole defects which are rather
spherical. However, the fatigue strength prediction for LoF defects has a large devia-
tion from the experimental value. Themicrograph shown in Fig. 6b clearly shows that
LoF defects are irregular with very sharp notches along the boundaries. However,
Murakami [31] reported that fatigue strength is insensitive to defect morphology
(based on his experimental observations). Murakami tested samples with drilled
holes and cracks with the same defect area in medium carbon steels and the results
show very similar fatigue strength. Note that these tests were conducted on conven-
tional alloys which have different microstructure and grain size compared to L-PBF
alloys.

Murakami has proposed an effective area concept [19] to calculate the fatigue
strength for irregular shaped defect (such the LoF defects observed in L-PBF mate-
rials). The effective area is calculated based on defect orientation, distance from the
surface, and proximity of one defect to another. The current study used similar guide-
lines to calculate the effective defect area. However, the model cannot successfully
predict the fatigue strength solely based on

√
area parameter for materials containing

LoF defects. The current results show that defect morphology must also be consid-
ered for L-PBF alloys as they are more notch sensitive than conventional cast alloys.
This is possibly due to the fine grain structure present in L-PBF alloys [43, 44]. It has
been reported that for ultrafine grain alloys, the notch sensitivity factor is even higher
than 1 [43]. For this reason, the shape of the defects plays a critical role in dictating
the fatigue strength in L-PBF alloys. The modeling of LoF will be considered in a
future publication and is beyond the scope of the current work.
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In the current study, residual stresses are removed using post heat treatments for
Group B, C, and D. The residual stress is removed in Group A during the machining
process. The post heat treatment, in addition, also allowed us to investigate the
applicability of Murakami’s approach by changing the hardness values. It is noted
that an increase in hardness value by 10 HV roughly increased the fatigue strength
by approximately 7 MPa for the same area of the defect.

Beretta and Romano [2, 9, 20, 21, 24, 45] published a series of papers using El-
Haddad’s formulation with extreme value statistics to predict the fatigue strength of
L-PBFAlSi10Mg.The results show that the fatigue strength is a strong function of the
defect size. The use ofX-rayCT scan to capture the defect size distribution and defect
morphology to correlate mechanical properties is well established. Several authors
have discussed this technique, and used the concept of extreme value statistics for
a probabilistic approach for fatigue strength prediction [2, 21]. Although the X-ray
CT scan provides an accurate information on the defect size distribution, the current
study utilizes defect size distribution on a given cross section of the specimen. The
assumption is that the process should not affect the defect size distribution from
one layer to another and a cross section from any location should be representative
of the entire specimen. The current probabilistic approach relies on the concept
that only the largest defect at or near the surface of the specimens is considered to
cause fatigue failure. The probabilistic approach can successfully predict the fatigue
strength within 15% of the experimental value for keyhole defects. This further
confirms the applicability of the current modeling approach.

Conclusions

The following conclusions are drawn from the current study.

(i) The static and fatigue properties of L-PBFAlSi10Mg are obtained for different
build orientations and post heat treatments in the current study. The average
fatigue strength of specimens containing primarily keyhole defects is slightly
higher than the ones containing primarily LoF defects.

(ii) Fatigue results show that the predicted fatigue strengths based on the
Murakami’s model are in good agreement with the experimental results for
keyhole defects. However, the model cannot be applied to LoF defects.

(iii) A statistical defect-based model is proposed based on the Murakami’s fatigue
strength model with modified material constants. The defect-based model can
predict the fatigue strength with known defect size distribution of the spec-
imen. The predicted fatigue strengths ofL-PBFAlSi10Mg specimen containing
keyhole defects are within 15% of the experimental measurement.
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