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Cesium Lead Bromides—Structural,
Electronic and Optical Properties

Aneer Lamichhane and N. M. Ravindra

Abstract In recent years, it has been found that lowering the dimensionality
of halide perovskites leads to enhanced photoluminescence and stability than
their three-dimensional counterparts. Further, the change in the dimensionality of
an inorganic halide perovskite can evoke surprising ramifications to its intrinsic
behavior. The dimensionality in perovskites is governed by its octahedral cages.
In zero-dimensional perovskites, the octahedral cages are discrete, whereas in two-
dimensional perovskites, they are connected with one another resulting in the forma-
tion of a layer. Likewise, in three-dimensional perovskites, the octahedral cages share
the corner atoms with each other. This study describes the two-dimensional coun-
terpart of cesium lead bromide perovskites. The structural, electronic and optical
properties, in conjunction with their three-dimensional structure, are presented. The
emergence of new physical phenomenawith respect to the decreasing dimensionality
of cesium lead bromide perovskites is analyzed.

Keywords CsPbBr3, CsPbBr4, CsPb2Br5 · Structural properties · Electronic
properties · Optical properties

Introduction

Perovskite solar cells have gained notoriety in the last few years as their light-
harvesting capacity has been augmented from 3.8% in 2009 to over 24.2% in 2019
[1]. Despite the demonstration of increasing efficiency of perovskite solar cells in a
short time, there are several issues such as fabrication processes, stability, degrada-
tion, predictability in behavior, durability, toxicity that have hindered their use in the
commercial realm [2–4]. Methylammonium lead halide has been extensively studied
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from the very beginning due to its potential as a perovskite solar cell material [5,
6]. However, this material deteriorates rapidly when exposed to light, heat, air or
moisture [7, 8]. As an alternative to methylammonium lead halide, it has been found
that lead-based and tin-based inorganic halide perovskites show better stability under
external conditions and qualify as suitable materials for solar cells and other opto-
electronic devices [9–12]. From the environmental perspective, tin-based perovskites
are considered as a better choice than lead-based perovskites [13]. Nevertheless, the
efficiency and stability of tin-based perovskites are inferior. Furthermore, it has been
found that lead-based perovskite solar cells pose a minor environmental hazard [14–
17]. Among several inorganic halide perovskites, cesium lead bromide, CsPbBr3,
shows promise as a candidate for the fabrication of solar cells and optoelectronic
devices due to its stability, inherent direct band gap, broad absorption spectrum and
good transport properties [18–20].

In recent years, it has been found that lowering the dimensionality of halide
perovskites leads to enhanced photoluminescence and stability than their three-
dimensional counterparts [21–24]. Further, the change in the dimensionality of
an inorganic halide perovskite can evoke surprising ramifications to its intrinsic
behavior. The dimensionality in perovskites is governed by their octahedral cages.
In zero-dimensional perovskites, the octahedral cages are discrete, whereas they are
connected with one another forming a layer in two-dimensional perovskites. Like-
wise, in three-dimensional perovskites, the octahedral cages share the corner atoms
with each other. Generally, 2D perovskites are synthesized by inserting some suitable
chemical that sits in the intercalated region and acts as a spacer between the layered
structures. This technique is profound in 2D organic–inorganic hybrid perovskites.
Moreover, the variation of such a spacer not only produces the desired stability to the
structure but also yields different functionalities of significant interest to the required
2D system. This is illustrated in Fig. 1.

Fig. 1 Illustration showing the role of intercalated atoms as a spacer between the layer of octahedral
cages in 2D (left) perovskites whereas the corner atoms link octahedral cages in all directions in
3D (right) perovskites. (Color figure online)
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This paper describes the two-dimensional (2D) counterpart of CsPbBr3. One
plausible model for 2D-CsPbBr3 would be Ruddlesden–Popper (RP) phase [25]—
Cs2PbBr4. Unfortunately, the RP phase is not so frequent in halide perovskites in
contrast to oxide perovskites [26]. Nevertheless, it is of interest to proceed with
the theoretical study of RP phase of CsPbBr3. On the other hand, the most likely
second model for 2D counterpart of CsPbBr3 would be ternary halogen-plumbate
CsPb2Br5. In contrast to Cs2PbBr4, CsPb2Br5 can be synthesized at room temper-
ature, different from CsPbBr3 which requires a higher temperature. The first report
on the synthesis of CsPb2Br5 was probably mentioned by Yu et al. [27] describing
its efficient photoluminescence in the visible region (512 nm) with a quantum yield
of 87%. In the paper of Sun et al. [28], the authors have reported that CsPb2Br5
results as a byproduct during the synthesis of CsPbBr3, yielding higher photolumi-
nescence by transitioning to CsPb2Br5. However, the work of Jiang et al. [29] has
some contradiction by reporting CsPb2Br5 as an indirect band gap material with
inactive photoluminescence. Further, Zhang et al. [30], in their paper, have clarified
from the luminescence mechanism that CsPb2Br5 exhibits a band edge emission in
the ultraviolet region and photoluminscence is associated with CsPbBr3 byproduct
in CsPb2Br5.

The need for a theoretical study of Cs-Pb-Br variants is significant due to the
complexity in the synthesis and characterization of these materials. The aim of this
paper is to study the structural, electronic and optical properties of 3D-CsPbBr3
in conjunction with its 2D counterparts both RP phase Cs2PbBr4 and CsPb2Br5,
utilizing the framework of density functional theory (DFT). The emergence of new
physical phenomena with respect to the decreasing dimensionality of CsPbBr3 is
analyzed. It is anticipated that thisworkwill be beneficial in the design and fabrication
of solar cells and other potential optoelectronic devices.

Computational Details

This work utilizes first principles calculations based on DFT in which projector
augmented wave (PAW) method was implemented using the Vienna Ab initio Simu-
lationPackage (VASP) [31, 32].All the calculationswere performedwithin the gener-
alized gradient approximation (GGA) using Perdew, Burke and Ernzerhof (PBE) as
exchange-correlation functional [33, 34]. The plane wave basis functions with large
cut off energy—400 eV (greater than 1.3 times the maximum cut off energy) were
used in all the three variants of Cs-Pb-Br along with a sufficiently large Monkhorst
K-mesh for Brillouin zone integration. The lattice optimizations were performed
with total energy convergence criteria of 10−6 eV and final force acting on each atom
smaller than 0.02 eV/Å. The resultant optimized structures, along with the lattice
parameters, are summarized in Table 1. For post processing, simulation tools such
as Vesta [35], Vaspkit [36], Phonopy [37] and Sumo [38] are used in this study.
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Table 1 Calculated structure of unit cell geometry with lattice parameters (a, b, c) along with their
corresponding literature values in Angstrom

Material Crystal system Space group Unit cell dimensions Others work
Experimental
(Theoretical)

CsPbBr3 Orthorhombic Pnma (62) a = 8.34, b = 8.40
c = 11.97

a = 8.21, b =
8.25
c = 11.76 [39]

Cs2PbBr4 Tetragonal I4/mmm (139) a = b = 5.97
c = 18.33

(a = b = 5.95 c
= 18.19) [40]

CsPb2Br5 Tetragonal I4/mcm (140) a = b = 8.61
c = 15.47

a = b = 8.49
c = 15.19 [41]

Results and Discussion

Structure and Stability

The computed structure of CsPbBr3 crystallizes in the orthogonal space group of
Pnma (62) and its 2D counterpart Cs2PbBr4 and CsPb2Br5 in the tetragonal space
group of I4/mmm (139) and I4/mcm (140), respectively. Their structures are shown
in Fig. 2.

CsPbBr3 has interconnected or corner-sharing octahedron cage [BX6]-1 and Cs+1

residing at the center formed by eight such octahedral cages, whereas they are disjoint
in Cs2PbBr4. Similarly, the structure of CsPb2Br5 reveals that Cs+ resides in the
intercalated region of [Pb2Br5]− layers. Further, the stability of these molecules can
be verified by calculating their cohesive energy. The cohesive energy per atom (ΔEc)
for any molecule, say AaBbXx, is quantified through the relation,

Fig. 2 Structure of 3D and 2D variants of Cs-Pb-Br. (Color figure online)
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Fig. 3 Phonon dispersion diagram-a CsPbBr3, b Cs2PbBr4 and c CsPb2Br5 under harmonic
approximation. (Color figure online)

�Ec(AaBbXx ) = aE(A) + bE(B) + xE(X) − E(AaBbXx )

a + b + x
(1)

where E(i), i = A, B, X is the energy of an isolated atom i and E(AaBbXx) repre-
sents the total energy of AaBbXx. The calculated values of cohesive energy per atom
in eV for CsPbBr3, Cs2PbBr4 and CsPb2Br5 are 2.89, 2.87 and 2.88, respectively.
Therefore, it appears easy to dissociate Cs2PbBr4 among the three compounds of
Cs-Pb-Br. Moreover, the orthorhombic phase is possibly the ground-state structures
of CsPbBr3, and tetragonal phases of their 2D counterparts are unstable at 0 K
temperature. This can be seen by the presence of soft modes in their phonon disper-
sion diagram, as illustrated in Fig. 3. It has been reported that the stability can be
affected by temperature as well as with the number of layers, in the case of 2D [42,
43]. Henceforth, one has enough room to suspect that these tetragonal structures
might be stable at room temperature or higher, unless they have low phase transition
temperature.

Electronic Properties

For simulating their electronic properties, we have computed the band structures, the
total density of states (DOS) and partial density of states (PDOS); these are shown in
Figs. 4(i) and (ii). One can notice that exceptCsPb2Br5, the other variants showdirect
band gap. Due to heavy atom Pb, the spin-orbit coupling (SOC) is included in all our
calculations. In all three variants of Cs-Pb-Br, there is no significant change in the
topography of the valence band with the inclusion of SOC. However, to demonstrate
the conduction band degeneracy or split due to SOC, an illustration has been shown
for CsPb2Br5. The calculated values of the band gap with SOC and without SOC,
along with their literature values, are shown in Table 2.

It is well known that DFT calculations, using standard functional, severely under-
estimate the band gap, and due to the intrinsic error cancellation between SOC and
neglect of quasi-particle corrections, the band gap computed without SOC has higher
proximity to the correct value. Further, the orbital contribution of the valence band
maximum (VBM) and the conduction band minimum (CBM) can be analyzed from



8 A. Lamichhane and N. M. Ravindra

Fig. 4 (i). Top—Calculated band structure diagrams with SOC-a CsPbBr3, b Cs2PbBr4. c and
d represent CsPb2Br5 with SOC and WSOC (without SOC), respectively. (ii). Bottom—Their
corresponding DOS and PDOS are shown. (Color figure online)

Table 2 Calculated values of band gap (Eg) with SOC and WSOC along with their corresponding
literature values in electron volts

Material Eg
SOC; WSOC

Experimental; Theoretical

CsPbBr3 0.95; 2.0 2.25 [44]; 2.16 [45]

Cs2PbBr4 0.98; 2.26 −; 2.29 [46]

CsPb2Br5 2.55; 3.04 3.87 [47]; 3.08 [45]

their DOS and PDOS. In all three variants, the VBM is dominated by Br p state and
the CBM mainly constitute Pb p state. It is interesting to note that Cs has no direct
contribution to the band edge state.

The absorption of photons in halide pervoskite solar cells leads to the generation of
electrons and holes. These charge carriers are coupled with each other via Coulomb
interaction to form quasiparticles in the form of excitons. The effective mass (m*) is
estimated by the parabolic fitting of energy (E) with momentum (k),

m∗ = h2
[
∂2E

∂k2

]−1

(2)
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and the exciton binding energy (Eb) is calculated by utilizing the Wannier exciton
model [48],

Eb = 2μe4

(h8πε(∞))2
(3)

where μ and è are the reduced effective mass and Planck constant, respectively, e
is the electronic charge and ε (∞) is the permittivity at high wavelength limit (low
frequency—static). In the case ofCsPbBr3, the computed values ofm*

e andm
*
h, under

the effect of SOC, are 0.157me and 0.124me, respectively, and Eb is 51.72meV. The
literature values of m*

e /m
*
h are slightly greater/less than 0.2 me, indicating m*

h < m*
e

[49]. The calculated values of exciton binding energy for CsPbBr3 are in the range
of 27-63 meV [50]. Likewise, the values of m*

e , m
*
h and Eb for Cs2PbBr4 are 0.17

me, 0.19 me and 102.5 meV, respectively. The values of me and mh for Cs2PbBr4 are
0.194 me and 0.316 me, respectively [51]. Similarly, for CsPb2Br5, the values of m*

e ,
m*

h and Eb are 0.52 me, 2.41 me and 292.30 meV, respectively. It should be noted that
the high value ofm*

h can be justified by the flat valence band, as shown in Fig. 4c and
d. The relative permittivity values, used in the calculations for CsPbBr3, Cs2PbBr4
and CsPb2Br5, are 4.29, 3.45 and 4.47, respectively. These values are the geometric
mean of their respective anisotropic values.

Optical Properties

For investigating the optical properties, the absorption coefficient spectra have been
studied for all the three variants of Cs-Pb-Br. The absorption spectra of materials are
of paramount significance as the first and foremost criterion for solar cells should
exhibit very high values of the absorption coefficient in the visible range of the solar
spectra. Secondly, they play a major role in determining the thickness of cells and
therefore in influencing the aspects of cell design. For instance, materials having a
higher absorption coefficient are not only suitable for solar cells, but also compara-
tively thin cells can be designed. The absorption coefficients of materials depend
on the frequency of incident photons. The absorption spectral characteristics of
CsPbBr3, Cs2PbBr4 and CsPb2Br5 are shown in Fig. 5. The absorption coefficients
were calculated from frequency (ω) dependent dielectric functions, ε(ω) = ε1(ω) +
iε2(ω) according to the relation [52],

α(ω) = 2ω

c

[
(ε21(ω) + ε22(ω))

1
2 − ε1(ω)

2

] 1
2

, (4)

The absorption edge values found in the literature for CsPbBr3 and CsPb2Br5
are 2.4 eV [53] and 3.26 eV [54], respectively, which indeed agree well with our
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Fig. 5 Calculated absorption coefficients of Cs-Pb-Br variants in 100 directions. CsPbBr3 is
anisotropic in all directions, whereas its counterparts Cs2PbBr4 and Cs2Pb2Br5 are isotropic in
100 and 010 directions. (Color figure online)

computed values. It can be seen that there is no absorption below the band edge
of these materials. CsPbBr3 and Cs2PbBr4 show broad absorption ranging from
the visible to UV region, whereas CsPb2Br5 shows absorption prominent in the
UV region. Therefore, CsPbBr3 and Cs2PbBr4 are more suitable for photovoltaic
applications.

Conclusions

In summary, we have studied the structural, electronic and optical properties of
CsPbBr3 along with its 2D variants-Cs2PbBr4, CsPb2Br5. There is no significant
difference in the cohesive energy of these compounds. All of them show anisotropy,
and their band structures show noticeable variation in the conduction band region,
due to spin-orbit coupling. ExceptCsPb2Br5, the other two variants possess intrinsic
direct band gap. The optical properties reveal that CsPbBr3 and Cs2PbBr4 have
absorption edge in the wavelength range of visible to lowUV, whileCsPb2Br5 shows
dominant absorption in the UV region. The calculations show that the excitons are
loosely bound in CsPbBr3 than its 2D counterparts.
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Structure and Electrochemical Property
of Coal-Based Activated Carbon
Modified by Nitric Acid

Mengyao Ma, Wencui Chai, and Yijun Cao

Abstract Coal gasification fine slag (CGFS) is a kind of industrial waste with more
than 30% of carbon, a large surface area, and a broad pore size distribution, which
provides favorable conditions for the preparation of activated carbon. In this paper,
activated carbon was prepared from residual carbon of CGFS processed by flotation
and modified by nitric acid. The effects of nitric acid on the pore structure, surface
properties and electrochemical performance of activated carbon were investigated.
The results showed that after treated with nitric acid, the content of mesoporous
and surface functional groups of coal-based activated carbon increased, leading to
the significant improvement of electrochemical properties and electro-adsorption
performance.

Keywords Coal-based activated carbon · Electrode materials · Pore structure ·
Electrochemical performance

Introduction

Coal gasification fine slag (CGFS) is a kind of industrial waste, and China’s annual
emissions are tens of millions of tons, with more than 30% of carbon. At present,
the utilization of coal gasification slag mainly focuses on the separation of residual
carbon and application as the admixture of buildingmaterials [1]. The residual carbon
in coal gasification fine slag can be the precursor to prepare activated carbon with
certain specific surface area and pore structure.
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Activated carbon is divided into coal-based activated carbon, wood activated
carbon, and nutshell activated carbon according to the raw materials. Coal-based
activated carbon has the characteristics of wide raw materials and low price. The
preparation of traditional coal-based activated carbon generally divided into two
steps: (1) carbonization to remove organic matter and volatiles; (2) activation to
obtain a rich pore structure [2]. Activated carbon could be directly obtained by acti-
vating the carbon of CGFS, which has low organic matter and volatiles content, and
certain pore structure, making the preparation process more simplified. Therefore,
the preparation of activated carbon from the residua carbon of CGFS could be an
effective way to recycle solid waste.

Electrosorption, a desalination technology developed in recent years, has the char-
acteristics of economy, energy saving and no secondary pollution [3]. Comparedwith
other carbon-based electrode materials, activated carbon is cheap and easy to obtain,
widely used in electrosorption desalination. However, due to the low specific capac-
itance of conventional activated carbon, it often needs to load metal oxides [4, 5] or
modify by acid [6] or alkali treatment [7]. Huang et al. [7] found that after modi-
fication with nitric acid, the oxygen-containing functional groups and capacitance
of activated carbon increase, and the resistance decreases, thereby improving the
desalination performance. Moreover, nitric acid can also remove impurities in the
gasification slag and improve the pore utilization rate.

In this work, coal-based activated carbon (CAC) was prepared from the residual
carbon of CGFS processed by flotation and then was modified by HNO3 to improve
its electrochemical performance. The effects of HNO3 on the pore structure and elec-
trochemical performance of activated carbon were studied using advanced analytical
techniques. The electrosorption performance of CAC for nitrate was investigated
through electrosorption tests.

Materials and Methods

Materials

CGFS was obtained from a gasification slag plant in Henan province of China.
The residual carbon of CGFS was prepared in our lab. Nitric acid (HNO3) and
sodium nitrate (NaNO3) were purchased from Sinopharm Chemical Reagent Co.,
Ltd. N-methylpyrrolidone (NMP) from Macklin, Polyvinylidene fluoride (PVDF)
form Arkema, conductive carbon black (Hunan Durban Activated Carbon Manufac-
turing Co., Ltd.) and foam nickel from Shenzhen Feixin Filter Equipment Co., Ltd.
The reagents used in this work are of analytical grade. Deionized water (18.2 M�)
was used for all experiments and acquired from Millipore.
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Characterizations

The specific surface area of the samples was determined by using a Macchicker
Bayer analyzer (MaxII) based on the BET method. Fourier transform infrared spec-
trometer (Nicolet Is5) was used to identify the chemical structure and the func-
tional groups presented on the samples. The electrochemical properties of CAC
and N-CAC electrodes were obtained by using an electrochemical comprehen-
sive analysis system (Princeton PARSTAT4000A). Scanning electron microscope
(Zeiss/auriga-bu, Germany) was used to detect the surface morphology of the
samples.

Synthesis and Modification of CAC

The residual carbon of CGFS was firstly grinded to below 75 µm using a universal
pulverizer. The residual carbon was activated at 800 °C for 1.5 h in a quartz tube
furnace with N2 atmosphere and heating rate of 10 °C/min and then cooled to room
temperature to obtain the coal-based activated carbon (CAC). The CAC was modi-
fied with a range of different concentrations of HNO3 according to the following
step: CAC and HNO3 solution were mixed in a conical flask and conditioned in
a thermostatic oscillator at room temperature to react for 12 h. After reaction, the
modified activated carbons were separated by centrifugation, washed with deionized
water until the filtrate is neutral and finally placed in a 60 °C vacuum drying oven for
12 h. The modified coal-based activated carbon with HNO3 was named as 1-N-CAC,
2- N-CAC, 4- N-CAC, 6- N-CAC, 8- N-CAC, respectively.

Electrosorption Experiments

The fabrication of carbon electrode was referenced in the reported literature [3]. Take
100 mg/L NaNO3 solution and circulate it in electro-adsorption cell at a flow rate of
25 mL/min through a peristaltic pump. Use a DC stabilized power supply to apply a
1.4 V potential at both ends of the electrode. Use a conductivity meter to record every
5 min until the conductivity value no longer drops, and then, the opposite voltage is
applied to regenerate the electrode.
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Results and Discussion

Electrochemical Performance Analysis

In this study, the electrochemical performance test conducted through CV, EIS and
GCD on the electrochemical comprehensive analysis system produced by AMETEK
Advanced Measurement Technology. In the test, platinum was used as the counter
electrode, Ag/AgCl as the reference electrode, and the electrolyte was 0.5 mol/L KCl
solution. The scan rate is 5 ~ 50 mV/s, and the voltage range is −0.4 ~ −0.8 V.

The cyclic voltammetry curve is usually a center-symmetric curve, and the capac-
itance and reversibility can be judged according to the shape. According to formula
(1), the specific capacitance can be calculated

C = A

2mk�V
(1)

where C—specific capacitance, F/g; A—cyclic voltammetry integral area, V · A;
m—mass of active material, g; k—scanning speed, V /s; �V—pressure difference, V
(Fig. 1).

At low scanning speeds, the CV curves of CAC and N-CAC are both rectangular,
but as the scanning speed increases, the polarization becomes more serious, and
the CV curves appear leaf-like. There is no obvious redox peak in the CV curve,
which proves that activated carbon is used for ion storage through electric double
layer, and the desalination process is mainly electrostatic. Calculating the specific
capacitance, cyclic voltammetry (CV) studies revealed that 8 mol/L HNO3 treated
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Fig. 1 CV of different concentrations of nitric acid modified activated carbon: a 1-N-CAC, b 2-
N-CAC, c 4-N-CAC, d 6-N-CAC, e 8-N-AC, f CAC. (Color figure online)
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Fig. 2 Specific capacitance of different concentrations of nitric acid modified activated carbon.
(Color figure online)

carbon had the highest specific capacitance of 7.07 F/g, lastly un-treated carbon
having the capacitance of 2.16 F/g (Fig. 2), and the specific capacitance increases
with the increase of the concentration of nitric acid [8].

In order to investigate the difficulty of electronic transmission, EIS test was
performed within the frequency range of 10−2~105. The approximately vertical
straight line in the low frequency region indicates the capacitance characteristics
of the sample; the semicircular arc in the high frequency region is the impedance
of the interface between the carbon particles in the activated carbon electrode. In
Fig. 3, semicircular arc of the high frequency region is hardly small, indicating that
the internal impedance of the electrode material is low and the electron transfer in the
hole is relatively easy [9]. The inclined line in the impedance spectrum of modified
activated carbon is closer to 45°, indicating that the diffusion resistance of ions in
the electrolyte is lower. It may attribute to the surface of 8-N-CAC has more surface
functional groups, stronger hydrophilicity, and the pore diameter is also improved,
which reduces the resistance of ions in the electrolyte and the pores of the electrode
material.
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Fig. 3 a EIS spectrum of CAC and 8-N-CAC, and b GCD of 8-N-CAC. (Color figure online)
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As shown in Fig. 3, the charging and discharging curve of 8-N-CAC are of
isosceles triangle shape with good reversibility and typical double-layer capacitance
characteristics. After 200 cycles, there is no obvious attenuation trend, and 8-N-CAC
has good cycling performance.

Morphological Characterizations

The SEM image shows the surface morphology of CAC and 8-N-CAC. As shown
in Fig. 4a, c, CAC has certain pore structure, distributes unevenly, and the surface
and pores contain a lot of impurities, resulting in poor performance. Figure 4b, d is
CACmodified with 8mol/L HNO3 (8-N-CAC). It can be seen that after modified, the
surface pore structure of activated carbon changed obviously, the pore size increased,
and impurities in the pores decreased. Therefore, nitric acid can not only enhance
the pore structure of activated carbon, but also reduce the impurity content.

(a) (b)

(c) (d)

Fig. 4 SEM images of a and c: CAC, b and d: 8-N-CAC. (Color figure online)
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Fig. 5 FTIR spectra of CAC
and 8-N-CAC. (Color figure
online)

4000 3500 3000 2500 2000 1500 1000 500

0

20

40

60

80

100

%
Tr

an
sm

itt
an

ce

Wavenumbers (cm-1)

 CAC
 8-N-CAC

FTIR Analysis

Fourier transform infrared (FTIR) spectroscopy is shown in Fig. 5. The characteristic
peak of−OH at 3500 cm−1 represents the phenolic and alcoholic hydroxyl groups on
the surface of activated carbon, and the intensity of this peak increases significantly
after modification. The characteristic peaks for the physical adsorption peak of CO2

on the surface of activated carbon disappear after modification. The characteristic
peaks for –C=Oand–COO- around1400 and1600 cm−1 present in both composites.
The absorption peak at 1100 cm−1 is attributed to the antisymmetric stretching peak
of the carboxylate exist in both CAC and 8-N-CAC. The FTIR test shows that N-
CAC surface retains most of the oxygen-containing functional groups in the CAC
and enhances partly [10]. These oxygen-containing functional groups can improve
the wettability of the surface of the activated carbon electrode material to improve
the electrosorption performance

N2 Adsorption/Desorption Isotherms and Pore Structure

In Fig. 3, the adsorption isotherms of CAC and 8-N-CAC belong to the type II
according to the International Union of Pure and Applied Chemistry (IUPAC)
adsorption isotherm classification. When the relative pressure (P/P0) is greater than
0.45, there is a hysteresis loop in the isotherm, which usually related to the capil-
lary condensation in the mesoporous structure. Under low pressure, the adsorp-
tion and desorption isotherms overlap, indicating a large number of micropores in
the samples. The HK model and BJH model are used to calculate the pore size
distribution of CAC and 8-N-CAC. As shown in Table 1, the specific surface area
dropped from35.306m2/g to 29.356m2/g aftermodification, and total pore volume is
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Table 1 Pore structure test results

as,BET/m2 g−1 Volume/cm3 · g−1 Average diameter/nm

CAC 35.306 0.038 4.31

8-N-CAC 29.356 0.033 4.48
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Fig. 6 N2 adsorption/desorption isotherms of CAC and 8-N-CAC. (Color figure online)

slightly reduced. However, the average pore size increased because of the increase in
mesoporous content. Nitric acid plays a role in regulating the pore structure (Fig. 6).

Electrosorption Performance

The electro-adsorption performance of CAC and 8-N-CAC was investigated. The
adsorption capacity and removal efficiency of activated carbon electrode after modi-
ficationget better, and electro-adsorption timegets shorter. This is because the content
of mesopores in CAC is less, and there are more impurities in the pores. After HNO3

modified, oxygen-containing functional groups on CAC surface increased, the ratio
of mesopores increased, the impurities in the pores reduced, thereby improving the
pore utilization rate. Therefore, the electro-adsorption capacity of 8-N-CAC is signif-
icantly higher than CAC, salt removal gets more thoroughly, and the concentration
of NaNO3 decreased from 100 mg/L to less than 10 mg/L (Fig. 7).

Conclusions

In this paper, coal-based activated carbon was prepared from fine carbon of coal
gasification fine slag flotation. The surface properties and pore structure of HNO3

modified activated carbon were regulated. It was found that not only the microstruc-
tural characteristics of activated carbon could be changed, but also the surface
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Fig. 7 a Electrosorption capacity and b removal efficiency of CAC and 8-N-CAC for NaNO3.
(Color figure online)

physical and chemical properties of activated carbon were significantly affected.
The optimal concentration of nitric acid modified activated carbon was 8 mol/L,
the 8-N-CAC has highest specific capacitance of 7.07 F/g, compared to the CAC,
the specific capacitance is increased by 227%. In addition, after modified by nitric
acid, the pore structure of activated carbon was developed, the mesoporous content
increased, the impurities in the pore reduced, the surface oxygen-containing func-
tional groups increased, so the electro-adsorption performance of activated carbon
greatly improved, the concentration of NaNO3 could be reduced from 100 mg/L to
below 10 mg/L.
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Thermal Laser-Assisted Manufacturing
of Two-Dimensional Atomic Layer
Heterostructures

Yingtao Wang and Xian Zhang

Abstract A unique and novel concept about laser printing technology by incor-
porating a preformed cartridge was proposed to fabricate two-dimensional (2D)
heterostructure photoelectric devices. COMSOL multiphysics software was used
to perform a simulation to study the factors influencing laser printing performance
by constructing a 3D physical model, including material thickness, laser power and
spot size. The thinner material thickness can ensure the same temperature distribu-
tion on the upper and lower surfaces of PPC, which is conducive to the consistent
melting performance. The laser power mainly affects the temperature intensity. The
laser power needs to be finely adjusted because even if the laser power differs by
0.5 mW, the temperature can differ by close to 5 °C. The laser spot size has a great
influence on the temperature resolution, with the resolution of 100 and 200 nm
differing by about 1 time. Under optimal conditions, a resolution of 48 nm can be
obtained, which is only nearly 50% of the laser spot size. It is also feasible to obtain
2D materials of other sizes by modifying the parameters to achieve a flexible and
controllable preparation scheme. In addition, it is achievable to accomplish a multi-
layer printing process of 2D materials that do not affect each other, thereby realizing
the free combination of heterostructures. The simulation results provide a foundation
for technology optimization of subsequent process realization.

Keywords Two-dimensional materials · Heterostructures · Printing · Simulation

Introduction

Since graphene was synthesized for the first time by stripping using tapes in 2004 [1],
the 2D materials family expands increasingly rapidly due to their unique chemical
and physical property [2–4] and has applied to a wide range of fields, including
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energy conversion and storage [5–7], catalysis [8, 9], adsorption [10, 11], elec-
tron device [12, 13], photoelectric device [14, 15], medical treatment [16, 17],
etc. Numerous materials belong to the category of 2D materials, including tran-
sition metal dichalcogenides (TMDs) [18], hexagonal boron nitride (h-BN) [19],
graphitic carbon nitride (g-C3N4) [20], some metal-organic frameworks (MOFs)
[21], covalent-organic frameworks (COFs) [22], transition metal carbides and/or
nitrides (MXenes) [23], etc.

Chemical vapor deposition (CVD) andmechanical exfoliation are usually applied
to prepare 2Dmaterials [24, 25]. Among them, CVDmethod can directly deposit the
material on the substrate. Materials prepared by mechanical exfoliation are mostly
stored in the dispersion agent [26]. The transfer of thematerials obtained by these two
methods and the subsequent assembly of the devices are complicated that thematerial
is easily contaminated and damaged [27]. Therefore, the subsequent transfer and
assembly process of 2Dmaterials have become a research focus [27, 28]. In addition,
the heterostructure of two 2D semiconductor materials can offer the material with
better optical and electrical properties, which also has attracted large numbers of
research interests in many fields [29, 30].

In this paper, a unique laser printing concept incorporating a preformed ‘cartridge’,
similar in principle to the method used in laser printing, will be proposed as a new
method for fabricating 2Dheterostructure photoelectric devices. First, polypropylene
carbonate (PPC) and 2D materials will be prepared to form a double-layer structure.
Under the heating action of the laser, PPC will obtain viscosity above 50 ~ 52°C and
adhere the underlying 2D layer together. If the PPC is removed, the 2D layer under the
sticky PPC will be removed together, leaving the 2D layer elsewhere. Alternatively,
PPC will melt as the temperature rises to above 90 ~ 95°C. Once the solid PPC is
removed, the 2D layer under the melt PPC will remain, while other 2D material will
be removed. Laser heating can achieve instantaneous high-temperature heating, and
the resolution can reach a level similar to the size of the laser.

COMSOL multiphysics is a large-scale advanced numerical simulation software,
widely used in scientific research and engineering calculations in various fields
[31–34]. It contains lots of modules, providing a powerful simulation research plat-
form for many fields such as acoustics, thermology, chemical reactions, biological
sciences, electromagnetics, optics and fluid mechanics. In order to study the influ-
ence of various factors, such as material thickness, laser intensity, spot size and other
factors on the printing performance, and to obtain the best printing conditions and
offer theoretical support for future printing preparation experiments, the solid heat
transfer module was constructed to simulate the printing system.

Experimental

To facilitate research and improve the accuracyof simulation, only the heat generation
and heat transfer process of laser in PPC, excluding other components, were studied.
Two-dimensional material is much thinner than PPC. The minimum thickness of
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the PPC used is 1 μm, while that of the 2D layer may be only a few nanometers
[35]. The thermal conductivity of the 2D material is comparatively large [36], so it
has almost no effect on the heat distribution. Secondly, it is only needed to study the
temperature distribution on the bottom surface of PPC and the changes of its physical
characteristics. No other components are necessary for modeling. With the purpose
of better simulating the interaction between laser irradiation and PPC, such as heat
generation, absorption and conduction processes, it is beneficial to use general form
of partial differential equations (PDE) to simulate Beer–Lambert law.

Figure 1 shows the constructed 3D thermal model. Constructing a quarter cylinder
can better observe the temperature changes around the laser irradiation area. After
several simulations and comparisons, it is determined that the radius of the sector
is 0.5 mm, because the simulation results of smaller radius are inconsistent with
that of larger sizes, which are more accurate. Choosing 0.5 mm can ensure that the
simulation is closer to the real heat transfer situation. A smaller cylinder is built by
subtraction method in the middle area of the cylinder. It is the area where the laser is
incident and studied by the general formPDE.ADirichlet boundary is constructed on
the upper surface, giving the surface heat flux. The inner side face of the model is set
to be thermally insulated, and the outer side and bottom surface are set to radiate heat
to the environment. The ambient temperature is room temperature 25 °C, which is
also the initial temperature of the model. The mesh is customized to have a minimum
cell size of 100 nm and a maximum cell size of 10 μm. Transient calculation was
conducted using the laser heating time 1 ms.

In the COMSOL simulation, the parameters used are as follows: The density of
PPC is 1.26 g/cm3, the specific heat capacity is 1800 J/(kg·K), the thermal conduc-
tivity used in the simulation of 90 °C is 0.4 W/(m· K), and the thermal conduc-
tivity for 50 °C simulation is 0.22 W/(m·K). The laser distribution mode is Gaussian
distribution. The expression of laser intensity is

Fig. 1 Schematic diagram of printing technology of laser heating PPC to obtain 2D materials.
(Color figure online)
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0.95× P
[
W/m2

] × exp

(
− x2 + y2

r2

)

where P is the laser intensity after correction, and r is the laser spot radius. 0.95 is the
corrected value taking into account the laser loss. For example, for a 15-mW laser, the

result value of the double integration of the function P
[
W/m2

]× exp
(
− x2+y2

r2

)
in a

circle with a radius of 100 nm is 15mW. Through calculation,P is 7.56× 1011 W/m2.
The absorption coefficient of PPC is 2000 1/m. The source term is I z−2000[1/m]× I
W/m3. Where I is the laser intensity (W/m2), and Iz is the partial derivative of I in
the z- direction.

Results and Discussion

To study the influence of different thicknesses on the temperature distribution, four
conditions were set, i.e. 1, 5, 10 and 100 μm. The simulation was conducted using
a 15-mW laser, whose spot size is a circle with a radius of 100 nm. The previous
experiments have proved that PPCwillmelt above 90~95 °C.Therefore, the expected
temperature is set to 90 °C. Figure 2 shows the simulation results. It is found that
different thicknesses have almost no effect on themaximum temperature. The highest
temperature in the simulation results of the four thickness conditions is about 92 °C.
The reason might be that the thermal properties of PPC, such as thermal conductivity

Fig. 2 Temperature distribution of x-z cross section under different thickness conditions of a 1,
b 5, c 10, d 100 μm. e The temperature shifts in the z-axis direction when the x-axis distance is 0,
200 and 500 nm under different thickness conditions. (Color figure online)
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and specific heat capacity, have small limit to heat transfer and will not concentrate
heat in a specific area to hinder heat transfer.

The thickness affects the uniformity of temperature distribution most. The
isotherms of smaller thicknesses such as 1, 5 and 10 μm are much straighter than
that of 100 μm. The temperature distribution on the upper and lower surfaces of the
material with a thickness of 100μm is comparatively different and uneven (as shown
in Fig. 2d and e). This leads to uncertainty in the melt performance of PPC. Also, the
different temperature distribution in the vertical direction means that the melting of
PPC at specified location is incomplete, leading to uncertainty about how much 2D
material will remain on the substrate. Obviously, this phenomenon is not favorable
for the printing performance. Therefore, neat vertical isotherms, like smaller thick-
nesses shown, are more advantageous to stable viscosity and melt performance. In
the following simulation, a thickness of 1 μm will be used.

Another factor that affects the printing performance of 2D materials is the laser
power.When the laser power is increased, PPCgainsmore energy and the temperature
rises more. However, an appropriate temperature is beneficial to the resolution of the
printed material. Therefore, it is necessary to explore the suitable power to obtain
the expected temperature. In order to discuss the temperature distribution of PPC
materials under different laser power conditions, four power conditions are set: 10,
12, 15 and 20 mW. The laser spot is a circle with a radius of 100 nm.

Figure 3 shows that the laser powermainly affects temperature intensity.When the
power is 10 mW, the highest temperature in the system is only 69.4 °C. As the power
increases, the maximum temperature gradually increases to 78.4, 92.3 and 114 °C.

Fig. 3 Temperature simulation results under different power conditions. a 10, b 12, c 15, d 20 mW.
(Color figure online)
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This indicates that the optimal power condition is around 15mW. To obtain a suitable
temperature and a higher-temperature resolution (with a smaller temperature above
90 °C), the power needs to be fine-tuned.

Different laser spot sizes also have an impact on printing performance. With
the same laser power, when the spot size is increased, because the laser energy
distribution presents a Gaussian distribution, the laser energy distribution will be
more dispersed. The energy cannot be concentrated to effectively heat a specific
area but disperses in a larger area. This will result in ineffective heating and will not
be able to raise the temperature of a specific area to the expected temperature but
increase the temperature of other areas.

To explore this effect in detail, four size conditions were set: 100, 200, 400 and
500 nm. A 15-mW laser was used for simulation experiments. As shown in Fig. 4, the
temperature distribution varies greatly under different conditions. First of all, it can
be shown from the maximum temperature in the system. The maximum temperature
of the bottom surface under the four sizes is 92.2, 84.0, 75.9 and 73.3 °C, respectively.

In addition, laser spot sizes also have a great influence on temperature resolu-
tion. As shown in Table 1, setting the temperature range of 5 °C, it is found that the
temperature resolution is 79, 159, 322 and 404 nm, respectively. As the spot size
increases, the maximum temperature gradually decreases, and the temperature reso-
lution deteriorates. The reason, mentioned above, is that the unfocused laser energy
brought by larger spot sizes, not only causes lower temperature and energy waste,
but also leads to poor temperature resolution.

Fig. 4 Simulated temperature results under different laser spot sizes of a 100, b 200, c 400,
d 500 nm. (Color figure online)
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Table 1 Comparison of
simulated results under
different laser spot sizes

Spot size (nm) 5 °C resolution range Resolution (radius:
nm)

100 87.2 ~ 92.2 79

200 79.0 ~ 84.0 159

400 70.9 ~ 75.9 322

500 68.3 ~ 73.3 404

Table 2 Comparison of
simulated results of 90 °C by
fine-tuning laser power

Laser power (mW) Temperature range
(> 90 °C)

Resolution (radius:
nm)

14.5 89.9 None

15 90 ~ 92.2 48

15.5 90 ~ 94.3 72

16 90 ~ 94.5 77

Through the above discussion, the best printing parameters are that the thickness
of the PPC is 1 μm and the spot size is 100 nm. The power needs to be further
fine-tuned to obtain the best laser power condition. As shown in Table 2, four power
conditions were set: 14.5, 15, 15.5 and 16 mW. After comparison, it is found that 15
mW is the optimal power condition. 14.5 mW is not enough to heat PPC materials
above 90 °C. 15.5 and 16 mW obtain similar simulation results. The maximum
temperature is 94.3 and 94.5 °C, and the resolution is 72 and 77 nm, respectively.

The desired temperature range obtained by 15 mW is 90 ~ 92.2 °C, and the
resolution is 48 nm. Considering that 15 mW satisfies the 90 °C temperature condi-
tion and obtains the highest resolution, it is selected as the optimal power condi-
tion. Figure 5a–b shows the simulated temperature distribution results under optimal
conditions.

The experimental results prove that PPC begins to have viscosity at temperatures
above 50 ~ 52 °C. Removal of PPC at 50 °C can bring about the opposite printing
effect, i.e. removing the 2D material in the laser-heated area. Therefore, it is vital
to simulate and discuss the conditions required to heat PPC to 50 ~ 52 °C. This
simulation follows some of the results discussed above, using a laser size of 100 nm
and a PPC thickness of 1μm. Only by fine-tuning the laser power, the optimal power
condition of 50 °C is obtained.

Three power conditions were set to get the optimal power condition, i.e. 3, 3.5, 4
mW. As shown in Table 3, 3.5 mW can obtain the expected temperature range, which
is 50 ~ 52.5 °C, and the resolution is 85 nm, which is the optimal power condition. 3
mW only heats the PPC material to 47.9 °C, which does not satisfy the expected
temperature. The 4-mW laser can heat the PPC material to 55.6 °C, which is higher
than the expected temperature, and its resolution is 150 nm, which is much lower
than the 3.5-mW’s resolution. Figure 5c–d shows the 3D temperature distribution
map under the optimal condition.
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Fig. 5 Simulated temperature distribution results under optimal conditions for temperature of
a–b 90 °C, c–d 50 °C. (Color figure online)

Table 3 Comparison of
simulated results of 50 °C by
fine-tuning laser power

Laser power (mW) Temperature range
(> 50 °C)

Resolution (radius:
nm)

3 47.9 None

3.5 50 ~ 52.5 85

4 50 ~ 55.6 150

The printing of dual 2D material atomic layers is independent to each other.
Therefore, all the contents discussed above are equally applicable to the printing of
the first and second layer of 2D materials. The printing of the second layer is not
affected by the printing of the first one. The same conditions as those of the first layer
of material can be used, or other conditions can be selected, and the thickness and
width of the second layer of material can be controlled.

Conclusion

In conclusion, in order to study the laser heating of the PPC material to 90 °C to
melt it and lose its viscosity to leave a layer of 2D material, a COMSOL thermal
conduction simulation was carried out to discuss several factors affecting the laser
heating performance, such as the thickness of PPC, the laser power and the laser
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spot size. The thinner thickness can ensure the same temperature distribution on the
upper and lower surfaces, which is helpful to the consistent melting performance.
The laser power mainly affects the temperature intensity. In order to obtain a suitable
temperature, the laser power needs to be finely adjusted. For example, the simulation
results show that even if the laser power differs by 0.5 mW, the temperature can
differ by close to 5 °C. The laser spot size has a great influence on the temperature
resolution. For example, the resolution of 100 nm and 200 nm changes by about
1 time. The optimal resolution is 48 nm, whose temperature range obtained by 15
mW is 90 ~ 92.2 °C. Removal of PPC at 50 °C can remove the 2D material in the
laser-heated area, with the resolution under optimal condition being 85 nm.
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3D Printing Architecture

Virginia San Fratello

Abstract This paper will focus on the research and collective work of Emerging
Objects, a MAKE tank, that is transforming materials into sustainable buildings for
the future using additive manufacturing. Humble and traditional building materials,
such as salt and soil, can be transformed into sophisticated buildingmaterials through
additivemanufacturing.Wastematerials such as sawdust and chardonnay grape skins
and seeds are converted for use in 3D printing and turned into bricks, blocks, and
tiles for construction assemblies. The use of additive manufacturing technologies
and radical, alternative materials, will allow architects and engineers to impact the
way buildings and cities will be constructed in the future.

Keywords Additive manufacturing · 3D printing · Paste extrusion · Powder
materials · Architecture · Sustainability

Introduction

What if the world’s waste materials could be transformed into sustainable building
materials for the future? Can humble and traditional building materials, such as
salt and mud, become sophisticated building materials for the twenty-first century?
How can technologies such as additive manufacturing impact the way we attempt
to solve social problems such as housing? These are all contemporary concerns that
architecture must address if it is to stay relevant. The case studies discussed in this
paper attempt to answer some of these questions through material experimentation
and innovation and by prototyping new structures. Chardonnay grape skins are an
agricultural waste product that is left to rot in the field, in the Cabin of 3D Printed
Curiosities it is used as a local building material. Many proprietary powders and
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resins used in 3D printing are very expensive, the materials used for 3D printing
described in this paper including soil and salt are either free or very low cost which
makes 3D printing more accessible. The Saltygloo is printed using local salt from
the San Francisco Bay and the MUD Frontiers project uses locally harvested wild
soil and clay from the jobsite, eliminating the need to purchase and ship materials
around the world.

Each of the three case studies described in the paper is easy to assemble with
unskilled labor. Blocks, tiles, and puddled coils, printed with inexpensive equip-
ment, are connected using simple fasteners such as Velcro, screws, or simply gravity,
to hold parts into place making the 3D printing building components easily handled
and aggregable to create larger structures. Developing one’s ownmaterials and using
simple assemblymethods for 3D printed parts open the door for newmaterial compo-
sitions within geometrically complex forms, and it also reduces cost and allows for
new color variations and textures. The use of local, indigenous, and recycled mate-
rials in additive manufacturing not only addresses issues around the future of sustain-
ability and economics but it also creates new, contemporary craft, and architectural
traditions.

The Case Studies

Salt

The Saltygloo (Fig. 1) is an experiment in 3D printing using locally harvested salt
from the San Francisco Bay to produce a large-scale, lightweight, additively manu-
factured structure. In the landscape of the San Francisco Bay Area, employing only
the sun and wind, 137,000 tonnes of sea salt are produced each year, making salt

Fig. 1 Saltygloo. (Color
figure online)
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a locally available building material. The salt is harvested from 110-year-old salt
crystallization beds in Newark, California, where salt water from the bay is brought
into a series of large evaporation beds. Over the course of three years, the brine
evaporates, leaving 13–16 cm of solid crystallized salt that is then harvested for food
and industrial use. From this landscape, a new kind of salt-based architecture created
through the lens of 3D printing and computer-aided design is realized, inspired by
traditional cultures that employ the building material found directly beneath their
feet, such as the Inuit Igloo. It is named Saltygloo, because it is made of salt y glue;
it is made of a combination of salt harvested from the San Francisco Bay and glue
derived from recycled plant-based resins that come from by or waste products and do
not displace food-based agriculture, which makes for an ideal 3D printing material
and strengthening infiltrate, called Super Sap by entropy resins [1], one that is not
only strong and waterproof but also lightweight, translucent, and inexpensive.

The form of the Saltygloo is drawn from the forms found in the Inuit Igloos
(Fig. 2), but also the shapes and forms of tools and equipment found in the ancient
process of boiling brine. Additionally, each tile is based upon the microscopic forms
of crystallized salt. The 330—3D printed salt tiles (Fig. 3) that make up the surface
of the Saltygloo are connected with removable binder clips to form a rigid shell that
is further strengthened by connecting the closed clips to lightweight aluminum rods
flexed in tension, making the structure extremely lightweight and able to be easily
transported and assembled in only a few hours—in many ways it is a salt tent.

The inherent optical properties of the salt make it translucent (Fig. 4) and shimmer
and allow for light to permeate the enclosure and highlight its structure. The grainy
crystals of the salt tiles are tactile, they feel gritty, grainy, and abrasive, and they
communicate the use of one of humankind’smost essentialmaterials not only through
vision but also through touch.

Printing with local salt in an inkjet printer greatly lowers ecological lifecycle
impacts when compared to other materials and 3D printers. In tests conducted by
Jeremy Faludi at the University of California Berkeley using the ReCiPe method
[2], when the Zcorp inkjet is printing four salt parts together, which it did for the
construction of the Saltygloo, it has 1/5th the ReCiPe endpoint-score per job as the
next-best technology, PLA printed by small desktop FDM. The inkjet has roughly

Fig. 2 Community of igloos
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Fig. 3 Close up of crystal
tile form. (Color figure
online)

Fig. 4 Saltygloo interior.
(Color figure online)

1/38th to 1/40th the impact score per job as a polyjet printer, regardless of whether
both are printing one part at a time or four parts at a time. ReCiPe is the most recent
indicator approach available in life cycle impact assessment and the primary objective
of the ReCiPe method, is to transform the long list of life cycle inventory results,
into a limited number of useful indicator scores. The chart of Fig. 6 shows how 3D
printing with salt on an inkjet printer compares to 3D printing with PLA, PET, and
ABS on desktop FDMprinter, printing with photopolymer resins on a polyjet printer,
and resin in a SLA printer [3] (Fig. 5).
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Fig. 5 Ecological impacts per job at maximum utilization scenarios. Scenarios denoted by (*) are
four parts being printed simultaneously. Reprinted from [3], with permission. (Color figure online)

Soil

The use of ubiquitous, free, and sustainable materials such as local soils for 3D
printing enables a more accessible, portable, and ecological approach to additive
manufacturing at the architectural scale. The MUD Frontier project is addressing the
challenge of creating accessible robotics for construction through the development of
a mobile and lightweight, 3D printing setup that can easily be transported to the field
or jobsite. The construction industry is the largest global consumer of raw materials
and accounts for 25 to 40% of the world’s total carbon emissions [4]. A return to
mud as a building material attempts to correct the errors of a wasteful, polluting,
and consumptive industry. Ecological and sustainable issues are at the forefront of
conversations surrounding the future of construction and soil-based construction
materials are the most “earth friendly” materials that exist [5]. Earth is a ubiquitous
material and buildings made of local soils can be found in almost every region of
the world. A large number of earthen building codes, guidelines, and standards have
appeared around the world over the past two decades, based upon a considerable
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Fig. 6 Robotic setup at the
rubin center. (Color figure
online)

amount of research and field observations regarding the seismic, thermal, and mois-
ture durability performance of earthen structures opening the door for the nascent
revival of building with earth.

The Scara robotic 3D printer (Fig. 6) that was developed for this endeavor is
combined with a continuous flow hopper that can print wall sections and enclosures
up to 2200 mm diameter circle and 2500 mm tall, structures considerably larger than
the printer itself. The setup can be carried by 1–2 people and relocated in order to
continue printing.

The printer is able to 3D print local soils directly from the print site in order to
demonstrate the possibilities of sustainable and ecological construction in a two-
phase project that explores traditional material craft at the scale of both architecture
and pottery. The clays harvested for the projects are free, as they can be dug directly
from the ground or surrounding region where the walls, enclosures, and pottery are
being printed.

Phase I of the MUD Frontier project took place along the USA—Mexico border
in El Paso, Texas and Ciudad Juarez, Chihuahua, where earthen architecture and clay
pottery of the Mogollon culture (A.D. 200—1450) define the archeological history
of the region. Excavated pit houses and above ground adobe structures defined the
historic architecture of the region.
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A large 3D printed adobe structure was also manufactured using largely the same
material as the pots, but with the introduction of sand. The vessels reveal the nature of
the local geology and the creativity of local ceramic artisans from the contemporary
Jornada Mogollon region. The fired earthenware exposes a range of clay complex-
ions: greens, browns, purples, wheat, pink, and red colors that speak to the nature of
mono-, bi-, and polychrome traditions that developed over time. The structure and
vessels were produced with the intent of connecting the forefront of digital manu-
facturing with the traditional coiled pottery techniques, and subterranean and adobe
architecture of the borderland regions between Texas and New Mexico in the USA
and the state of Chihuahua in Mexico.

During Phase I the robotic setup for printing the large structure was installed at the
Rubin Center Gallery in El Paso, Texas, which sits very close to the border wall. The
gallery was maintained at a constant temperature of approximately 20 °C. A mixture
of five parts locally sourced sand and three parts clay was mixed with chopped straw
and water and pumped through the printer. The layer height of each mud coil is
30 mm and each coil is between 40 and 60 mmwide. The overall structure is 213 cm
tall and 180 cm wide and took seven days to print at approximately 300 mm per day
(Fig. 7).

Phase II of the MUD Frontier project took place in the high alpine desert of the
San Luis Valley which spans southern Colorado and northern New Mexico in the
USA (Fig. 8). The second phase of the research reflects the earthen construction of
the Indo-Hispano settlers of the valley and the local Rio-Grande pueblo culture. The

Fig. 7 MUD frontier
large-scale structure and
vessels at the rubin center
gallery as part of the new
cities, future ruins exhibit.
(Color figure online)
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Fig. 8 Fabrication setup. (Color figure online)

temperature of the valley floor fluctuated from a high of 30 °C during the day to 6 °C
at night. The desert environment was sunny, windy with some rain over the sixty
days of printing. It was observed that printing was most successful when the weather
conditions were dry, sunny, and most importantly, windy. The mud mixture used was
wild, dug directly from the ground, sieved to a particle size of less than 6.35 mm,
and mixed with chopped straw and water. The clay/sand/loam mixture in this region
has historically been used to make mud bricks and mud plaster for local buildings
and there is a tacit understanding among the community about where to dig for the
mud and how moist it should be. The mixture proved to be very well suited for 3D
printing coiled mud structures (Quentin Wilson, an adobe expert living and building
in this region of southern Colorado and northern New Mexico, recommends using
the jar test to identify a mixture that is less than 30% clay [6]). The layer height of
each mud coil is on average 30 mm and each coil is between 40 and 60 mm wide.
Four structures were printed of varying dimensions; however, it was observed that
under ideal weather conditions an average of 400 mm in height could be printed per
every 24-hour period.

The research during phase II was conceptualized under four themes: The Hearth,
Beacon, Lookout, and Kiln. The Hearth explores the decorative aspects of structure
(Fig. 9). The structural reinforcement of double-layer earthen walls creates a simple
interior environment and an exterior that has structural expressiveness. The thin mud
wall construction is reinforced using local, rot-resistant juniper wood, to hold the
interior and exterior coiled walls together. The wood sticks extend beyond the walls



3D Printing Architecture 45

Fig. 9 3D printed hearth.
(Color figure online)

of the structure on the outside and are flush on the inside, referencing the cultural
differences between the architectural traditions of pueblo and indo-hispano buildings.
It also recalls traditional African architecture such as the Mosque in Djenne, where
the wood sticks protruding from the building are not only decorative but also used
as scaffolding. The interior holds a 3D printed mud bench, surrounding a fireplace
that burns the aromatic juniper (Fig. 10).

The beacon is a study in lightness, both illumination and weight. It explores how
texture and the undulation of the 3D printed coil of mud can produce the thinnest
possible structural solution for enclosure. These coils are then illuminated at night
contrasting the difference between the concave and convex curves that create themud
walls. The lookout is an exploration in structure and is a 3D printed staircase that is
made entirely of mud. A dense network of undulating mud coils is laid out to create
a structure that can be walked on. This also demonstrates how wide, yet airy, walls

Fig. 10 Fireplace and mud
bench. (Color figure online)
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can create interior enclosures that represent possibilities for insulation, especially
in the harsh climate of the San Luis Valley which can drop below −29 °C in the
winter. The Kiln explores several of the techniques discussed, including undulating
/interlocking mud deposition to create structural and insulative walls. The Kiln is
also used to enclose an area that draws in oxygen and keeps in heat to fire locally
sourced clay fired with juniper wood, which burns hot.

TheMUDFrontier project reexamines and conceptually unearths ancient building
traditions andmaterials using twenty-first-century technology and craft coupled with
local skills to explore new possibilities for ecological and local construction tech-
niques. Based on the research so far, the robotic printing of local soils shows promise
for the rapid creation of robotically crafted, geometrically complex, buildings that
are durable and structural, using wild clays that have historically proven successful
in building construction. Upon their 40th anniversary, the Smithsonian Magazine
announced the 40 most important things they believed one should know about the
next 40 years. Number one on their list was that “Sophisticated Buildings will be
made of mud” [7]. MUD Frontiers aims to see this prediction become a reality.

Chardonnay

The 3D printed tiles made of chardonnay grape skins on the façade of the Cabin of
3D printed Curiosities have been described as a box of exquisite chocolates—the
facade is composed of 3D printed Planter Tiles that create a living wall of succulents
(Fig. 11a). The chardonnaygrape skins are a deep,warmbrown that evokes the buttery
bitterness of chocolate. They have an herbaceous scent that is complemented by the
succulents in the tiles. The reuse of localwastematerials that has been shaped through
digital processes engenders a new aesthetic, one that is part of a new vernacular that

(a) (b)

Fig. 11 Planter tile façade on the cabin of 3D printed curiosities. (Color figure online)
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takes advantage of materials in local waste streams and nascent global technologies
such as 3D printers (Fig. 11b).

The San Francisco Bay Area is experiencing a housing crisis; never before has
the cost of real estate, new construction, and rent been so high. Because of this
emergency situation, cities around the Bay Area have relaxed their zoning laws,
design review process, and permitting requirements in order to allow home-owners
to build secondary structures on their lots. These relaxed laws opened the door to for
the Cabin of 3D Printed Curiosities to be built. The cabin takes advantage of these
relaxed codes and laws and brings many of material, software, and hardware exper-
iments together to demonstrate the architectural potential of additive manufacturing
on a weather tight, structurally sound building. All of the cabin’s componentry are
produced in a microfactory, the print farm, which is located nearby the site of the
cabin.

The roof gable and east and west facades are clad in 3D printed ceramic tiles that
serve as a rain screen (Figs. 12a, b). The clay for the tiles comes from California.
Designed for easy assembly, these tiles are made to be hung on a building facade or
interior. The surface of each ceramic tile visually emulates a knitting technique called
the seed stitch. G-code is used to control each line of clay as it is 3D printed to create
a loopy texture that looks like seeds scattered across the surface. While all ceramic
tiles are printed from the same file, each tile is intentionally unique as a product of

(a) (b)

Fig. 12 3D printed ceramic tiles on façade. (Color figure online)
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fabrication, during which the tiles wave back and forth, causing the printer to pull
at the line of clay and creating longer and shorter loops toward the end of each tile,
producing a distinct machine-made texture that is different every time.

TheCabin of 3DPrintedCuriosities represents thefirst steps to a future thatwe can
embrace for both its functionality and beauty. It solves problems around architectural
issues that we face every day, it brings value to the occupant’s lives and it has a strong
connection to its locale technologically, geologically, and agriculturally through the
use of materials and additive manufacturing.

Conclusion

The Cabin of 3D Printed Curiosities, the mud pavilions, and Saltygloo all speak
to the possibility of a future that is just emerging, a future that takes advantage of
powders that come from dust, waste, and traditional materials, on their journey to
becoming part of a twenty-first-century architectural terroir that influences themean-
ingful crafting of objects and buildings. As pointed out by Gareth Williams, “In
order to retain relevance in the modern world, craft must engage with contemporary
concerns.Oneof themost pressing issues today is the impact of production, consump-
tion and disposal of goods upon the earth’s resources and ecological balance” [8]. 3D
printing also raises questions about its role in craft and how it might make bespoke
architecture more accessible, as the objects and buildings produced are not neces-
sarily handmade but are customized, however the close connections between design,
iteration, technique, material behavior, and analysis, and manufacturing suggest
that 3D printing, especially when coupled with modes of production that employ
materials from sustainable resources and waste streams, is a contemporary form of
manufacturing with increasing relevance.
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Effect of HS Binder on Reducing
the Amount of Bentonite in Oxidized
Pellets

Qianqian Duan, Yongbin Yang, Rui Xu, Yingrui Dong, and Zhichen Yuan

Abstract In order to decrease the amount of bentonite in the production of oxidized
pellets, the addition of HS binder is carried out in response to the problems of wasting
of resources, high costing and serious pollution in the production and application of
bentonite in China. In this study, the effect of the organic binder in iron ore pellets was
characterized by using pelletizing, preheating and roasting experiments; the optimal
ratio of HS binder to bentonite was determined. The results showed that combination
of bentonite and HS binder can significantly reduce the amount of bentonite. When
the ratio of bentonite of HS binder was HS binder dosage 0.2% and bentonite dosage
0.7%, the drop strength of green pellets reached 3.2 times/(0.5 m) and the amount
of bentonite reduced the mass of 1.6% compared with that of without HS binder.
Under the best preheated roasted conditions, the strength of the preheated ball was
436.9 N/P and the roasted ball strength achieved 2794.3 N/P, which could meet the
demands.

Keywords Oxidized pellets · Bentonite · Organic binder · Preheating roasting

Introduction

Bentonite is widely used as binder in domestic oxidation pellet factories. Although
the bentonite has good bonding performance, the content of Al2O3 and SiO2 is high,
which leads to the increase of coke ratio and the decrease of pellet grade. According
to the data, the coke ratio will be reduced by 2.0–2.5% and the output will increase
by about 3% for every 1% increase in the iron grade [1, 2]. Therefore, it is of great
significance to increase the iron grade of pellets to reduce the iron consumption and
increase the production of blast furnace.However, inChina’s pellet production, due to
the constraints of bentonite resources and other aspects, the use of poor performance
of natural calcium bentonite is very common, resulting in the actual production of
bentonite dosage which is too high (about 2 ~ 3.5%) [3]. Researchers in China have
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been developing new adhesives to partially or even completely replace bentonite.
When organic binders (such as peredo, carboxymethyl cellulose and organic binders
GPS) [4–6] are used alone, the cost of pellets increases, and the raw pellets are liable
to burst, and the preheating strength difference is difficult to meet the production
requirements of soccer balls [7]. Cao [8] used composite binder to replace some
bentonite, which reduced the bentonite content from 2.56% to 1.46% and improved
the iron grade of pellets by 0.77%. Zhu [9] studied that adding organic compound
bentonite could significantly improve the performance of raw pellets and the iron
grade of pellets. When the ratio of organic compound bentonite was 1.2%, the raw
pellet strength could reach 2.2%when the bentonite content was added. In this study,
HS binder was used to partially replace bentonite, so as to reduce the consumption
of bentonite, improve the grade of iron in finished pellets and control the cost of
production of football league.

Experimental

Properties of Raw Materials

The iron-bearing rawmaterials used in the experimentwere four kinds of iron concen-
trates (expressed as concentrates A, B, C andD) from the production site of A factory
in Shandong Province. The four kinds of iron concentrates A, B, C and D were made
into pellets according to the mixture ratio (30, 30, 30 and 10%, mass fraction). The
chemical composition, static pelletizing properties and particle size composition of
iron concentrate are shown in Tables 1, 2 and 3.

The data in Tables 2 and 3 show that the mixed ore has good pelletization. The
chemical composition andbasic physical properties of bentonite are shown inTables 4
and 5.

HS binder is a kind of high molecular compound containing a large number
of hydroxyl and carboxyl groups. The polar groups contained in it act on the
surface of magnetite in the form of chemisorption. The hydrophilic group has strong
hydrophilicity and acts on the surface of iron concentrate. The structure of organic
chain frame is cohesive, which can improve the performance of magnetite pellets.

Table 1 Chemical composition of iron concentrate w/%

Chemical composition TFe FeO CaO MgO SiO2 Al2O3

A 65.96 27.02 0.20 0.38 8.38 0.10

B 65.69 26.40 0.92 0.44 6.58 0.45

C 66.07 25.47 0.54 0.30 6.40 0.45

D 67.87 30.12 0.45 0.30 6.06 0.10

Mixed ingredients 66.10 26.68 0.54 0.37 7.01 0.31
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Table 2 Static pelletizing performance of iron concentrate

Sample Maximum
molecular
water/%

Maximum
capillary
water/%

Capillary
water
migration
speed /mm ·
(min)−1

Balling
performance
index

Spheroidity

A 4.81 12.59 4.68 0.62 Good

B 5.43 12.89 4.37 0.73 Good

C 3.91 13.87 4.40 0.39 Medium

D 6.55 12.97 4.55 1.02 Excellent

Mixed
ingredients

4.12 12.56 4.89 0.49 Medium

Table 3 Size distribution of
iron

Particle size composition Specific surface area
/m2·g-1Mineral species <0.074 mm (%)

A 92.23 0.589

B 65.27 0.864

C 67.50 1.294

D 74.95 1.106

Mixed ingredients 75.83 0.633

Table 4 Composition analysis of bentonite w/%

SiO2 Al2O3 CaO Fe Na2O MgO LOL

51.19 12.98 8.28 4.31 2.58 2.89 11.61

Table 5 Physical properties of bentonite

Colloid
index
(% 3 g)

Swelling
capacity
(%)

Water
absorption
ratio (%)

Blue
absorption
(g/100 g)

Montmorillonite
content
(%)

Particle size
composition
<0.074 mm (%)

71.5 13.5 263.1 33.8 76.47 97.065

After preheating and roasting, the products areCO2 andwater vapor, with less residue
and less pollution compared with bentonite [10]
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Experimental Method

Pelletizing

Weigh 5 kg of iron-containing mixture in proportion, add a certain proportion of
bentonite and HS binder, mix on the rubber cloth, and then add pre-wetting moisture
to make the moisture of the mixture lower than 1% of the suitable moisture of the
raw ball −2%, and then mix for the second time. The preparation of green balls is
carried out on a disc pelletizer with a diameter of 1000 mm, a side height of 150 mm,
a rotation speed of 25r/min (adjustable) and an inclination of 47°.

Determination of Burst Temperature of Green Ball

The decrepitation temperature of pellet was measured in a vertical tube furnace
(650*1000 mm). The ball dropped repeatly from 0.5 m height to 10 mm thick steel
plate, until the ball was broken. The number of tests was n, the ball drop strength
was n-1. Ten balls were measured each time, and the average value was taken as the
falling intensity of the balls (unit: times/0.5 m).

Preheating Roasting Experiment

Thepreheating roasting small-scale testwas carried out in a horizontal tubular electric
furnace. The electric furnace consists of an iron chromium aluminumwire resistance
furnacewith a furnace diameter of 50mmanda silicon carbon tube resistance furnace.
The former is used for preheating and the latter is used for roasting. Raw balls with
a diameter of 10–15 mm are first dried in a drying box at a temperature of 120 °C.
The raw balls are loaded into a porcelain boat during the test. Carry out preheating
and roasting according to the pre-established operation system.

Results and Discussion

Study on the Preparation of Pellets with Added HS Binder

Effect of Strengthening Mixing HS-Type Binder

Figure 1 is the test results of the amount of bentonite used when the amount of HS
binder is 0.2%when it is not strengthened and the amount of HS binder is 0.1%when
it is strengthened and mixed. It can be seen from the figure that the addition of 0.2%
HS-type binder has a significant improvement in the performance of green balls.
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Fig. 1 Effect of enhancing
mixed HS binder on
bentonite dosage. (Color
figure online)
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The amount of bentonite 1.0% can reach the drop strength level when using
bentonite alone 2.3%. When adding 0.2% HS-type binder on the basis of adding
2.3% bentonite, the drop strength of green ball is increased from 3.2 times/0.5 m to
4.6 times/0.5 m. Therefore, from the perspective of pelletizing effect, the HS binder
has a significant effect on reducing the amount of bentonite. For the small amount of
organic binder (1000 grade), it is generally difficult to fully mix into the mixture, so
there is a high requirement for mixing operation, and strengthening mixing will be
conducive to better play the role of organic bonding effect. In this experiment, the
dosage of HS binder was reduced to 0.1% by strengthening themixing operation, and
the effect was further improved. Although the amount of HS binder decreased from
0.2% to 0.1%, the falling intensity of green pellets increased from 3.2 times/0.5 m
to 3.5 times/0.5 m when the amount of bentonite was 1.0%, and it increased from
3.7 times/0.5 m to 4.4 times/0.5 m when the amount of bentonite reached 2.0%.
Therefore, by strengthening the mixing operation, the effect of HS binder has been
better highlighted.

Influence of HS Binder Dosage

Figure 2 shows the influence of the dosage of HS binder on the falling strength of
green pellets when the dosage of bentonite is 1.5%, 1.0% and 0.7%, respectively. As
can be seen from the figure, the amount of bentonite is 1.5%. With the increase of
the amount of HS binder, the falling intensity of the spore shows an upward trend
(0.1% of the point is abnormal fluctuation). When the dosage of HS binder is 0.2%
and the dosage of bentonite is 1.5%, the requirements of raw pellet strength can
be satisfied. When the amount of bentonite was 1.0%, the falling strength of the
spheroidal material increased with the increase of the amount of HS binder. When
1.0% bentonite was used and 0.2% HS binder was used, the falling intensity of
green pellets was 3.2 times/0.5 m, which was equivalent to 2.3%when bentonite was
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Fig. 2 Effect of HS binder
dosage on the performance
of green balls. (Color figure
online)
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used alone. In order to further understand the effect of HS binder, the experiment in
this group examined the condition that the dosage of HS was 0.7%, and the falling
intensity of the ball at this time was up to 8.0 times/0.5 m, which further verified the
efficient effect of HS binder.

As can be seen fromFig. 2, if the bentonite dosage is reduced to 0.7%, the intensity
of falling balls can still reach 3.2 times/0.5 m with the addition of 0.2%HS binder,
and the effect is equivalent to the use of 2.3% bentonite alone. When addition of
0.2% HS binder, the amount of bentonite decreased from 2.3% to 0.7%. HS-type
binder is a kind of high efficiency binder, which has a good application prospect in
pelletizing iron concentrate.

Preheating and Roasting of HS Binder Pellets

Although the binder is used for the purpose of pelletizing, it will inevitably change
or interact with iron concentrate under high temperature conditions, so it is very
important to study its influence on the preheating and roasting performance of pellets.
The reaction betweenbentonite and ironorewill promote the interfacial action and the
formation of appropriate liquid phase, which can promote the consolidation of pellets
in the process of preheating and roasting. The addition of organic binderwill affect the
preheating and roasting performance of pellets. On the one hand, its decomposition
and volatilization at high temperature may produce a certain reducing atmosphere,
which may affect the oxidation and consolidation of pellets. In addition, the decrease
of bentonite content weakens the promoting effect of pellets on the consolidation.
Therefore, the use of organic binder must be combined with the preheating effect of
a comprehensive test.

For this reason, the pellets with HS binder were preheated and roasted, and the
application effect and prospect were comprehensively examined. Figure 3 shows
pellets prepared with HS binder 0.2%+ 0.7% bentonite after intensified mixing. The
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Fig. 3 Effect of preheating conditions on preheating and roasting of pellets. (Color figure online)

corresponding strength index canbeobtainedby changing the preheating and roasting
conditions. Figure 3a shows the result of preheated pellets roasting at preheating
temperature, and clearly shows that temperature had significant effect on the strength
of preheated ball, strength is greater than 400 N/P. With the extension of preheating
temperature continue, the ball strength still can continue to improve, fixed roasting
conditions,when the preheating temperature of 920 °C, the roasting strength is exceed
than 2500 N/P. Figure 3b is the test result of preheating time on pellets preheating
and roasting.

The effect of preheating time on improving the strength of pellets is weak, because
the crystallization rate and consolidation degree of Fe2O3 grains in the preheating
stage are mainly affected by the preheating temperature. Except for the abnormal
fluctuation at the time of preheating for 12 min, the rest are above 2500 N/P, which
can meet the strength requirements of pellet products. In combination with the field
practice, the preheating temperature is 920 °C and the preheating time is 14 min.
The FeO in the pellet is fully oxidized, and more Fe2O3 microcrystals are generated.
Therefore, the pellet that meets the industrial needs can be obtained.

Figure 4 is the experimental result of the effect of roasting conditions on the
roasting strength of pellets. It can be seen from the figure that in the high-temperature
roasting process of the composite pellets of 0.2% HS binder and 0.7% bentonite,

Fig. 4 Effect of roasting conditions on roasting strength of pellets. (Color figure online)
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when the roasting temperature increases, the physical and chemical reactions inside
the pellets will be accelerated, the particle diffusion will be accelerated, the pores
in the pellets will be reduced, and the Fe2O3 microcrystals inside the pellets will be
recrystallized and polycrystalline, making the pellets more dense and stronger. The
best calcination temperature is 1250 °C, in which the pellet is oxidized completely.
If the calcination temperature is too high, silicate liquid phase will appear in the
inner lattice of the pellet. The decrease of Fe3O4 content and porosity in the pellet
will significantly reduce the strength of the pellet. However, at high temperature,
part of Fe2O3 is decomposed into Fe3O4 and FeO. Fe3O4 will react with SiO2 in
the pellets in a liquid phase, forming a liquid phase bond and reducing the pellet
strength. Therefore, the optimal roasting time in this experiment is 12 min.

Comparison of the Properties of HS Binder and Bentonite
Pellets

The above research shows that under the optimized test conditions, the HS binder
froma factory in Shandong ismixedwith bentonite to achieve the purpose of reducing
the amount of bentonite. In this study, the properties of the oxidized pellets obtained
by the four binders were comprehensively compared, as shown in Table 6. Four
kinds of pellets were obtained under the same preheating and roasting system: The
preheating temperature was 920 °C, the preheating time was 14 min, the roasting
temperature was 1250 °C, and the roasting time was 12 min.

(1) As the amount of bentonite increases, the green ball drop strength gradually
increases. When the amount of bentonite is 0.7–2.3%, the green ball drop
strength increases from 2.1 times/0.5 m to 3.2 times/0.5 m. When the amount
of bentonite continues to increase above 2.3%, the green ball drop strength will
be greatly improved. When the amount of bentonite reaches more than 2.3%,
the green ball falling strength meets the qualified index.

(2) When adding 0.4%HS-type binder, without adding bentonite, the strength of the
preheated ball (284 N/P) is lower than the strength requirement of the preheated
ball, and roasted ball is only slightly below the furnace to the strength of the

Table 6 Comparison of quality of pellets with four binders

HS content % Bentonite
content %

The green ball
falls
[times/0.5 m]

Compressive
strength/N

Preheating
compressive
strength/N

Roasting
compressive
strength/N

0.7 2.1 10.3 403.1 2906.3

2.3 3.2 26.2 586.9 3704.4

0.4 / 4.0 12.5 284.0 2412.0

0.2 0.7 3.2 12.2 436.9 2794.3
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pellets. Therefore, HS binder cannot be used alone or can completely replace
bentonite.

(3) Under the condition of intensifiedmixing, after reducing the amount of bentonite
to 0.7%, adding 0.2% HS-type binder can still achieve the green ball drop
strength of 3.2 times/0.5 m. The pellet strength is about 2500 N/P. The main
reason for the decrease in preheating roasting performance is the decrease in
the amount of bentonite which weakens the promotion of pellet consolidation.
Therefore, the pellet strength of this combination is close to the critical level
required by the index. We thought the main reason of strength changing was
brought by low dosage of bentonite, which weaken the promoting function of
the pellets roasting consolidation.

Conclusions

(1) In order to meet the requirements of pelletizing, the amount of bentonite shall
be more than 2.3% when bentonite is used alone as binder in the structure of
the raw material. HS binder can meet the requirements of pelletizing and obtain
good pelletizing performance when used alone.

(2) The combination of HS type binder and bentonite can significantly reduce the
amount of bentonite. Adding type binder 0.2% can reduce the amount from
2.3% to 1.5%. Combined with the intensified mixing measures, the amount
of bentonite can be further significantly reduced to a maximum of 0.7%, the
pellet performance and the preheating and roasting performance can meet the
production requirements, and the amount of bentonite can be reduced as much
as 1.6% compared with the amount of bentonite without addition.

(3) For the structure of raw materials in this experiment, the binder combination
of 0.2%HS + 0.7% bentonite can just meet the requirements of pelletizing
performance and preheating and roasting performance, but the spare space is
very small, which is close to the critical state.

The results showed that the combination of 0.2%HS binder and no less than 0.7%
bentonite could meet the needs of pelletizing and pellet preheating and roasting and
was feasible in industry and could effectively reduce the amount of bentonite
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Linear Friction Welding: A Solid-State
Welding Process for the Manufacturing
of Aerospace Titanium Parts

N. Piolle

Abstract Linear frictionwelding (LFW) is a solid-state joining process offering new
opportunities of cost reduction and quality improvement for aerospace titanium part
manufacturing. The process produces in a few seconds high integrity joints with fine
grain, hot-forged microstructure and narrow heat-affected zone. The LFW process
reached a high enough level of maturity, robustness, and reliability to be ready for
mass production of blisks (“bladed disks”) for aircraft engines. It is now being devel-
oped for aircraft structural parts in titanium and aluminum alloys. This process allows
not only to manufacture a given part at a lower cost, it also opens new part design
possibilities that were not available with traditional manufacturing processes. The
LFW process is explained through physical aspects, process parameters, mechanical
characterization of the joint, and microstructural data. Several LFW aerospace appli-
cations are introduced and evaluated through feasibility, weight reduction, post-weld
operations, and overall cost savings.

Keywords Linear friction welding · Solid-state welding · Friction welding ·
Titanium welding · Ti-6Al-4V · Blisk · Aerostructure · Buy-to-Fly · LFW

Introduction to Linear Friction Welding Process

Linear Friction Welding (LFW) is a solid-state joining process as it does not cause
melting of the parent material. It produces forge quality, high integrity joints, with
narrow heat-affected zone. Materials are forged using frictional heat through the
controlled, reciprocal linear oscillation movement of two components under high
contact load. As the faying surfaces rub together, the material at the interface is
heated to a plastic state, while axial load is maintained. The layer of soften material
is expelled out of the interface under the combined action of the contact pressure and
the oscillation motion pushing out a small amount of material at each oscillation.
The oscillation motion is stopped after a desired parameter has been reached: axial
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shortening, absolute position, time, or a combination of these three. The two compo-
nents are then aligned, and the axial load is maintained or increased to consolidate the
joint during the cooling down. The overall weld process is very fast as the oscillation
phase generally takes 2–5 s, and the cooling down 5–10 s.

The process is controlled by a small number of input parameters: the oscillation
amplitude, the oscillation frequency, the axial pressure, and the end criterion for
the oscillation motion. The main outputs, or process resulting parameters, are the
in-plane friction force, the temperature increase at the interface, and the material
flow resulting in upset displacement and flash. The process gives remarkably good
results on titanium alloys thanks to their low thermal conductivity and consequently
an ability to plasticize closely to the faying surface. In the late 1990’s, LFW was
investigated by Vairis and Frost [1, 2] and they made a description of the process
in four steps: the initial phase, the transition phase, the equilibrium phase, and the
deceleration phase. Their investigations were the starting point of many works and
influenced the way research and industrial people investigated LFW and developed
numerical modeling approaches. Temperature profile in LFW of Ti-6Al-4V was
rapidly well understood and many observations showed that welding temperature is
just beyond beta transus temperature.We had to wait for Turner et al. [3] works using
FEM analysis to have a better idea of strain rates. The works of Wanjara and Jahazi
[4] shall be mentioned for understanding the impact of process parameters for alpha-
beta Ti-6Al-4V welding. They demonstrated that LFW process window resulting
in sound welds is very wide. Additional conclusions regarding process parameters
optimization were given by Romero et al. [5], and they demonstrated that residual
stress would be advantageously mitigated using high pressure in LFW.

LFW of Ti-6Al-4V is now well understood by scientific community and process
parameters providing sound welds seem to be well defined. Particularly, process
conditions consisting of amplitude between 2 mm and 2.5 mm, a frequency between
35 Hz and 50 Hz and a minimum upset distance of 2 mm are making consensus.
Impact of weld pressure is not as evident because no affection was found on elon-
gation or mechanical resistance using whether 50 MPa or 90 MPa. However, this
parameter was found to have a significant impact on residual stress and literature
suggests that high pressures should be preferred as it reduces the heat input: indeed,
a higher pressure causes the material to flow at a lower temperature, and the faster
upset speed leads to shorter heating time. Except the small impact on elongation at
low amplitude or frequency, authors agree that there is a very wide process window,
within which welds properties match or are close to base material properties.

From the machine control, the process can be broken down in four steps (Fig. 1):

• Contact. The two parts are put in contact.
• Conditioning. The axial force is applied, and the oscillation motion starts. The

irregularities of faying surfaces are rubbed and the temperature at the interface
increases under the effect of the friction.

• Burn-off. The pressure and motion are still applied, and the hot, soften material
is expelled.
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• Forge. Oscillations are stopped and pressure is maintained or increased during
the cooling down.

The evolution of a typical LFW cycle is shown on Fig. 2.
The total width of weld zone (WZ) and thermo-mechanically affected zone

(TMAZ) can be from 0.3 mm to 1 mm in total, depending on process parame-
ters [5]. In the nugget zone (welding joint), there is a Widmanstätten microstructure
with very fine grains, close to hot-forged microstructure [4, 5]. Maintaining the axial

Fig. 1 LFW process steps, from left to right: contact, conditioning, burn-off, and forge. (Color
figure online)

Fig. 2 LFW typical cycle, recorded on the LFW machine MDS30. (Color figure online)
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pressure during the entire process cycle and in particular during the cooling down
prevents grains from growing in the weld zone, which explains the presence or very
fine, hot-forged microstructure in the weld line (Figs. 3 and 4).

Fig. 3 LFW Ti-6Al-4V micrography. (Color figure online)

Fig. 4 LFW Ti-6Al-4V micrography. (Color figure online)
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Main Advantages of LFW Process

Excellent Mechanical Properties

LFW is a low temperature welding, solid-state joining process. For Ti-6Al-4V the
temperature reached at the welding interface is about 1000–1200 °C, so below the
melting point. As there is no melting of the parent material, common problems asso-
ciated with fusion welding such as solidification cracking, porosity, and segregation
are avoided. In addition, LFW cycle time is very short: only two or three seconds of
friction, and five-to-ten seconds of cooling down are necessary. The combination of
low temperature and short-cycle time results in low heat input, so small heat affected
zone (HAZ). Regarding the static and dynamic behaviors (tensile and fatigue tests),
LFW welds have properties very close to those of the parent material: for Ti-6Al-
4V, Wanjara and Jahazi observed ultimate strength, tensile strength, and elongation
slightly higher than those of parent material [4].

Self-cleaning Process

Besides, LFW is a self-cleaning process as all the impurities or oxides that could be
present at the interface are expelled with the flash outside the interface. Thus, the
preparation of the welding joint is minimal and LFW can be done in open air, no gas
shield is required.

A Machine Based Process Quality Assurance

The execution of LFW process involves a fairly low number of input parameters,
mainly loads and displacements, to the extent that it can be fully automated. All the
energy input is produced by mechanical sources and can be controlled by displace-
ments and loads. With the development of the technology on servo-hydraulic actua-
tors, sensors and high-speed acquisition systems, modern hydraulic LFW machines
are able to achieve very accurate and repeatable process control, provided themachine
mechanical structure is stiff enough and with the use of rapid and smart motion
control algorithms. The high level of automation and the fact that the energy input is
controlled by repeatable mechanical actions makes this process very consistent and
robust from the quality control point of view.
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Comparison with the Rotary Friction Welding

The principle of LFW is very close to the better-known Rotary Friction Welding
(RFW) process, in which the reciprocal motion is a rotation rather than a linear oscil-
lation. This makes an important difference on the heat input: in LFW the frictional
heat is produced uniformly across the contact surface, contrary to RFW where the
friction velocity in a given point of the interface is proportional to the distance with
the rotation axis; so at the center of a rotary friction weld, the heat is supplied only
by conduction. Also the LFW allows to weld non-axisymmetric parts and complex
geometry, whereas the RFW is suitable mainly for revolution parts.

From the equipment technology point of view, however, the LFWprocess requires
more complex and expensivemachines and toolings, and the state-of-the-art currently
limits the LFW forge forces to about 1,000 kN, while rotary friction welders can
provide up to 20,000 kN for the largest inertia welding machines. As a consequence
of the significant gap between LFW and RFW machine cost and maximum forge
force, usually the LFW is preferred to RFW only when the part geometry demands
it or for very difficult to weld alloy combinations.

LFW Applications in Aerospace Industry

Applications in Aicraft Engines

The three ways to manufacture bladed disks are:

• Mechanical dovetail or fir-tree assembly
• Machining from solid
• Linear Friction Welding by welding the blades to the disk (Fig. 5).

The use of blisks (bladed disks) as single parts instead of the assembly of a disk
and individual, removable blades, started in the mid-1980’s initially for military jet
engines and was implemented more recently on civil turbofans like CFM Leap-X,
PowerJet SaM146, and General Electric Passport and GEnx. The blisk design can
be used for small military or business jet engine fans as well as for compressor
stages of larger civil engines. The blisk design provides a better efficiency, lower
weight, and better fatigue behavior than the conventional design. However, for a
bliks machined from solid the material usage and machining time is much higher
than for a conventional bladed disk.

For the blisk manufacturing, using LFW rather than machining from solid results
in raw material savings from 20% to 30% and a significant reduction of machining
costs. Besides it opens to possibility to weld dissimilar materials or hollow blades.
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Fig. 5 Overview of the LFW blisk manufacturing process. (Color figure online)

Applications in Aircraft Structures

Introduction

The air traffic growth predicted for the next decades, in conjunction with the devel-
opment of carbon composite parts in the aircraft that requires more titanium, will
lead to an increase of titanium use in aerospace. Considering that titanium is
extremely expensive in terms of purchase cost (>$70 kg−1), energy consumption
(>500 MJ.kg−1) and CO2 emissions (>40 kg.kg−1), there is a pressing need in the
aerospace industry for the development of processes which could replace the current
manufacturing methods, and reduce the Buy-To-Fly ratio of titanium structural parts
[6].

With LFW, a lot of aircraft titanium parts currently machined from solid could
be produced at a lower cost and with less raw material, without downgrading the
metallurgical properties and mechanical performances of the parts. Besides, a lot
of weld configurations were proved to be feasible to produce LFW near-net-shape
blanks (Fig. 6).

From the economic point of view, on the one hand using LFW can save material
andmachining cost; on the other hand, it requires some specific post-weld operations
in addition to the welding itself: flash cutting, and in some cases, non-destructive
weld inspection and heat-treatment. Some titanium structure parts will show no
economic advantage in being manufactured using LFW, and for others the overall
saving can reach 50%. Each case requires a study involving feasibility, pre-weld part
design, tooling design, selection of most appropriate LFW production machine and
post-weld process routes.
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Fig. 6 LFW weld configurations. (Color figure online)

Over the past five years, several case studies were made by the authors, in
cooperation with major aircraft manufacturers.

Example of LFW Application

The Figs. 7 and 8 show an actual Ti-6Al-4V aircraft structure part, produced using
LFW instead of machining from solid. The pre-weld part design uses standard thick-
ness plates in order to optimize the overall manufacturing costs. Pre-weld parts were

Fig. 7 Near-net-shape blank after LFW (left) and final part after machining (right). (Color figure
online)
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Fig. 8 Detail of the flashes.
(Color figure online)

water jet cut beforewelding, and the only pre-weld surface preparationwas a cleaning
manually with cloth and diestone. The welds were performed on the LFW machine
MDS30 (Fig. 9), which has a maximum forge force of 300 kN. The central plate was
welded first (“T-joint configuration”), then the flash was removed so that the flashes
produced by the next weld operations can flow freely. Then the two-side plates
were welded in one operation (“simultaneous corner joints” configuration). Then the
entire part was heat-treated, inspected by ultrasonic inspection, andmachined to final
geometry.

Using LFW rather than conventional machining from solid leads to the following
overall savings:

• Raw material savings: 6.05 kg
• Waste reduction: 73%
• Buy-to-Fly improvement: 3.7:1 instead of 10.7:1
• Overall production cost savings (with production costs assumptions): 31%

(Fig. 10).

Combination of LFW with Other Processes

Further optimization can be achieved by combining other processes to LFW in order
to produce more complex blanks. The following combinations were tested and show
good results in terms of joint integrity, joint strength, and process repeatability:

• “L-joint” welds on an “L” extruded profile for a hinge application (Fig. 11).
• “T-joint” welds on an “H” extruded profile for a seat track application (Fig. 12).
• “Keystone” welds in a “U” extruded profile, formed by Hot Stretch Forming

before welding, for a door frame application. The overall dimensions of this part
are over 4.2 m long and 1 m width. For this part, the Buy-to-Fly ratio decreased
from 54:1 to 13:1 (Fig. 13).

• “L-joint” weld in a “L” part, formed by Hot Forming before welding, for a bracket
application (Fig. 14).
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Fig. 9 Linear friction
welder MDS30. (Color
figure online)

Fig. 10 Estimation of
overall production costs
(note: water jet cutting cost
is included in raw material
cost). (Color figure online)
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Fig. 11 Combination of extrusion (“L” profile) and LFW for a hinge demonstrator. (Color figure
online)

Fig. 12 Combination of extrusion (“H” profile) and LFW for a seat track demonstrator. (Color
figure online)

Fig. 13 Combination of extrusion (“U” profile), Hot Stretch Forming and LFW for a door frame
demonstrator. (Color figure online)
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Fig. 14 Combination of Hot Forming and LFW for a bracket application. (Color figure online)

• Weld of hollow blades formed by superplastic forming and diffusion bonding, for
a blisk application.

Applications on Aluminum Parts

Aluminum alloys are more difficult to weld by LFW because of their higher thermal
conductivity, and the greater tendency of alloy elements to precipitate and form
brittle intermetallic compounds. However some encouraging results were obtained
on several aluminum alloys, including Al 2024 with an ultimate tensile strength of
the weld over 90% of the strength of parent material [7].

Since the aluminum alloys are less expensive and easier to machine than titanium,
the benefit of using LFW is less obvious on small parts. However, some applications
on large parts like wing ribs are promising as the LFW could allow considerable raw
material savings.

Conclusions

The linear friction welding (LFW) process was proven to produce high-quality welds
with hot-forged microstructure, thanks to a low process temperature, short heat input
time, self-cleaning of the weld interface, and a high pressure during the process and
cooling down. As all the heat input is provided by machine-controlled mechanical
sources, the process is very repeatable, easy to automate, and the quality assurance
can be automatically achieved by monitoring and analyzing the data recorded by the
machine sensors.
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After introducing this process on titanium alloys for themanufacturing of “blisks”
(bladed disks) for jet engine applications, the aerospace industry now investigates
the opportunity to use LFW to reduce the cost of titanium and aluminum aircraft
structure parts through linear friction welded near-net-shape blanks.

Several weld configurations and process combinations were successfully studied
and applied to actual part designs, and the LFW has shown a significant potential for
raw material savings and overall manufacturing costs.
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Defect-Based Fatigue Modeling
for AlSi10Mg Produced by Laser Powder
Bed Fusion Process

Avinesh Ojha, Wei-Jen Lai, Ziang Li, Carlos Engler-Pinto, and Xuming Su

Abstract Defects are inevitable inmetal partsmanufacturedby anyprocess; the size,
shape and location of such defects play a critical role in determining the material’s
fatigue strength. Due to the random nature of the defects’ distribution in the part, a
statisticalmethodmust be employed for fatigue strength estimation. The laser powder
bed fusion (L-PBF) process introduces two main types of porosity defects: keyhole
pores and lack-of-fusion pores. A defect-based statistical fatigue strength model has
been developed and validated for the L-PBF AlSi10Mg aluminum alloy containing
keyhole defects with different size distributions. Artificial defects were also intro-
duced for model validation. The approach is based on the modified Murakami’s
formulation to address thematerial dependence and followed theRomano’s approach
to consider the statistical behavior of the fatigue strength. The proposed model
successfully predicts the fatigue strength of different keyhole porosity distributions
but is unable to predict the fatigue strength of materials containing lack-of-fusion
porosity, possibly due to the higher stress concentration induced by its morphology.

Keywords Fatigue · Defects · AlSi10Mg · Laser powder bed fusion

Introduction

Additive manufacturing (AM) has gained considerable interest in recent years as it
offers the possibilities of fabricating near net shape parts with complex geometries
that are difficult to build using traditional manufacturing processes. The laser powder
bed fusion (L-PBF) process has the advantage over othermetalAMprocesses because
of its high-dimensional accuracy and low defect volume. AlSi10Mg is one of the first
few aluminum alloys utilized for L-PBF process. It finds a number of applications in
the automotive industry, particularly for powertrain components. Since durability is
a major concern for such components, understanding the fatigue behavior of L-PBF
materials becomes extremely important for successful product design.
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There are several important factors that govern the fatigue properties of AM parts,
such as surface roughness [1–10], heat treatment [11–13], residual stresses [14–17],
and notch effect [18]. Defects such as porosity or inclusions are key factors affecting
the fatigue strength of metal AM parts [2, 9, 19–24]. The defect size distribution and
morphology depend on powder properties and morphology, processing parameters
(such as laser power, scan speed, etc.), and environment (such as gas flow rate). These
defects act as microscopic stress raisers, which result in local plastic deformation
and can act as crack initiation sites under fatigue loading.

Another important factor that governs the fatigue properties of AM materials is
the surface roughness. Surface roughness can be seen as defects with sharp notches
and can trigger premature failure under cyclic loading. It has been reported in the
literatures that surface roughness decreases the fatigue strength of AM materials by
more than 40–50% as compared to the polished surfaces [1–3]. Several models have
been proposed to correlate roughness to the fatigue strength reduction, such as the
popular empirical model in FKM guideline [25] and the one proposed by Arola [8,
26] based on fatigue notch sensitivity approach, which is able to predict the fatigue
strength reduction due to surface roughness

The well-established Kitagawa-Takahashi (KT) diagram [27] and El-Haddad
formulations [28] can successfully correlate fatigue strength to defect parameters.
One of the widely used models, and perhaps the simplest one, that quantifies the
influence of defects and inhomogeneities on the fatigue strength was proposed by
Murakami and Endo [29, 30], who found that the fatigue strength corresponds to a
threshold stress atwhich the small cracks donot propagate. TheMurakami’s approach
is based on the Kitagawa–Takahashi diagram, where the threshold stress intensity
factor is affected only by the Vickers hardness and the area of the defect projected
along the loading direction. The Murakami’s equation can be written as

σ f = 1.43(120 + HV)
(√

area
)1/6 (1)

where σ f is the fatigue strength, HV is the Vickers hardness, and area is the area of
the defect projected along the loading direction. Note that the Murakami’s fatigue
strength prediction depends only on two variables: the area of the defect and the
hardness value. It is worth noting that Murakami calibrated the model constants
(1.43 and 120 in Eq. 1) using fatigue data from many steels and only one wrought
aluminum alloy (2017-T4) [31]. The model overestimated the experimental values
by approximately 10% for the aluminum alloy [31]. These results indicate that the
constants may be material dependent. Another issue is that the model is calibrated
using rotating bending fatigue data. Since the fatigue strength measured by rotating
bending is always higher than the one measured by uniaxial fatigue testing, the
model can significantly overestimate the uniaxial fatigue strength. There are several
other studies [32, 33] where new sets of material constants were used to develop and
validate Murakami’s approach for aluminum alloys. However, none of these models
have yet been validated for L-PBF materials. The equations used by Ueno et al. [32]
and by Tajiria et al. [33] are shown in Eqs. 2 and 3, respectively.
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σ f = 1.43(45 + HV)
(√

area
)1/6 (2)

σ f = 1.43(75 + HV)
(√

area
)1/6 (3)

The current work aims to investigate some preliminary fatigue results and to
understand the effect of defects and other material parameters on the fatigue strength
of theAlSi10Mg alloymanufactured byL-PBF. This study is critical, as L-PBF alloys
have totally different microstructures compared to conventional alloys due to the
extremely rapid cooling rate. In addition, the applicability of the defect-based fatigue
strength model for L-PBF AlSi10Mg with different defect morphologies (keyhole
and lack-of-fusion, LoF) has been investigated. Artificial defects of predetermined
sizes were also introduced to generate additional validation points to the proposed
modeling approach.

Experimental Procedures

Materials and Sample Preparation

The AlSi10Mg aluminum alloy has been selected for this study. The alloy compo-
sition is listed in Table 1. Total four groups of samples (A-D) were produced in this
study. GroupA andGroupB sampleswere built using the SLM-125machine by SLM
Solutions with the tensile axis in the Z-direction (vertical direction) using optimum
process parameters (referred to as “standard” parameters thereafter). An inside-out
laser scan strategy was adopted, which melts the center portion first, followed by a
contour scan and border scan on the outer part to improve the dimensional accuracy
and reduce the surface roughness.

GroupA fatigue samplesweremachined fromas-built 15-mmdiameter cylindrical
rods and then mechanically polished along the axial direction to remove machining
marks; these samples are denoted as “MP” (machined and polished).

Two sets of samples were prepared from Group B: one set was machined and
polished (MP) and the other set was produced to shape using the L-PBF process (no
machining needed) and then mechanically polished to remove the roughness; these
samples are denoted as “P” (polished only). The samples were then heat treated at
500°C for 1 hour (solutionizing). Table 2 summarizes the process parameters and
heat treatments for these samples.

Groups C and D consist of MP samples built in the horizontal and vertical direc-
tions using the SLM-500 machine. These samples were stress relieved at 300°C for
2 hours. Group C uses the standard laser parameters and Group D uses a lower volu-
metric energy density (VED), which was intentionally optimized to introduce a large
amount of LoF defects with the goal to understand the effect of defect morphology on
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Table 2 Summary of process parameters for different groups of fatigue specimens

Machine Region Power
(W)

Speed
(mm/s)

Hatch
spacing
(mm)

Layer
thickness
(mm)

Built plate
temperature
(°C)

Post heat
treatment

Group A
(Standard)

SLM
125

Border
&
Contour

200 730 0.2 0.03 150 N/A

Hatch 350 1650 0.13

Group B
(Standard)

SLM
125

Border
&
Contour

330 730 0.2 0.03 150 500°C/1 h

Hatch 350 1650 0.13

Group C
(Standard)

SLM
500

Border
&
Contour

300 730 0.17 0.03 200 300°C/2 h

Hatch 370 1975 0.17

Group D
(Lack of
fusion)

SLM
500

Border
&
Contour

300 730 0.17 0.03 200 300°C/2 h

Hatch 370 1975 0.17

the fatigue strength. The laser process parameters were optimized to produce a very
small amount of keyhole defects in Group A, B, and C specimens. The LoF defects
in Group D specimens are highly irregular with sharp notches along the borders of
the defects.

In addition to the naturally occurring defects, drilled holes of different sizes which
are larger than the intrinsic defects were introduced in Group A (MP) and Group B
(P) specimens. The purpose was to validate the current modeling approach with
additional data points. Note that these “artificial defects” resemble keyhole defects
in terms of their morphology.

Tensile Test and Hardness Measurement

Tensile tests were carried out in an MTS 100 kN servohydraulic frame for Group
A, C, and D samples. The specimen geometry is shown in Fig. 1a, which conforms
to ASTM E8 [34]. The displacement rate is 0.19 mm/min up to 1 mm and then
1 mm/min until fracture occurs.

Metallographic samples were cold-mounted to avoid additional heating. Samples
were polished; the porosity was measured in the XY-plane; Vickers hardness values
were also measured on the same samples using a 300-g force with a dwell time of
13 seconds (5 indentations per specimen).
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Fig. 1 a Tensile and b fatigue specimen geometries

High Cycle Fatigue (HCF) Test

Fatigue tests were conducted using 100 kN sevohydraulic frames. The specimen
geometry followsASTME466 [35] and is shown in Fig. 1b. The tests were conducted
at a frequency of 70 Hz. The temperature on the specimen surface was monitored
during the test using an infrared thermometer. The temperature increase on the
specimen surface was limited to ≤ 5°C during the test.

Tensile Test and Hardness Measurement

The tensile engineering stress/strain curves are shown in Fig. 2. The average ultimate
tensile strength (UTS), yield strength (YS), elastic modulus, elongation to fracture,
and Vickers hardness values are provided inTable 3. Mechanical properties of Group
A to D specimens. The results are an average of at least three tests for which standard
deviations are reported. Table 2. Group A has the highest UTS and YS since it is
not post heat treated. The vertical and horizontal samples do not show significant
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Fig. 2 Average stress/strain curves of Group A-D specimens. Strains up to 10% are shown. (Color
figure online)

Table 3 Mechanical properties of Group A to D specimens

Yield strength
(0.2%, MPa)

Elastic
modulus
(GPa)

Ultimate tensile
strength (MPa)

Elongation at
fracture (%)

Hardness
(HV)

Group A 280.2 ± 1.3 67.1 ± 4.0 491.3 ± 1.8 6.4 ± 0.4 136.6 ± 2.2

Group B – – – – 67.3 ± 0.7

Group C
(Horizontal)

127.5 67.5 212.5 24.8 74.7

Group C
(Vertical)

121.3 65.9 210.3 24.2 74.1

Group D
(Horizontal)

139.0 70.2 221.4 24.8 78

Group D
(Vertical)

135.7 ± 4.4 67.2 ± 1.8 220.5 ± 6.6 20.1 ± 1.9 80 ± 1.3

The results are an average of at least three tests for which standard deviations are reported

difference in Group C and Group D after stress relieving. However, the samples from
Group D have slightly higher tensile mechanical properties than the ones in Group
C. This might be due to the faster cooling rate associated with the lower VED in
Group D.
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HCF

Figure 3a, b shows the S-N curves obtained for all groups of specimens (Groups
A-D; solid symbols indicate failures and hollow symbols indicate runouts at 107

cycles). The method used for fatigue strength calculation needs to consider fatigue
behavior of the material tested. Many models have been proposed to fit the fatigue
S-N curves; however, these models cannot capture S-N curves near the high-cycle
fatigue regime. In the current work, the fatigue strength was calculated using the
random fatigue limit (RFL) model [36], which fits the S-N curve using the equation
below.

Fig. 3 S-N curves of a Group A and B specimens, and b Group C and D specimens fitted using
RFL method. (Color figure online)



Defect-Based Fatigue Modeling for AlSi10Mg … 83

Table 4 Fatigue strengths at 107 cycles (and associated standard deviations) obtained from the
RFL model

Fatigue strength (MPa) at 107 cycles

Group A Group B Group C Group D

Vertical Vertical Vertical Horizontal Vertical Horizontal

Polished (P) – 89 ± 2.0 – – – –

Machined &
Polished (MP)

133 ± 15.0 – 83.1 ± 10.5 81.1 ± 2.3 71.9 ± 9.3 64.3 ± 6.5

Sa − SL = C
(
2N f

)b
(4)

where Sa is the stress amplitude, SL is the infinite-life fatigue limit of the material (a
random variable following the Weibull distribution), N f is the number of cycles to
fracture, and C and b are empirical constants. In this study, the fatigue S-N curves
were fitted using an RFLmodel with the aid of the maximum likelihood method [37]
to account for the runout data points. The model can properly capture the changing
slope of the fatigue S-N curves. The fatigue strength distribution is then calculated at
107 cycles. The fatigue strength for each group of specimens is provided in Table 4
together with the standard deviation.

Note that the fatigue strength values provided in Table 4 are derived from S-
N curves in Fig. 3 which use multiple specimens. Each individual specimen has a
different defect distribution and a different fatigue strength; therefore, the fatigue
strength reported in Table 4 is the average fatigue strength of all samples tested.
Fitting the Murakami’s model, on the other hand, requires the fatigue strength to be
determined for a single specimen for which the defect area is known. In order to find
the fatigue strength of a single specimen, the approach proposed by Maxwell and
Nicholas [38] has been followed. According to this approach, a specimen is cycled
first at a low stress level (σi ) until it reaches a pre-determined number of cycles (Ni

= 107 cycles). The specimen is then checked for any microcracks and, if no cracks
are detected, the stress level is increased by 5% to σi+1. This process is continued
until the specimen fails at Ni+1 cycles. The fatigues strength (σw) are then estimated
using the equation below:

σw = σi + (σi+1 − σi )

(
Ni+1

Ni

)
(5)

Themajor assumption of thismethod is that there is no significant damage incurred
in the specimen at stress levels below the fatigue strength of the material. Therefore,
the lives obtained at a higher stress level would not be influenced by the cyclic
loading history at the previous lower stress levels. This assumption has been verified
and reported in the literature [38].

Figure 4a–c shows the representative micrographs of the fractured surfaces and
defect morphologies for Group A-D specimens. The defect from which the fatigue
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Fig. 4 Optical micrographs showing a keyhole defect in Group A (MP) specimen b LoF defect in
Group D (vertical built) specimen, and c artificially introduced defect in Group A (P) specimen.
(Color figure online)

crack initiates can be easily identified from the micrographs. The measured areas
of the defects are provided in Table 5 with the corresponding fatigue strengths for
several tested specimens. The areas were calculated following guidelines described
by Murakami [19, 31].

Figure 5 shows the fatigue strength as a function of
√
area, where

√
area is the

square root of the measured area of the defect that causes fatigue crack initiation
projected in the section perpendicular to the loading direction. The curves in the
figure are theMurakami’s model predictions for different hardness values. The value
of

√
area is between 30 and 300 µm for all the specimens considered in the study.

To generate additional data for validation, we artificially introduced defects in the
specimens by drilling holes in Group A (MP) and Group B (P) specimens. The√
area for these artificial defects is between 400 and 700 µm. These artificially

introduced defects are much larger than the naturally occurring ones and fatigue
failure originated from these defects is shown in Fig. 4c. The areas of these artificial
defects along with their fatigue strengths for all specimens considered in the present
study are listed in Table 5. As seen from Fig. 5, Murakami’ model prediction using
Eq. 3 with modified material constants proposed by Tajiria et al. [33] shows good
agreement with the experimental results for different hardness values and areas of
the defects for keyhole defects present in Group A to C specimens. However, the
model overestimates the fatigue strengths by more than 30% for LoF defect in Group
D horizontally built specimens. This is possibly due to higher stress concentration
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Table 5 Summary of defect area and experimentally determined fatigue strength for different
groups of specimens

Specimen ID Build direction Machining
condition

Defect√
area (µm)

Experimental
fatigue strength
(MPa)

Group A A1
A2
A3
A4
A5
A6
A7
A8*
A9*
A10*
A11*

Vertical MP
MP
MP
MP
MP
MP
MP
MP
MP
MP
MP

104
57
101
93
114
124
33
519
420
449
602

147
146
148
140
144
154
111
106
119
109
100

Group B B1
B2
B3*
B4

Vertical P
P
P
MP

129
109
284
33

81
85
73
111

Group C C1
C2
C3
C4

Vertical
Vertical
Horizontal
Horizontal

MP
MP
MP
MP

82
118
241
163

92
83
80
84

Group D D1
D2
D3
D4

Vertical
Vertical
Horizontal
Horizontal

MP
MP
MP
MP

289
276
156
261

72
79
69
55

Data with * represents artificially introduced defects

Fig. 5 Fatigue strength as a function of area parameter for different groups of specimens considered
in the present study. Dashed lines show Murakami model predictions for different hardness values.
(Color figure online)
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existing at the irregular LoF defect boundaries. It is worth noting that the measured
area of LoF defect on the fracture surface is larger compared to the one of keyhole
defect in the specimens. This is in agreement with previous findings in the literature
[2].

Probabilistic Approach to Fatigue Strength Prediction

Figure 6a–b shows the micrographs of specimens with keyhole and LoF defects,
respectively. The percentage of porosity area is 0.96% and 1.7% for keyhole and LoF
specimens, respectively. Note that LoF defects have sharp edges along the borders,
which contributes to a higher stress concentration (and lower fatigue strength) than
predictedby the currentmodeling approach. It iswell known that defectmorphologies
can be correlated with the VED [39–42]. The optimal VED for minimizing porosity
in AlSi10Mg is between 50–70 J/mm3 based on data reported in the literature [39–
42]. VEDs lower than this value will result in lack of fusion defects, and hence lower
fatigue strength.

A probabilistic approach is adopted following Beretta and Romano’s work [2, 9,
20, 21] to predict fatigue properties from the measured pore size distribution. This
approach assumes that the fatigue crack will initiate from the largest defect near the
surface when a given volume ofmaterial is subjected to the same cyclic stress. There-
fore, the estimation of fatigue strength is based on the probability of finding the largest
defect in a given volume of the material. Figure 7a shows the pore size distribution
for Group B (P) specimen. The porosity (% area) is 0.85% and the hardness value is
70 HV. Figure 7b shows the corresponding three-parameter Weibull fitting for pores
larger than 30 µm (equivalent diameter). The three-parameter Weibull distribution
is expressed as

f (d) = β

η

(
d − γ

η

)β−1

e
−

(
d−γ

η

)

β (6)

Fig. 6 Defect distribution in specimenwith a keyhole defects b lack of fusion defects. (Color figure
online)
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Fig. 7 a A micrograph showing the pore distribution of a Group B (P) specimen. b Probability
density function (PDF) and c cumulative distribution function (CDF) of a Group B (P) specimen
based on three-parameter Weibull distribution. (Color figure online)

where β, η, γ are the shape, scale, and location parameters, respectively, and d is the
equivalent diameter of the pore. The corresponding cumulative distribution function
(CDF) is expressed as

F(d) = 1 − e−(d/η)β (7)

Defects smaller than 30 µm in diameter are ignored in the current analysis as that
they do not contribute to fatigue failure inmost cases. This is also based on the current
observation that all fatigue failures initiate from defects which are much larger than
30µm, as listed in Table 5.Most of the fatigue failures initiate from surface and near-
surface pores. Hence only defects within 0.5 mm from the surface are considered and
the number density of pores can be estimated by counting the number of pores from
the micrograph. Assuming that the pore size distribution is the same in the specimen,
the total number of pores in the surface layer of the sample gauge volume is known.
Then, the pore size for a given probability P(≤ d) is calculated. The CDF gives
the probability of finding a defect smaller than or equal to a certain d and allows
us to estimate the fatigue strength of the specimen based on Murakami’s equation.
The equations of fatigue strength estimation combining the probabilistic approach
and Murakami’s model are shown in Eqs. 8 and 9. Note that the Murakami’s model
constants used here are based on the ones used by Tajiria et al. [33]. As shown in
Table 6, the predicted fatigue strength of Group B (P) is 88 MPa with the probability
P(≤ d) = 0.5. This means there is a 50% chance that the fatigue strength of the
specimen is above 88 MPa. This value is close to the experimental value of 83 MPa.
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Table 6 Summary of fatigue strength predicted using statistical approach

Specimen Vickers hardness (HV) Predicted fatigue strength
(MPa)

Experimental fatigue
strength (MPa)

Group A (MP) 135 120 130

Group B (P) 70 88 83

Similarly, the predicted fatigue strength for Group A (MP) specimen is 120 MPa,
which is within 10% of the experimentally obtained value of 130 MPa.

σ(P(≤ d)) = 1.43(75 + HV)
√

π
(
d
2

)21/6
(8)

d = η[− ln(1 − P(≤ d))](1/β) + γ (9)

Discussion

One of the important observations in this study is that Murakami’s fatigue strength
model predicts the fatigue strength quite well for keyhole defects which are rather
spherical. However, the fatigue strength prediction for LoF defects has a large devia-
tion from the experimental value. Themicrograph shown in Fig. 6b clearly shows that
LoF defects are irregular with very sharp notches along the boundaries. However,
Murakami [31] reported that fatigue strength is insensitive to defect morphology
(based on his experimental observations). Murakami tested samples with drilled
holes and cracks with the same defect area in medium carbon steels and the results
show very similar fatigue strength. Note that these tests were conducted on conven-
tional alloys which have different microstructure and grain size compared to L-PBF
alloys.

Murakami has proposed an effective area concept [19] to calculate the fatigue
strength for irregular shaped defect (such the LoF defects observed in L-PBF mate-
rials). The effective area is calculated based on defect orientation, distance from the
surface, and proximity of one defect to another. The current study used similar guide-
lines to calculate the effective defect area. However, the model cannot successfully
predict the fatigue strength solely based on

√
area parameter for materials containing

LoF defects. The current results show that defect morphology must also be consid-
ered for L-PBF alloys as they are more notch sensitive than conventional cast alloys.
This is possibly due to the fine grain structure present in L-PBF alloys [43, 44]. It has
been reported that for ultrafine grain alloys, the notch sensitivity factor is even higher
than 1 [43]. For this reason, the shape of the defects plays a critical role in dictating
the fatigue strength in L-PBF alloys. The modeling of LoF will be considered in a
future publication and is beyond the scope of the current work.
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In the current study, residual stresses are removed using post heat treatments for
Group B, C, and D. The residual stress is removed in Group A during the machining
process. The post heat treatment, in addition, also allowed us to investigate the
applicability of Murakami’s approach by changing the hardness values. It is noted
that an increase in hardness value by 10 HV roughly increased the fatigue strength
by approximately 7 MPa for the same area of the defect.

Beretta and Romano [2, 9, 20, 21, 24, 45] published a series of papers using El-
Haddad’s formulation with extreme value statistics to predict the fatigue strength of
L-PBFAlSi10Mg.The results show that the fatigue strength is a strong function of the
defect size. The use ofX-rayCT scan to capture the defect size distribution and defect
morphology to correlate mechanical properties is well established. Several authors
have discussed this technique, and used the concept of extreme value statistics for
a probabilistic approach for fatigue strength prediction [2, 21]. Although the X-ray
CT scan provides an accurate information on the defect size distribution, the current
study utilizes defect size distribution on a given cross section of the specimen. The
assumption is that the process should not affect the defect size distribution from
one layer to another and a cross section from any location should be representative
of the entire specimen. The current probabilistic approach relies on the concept
that only the largest defect at or near the surface of the specimens is considered to
cause fatigue failure. The probabilistic approach can successfully predict the fatigue
strength within 15% of the experimental value for keyhole defects. This further
confirms the applicability of the current modeling approach.

Conclusions

The following conclusions are drawn from the current study.

(i) The static and fatigue properties of L-PBFAlSi10Mg are obtained for different
build orientations and post heat treatments in the current study. The average
fatigue strength of specimens containing primarily keyhole defects is slightly
higher than the ones containing primarily LoF defects.

(ii) Fatigue results show that the predicted fatigue strengths based on the
Murakami’s model are in good agreement with the experimental results for
keyhole defects. However, the model cannot be applied to LoF defects.

(iii) A statistical defect-based model is proposed based on the Murakami’s fatigue
strength model with modified material constants. The defect-based model can
predict the fatigue strength with known defect size distribution of the spec-
imen. The predicted fatigue strengths ofL-PBFAlSi10Mg specimen containing
keyhole defects are within 15% of the experimental measurement.



90 A. Ojha et al.

References

1. Mower TM, Long MJ (2016) Mechanical behavior of additive manufactured, powder-bed
laser-fused materials. Mater Sci Eng, A 651:198–213

2. Romano S et al (2017) Qualification of AM parts: extreme value statistics applied to
tomographic measurements. Mater Des 131:32–48

3. Yadollahi A et al (2018) Fatigue life prediction of additively manufactured material: Effects of
surface roughness, defect size, and shape. Fatigue Fract Eng Mater Struct 41(7):1602–1614

4. Molaei R, Fatemi A (2019) Crack paths in additive manufactured metallic materials subjected
to multiaxial cyclic loads including surface roughness, HIP, and notch effects. Int J Fatigue
124:558–570

5. Suraratchai M et al (2008) Modelling the influence of machined surface roughness on the
fatigue life of aluminium alloy. Int J Fatigue 30(12):2119–2126

6. Mardaras J, Emile P, Santgerma A (2017) Airbus approach for F&DT stress justification of
additive manufacturing parts. Procedia Struct Integrity 7:109–115

7. Greitemeier D et al (2016) Effect of surface roughness on fatigue performance of additive
manufactured Ti–6Al–4 V. Mater Sci Technol 32(7):629–634

8. Arola D, Williams C (2002) Estimating the fatigue stress concentration factor of machined
surfaces. Int J Fatigue 24(9):923–930

9. Beretta S, Romano S (2017)A comparison of fatigue strength sensitivity to defects formaterials
manufactured by AM or traditional processes. Int J Fatigue 94:178–191

10. Pegues J et al (2018) Surface roughness effects on the fatigue strength of additively
manufactured Ti-6Al-4 V. Int J Fatigue 116:543–552

11. Brandl E et al (2012) Additive manufactured AlSi10Mg samples using selective laser Melting
(SLM): Microstructure, high cycle fatigue, and fracture behavior. Mater Des 34:159–169

12. Aboulkhair NT et al (2016) Improving the fatigue behaviour of a selectively laser melted
aluminium alloy: influence of heat treatment and surface quality. Mater Des 104:174–182

13. Zhang C et al (2018) Effect of heat treatments on fatigue property of selective laser melting
AlSi10Mg. Int J Fatigue 116:513–522

14. Mercelis P, Kruth JP (2006) Residual stresses in selective laser sintering and selective laser
melting. Rapid Prototyping J

15. UzanNEet al (2018)On the effect of shot-peeningon fatigue resistance ofAlSi10Mgspecimens
fabricated by additive manufacturing using selective laser melting (AM-SLM). Add Manuf
21:458–464

16. Leuders S et al (2013) On the mechanical behaviour of titanium alloy TiAl6V4 manufactured
by selective laser melting: fatigue resistance and crack growth performance. Int J Fatigue
48:300–307

17. Edwards P, Ramulu M (2014) Fatigue performance evaluation of selective laser melted Ti–
6Al–4V. Mater Sci Eng, A 598:327–337

18. Kahlin M, Ansell H, Moverare J (2017) Fatigue behaviour of notched additive manufactured
Ti6Al4V with as-built surfaces. Int J Fatigue 101:51–60

19. Masuo H et al (2018) Influence of defects, surface roughness and HIP on the fatigue strength
of Ti-6Al-4V manufactured by additive manufacturing. Int J Fatigue 117:163–179

20. Romano S et al (2018) Fatigue properties of AlSi10Mg obtained by additive manufacturing:
defect-based modelling and prediction of fatigue strength. Eng Fract Mech 187:165–189

21. Romano S, Miccoli S, Beretta S (2019) A new FE post-processor for probabilistic fatigue
assessment in the presence of defects and its application toAMparts. Int J Fatigue 125:324–341

22. Pellizzari M et al (2020) Effects of building direction and defect sensitivity on the fatigue
behavior of additively manufactured H13 tool steel. Theoret Appl Fract Mech 108:102634

23. MolaeiR, FatemiA (2018) Fatigue designwith additivemanufacturedmetals: issues to consider
and perspective for future research. Procedia Eng 213:5–16

24. Murakami Y, Beretta S (1999) Small defects and inhomogeneities in fatigue strength:
experiments, models and statistical implications. Extremes 2(2):123–147



Defect-Based Fatigue Modeling for AlSi10Mg … 91

25. Forschungskutorium Maschinenbau e.V. Analytical strength assessment of components in
mechanical engineering, FKM guideline (Frankfurt am Main: VDMA, 2003)

26. Arola D, Ramulu M (1999) An examination of the effects from surface texture on the strength
of fiber reinforced plastics. J Compos Mater 33(2):102–123

27. Kitagawa H (1976) Applicability of fracture mechanics to very small cracks or the cracks in
the early stage. Proc of 2nd ICM, Cleveland. 1976:627–631

28. El HaddadM, Topper T, Smith K (1979) Prediction of non propagating cracks. Eng Fract Mech
11(3):573–584

29. Murakami Y, Endo M (1994) Effects of defects, inclusions and inhomogeneities on fatigue
strength. Int J Fatigue 16(3):163–182

30. Murakami Y, Endo T (1980) Effects of small defects on fatigue strength of metals. Int J Fatigue
2(1):23–30

31. Murakami Y (2019)Metal fatigue: effects of small defects and nonmetallic inclusions. Elsevier
32. Ueno A et al (2014) Fatigue limit estimation of aluminum die-casting alloy by means of

√
area

method. J Soc Mater Sci, Japan 63(12):844–849
33. Tajiri A et al (2014) Fatigue limit prediction of large scale cast aluminum alloy A356. Procedia

Mater Sci 3:924–929
34. ASTM E8 (2001) Standard test methods for tension testing of metallic materials. Annual book

of ASTM standards. ASTM
35. ASTME466 (2003) Standard practice for conducting force controlled constant amplitude axial

fatigue tests of metallic materials. Annual Book of ASTM. American Society for Testing and
Materials

36. Siebel E, Gaier M (1956) Untersuchungen über den Einfluss der Oberflächenbeschaffenheit
auf die Dauerschwingfestigkeit metallischer Bauteile. VDI-Z 98(30):1715–1723

37. Engler-Pinto Jr C et al (2005) Statistical approaches applied to fatigue test data analysis. SAE
Trans, pp 422–431

38. Maxwell DC, Nicholas T (1999) A rapid method for generation of a Haigh diagram for high
cycle fatigue. In Fatigue and Fracture Mechanics: 29th Volume. ASTM International

39. Read N et al (2015) Selective laser melting of AlSi10Mg alloy: process optimisation and
mechanical properties development. Mater Des (1980–2015). 65:417–424

40. Palumbo B et al (2017) Tensile properties characterization of AlSi10Mg parts produced by
direct metal laser sintering via nested effects modeling. Materials 10(2):144

41. Thijs L et al (2013) Fine-structured aluminium products with controllable texture by selective
laser melting of pre-alloyed AlSi10Mg powder. Acta Mater 61(5):1809–1819

42. KempenKet al (2012)Mechanical properties ofAlSi10Mgproduced by selective lasermelting.
Phys Procedia. 39:439–446

43. Karry R, Dolan T (1953) Influence of grain size on fatigue notch-sensitivity. Illinois Univ at
Urbana Engineering Experiment Station

44. Lorenzino P, Navarro A (2015) Grain size effects on notch sensitivity. Int J Fatigue 70:205–215
45. Beretta S, Murakami Y (1998) Statistical analysis of defects for fatigue strength prediction and

quality control of materials. Fatigue Fract Eng Mater Struct 21(9):1049–1065



Effect of Laser Remelting
on Microstructure, Residual Stress,
and Mechanical Property of Selective
Laser Melting-Processed Ti-6Al-4V Alloy

Yiwa Luo, Yu Jiang, Jun Zhu, Jiguo Tu, and Shuqiang Jiao

Abstract Laser remelting is often used during selective laser melting (SLM)
processes to restrain the residual stress and improve the mechanical strength of the
products. However, researches regarding its effects on porous metals with trabecular
or thin-walled structure are still quite lacking. Hereby, remelting treatments have
been employed during the SLM processes of a porous Ti-6Al-4V alloy in this study
and their influences on dimensional accuracy, microstructure, mechanical property,
and residual stress were researched. The results indicate that remelting treatments
can provide a stronger bonding condition for the cellular structure, and improve
the yield strength and elastic modulus of the alloy. Rescanning with 75% energy
density results in 33.5–38.0% reduction of residual stress. In terms of pore structure
and morphology, the porosities of remelted specimens are 2–4% lower than that of
single-scanned specimens. This inconsistency increases with the increase of sheet
thickness. It is suggested that the rescan laser power should be turned down during the
preparation of porous titanium with thick cell walls to ensure dimensional accuracy.
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Introduction

Selective laser melting (SLM) technique integrates advanced laser technology, CAD
design, and powder metallurgy technology, which has great advantages in the prepa-
ration of porous materials with precise size and complex structure. Comparing with
traditional methods, SLM technique can providemicro-porous structures with global
morphological properties that are highly controlled through computer. However,
metals processed by laser as heat source generally have great residual stress due to
rapid heating and cooling [1]. Residual stresswill lead to deformation and distortions,
and in some extreme cases, can cause cracking [2]. The conventional stress relief
annealing method can eliminate the residual stress of the implants, but if the material
has been deformed or cracked, it can not be recovered by subsequent heat treatment.
This problem can be solved by remelting treatment which reduce the residual stress
of the material in situ SLM. Remelting could reduce the temperature gradient and
avoide rapid melting/cooling of the alloy. Most of the related research focus on solid
alloys; the research on porous parts was rare [3, 4].

The aim of the current study is to reduce the residual stress and improve the
mechanical strength of alloys with porous structures during SLM, reducing produc-
tion procedures, and ameliorate the rapid prototyping products. In this work, one of
popular porous material, namely Ti-6Al-4V alloy, was chosen as the experimental
material for SLM. The effect of remelting treatments is studied by characterizing on
the samples’ microstructure, mechanical properties, and residual stress.

Experimental

Materials

Table 1 shows the composition of Ti-6Al-4V-ELI powder with a particle size of
10–53 μm, used within this investigation. The oxygen content was 0.15 wt%, which
is below the minimum requirement of the biomedical materials (0.20 wt%) [5].

Table 1 Chemical composition of Ti-6Al-4V powders wt%

Element Ti Al V Fe O N C H

Content Bal 5.5–6.5 3.5–4.5 0.1 <0.15 <0.01 <0.03 <0.01
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Fig. 1 Porous Ti-6Al-4V structure. a a unit cell, b the CADmodel of the test sample. (Color figure
online)

Fabrication of Porous Ti-6Al-4V by SLM 3D Printing

The unit cell used as the microarchitecture of the porous Ti alloy was honeycomb
structure, which the porosity and pore size could be controlled by adjusting the CAD
model parameter D and d (Fig. 1a). Porous structures with the same pore size (D =
600μm) and different thickness (d= 100, 200, 300, 400, and 500μm)were designed
and manufactured through SLM (EOS, M300, German). Cylindrical specimens with
dimensions of ϕ10 × 15 mm3 and cubic specimens with the dimensions of 10 ×
10 × 10 mm3 were produced with their longitudinal axis perpendicular to the build
plate (Fig. 1b).

The processing parameters used in this experiment were as follows: Power 240W,
scanning speed 0.8 m s−1, layer thickness 30 μm, and scanning interval 50 μm. The
specimens prepared via the above-mentioned process parameters were referred to
C-AM. The other series of specimens were scanned again by double laser system
immediately after each layer had experienced laser melting. The laser power and
the scanning speed of the second scan in this experiment were set as 180 W and
0.5 m s−1, respectively, which provided 75% of the energy density of the first scan.

Material Characterization

The cell wall and fracture morphology of the porous Ti-6Al-4V alloy were charac-
terized employing a metalloscopy (Leica, Leica-DM4M, German) and field emis-
sion SEM (Carl Zeiss, Zeiss-EVO18, German). The metallographic photos of the
specimens were analyzed via Image-Pro Plus software to measure the pore size.

Static uniaxial compression was carried out using a universal testing machine
(XinSanSi, CMT4305, China) at room temperature following the standard of ASTM



Effect of Laser Remelting on Microstructure, Residual Stress … 95

E9-09. Average values are derived from the mean of five specimens for each Ti-6Al-
4V alloy with a particular sheet thickness. Cylindrical specimens with a diameter of
10 mm and height of 15 mm were used for axial compression test, which the load
was applied to the top of the cylinder. The cubic specimens with the dimensions of
10× 10× 10mm3 were used for radial compression test, which the load was applied
to the cell walls.

A nano-indenter (MNT, N2100, America) was employed to measure the residual
stress of titanium alloy with different sheet thickness. The specimens were polished
and measured with a fixed load (1 mN). The measurement range of each sample was
3 × 3 lattice with the spacing of 10 μm between each indentation. Then calculated
the residual stress of each sample by Suresh mode1 [6].

Results and Discussion

Physical Structures of the Porous Ti-6Al-4V Alloys

Figure 2 show the porosities of the porous Ti-6Al-4V structures produced by SLM
the actual pore sizes of SLM-manufactural specimens are generally smaller than that
of CAD models (Fig. 2a). Moreover, the inconsistency increases with the increasing
cell thickness. The deviation is 32μmwhen the cell thickness is 100μmand 102μm
when the cell thickness is 500 μm. The porosity of the specimens is in the range of
40.4–78.6% (Fig. 2b). As discussed above, the actual porosities of specimens C-AM
and D-AM are smaller than that of CAD models, and the error of specimens D-AM
is 2–4% larger.

Microstructures of cell walls from C-AM and D-AM is investigated and shown in
Fig. 3. Themicrostructure of Ti-6Al-4V alloy ismainly α acicularmartensite because
of the rapid cooling. The grain boundaries are clearly visible in the case of no double

Fig. 2 a Comparison of the pore size of the SLM specimens and CAD models. b Porosities of the
CAD models, C-AM and D-AM. (Color figure online)
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Fig. 3 SEM microtopography of the specimens fabricated by different processes. a C-AM200,
b D-AM200. (Color figure online)

scanning. In contrast, the grain boundaries are unobvious due to the redistribution
of chemical substances at high temperature after rescanning. The grains melt again
when the laser rescans the powder layer, which leads to the epitaxial growth of the
strengthened grains and martensite. The growth of martensite helps to improve the
strength of Ti-6Al-4V alloy. However, martensite reduces the toughness of the alloy.
Hence, the laser power of the second scan should be turned down suitably in order
to avoid the brittleness of Ti-6Al-4V. The main defect of Ti-6Al-4V alloy melted by
conventional technology is the irregular pores caused by unfused powder, and the
defects are obviously reduced after rescanning.

Mechanical Properties and Deformation Mechanisms

The porosity of porous Ti-6Al-4V has a significant influence on its mechanical and
biological properties. With the increase of the porosity, the strength decreases corre-
spondingly. Uniaxial compression tests based on radial direction (RD) and axial
direction (AD) have been conducted on the porous Ti-6Al-4V structures. Table 2

Table 2 Comparison of mechanical properties of the different types of porous Ti-6Al-4V

Sheet thickness Yield strength
(MPa)

Elastic modulus
(GPa)

RD compressive
strength (MPa)

AD compressive
strength (MPa)

C-AM D-AM C-AM D-AM C-AM D-AM C-AM D-AM

100 33.58 43.19 2.05 4.59 24.85 51.73 171.81 259.69

200 40.06 60.65 3.54 6.05 85.36 143.47 193.29 289.61

300 97.03 111.49 6.22 10.34 169.48 316.43 202.31 350.28

400 147.84 184.57 9.14 16.68 211.54 384.26 263.16 405.65

500 206.41 275.38 11.33 23.96 304.39 447.58 335.97 490.12
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Fig. 4 Compressive stress/strain curves for the porous Ti-6Al-4V specimens. a radial direction,
b axial direction. (Color figure online)

illustrates the details of themechanical performance values of the single- and double-
scanned samples. On account of the existence of pores, the yield strength and elastic
modulus of porous Ti-6Al-4V are not as good as those of bulk alloy and decrease
with the increase of porosity. The double-scanned structures reveal higher elastic
modulus and better mechanical strength than the conventional porous structure. This
is mainly attributed to the fact that remelting treatment could achieve a more uniform
temperature and retain more solute segregation in the cell walls. The elastic modulus
of porous Ti-6Al-4V prepared by new process in this work is in the range of 4.59
GPa-23.96 GPa.

Figure 4 depicted the RD and AD quasi-static stress/strain relationships of spec-
imens D-AM during compression. The compressive stress/strain curve of porous
titanium is usually consisted of three stages: linear elastic stage, platform stage, and
densification stage [7]. From Fig. 4, the following characteristics can be concluded:

a. In the first stage of the stress/strain curve, the deformation of porous Ti-6Al-4V
with different porosity presents linear elastic behavior in both radial and axial
directions. The elastic modulus decreases with the decrease of sheet thickness.

b. The transition from the first stage to the second stage is smooth, and no obvious
yield point can be observed on the stress/strain curve. It is suggested that the
stress increases in a nonlinear way with the increase of compression stress.

c. In the second stage, the porous Ti-6Al-4V shows an obvious unsteady plateau
stress in the radial direction, while in the axial direction, the plateau stress is
more stationary. Moreover, specimens D-AM400 and D-AM500 are fractured
directly under radial stress after yielding without plastic deformation, which is
attributed to the reduction in plasticity based on the thickening of the cell walls.

d. In the third stage, the specimens with low porosities (D-AM300/D-AM400/D-
AM500) are fractured when the compressive stress reaches the peak value. On
contrast, porous Ti-6Al-4Vwith high porosities (D-AM100/D-AM200) enter the
densification stage without obvious fracture.
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Fig. 5 Effect of rescanning
on the residual stress of
porous Ti-6Al-4V. (Color
figure online)

In consequence, porous titaniumwith different sheet thickness has the same elastic
deformation stage, but different plastic deformation stage.

Residual Stress

Figure 5 shows a relation between residual stress and sheet thickness. The residual
stresses of the double-scanned specimens are 33.5–38.0% lower than that of the
single-scanned specimens. A decrease in residual stress with increasing sheet thick-
ness is consistent with the findings of Wang et al. [8] Ali et al. [9] reported that
rescanning with 150% energy density resulted in 33.6% reduction in residual stress.
However, the mechanical properties of the samples were reduced and failed prema-
turely. In the present study, the yield strength and elastic modulus of porous Ti-
6Al-4V were improved through double scanning process with low power and slow
speed.

Conclusions

In this work, 3D-printed porous Ti-6Al-4V with different cell wall thickness were
produced through remelting treatment with 75% energy density. The porosities of
remelted specimens are 2–4% lower than that of single-scanned specimens. The
remelted structures reveal higher elastic modulus and better mechanical strength than
the conventional porous structure. It is suggested that remelting treatment achieves
a more uniform temperature and retains more solute segregation in the cell walls.
The elastic modulus of porous Ti-6Al-4V prepared by remelting process in this
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work is in the range of 4.59–23.96 GPa, and the density indexes are larger, which
means the bonding conditions are stronger than those of single-scanned specimens.
Rescanning with 75% energy density resulted in 33.5–38.0% reduction of residual
stress. Moreover, the residual stress of porous Ti-6Al-4V decreases with increasing
sheet thickness. This method could prove useful for decreasing residual stress in situ
laser additive manufacturing while ensuring the dimensional accuracy of the thin-
walled structure.
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Notch Sensitivity of AlSi10Mg Aluminum
Alloy Produced by Laser Powder Bed
Fusion Process

Avinesh Ojha, Wei-Jen Lai, Carlos Engler-Pinto Jr., and Xuming Su

Abstract Stress gradient influence factors and fatigue notch factors were measured
for the AlSi10Mg aluminum alloy produced by laser powder bed fusion (L-PBF)
processing with respect to different stress gradients (notch geometries). Modeling
the stress gradient is critical for accurate fatigue life estimations for parts containing
notches or fillets. Uniaxial fatigue tests were performed to obtain the fatigue strengths
at R = −1 for notched and unotched specimens. The fatigue results were then used
to calibrate the stress gradient influence factor model for fatigue life estimation. Due
to the small grain size produced by the L-PBF process, the stress gradient influence
factor is much lower compared to the cast A319-T7 alloy (at 120 °C) at the same
stress gradient.

Keywords Notch effect · Fatigue · AlSi10Mg · Laser powder bed fusion

Introduction

Materials produced by the laser powder bed fusion (L-PBF) process are known for
its distinct microstructure. The small grain size produced by this process gives rise
to superior mechanical properties but can also change the notch sensitivity [1–3].
Potential high notch sensitivity was observed in fatigue test samples where failures
tend to occur at the end of the straight gauge section. Slight stress concentration
(approximately 3%) is commonly seen at the end of the straight gauge section, where
the cross-sectional area starts to increase. However, it is usually not an issue when
conventionally manufactured materials are tested, i.e. failure usually occurs within
the gauge. A higher number of fatigue failure observed at the stress concentration
location for the alloys produced by L-PBF suggests potential high notch sensitivity
induced by this process. The study is to confirm this hypothesis and obtain notch
sensitivity data for fatigue strength estimation of L-PBF AlSi10Mg parts.
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Experimental Procedure

Sample Preparation

The AlSi10Mg aluminum alloy is selected for this study. The composition of the
alloy is shown in Table 1. The fatigue samples were manufactured using the SLM-
125 machine, by SLM Solutions Group AG. All the samples were built in the form
of cylindrical rods with the tensile axis in the vertical direction. The dimension of the
rod stock is 12.7 mm in diameter and 100mm in length. The laser process parameters
are summarized in Table 2. A three-step inside-out scan strategy was adopted: The
laser hatches the center portion first, followed by a contour scan and lastly a border
scan on the outer diameter.

The rod stock was stress relieved at 300 °C for two hours to remove residual
stresses. Four types of samples were machined from the rod stock, as shown in
Fig. 1.

The hourglass sample, shown in Fig. 1a, was used to obtain the fatigue strength
without stress gradient. Figures 1b–d shows the notched fatigue samples with
different notch geometries: 1.5-mm U-notched, 0.47-mm U-notched, and 0.25-
mmV-notched samples, respectively. The notch geometries were designed to provide
different stress gradients at the notch roots. The hourglass samples were mechani-
cally polished in the longitudinal direction to remove the surface roughness due to
machining. The notched fatigue samples were not polished. The reason for using an
hourglass sample (instead of a straight gauge sample) is to maintain a similar volume
of material under loading.

Fatigue Test

Uniaxial fatigue tests were performed at stress ratio R = −1 according to the ASTM
E466 standard [4]. Tests were conducted at room temperature at frequencies ranging
from 60 to 70 Hz. Samples were tested until full separation or until 107 cycles
(runouts).

The fatigue strength was calculated using the random fatigue limit (RFL) model
[5], which fits the S-N curve using the equation below.

Sa − SL = C
(
2Nf

)b
(1)

where Sa is the stress amplitude, SL is the infinite-life fatigue limit of the material (a
random variable), N f is the number of cycles to failure, and C and b are empirical
constants. In this study, the fatigue S-N curves were fitted using an RFL model with
the aid of the maximum likelihood method, as described by Engler-Pinto [6], to
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Table 2 Summary of laser parameters of AlSi10Mg samples

Region Power (W) Speed (mm/s) Hatch Spacing (mm) Layer Thickness
(mm)

Border & Contour 200 730 0.2 0.03

Hatch 350 1,650 0.13

Fig. 1 Dimesions of a hourglass, b 1.5-mm U-notched, c 0.47-mm U-notched, and d 0.25-mm V-
notched samples

account for the runout data points. The fatigue strength distribution is then estimated
at 107 cycles.

Finite Element Stress Analysis

The finite element methodology (FEM) was used to obtain the maximum stress
and the relative stress gradient at the notch. Quadratic axial symmetrical elements
CAX8R were used in ABAQUS [7]. Elastic and elastoplastic analyses were
performed. The elastoplastic analysis uses the experimental tensile stress–strain
curve as input, as shown in Fig. 2. Note that, for this exercise, the nominal stress
applied at the smallest cross section in the elastoplastic model is the fatigue strength
of each specimen geometry (σ f,−1), as listed in Table 3. Relative stress gradients
were calculated based on the stresses at the notch root node and the node next to it,
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Fig. 2 Nominal tensile stress–strain curve of L-PBF AlSi10Mg stress relieved at 300 °C for 2 h.
(Color figure online)

Table 3 Summary of key values used for fatigue influence factor calculation

1.5-mm U-notch 0.47-mm U-notch 0.25-mm V-notch

(σe,i (MPa), di (mm)) (36.94, 3.175) (57.35, 3.175) (74.66, 3.175)

(σe,i−1 (MPa), di−1 (mm)) (35.95, 3.160) (49.54, 3.147) (63.71, 3.159)

χ ′ 1.748 4.819 8.895

σ f,−1 (MPa) 63.0 41.8 33.5

Kt (FEM) 1.811 2.859 3.746

Kt (Formula) [5] 1.83 2.81 3.49

σA,tsc (= σ f,−1 · Kt (MPa)) 114.1 119.5 125.5

fGR,a f (test) 1.329 1.391 1.462

Kf 1.36 2.05 2.56

q 0.433 0.580 0.626

The values are calculated based on the nominal stress of 22.5 MPa at the smallest cross section for
specimens shown in Fig. 1

along the direction where the stress gradient is to be evaluated. The relative stress
gradient (χ ′) is defined as

χ ′ = χ

σe
(2)

where σe is the Mises stress and χ is the stress gradient. The stress gradient (χ) is
defined as
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χ = dσe

dx
(3)

In this study, the relative stress gradient is calculated at the surface node, as
illustrated in Fig. 3.

The maximum stress from FEM was used to calculate the stress concentration
factor (Kt ) which is defined as

Kt = σmax

σnominal
(4)

where σmax and σnominal are the maximum stress and the nominal stress at the notch
root from the FEM analysis in the loading direction, respectively. The nominal stress
(σnominal) is defined as the applied load (P) divided by the cross-sectional area at the
notch root (A) (the smallest cross section).

Similarly, the fatigue notch factor Kf is defined as:

Kf = σ f,smooth

σ f,notched
(5)

Fig. 3 A schematic showing how the relative stress gradient is calculated at the node in this study.
(Color figure online)
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where σ f,smooth and σ f,notched are the fatigue strengths at R = −1 of smooth and
notched specimens, respectively. Kf is equal or larger than 1 and always less than
or equal to Kt . Note that the fatigue strengths here are the nominal stress without
considering stress concentration. The notch sensitivity parameter (q) can then be
defined as:

q = Kf − 1

Kt − 1
(6)

The value of q typically ranges from 0 to 1. A value of 0 indicates that the material
has no notch effect and a value of 1 indicates that the material has full theoretical
notch effect.

Results and Discussion

The FEM models are shown in Fig. 4. The stress concentration factors and stress
gradients are summarized in Table 3, together with the stresses at the surface nodes
used for the calculation. The analytical solutions of stress concentration factors from
Pilkey [8] are also listed for reference. One thing worth noting is that the elasto-
plastic analysis results in all three models with notches show no plastic deformation
anywhere in the models when the nominal stress at the smallest cross section equals
the fatigue strength of each notched specimen. This means no plastic deformation
occurs at the notch root when the specimen is tested at the stress level equal to the
fatigue strength. Hence, the stresses are the same as the ones obtained from the elastic
analyses. It is noted that the stress concentration factors for the 1.5-mm U-notch and
0.47-mm U-notch obtained from the FEM analyses are close to the analytical solu-
tions, while the stress concentration factor for the 0.25-mm V-notch from the FEM
analysis is higher than the analytical solution.

The fatigue S-N curves are shown in Fig. 5. The S-N curves were fitted using
the RFL method described earlier. The fatigue strengths (σ f,−1) were estimated at
107 cycles and summarized in Table 3. Note that the fatigue strength in Table 3 is
the nominal fatigue strength. The true fatigue strength (σA,tsc) is the nominal fatigue
strength multiplied by the stress concentration factor.

The stress gradient influence factor ( fGR,af) [9] used to characterize the effect
of the stress gradient on the fatigue strength when the stress gradient is present is
expressed as

fGR,af = 1 +
σA,b

σA,tsc
− 1

(
2
t

)ν · χ ′ν (7)

where σA,b is the fatigue strength for bending, σA,tsc is the fatigue strength for
tension–compression, t is the thickness or diameter of the bending fatigue sample,
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Fig. 4 FEM models of a hourglass, b 1.5-mm U-notched, c 0.47-mm U-notched, and d 0.25-
mm V-notched samples. (Color figure online)

and ν is the material parameter. Thus, the fatigue strength with the stress gradient is
expressed as

σaf,C = σA,tsc · fGR,af (8)

where σaf,C and σA,tsc are the fatigue strengths with and without stress gradient at
R = −1, respectively. Note that σaf,C is the true stress at the notch instead of the
nominal stress used for σ f,notched in Eq. 5. In this study, the fatigue strength of the
hourglass sample is used for σA,tsc. Thus, the parameters needed to be fitted are σA,b,
t, and ν in Eq. 7. The stress gradient influence factors of different samples are shown
in Fig. 6. The values are also listed in Table 3. The parameters (σA,b, t, and ν) were
fitted using Excel solver. The fitted parameters are listed in Table 4.
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Fig. 5 S-N curves of hourglass, 1.5-mm U-notched, 0.47-mm U-notched, and 0.25-mm V-notched
samples at R = −1. (Color figure online)

Fig. 6 Stress gradient influence factor versus relative stress gradient for L-PBF AlSi10Mg and
A319-T7 (120°C). (Color figure online)

Table 4 Summary of parameters in Eq. 5 for L-PBF AlSi10Mg and A319-T7 (120 °C)

σA,tsc (MPa) σA,b (MPa) t (mm) ν

L-PBF AlSi10Mg (stress relieved) 85.88 108.3 3.20 0.209

Cast A319-T7 (120°C) [10] 45.5 72.2 5.56 0.464

Bold values are fitted parameters
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The fitted curve is compared with the cast A319-T7 tested at 120 °C [10]. As
seen in the figure, L-PBF AlSi10Mg shows much lower values than A319-T7. This
is consistent with the experimental observation that the notch sensitivity increases
with the decreasing grain size [1]. The high notch sensitivity of L-PBF AlSi10Mg
is possibly the main reason which causes failures at the end of the straight gauge
section of samples during fatigue testing.

Conclusion

Stress gradient influence factors were measured for L-PBF AlSi10Mg aluminum
alloy with respect to different stress gradients using notched fatigue samples. L-PBF
AlSi10Mg shows much lower stress gradient influence factors at the same relative
stress gradients compared to cast aluminum A319-T7 (at 120 °C). Also, the high
notch sensitivity factors (q) for L-PBF AlSi10Mg (shown in Table 3) suggest that
thematerial is very notch sensitive, which could be resulted from the small grain size.
The fitted stress influence factor curve should be used for fatigue strength estimation
to obtain the most accurate prediction.
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Progressive Amplitude Fatigue
Performance of Additively Manufactured
Stainless Steel Superalloy

Sanna F. Siddiqui, Krystal Rivera, Isha Ruiz-Candelario, and Ali P. Gordon

Abstract Advances in aerospace component manufacturing design are being
achieved through the additive manufacturing (AM) technology. Variations in cyclic
loads (i.e. variable amplitude fatigue) is a common phenomenon experienced by
aerospace components during in-service use, hence the need for AM components to
withstand fatigue failure under these conditions. This study has performed progres-
sive strain amplitude fatigue tests at increasing strain ranges with the intent to capture
the fatigue failure life, hardening/softening response, and fracture response of as-built
direct metal laser sintered (DMLS) Stainless Steel GP1. Preliminary results indicate
fatigue failure in specimens prior to reaching strain ranges where plasticity effects
become more pronounced. Also, evident is variation in cyclic softening/hardening
response to stabilization at elastic versus plastic strain ranges. Scanning electron
microscopy was used to identify the precursors for fatigue crack initiation and
propagation under progressive amplitude fatigue loading.

Keywords Variable amplitude fatigue · Additive manufacturing · Stainless steel
GP1

Introduction

Additive manufacturing (AM) has shown to be advantageous for the aerospace
industry because it allows for rapid prototyping and design flexibility, facilitating
the manufacturing of complex geometries [1]. To date, studies have primarily inves-
tigated the axial, torsional, and rotating bending fatigue performance of AM stainless
steel alloys [2–6]. It was determined that one of themajor factors affecting fatigue life
are defects directly related to the manufacturing process, such as voids and surface
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roughness [1–3, 7–12], resulting in fatigue life for AM specimens to be significantly
less than for their wrought counterparts [2, 9–13]. These defects have been shown to
be reduced by post-processing, positively impacting fatigue life [1, 2, 10–12].

During in-service operation, aerospace components are also subjected to variable
amplitude (VA) fatigue loading conditions, necessitating the design of AM compo-
nents to withstand these loading conditions [7, 14–16]. Unlike constant amplitude
fatigue, where all load cycles are identical, in VA fatigue, load amplitudes and/or
mean stresses may change at regular intervals, impacting both fatigue crack growth
and cyclic plasticity [17, 18]. Tensilemean stress overloads inVAhave been shown to
contribute to fracture [17]. Variable amplitude fatigue performance has been reported
for additively manufactured Ti-6Al-4V and stainless steel 15-5PH [7, 14]. An inves-
tigation into the variable amplitude fatigue performance of laser sintered versus
electron beam melted (EBM) as-built Ti-6Al-4V has revealed that the rough surface
contributed to a lower fatigue strength for this material [7]. It was further shown that
the cumulative damage approach produced similar findings between the predicted
and experimental VA life of this alloy [7]. A comparison between the predicted
fatigue cycles under the cumulative damage approach versus experimental testing
has been reported for laser-based powder bed fusion produced 15-5 PH stainless steel
parts, under both zero and tensile mean stresses [14]. Multiple crack initiation sites
were reported for VA under tensile mean stress as opposed to zero mean stress, for
which a distinct crack initiation site was observed [14].

The proposed study is unique in that it provides preliminary findings into the
progressive amplitude fatigue performance of additivelymanufactured stainless steel
(SS) GP1, which has a chemical composition similar to stainless steel 17-4PH [19],
but varies in mechanical performance as reported in other studies [20–22]. Progres-
sive strain amplitude fatigue tests are performed at increasing strain ranges for as-built
direct metal laser sintered (DMLS) SS GP1, in order determine its fatigue failure
life, hardening/softening response, and identify the role of AM induced defects on
the resulting fatigue fracture response.

Experimental Design

To assess the progressive amplitude fatigue performance of as-built additively manu-
factured stainless steel (SS) GP1, specimens of horizontal build orientation (X, Y,
and XY45) were manufactured using the EOS M280 direct metal laser sintering
(DMLS) system in a nitrogen environment with a layer thickness of 20 μm. EOS-
optimized processing parameters were used to manufacture the specimen design
shown in Fig. 1, which were not subject to heat-treatment. The as-built specimens
boxed support structurewere removedwith conventional hand tools, and the gripping
sections of the specimens were machined from the manufactured diameter of 0.625
in to 0.5 in prior to progressive amplitude fatigue testing. Further details regarding
specimen preparation prior to fatigue testing can be found in [6].
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Fig. 1 a Sample geometry (dimensions in inches), b as-built DMLS Stainless Steel GP1 prior to
machining gripping section, c proportional amplitude fatigue test sequence, d experimental setup
[6, 20]. (Color figure online)

Progressive strain amplitude fatigue testing was performed to assess the increase
in strain range (elasticity, equivalent amounts of elasticity and plasticity, and plas-
ticity) on crack initiation/propagation in as-built AM test specimens [6]. Strain-
control progressive amplitude fatigue tests (Rε = −1) were performed using the
MTS LandMark 793 servohydraulic system at room temperature with a strain rate
of 10−3 (mm/mm/s) and sampling rate of 25 Hz [6]. In an effort to identify the cyclic
stress–strain response of DMLS SS GP1, testing was performed at strain ranges of
�ε = 0.6%, �ε = 0.8%, �ε = 1.0%, �ε = 1.2%, and �ε = 1.4%, as shown in
Fig. 1. Testing was performed for a set number of cycles (~100) at each strain range,
which was identified from preliminary testing to approximately achieve stabilization
of hysteresis loops at each strain range. In addition to determining the total fatigue
failure life, hardening/softening response at each strain range, hysteresis deforma-
tion response, and fracturemechanics under progressive amplitude fatigue conditions
were explored. The Hitachi SU 3500 scanning electron microscope (SEM) was used
to characterize the fracture surfaces (i.e. crack initiation and propagation) of DMLS
SS GP1 samples due to progressive amplitude fatigue loading conditions, including
defects at the microstructural level contributing to observed fracture response. The
sample was mounted onto a 51 mm specimen stub, using double-sided conductive
adhesive tape [23], and imagedusing secondary electron (SE)mode at varyingmagni-
fications. The resulting fracture surfaces and associated key features observed are
presented and discussed in the results and discussion section.
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Results and Discussion

Progressive amplitude fatigue cycling of DMLS stainless steel GP1 specimens
resulted in the following stress–life plot shown in Fig. 2. Given that the specimens
were manufactured in the horizontal build orientation (X, Y or XY45), the progres-
sive amplitude fatigue response at each strain range is similar. Hence, suggesting
that manufacturing at build orientations in the horizontal plane plays a limited role in
impacting progressive amplitude fatigue performance. Also, evident from Fig. 2 is
the presence of hardening and softening within each strain range. At a highly elastic
strain range of �ε = 0.6%, softening is evident to stabilization. However, at strain
ranges where plasticity is more pronounced or equivalent amounts of elasticity and
plasticity are present (i.e.�ε=1.0%and�ε=1.2%), cyclic hardening is observed to
stabilization. The rate of cyclic hardening appears to increase with strain range. This
may suggest that at strain ranges where plasticity effects become more pronounced,
the hardening behavior may be attributed to a strain-induced austenite to marten-
site phase transformation, as suggested in other studies on additively manufactured
stainless steel 17-4PH [2, 6]. Future work through x-ray diffraction techniques will
be used to capture phase transformations to confirm this finding.

An assessment of fatigue life under progressive amplitude fatigue loading is also
captured in Fig. 2. Here, it is evident that all specimens regardless of build orientation
in the xy plane fractured at a strain range of �ε = 1.4%. On average, specimens
fractured after approximately 416 cycles, after cycling for 100 cycles at strain ranges
of �ε = 0.6%, �ε = 0.8%, �ε = 1.0%, and �ε = 1.2%. The increase in strain
range, inwhich plasticity effects becamemore pronounced, is suggested to accelerate
fatigue crack growth resulting in specimen failure upon reaching a strain range of
�ε = 1.4%. It is suggested that defects at the microstructural level, such as the
as-built surface roughness, contributed to fatigue crack initiation and accelerated
crack propagation. This is further explored through SEM micrographic imaging.

Fig. 2 Stress–life of as-built DMLS SS GP1, of varying build orientation, under progressive
amplitude fatigue testing from �ε = 0.6% to �ε = 1.4%. (Color figure online)
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Nevertheless, itwould appear that progressive amplitude fatigue testing is detrimental
to the life of as-built DMLS SS GP1 manufactured in the horizontal build plane [6];
however, as these results are based upon a small sample size, future work will be
done to confirm these findings.

An analysis of the fracture surface of DMLS SS GP1 through scanning electron
microscopy (SEM) is presented in Fig. 3. The overall fracture surface revealsmultiple
crack initiation sites near the surface and evidence of striation patterns indicating
fatigue crack propagation. Internal defects, such as regions of powder particles and
lack of fusion, can also be observed from the SEM micrograph images. This has
been shown in recent studies on additively manufactured Ti-6Al-4V and SS 15-5PH
subject to variable amplitude fatigue loading as well [7, 14]. Overall, fatigue cracks
under progressive amplitude fatigue loading have been found to initiate at un-melted
powder particles near the as-built rough surface.

To further evaluate the cyclic deformation response of DMLS SS GP1 under
progressive amplitude fatigue loading, the first and stabilized cycles at each strain
range are presented in Fig. 4. Since findings across build orientation in the xy plane
were similar, as discussed earlier, the hysteresis curves presented are only for the
(Y) build orientation. As stabilization occurred after cycling at ~ 100 cycles for each
strain range, the last cycle prior to increase in strain range has been considered as the
stabilized cycle within these plots. Given that all specimens failed under cycling at a

a b

c
d

Fig. 3 a Complete fracture surface, b crack initiation site at un-melted powder particles near
surface, c and d presence of un-melted powder particles and regions of lack of fusion. (Color figure
online)
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Fig. 4 Hysteresis deformation response (first cycle and stabilized cycle) at each strain range, a �ε

= 0.6%, b �ε = 0.8%, c �ε = 1.0%, and d �ε = 1.2%. (Color figure online)

strain range of�ε = 1.4%, the hysteresis curves for the first and stabilized cycles are
plotted up to a strain range of�ε= 1.2%.An analysis of the hysteresis curves reveals
minimum plastic strain range as compared with elastic strain range. A compressive
mean stress is also evident from the plots. Evident from both the stress–life plots
and analysis of hysteresis curves is cyclic softening at �ε = 0.6% and slight cyclic
hardening at �ε = 0.8%, following by considerable cyclic hardening at �ε = 1.0
and 1.2%.

Conclusions and Future Work

This study has investigated the role of progressive strain amplitude fatigue on the life,
softening/hardening response, and fracture response of DMLS SS GP1. Specimens
were subject to cycling at strain ranges of�ε= 0.6% to�ε= 1.4%, under completed
reversed (Rε = −1) conditions, from which the following conclusions were drawn:

• At strain ranges where plasticity is more pronounced or equivalent amounts of
elasticity and plasticity are present (i.e. �ε = 1.0% and �ε = 1.2%), cyclic
hardening is observed to stabilization. The rate of cyclic hardening appears to
increase with strain range. Cyclic softening is observed at a strain range of �ε =
0.6%.

• When subject to progressive strain amplitude fatigue loading, from �ε = 0.6%
to �ε = 1.4%, for 100 cycles at each strain range, DMLS SS GP1 manufactured
in the horizontal build plane is found to fracture during cycling at a strain range
of �ε = 1.4%.
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• Specimens manufactured in the horizontal build plane (X, Y and XY45 build
orientations) yielded similar performance under progressive amplitude fatigue
testing.

• SEM micrographic images reveal multiple fatigue cracks initiating at regions of
un-melted powder particles near the as-built rough surface.

Future workwill explore the role of build orientation on the progressive amplitude
fatigue performance of DMLS SS GP1, providing insight into the variation in cyclic
stress–strain curve with build orientation.
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Detection of Defects in Additively
Manufactured Metals Using Thermal
Tomography

Alexander Heifetz, Dmitry Shribak, Zoe L. Fisher, and William Cleary

Abstract Quality control of additively manufactured (AM) metallic structures is
essential prior to deployment of these structures in a nuclear reactor. We investigate
the limits of detection of sub-surface porosity defects in AM stainless steel 316L
using thermal tomography nondestructive evaluation method. Thermal tomography
reconstructs spatial thermal effusivity of the structure from time-dependent surface
temperaturemeasurements of flash thermography. Our studies are based on computer
simulations of heat transfer through solids using COMSOL software suit. Using the
model of layered media, in which defect in a solid is represented with a layer of
un-sintered metallic powder with appropriate thermophysical parameters, we obtain
depth profile of thermal effusivity for the structure. Computer simulations indicate
that at 1 mm depth, layers of 50 μm thickness are detectable in SS316L.

Keywords Additive manufacturing · Nondestructive evaluation · Thermal
tomography

Introduction

Additive manufacturing (AM) is an emerging method for cost-efficient production
of low-volume custom and unique parts with minimal supply-chain dependence. In
particular, AM potentially provides a cost-saving option for replacing aging nuclear
reactor parts and reducing costs for new construction of advanced reactors [1].
Metals of interest for passive structures in nuclear applications typically include
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Fig. 1 a Schematics of pulsed thermal tomography system. b Laboratory setup. (Color figure
online)

high-strength corrosion-resistant stainless steel and nickel super alloys. Because of
high strength, shape forming of these metals into complex geometry structures is not
trivial. AM of such metals is currently based on laser powder-bed fusion (LPBF).
Because of the intrinsic features of LPBF, material defects such as porosity and
anisotropy can appear in the metallic structure [2, 3]. A pore is potentially a seed for
crack formation in the structure due to thermal and mechanical stresses in nuclear
reactor. Quality control (QC) in AM involves detection of material flaws in real
time during manufacturing, and nondestructive evaluation (NDE) of the structure
after manufacturing. Currently, there exist limited options for nondestructive exam-
ination (NDE) of AM structures either during or post-manufacturing. Deployment
of high-resolution NDE systems, such as X-ray tomography, is limited by spatial
constraints of the metal 3D printer, large size, and complex shapes with lack of rota-
tional symmetry of the AM parts. Contact NDE techniques, such ultrasound, face
challenges because AM structures have rough surfaces which affect probe coupling.
In addition, NDEmethods such as ultrasound require time-consuming point-by-point
raster scanning of specimens.

As a solution to NDE of AM structures, we are developing pulsed thermal tomog-
raphy (PTT) algorithms for 3D imaging and material flaw detection [4, 5]. The
method is non-contact and scalable to arbitrary structure size. A schematic depiction
of the PTT setup is shown in Fig. 1. The method consists of illuminating material
with white light flash lamp, which rapidly deposits heat on the material surface.
Heat transfer then takes place from the heated surface to the interior of the sample,
resulting in a continuous decrease of the surface temperature. Amegapixel fast frame
infrared (IR) camera records thermograms, time-resolved images of surface temper-
ature distribution T (x, y, t). Thermal tomography obtains reconstruction of 3D spatial
effusivity e(x, y, z) from the data stack of thermography images.

Thermal Tomography Principles

The reconstruction algorithm of thermal tomography obtains apparent spatial effu-
sivity e(x, y, z) from time-dependent surface temperature T (x, y, t) measurements
of flash thermography. The reconstruction model assumes that heat propagation is
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one-dimensional along the z-coordinate. This assumption is strictly valid for uniform
planar structures. However, approximate solutions can be obtained for locally planar
structures. Detailed study of non-planar structures is outside the scope of this paper.
For 1D heat diffusion,

∂T

∂t
= α

∂2T

∂z2
, (1)

where z is the depth coordinate, x and y are coordinates in the transverse plane, and
α is thermal diffusivity defined as

α = k/ρc. (2)

Here, k is thermal conductivity, ρ is density, and c is specific heat. The recon-
structed e(z) at the location (x, y) in the plane is obtained only from the surface
temperature transient T (t) measured at the location (x, y). The algorithm starts with
the assumption that the medium can be treated as semi-infinite. The analytic solution
for semi-infinite slabs is given as [2–4]

T (z, t) = Q√
ρckπ t

exp

(
− z2

4αt

)
, 0 ≤ z ≤ ∞, (3)

where Q is the instantaneously deposited surface thermal energy density (J/m2).
Thermal effusivity, which is ameasure of how thematerial exchanges thermal energy
with its surroundings, is defined as

e = √
ρck. (4)

Using Eqs. (3) and (4), one can express observed or apparent time-dependent
effusivity of the medium as

e(t) = Q

T (z = 0, t)
√

π t
. (5)

Using the characteristic relationship between time and depth [5–7]

z = √
παt . (6)

And relating temporal effusivities e(z) and e(t) are related through a convolution
integral, where 1/z is the transfer function [5–7]

e(t) =
z∫

0

z−1e(ζ )dζ . (7)
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We obtain the final equation for apparent effusivity as

e(z) = z
2Q

π
√

α

d

dt

(
1

T (t)

)∣∣∣∣
t=z2/πα

(8)

This shows that spatial reconstruction of apparent effusivity e(z) is given as a
product of depth function z and time derivative of the inverse of surface tempera-
ture evaluated at time t corresponding to depth z according to Eq. (6). Information
obtained from thermal tomography is relative because Q is usually not known. In
principle, relative information can be converted to absolute scale through calibra-
tion. However, for estimation of geometrical parameters and detectingmaterial flaws,
relative effusivity reconstruction in non-dimensional units is sufficient.

Parametric Studies of Apparent Effusivity Reconstruction
with COMSOL Computer Simulations of Heat Transfer

To obtain estimates of thermal tomography sensitivity to defects in LPBF, we recon-
struct apparent effusivity from data generated with COMSOL computer simulations
of heat transfer in a layered metallic structure. The structure modeled in COMSOL
is a stainless steel disc with R = 30 cm radius and L = 5 mm thickness. Diffusion of
heat in a plate with such geometry (transverse dimensions are much larger than the
thickness) closely resembles the case of an infinite plate of finite thickness. For the
solid media in the structure, we used stainless steel 316L thermophysical parameters
ρ = 7954 kg/m3, k = 13.96 W/m*K, c = 499.07 J/kg [8]. For modeling the ampli-
tude of defect layer, we linearly scaled the thermophysical parameters as ηρ, ηc and
ηk, where ρ, c and k are those of the solid metal, and the scaling parameter values
are in the range η = 0.7–0.9. The range of scaling parameter values was chosen to
correspond to that of the filling factor of un-sintered metallic powder. According
to random close packing (RCP) model, packing density of mono-dispersed spheres
is 0.65 [9], but size distribution and non-spherical shapes of powders may result
in higher packing density [10]. Working in normalized units, we set ρ = c=k = 1
for solid medium, so that esolid = 1. While density and heat capacity typically scale
linearly with powder filling factor, scaling of thermal conductivity is potentially
nonlinear. Therefore, this study provides information about parametric dependence
of effusivity reconstruction, where a hypothetical defect does not exactly correspond
to a physical powder model.

The defect was introduced into the structure as a layer of metallic material with
lower thermophyscal parameters than those of the host solid plate. In LPBF, heat
diffusion is likely to result in smooth transitions from solid metal to defect. The
defect was introduced into COMSOL grid as a subtracted Gaussian with the mean
of μ and standard deviation σ . Thus, in normalized units, the defect actual effusivity
is modeled as
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Fig. 2 Actual effusivities in normalized units for L= 5mmplate with a defect layer with equivalent
thickness of a d = 500 μm and b d = 50 μm. (Color figure online)

eactual(z) =
(
1 − (1 − η)e−(z−μ)2/2σ 2

)3/2
(9)

Defects with equivalent width of d = 500 μm and d = 50 μmwere considered in
COMSOL computer simulations of the layered model. The defects were modeled as
subtracted Gaussians with μ = 1.25 mm and σ = 50 μm, and μ = 1.025 mm and σ

= 5 μm, respectively. Actual effusivities for the two defects are plotted in Figs. 2a
and b. The scaling parameter η in both figures is in the range from 0.7 to 0.9.

In COMSOL computer simulations, the plate is initially at room temperature, and
the incident heat source is a Gaussian pulse with variance of 0.5 ms. Although the
reconstructionmodel in thermal tomography assumes that heat was deposited instan-
taneously on the material surface, real flash heat sources have a finite duration time.
High intensity flash is usually generated by discharging a capacitor through a white
light lamp,with typical capacitor time constant on the order of a fewmilliseconds (see
Fig. 1). Thermal insulating boundary conditions were selected for all plate surfaces.
Temperature transients were calculated with 0.1 ms time step for 20 s total problem
runtime. Temperature data was exported from COMSOL to perform apparent effu-
sivity reconstruction with algorithm implemented in MATLAB. We observed in
COMSOL simulations that the surface temperature of the plate is maximum at the
time when the incident Gaussian heat pulse reaches the maximum value. While heat
is still applied by the pulse, surface plate temperature begins to decay due to diffusion
of heat into the bulk of the plate. This affects the decay rate of the surface tempera-
ture. Therefore, when performing effusivity reconstruction, the origin of the surface
temperature transient should be chosen such that the heat source has no effect on
surface temperature decay. The starting time for the temperature transient used for
effusivity reconstruction is 8 ms after the surface temperature reaches the maximum
value.

Figure 3a–c shows apparent effusivity reconstructions for scaling parameter η

= 0.7, 0.8, and 0.9, respectively. In each figure, reconstructions are shown for a
structure containing a defect with d = 500μm layer and another structure containing
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Fig. 3 Apparent effusivity e(z) reconstructions for variable defect thermophysical properties from
surface temperature transients produced with COMSOL computer simulations data of heat transfer.
The structure has L = 5 mm total thickness with Gaussian defect. Thermophysical parameters of
the defect layer are scaled as ηρ, ηc and ηk, where ρ, c and k are those of the SS316L solid metal,
and the scaling parameter values are in the range a η = 0.7 b η = 0.8 c η = 0.9. (Color figure online)

d = 50 μm layer. Apparent effusivity reconstruction e(z) is plotted as a normalized
variable. In the sketch of the layered structure shown in Fig. 3, the front and back
planes are at z = 0 and at z = 5, respectively. Detection of defect is interpreted as
deviation from the effusivity reconstruction for a defect-free solid plate. The defect
layer is indicated as 500 μm and 50 μm-thick stripes overlaid on the solid plate
structure colored in gray. The strip is slightly larger than 2σ width of the Gaussian
model of the defect. One can observe from Fig. 3 that the reconstruction for a solid
platewith no defect (yellow curve) agreeswell at the front edge of the plate. However,
reconstruction is blurred at the back edge of the plate. As the scaling factor η is
decreased, apparent effusivity depth profile curve shows a dip in the spatial region
corresponding to the defect. As expected, the dip decreases with increasing value of
η.

Quantitative analysis of the data in Fig. 3 is shown in Table 1. Reconstructed
effusivity of the defect is obtained by measuring the minimum value at the dip of
the effusivity curve. Based on computer simulations for defects located below 1 mm
depth, reconstruction of the defect with 500 μm thickness offers approximately
10–5% contrast, while reconstruction of the defect with 50 μm thickness offers
approximately 5–2% contrast relative to solid plate effusivity.

Table 1 Apparent effusivity
of defect layer obtained from
COMSOL computer
simulations

η Defect apparent effusivity
(normalized units)

500 μm 50 μ

0.7 0.89 0.95

0.8 0.93 0.96

0.9 0.96 0.98
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Conclusion

Our results based on computer simulations of heat transfer in a layered media indi-
cate that detection of defects as small as 50 μm located at 1 mm depth in SS316L
can be possible, in principle. Because results are obtained from simulated data with
no experimental noise, results based on computer simulations are likely to give
the upper bound for detection of material defects with thermal tomography recon-
structions of experimental data. In addition, sensitivity threshold of IR camera in
detecting temperature differences has to be taken into consideration. Future work
will be aimed performing experimental validations of thermal tomography sensitivity
with imprinted calibrated defects.
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Influence of Pore Formation and Its Role
on the Tensile Properties of 17-4 PH
Stainless Steel Fabricated by Laser
Powder Bed Fusion

Dyuti Sarker, Usman Ali, Farid Ahmed, Reza Esmaeilizadeh,
Ali Keshavarzkermani, Ehsan Marzbanrad, and Ehsan Toyserkani

Abstract Additivemanufacturing (AM) is a promising technique due to the scope of
producing complex objects from a digital model, wherematerials are deposited in the
successive layers as distinct from the conventional manufacturing approaches. In this
study, laser powder bed fusion (LPBF), a class of additive manufacturing (AM), is
used tomake testing sampleswith gas atomized 17-4PHstainless steel (SS) powder at
different process parameters in argon (Ar) environment. A thorough study on powder
characteristics, such as particle size distribution, powder morphology, phase forma-
tion at different atmospheres, as well as the microstructure and tensile properties of
the printed parts at various energy densities were carried out. The microstructural
analysis discovered the presence of columnar dendrites with complete martensite
phases regardless of the process parameters. A detailed X-ray computed tomog-
raphy (CT) scan analysis on printed samples explored the correlation between the
pores and energy density. The sample printed with adequate energy density obtained
lower porosity (volume of pores: 2 × 104 to 9 × 104 µm3, compared to 2 × 104 to
130 × 104 µm3) resulting in maximum tensile strength and elongation of 770 MPa
and 38%, respectively. Therefore, it is obvious that the quantity, size and shape of
pores in the printed parts significantly affect the fracture mode.

Keywords 17-4 PH stainless steel · Laser powder bed fusion · Additive
manufacturing ·Martensite · Energy density

Introduction

Laser powder bed fusion (LPBF) also known as selective laser melting (SLM) is an
AM technique where powder particles are selectively melted or fused with a point
heat source to build parts using a layer by layer fabrication approach [1, 2]. Regardless
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of the advantages of LPBF in the production of complex shapes [3], there still remain
difficulties that restrict its extensive implementation in commercial applications. For
example, there exists a lack of knowledge on the process–property correlation that
assists the manufacturer to envisage the mechanical performance of the fabricated
parts with adequate assurance. The inadequate understanding is ascribed by the
rapid solidification which significantly influences the microstructure development
and phase formation. The metallurgy in AM is manipulated by the characteristics of
powder particles (powder composition, size distribution and morphology) as well as
the cyclic thermal loading during the process. Other factors that affect the structural
development are laser power, laser beam shape/intensity, laser scan pattern, chamber
atmosphere aswell asmachine features [4–8]whichgovern the solidificationkinetics.
For the entire process, the heating and cooling rates dominate further precipitation
kinetics, phase transformation and grain growth [9]. Mechanical properties of LPBF
processed parts are stimulated by their microstructure and crystallographic phases,
which are actually influenced by thermal characteristics such as cooling/solidification
rates and thermal gradients [10].

Several researchers have worked on the microstructure, phase transformation,
porosity level, and mechanical property of LPBF processed 17-4 PH SS. Among
them, Pasebani et al. [11] studied the effects of powder atomizing media (water
atomization vs. gas atomization) on phase transformation and mechanical properties
of laser melted 17-4 PH SS parts. Gas atomized powder formed martensitic phases,
whereaswater atomized powder revealed dual phases ofmartensite and austenite. The
microstructural study by Cheruvathur et al. [12] reported the dendritic structure with
martensite and 50% retained austenite, where niobium carbide is aligned along the
interdendritic boundaries.Moremicrostructural studyofLPBFprocessed17-4PHSS
have been presented by Sun et al. [7, 13] and LeBrun et al. [14]. In a study by Facchini
et al. [15], the microstructure development of 17-4 PH SS in the LPBF technique was
presented, where the gas atomization and printing atmospheres were Ar. From their
work, mostly austenitic phases were reported which transformed into martensite
during tensile deformation. On the other hand, Murr et al. [16] have investigated
the Ar and N2 atmospheric effect in the LPBF technique on the martensite and
austenite phase formation, respectively. The presence of bothmartensite and retained
austenite in the LPBF processed parts in the N2 build atmosphere implies that N2 can
influence the stability of the austenite. Rafi et al. [17] also worked on the mechanical
and microstructural development of 17-4 PH SS, in the LPBF technique using both
Ar and N2 atmosphere. Their results focused on the formation of martensite and
austenite phases, which are influenced by powder chemistry, fabrication atmosphere
and grain morphology. However, Starr et al. [18] showed austenite phases and their
transformation to martensite during LPBF of 17-4 PH SS powders. From their work,
it is emphasized that, based on the powder chemistry, LPBF process parameters, post-
process conditions, the resulted microstructure and the phase compositions could be
much different than those manufactured using conventional techniques.

Therefore, the laser input energy density can also affect the build part microstruc-
ture. The presence of porosity in the microstructure experienced due to the different
energy densities. With appropriate energy input, pores and un-melted conditions can
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be alleviated to some extent in LPBF. Our recent study on 17-4PH SS shows that
initial state of the powder is controlling the mechanical properties of the printed parts
[19]. However, to the authors’ best knowledge, there was no comprehensive study
on the correction between energy density and tensile property of the 17-4 PH SS. It
is also not clear how the energy density influences the morphologies like size and
shape of the porosity which affects the mechanical properties of the printed parts. In
this work, the effect of energy densities on LPBF processed 17-4 PH SS is explored
based on the details of microstructural features such as phases, defects specifically
the porosity, etc. and made a correlation with mechanical properties leading to the
fracture mechanisms.

Materials and Experiments

The sample fabrication was carried using EOS M290 (EOS GmbH, Krailling,
Germany), LPBF system and 17-4 PH SS powder. The ranges of particle size of
the powder were between 16 µm and 63 µm. Samples were printed using recycled
powder in an Ar atmosphere with a layer thickness of 40 µm, hatch spacing 90 µm.
Details of the printing strategy with build plate dimension are presented in previous
works [19, 20]. The specimens in all prints were built using different laser powers,
scanning speeds and with a constant hatch distance. Among the all printed condi-
tions, three samples at different input parameters are considered for detail study, i.e.
sample I (170 W, 1000 mm/s: 47 J/mm3), sample II (170 W, 800 mm/s: 59 J/mm3),
sample III (195 W, 800 mm/s: 68 J/mm3). To explore the effect of process parame-
ters on mechanical property, tensile samples were built using three different energy
densities.

Powder and printed samples microstructure were examined using scanning elec-
tron microscope (SEM) and electron backscatter diffraction (EBSD). The printed
samples were prepared following standard metallographic techniques and etching
with a mixture of 2.5 ml ethanol, 2.5 g picric acid, and 5 ml hydrochloric acid. EBSD
was conducted using JEOL7000FSEM,with operationalOxfordEBSDdetector. The
tensile tests were conducted at a crosshead speed of 0.45 mm/min in accordance with
ASTM E8 standard, using Instron 8872 equipped with a 25 KN load cell. To obtain
the distribution of the porosity, X-ray computed tomography (CT) was performed
using scan (Zeiss Xradia 520 Versa, Oberkochen, Germany). For an applied voltage
of 140 kV, 801 2D slices of specimens were subjected to 10 W X-ray radiation for
1 s.
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Fig. 1 SEM micrograph shows powder morphology of used powders: a multiple particles at low
magnification, b surface morphology of the single particle at high magnification. (Color figure
online)

Results

Powder Morphology

Powders, as feedstock materials, must be carefully chosen in terms of quality and
cost in connection with the AM process used in the part fabrication. The powder
morphology, both agglomerated and the cross-section of the powders, was studied
using SEM, as presented in Fig. 1. From the micrograph, most of the particles of
powders are spherical in shape, as shown in Fig. 1a. The magnified single spherical
particle in Fig. 1b exhibits various orientation of dendritic structure on its outer
surface.

Microstructure

The SEM micrograph shows similar structural features in LPBF processed 17-4 PH
SS in three different samples, where samples I, II, and III show typical columnar
grains, as obvious in Figs. 2a–c, respectively. The columnar grains are formed in the
solidified parts and their cross-sections along the building direction showsmartensitic
laths inside the grains. The martensitic laths are clearly visible in magnified image of
sample III, presented in Fig. 2d. The solidified parts are characterized by columnar
grains oriented in various directions. The martensitic laths of various orientations
are also seen within the grains. The structural feature implies that the direction of
dendritic progression is parallel to the heat flow and develops a higher orientation
tendency in the solidified parts [17]. On the martensitic laths, in Fig. 2d, white
sparking precipitates are visible. This type of precipitates was also reported byWang
et al. [21], in LPBF processed 17-4 PH SS.

The IPF orientation of the printed sample I obtained using EBSD is shown in
Fig. 3. The EBSD images fall within the longitudinal cutting plane, where columnar
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(a) (b)

(c) (d)

BD 

Martensi�c laths 

Fig. 2 SEM micrograph showing similar structural features in 17-4 PH printed parts at different
parameters, a sample I, b sample II, c sample III, and d magnified view of sample III (along the
building direction (BD)). (Color figure online)

grains are perpendicular (Fig. 3a) and parallel (Fig. 3b) to the build direction. This
emphasizes that columnar grains form in multiple direction and grow parallel to
the heat flow. The columnar grains along the build directions appears like globular
shapes, whereas, from normal direction, elongated shapes are evident. The inverse
pole figures presented in the bottom of the images (Fig. 3a and b) are identical and
confirm the presence of random texture in the solidified parts.

The EBSD imagemapping in Fig. 3c (along the build direction like 3a) is showing
the distribution of low-angle grain boundaries (LAGB) and high-angle grain bound-
aries (HAGB), which correspond to red and black colors, respectively. The inter-
secting angle between grains below 15 ° is considered as LAGB, whereas greater
than 15 ° is the HAGB. The grain boundary mapping shows about 65% percentage
of HAGB, while only 35% grain boundaries are LAGB that indicates the remelting
layers during printing. Similar type results were reported by Wang et al. [21].



136 D. Sarker et al.

(a) (b)

LAGB (min2°,max15°)
HAGB (>15°)

(c)

BD BD 

Fig. 3 EBSD imagemapping of LPB processed 17-4 PH steel, a along the build direction, b normal
to the build, c image mapping showing LAGB and HAGB. (Color figure online)

Porosity Distribution

CT scan results of Samples I, II, and III are presented in Fig. 4. The three samples
printed in different energy densities show significant variations in pore distribution.

Spherical pores Spherical pores
2E+4 34E+4 65E+4 97E+4 130E+4 2E+4 6E+44E+4 10E+48E+45E+4 2E+4 22E+416E+4 30E+49E+4 12E+4

(a) (b) (c)

Volume (cubic micrometers) Volume (cubic micrometers) Volume (cubic micrometers)

Fig. 4 Porosity distribution in LPBF processed samples at various energy density, a Sample I,
b Sample II, and (III), c Sample III. (Color figure online)
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The variation of the volumes of pores detected in the printed samples is presented
in the legends. The scale bar corresponds to each color indicates pore volume in
cubic micrometer. It is evident that the quantity and quality of the pores are linked
with the energy density of the input parameters. At lower energy density, Sample I
(47 J/mm) shows higher porosity than the Sample II (59 J/mm) and III (67 J/mm),
respectively. In Sample I, the elongated and irregular pores are greater in number,
as well as with larger volume sizes, which ranges from 2 × 104 to 130 × 104 µm3.
Sample II possesses smaller quantity of pores, and volume size ranges from 2× 104

to 10× 104 µm3. In Sample III, very few quantities of spherical pores are observed,
and from the scale bar, it is evident that volume size of these pores ranges from 2 ×
104 to 9 × 104 µm3.

Tensile Property

Figure 5 shows the tensile properties includes yield strength (YS), ultimate tensile
strength (UTS), and elongation (El) for different energy density. The three different
energy densities exhibited significant changes in the tensile properties. In general,
sample (Sample I) fabricated with lower energy density (47 J/mm) exhibit poor
tensile property. In contrast, Samples II and III with increasing energy density (59
and 68 J/mm, respectively) show greater tensile properties. The ultimate tensile
strength (UTS) is lower in Sample I (665 MPa), compared to Sample II (701 MPa)
and Sample III (773 MPa). The ductility also improves from Sample I (23%) to
Sample II (38%) and Sample III (35%). A small increase in elongation is observed
in Sample II than Sample III, exhibiting better ductility with minor amount of pore
formation. In Sample III, higher YS (753MPa) is observed than Sample II (688MPa)
and Sample I (646 MPa).

Fig. 5 Engineering
stress–strain curves, values
of yield strength (YS),
ultimate tensile strength
(UTS), and elongation (El)
of LPBF processed 17-4 PH
SS, at three different energy
densities. (Color figure
online)

0

5

10

15

20

25

30

35

40

45

0

100

200

300

400

500

600

700

800

Sample I Sample II Sample III

El
on

ga
tio

n,
 %

St
re

ng
th

, M
Pa

YS (MPa) UTS (MPa) El (%)



138 D. Sarker et al.

Discussion

In current study, the phase formed in the LPBF processed 17-4 PH SS shows only
martensitic structure for both powder and the printed samples.Moreover, it is reported
that the LPBF processed 17-4 PH SS samples possess austenitic phase, depending
on the process environment [11, 16, 17, 21, 22]. The presence of both martensite
and retained austenite can be explained by the experimental atmosphere during
powder atomization followed by LPBF of 17-4 PH SS. However, the samples in the
present study were printed in Ar atmosphere. So, identical microstructural features
are obvious at different energy densities (Fig. 2). The structure of elongated columnar
grains and martensitic lath formation is due to the heat dissipation along the build
direction. Similar columnar grains are presented in the LPBF processed 17-4 PH
SS samples, where the result indicates that dendritic growth approaches parallel
to the heat flow showing higher orientation tendency in the melt zone [17]. More-
over, the EBSD results emphasize the grain morphology and the orientation of the
grains together with the grain boundary angles. The crystallographic orientation of
columnar dendrites was color coded in the EBSDmap (Fig. 3a and b), where different
color corresponds to different orientations. In directional solidification, the primary
dendrites propagate in the opposing direction of the thermal gradient, which also
perpendicular to the mushy zone are categorized by various growth directions.

Porosity is one of the common defects in AM parts, which can adversely affect
the mechanical properties. The source of the porosities could be various, i.e., powder
made, process made or a product of solidification [23]. Generally, the spherical pores
are generated from the entrapped gas because of the vapor pressure of the entrapped
gas, stimulated by manufacturing process of both powder and the printed parts [24].
The irregular shaped pores are the result of some factors, such as cracks caused by
thermal stress, partial melting of powders, balling phenomena, which occurs when
melt pools are unable to defeat surface tension and results partial coverage for the
following layers [25]. Because of the irregularity in the shape, these pores are bigger
in size compared to the spherical pores [26]. The elongated pores are generated
from the inadequate melting of powder within layer into layer initiating cracking
and elongated voids [27]. Therefore, the presence of irregular and elongated pores in
Sample I are associatedwith the inadequate energydensity through theLPBFprocess,
leading to incomplete melting of powders. Process made porosity can impact other
factors, such as powder consolidation, whichmay influence to an inaccurately packed
powder bed to completely dense parts [28]. The distributed powder on the powder
bed may contain particles bigger in diameter than the layer thickness and through
melting consolidated into a layer of proper height. The samples printed in different
energy densities show a significant change in tensile properties. The better tensile
strength and ductility can be attributed with the size and shape of the pores formed
in the printed samples. The bigger size of irregular and elongated pores in Sample
I caused premature failure results poor tensile property. In contrast, the smaller size
of irregular pores in Sample II promotes a combination of brittle and ductile failure.
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The negligible smallest size of pores in Sample III can resolve much load during
tensile testing and resulting ductile failure with better tensile property.

Conclusions

This study explains how the energy density influences the size and shape of the
porosity which affects the tensile properties of the printed parts. Samples of 17-4 PH
SSwere printed usingLPBF inAr atmosphere at three different energydensities using
recycled gas atomizedpowders. Through the experimental results,microstructure and
tensile properties are affected by energy densities. From the above discussion, it can
be summarized as follows:

(a) Unlike other research works, the samples printed in Ar atmosphere shown
complete martensitic transformation. The columnar dendrites and martensite
phases are observed in all three printed samples (Samples I, II, and III).

(b) The sample printed with lower energy density (47 J/mm3) formed greater
number of poreswith larger volume sizes.With higher energy density (59 J/mm3

and 67 J/mm3), the pore content reduces as well as the volume of the individual
pores.

(c) As the Sample I, exhibits significant volume of pores, they did not pass through
the necking, which indicates premature failure. On the other hand, the lower
pore density in Samples II and III show necking with higher tensile property.
Therefore, both the pore quantity and shapes influence the tensile property,
which is evident in Sample III through higher tensile strength of 770 MPa and
elongation of 38%.
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Melt Pool Evolution in High-Power
Selective Laser Melting of Nickel-Based
Alloy

Borisov Evgenii, Starikov Kirill, Popovich Anatoly, and Popovich Vera

Abstract The paper studiesmelt pool evolution in nickel-based alloy as a function of
the high-energy selective laser melting parameters. The influence of the geometric
melt pool characteristics on the development of microstructure as well as on the
formation of defects is investigated. Several laser processing parameters varying
in volumetric and linear energy density were chosen. The shrinkage porosity was
also studied, and its dependence on the process parameters, resulting density and
microstructure were determined.

Keywords Single crystal alloy · Nickel-based alloy · Selective laser melting ·
High laser power · Additive manufacturing

Introduction

Search for the new materials suitable for additive manufacturing (AM) of complex
and high-demanding components is currently driving the future developments. There
are many scientific papers devoted to the application of new materials in the addi-
tive industry [1–5]. Currently, nickel heat-resistant single-crystal alloys are the most
popular in the production of blades for gas turbine engines. Direct crystallization
technology of such blades is associated with the inability to fully utilize the poten-
tial of the alloy. Such a limitation is caused by the segregation of alloying elements
within dendritic cells, structural heterogeneity and formation of shrinkage micro-
pores [6]. Modern methods of additive manufacturing make it possible to control
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the microstructure of the manufactured product more precisely, which in turn can
provide a higher relative density of nickel heat-resistant single-crystal alloy products
[7–9]. However, the use of the selective laser melting (SLM) technique is associated
with several technological problems. One of these issues is related to the specimens
cracking during the growing process [10–15].

Thus, the aim of this work is to determine the dependence of the specimen’s rela-
tive density and cracking on the melt pool depth formed by using various parameters
of the selective laser melting process.

Materials and Methods

TheAconity3DMIDI selective lasermelting systemwas used for the experiment. The
machine is equipped with variable focal spot diameter laser source with Gauss power
distribution and a maximum power 1000Watts. Moreover, machine is equipped with
amodule to enable operationwith platform preheating up to 1200 °C. The parameters
of the selective laser melting process were selected in such away that different depths
of the melt pools were provided during the samples production. The platform was
heated to 1000 °C. This influence was realized by varying the volume and linear
energy densities given to thematerial in the SLMprocess. As a result, seven scanning
modes with different values of laser power, scanning speed, and hatch distance were
selected. A constant layer thickness of 50 µm and laser spot diameter 400 µm was
used.

The samples were made from nickel heat-resistant single-crystal alloy. The chem-
ical composition of the powder is shown in Table 1. The powder particle size distri-
bution was measured using Fritsch analysette 22 NanoTec plus by laser diffraction
techniques.

Seven cubic samples with dimensions of 10 × 10 × 25 mm and different SLM
parameters were produced. The samples were built without supports on a steel
platform.

The presence of shrinkage defects was estimated based on the relative density
and cross-sectional microscopy. The relative density was obtained by hydrostatic
weighing (Archimedes method) of the samples.

The samples were cut along the growing direction along the line of the laser
passage in the upper layer. The resulting metallographic samples were etched in a
solution of HCl-20 ml, H2SO4-1 ml, and CuSO4-4 g until the visible boundaries of
the melt pool appeared. The depth of the melt pool was determined graphically using
the Leica DMI 5000 light optical microscope as the maximum distance (due to the

Table 1 Chemical composition of nickel alloy powder (wt. %)

Ni Cr Al Mo W Co Re Ta Nb C B

60.45 4.9 5.9 1.1 8.4 9.0 4.42 4.1 1.6 0.12 0.01
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Fig. 1 Boundaries of the
melt pool of sample 2.
(Color figure online)

rounded shape of the boundary of the melt pool) from the upper edge of the sample
to the boundary of the melt bath of the last laser pass. An example of determining
the depth of a melt bath using an optical microscope is shown in Fig. 1.

Based on the data obtained, the dependence of the sample density on the depth
of the melt pool provided by the scanning parameters during the production of this
sample was determined.

Results and Discussion

The powder particle size distribution measured by laser diffraction showed the
following: D10 = 28.6 µm, D50 = 55.8 µm, D90 = 92.3 µm (Fig. 2).

Secondary electron (SE) and back-scattered electron (BSE) analysis of the powder
was performed by scanning electronmicroscope. According to the results of the BSE
analysis, it is possible to draw conclusions about the chemical uniformity of the alloy
and the absence of numerous particles with surface oxide layers (Fig. 3a). Based on
the results of SE analysis, it can be concluded that there are a small number of
satellites and irregularly shaped particles which will not affect the fluidity of the
powder during the process (Fig. 3b).

As shown in Table 2, there is no clear correlation between the values of linear
energy densities and the depth of the melt pool. This can be explained by the fact
that the depth of the melt pool is affected by many characteristics, and together they
can give an effect that is not reflected by the linear energy density value. In addition,
in this paper we used a significant heating of the working platform and the modes
with large values of linear energy density. This led to the fact that the size of the
melt pool in the samples is larger. Thus, it turns out that the lifetime of the melt
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Fig. 2 Particle size distribution by volume fraction. (Color figure online)

Fig. 3 Nickel heat-resistant single-crystal alloy BSE a, SE b

Table 2 Overview of the samples, showing relative density, depth of themelt pool and linear energy
density

Sample № 1 2 3 4 5 6 7

Relative density, (g/mm3) 8.77 8.76 8.76 8.75 8.72 8.69 8.66

Depth of the melt pool, (µm) 690 600 510 450 360 340 320

Linear energy density, (J/mm) 0.89 0.6 0.8 0.8 0.97 0.97 0.84
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pool is significantly higher than in the traditional SLM process. Apparently, these
facts are the reason why there is no obvious connection between the values of the
linear energy density and the depth of the melt pool. As the depth of the melt pool
increases, the relative density of the samples also rises (Table 2), which indicates
a decrease in the number of shrinkage defects in the samples. This effect is due to
the fact that the scanning parameters that provide a greater depth of the melt pool
increase the crystallization time of the upper layers of the sample which leads to a
significant increase in the size of the γ—phase cells and a reduction in the boundary
zones.

The microstructure of the obtained samples consists of elongated cells located
mainly along the growing direction of the samples γ—solid solution with scat-
tered particles γ ‘—phase formed on the basis of the intermetallic compound Ni3Al
(Fig. 4a) which in turn consist of cuboid microparticles with an average size of
~ 200 nm (Fig. 4b).

Nb and Mo carbides are isolated along the boundaries of the γ—phase cells.
The presence of carbides of alloying elements improves the properties of heat-
resistant alloys at temperatures above the solubility limit of the intermetallic γ ‘—
phase (Fig. 5). However, at the same time, their presence leads to the formation of
micropores of shrinkage origin.

When the melt is crystallized in boundary zones limited on the one hand by
the boundaries of growing dendrites, on the other by carbides released in the melt,
the melt volumes are isolated from the total volume. Then, as a result of thermal
shrinkage at the crystallization front, micropores and other defects of shrinkage

Fig. 4 Microstructure of specimen obtained by selective laser melting

Fig. 5 EDS of the selective laser melted specimen. (Color figure online)
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Fig. 6 Microstructure of the specimen 7—a and specimen 1—b

origin are formed in areas isolated from the total volume of the melt due to the lack
of the liquid phase. The presence of such defects in the alloy significantly reduces
its performance at operating temperatures.

High crystallization rates are characterized by a smaller γ—PDAS (primary
dendritic arm space) size and a larger overall boundary length which in turn increases
the probability of shrinkage defects formation in the sample. The volume fraction of
defects can be reduced by increasing the crystallization time which will ensure the
growth of γ /γ ‘—phase cells of greater width and a reduction in the total length of
the boundaries (Fig. 6).

Conclusions

This paper presents the research results of the geometric characteristics, namely the
depth of the melt pool formed during the selective laser melting of products, and its
effect on the amount of shrinkage defects. The number of defects in the obtained
samples was determined by the relative density, which in turn was measured by
hydrostatic weighing. As a result, it was determined that as the depth of the melt pool
increases, the relative density of the samples also increases. This effect is explained by
a decrease in the rate of crystallization in the SLM production of samples according
to the parameters that provide a greater depth of the melt pool. Slowing down the
crystallization rate in the printing process provides a greater growth of γ—phase
cells and, as a result, a decrease in the volume fraction of γ ‘—phase in which the
formation of shrinkage defects occurs.

Funding This research was supported by Russian Science Foundation grant (project No 19-79-
30002).
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On Mesoscopic Surface Formation
in Metal Laser Powder-Bed Fusion
Process

Shanshan Zhang, Subin Shrestha, and Kevin Chou

Abstract During Laser Powder-Bed Fusion (LPBF), the surface formation of the
selected-melted powder-bed region is subject to a melting-solidification process
along the line-scans and sensitive to the process conditions. This study focuses on
the surface formation of mesoscopic line-scans in LPBF and aims to investigate the
effect of different process parameters, such as laser power and layer thickness, on the
track morphology and surface roughness. For this purpose, single-track scans were
produced by an LPBF system and then were characterized under a white-light inter-
ferometer. A discrete element method and 3D thermo-fluid modeling were applied
to simulate powder spreading and laser scanning. The results show that the line-scan
surface morphology and the surface roughness of the quasi-steady regions on the
line scans are signifiscantly dependent on the process conditions both longitudinally
and transversely. As a result of continuous melting in the line scans, increasing laser
power and decreasing layer thickness lead to smoother surface finish, respectively.

Keywords Laser Powder-Bed Fusion ·Mesoscopic surface formation · Surface
roughness · Thermos-fluid modeling

Introduction

Metal laser powder-bed fusion (LPBF), additivemanufacturing (AM)process utilizes
a laser source to selectively fuse modeled regions on the metal powder bed, and
continuously repeats the layer-wise deposition to generate 3D parts [1]. Due to the
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flexibility to fabricate complex geometries directly from the CAD model, LPBF has
been growing popularity with high-demanded potentials among numerous AM tech-
nologies. Particularly, LPBF exhibits extraordinary advantages in surface quality
compared with other powder-bed processes, i.e., electron beam melting (EBM).
However, surface quality is a key assessment criterion in many AM applications
[2, 3]. Although the surface quality can be improved largely by post-treatment or
even during the build processing through re-melting [4, 5] and pulse shaping [6], the
as-built surface quality is still a limit in the AM field.

Since the formation of 3D parts in LPBF is made up by the metallurgical bonding
among adjacent raster line scans in successive layers, the individual line scans are
considered as the fundamental component to examine the stability and quality of the
fabricated parts [7]. Due to a complex thermal fluid dynamics interacting the heat
source and metallic powder, the melt pool for the line scans goes through a contin-
uous rapid melting-solidifying process. The applied fabrication process parameters
and involved powder-bed status can significantly influence the quality of line-scan
formation [8, 9]. Additionally, for a single line scan while traveling a long path, the
melt pool may reach a thermodynamic balance status assuming the scan direction is
not changed. However, as the laser practically experiences acceleration and deceler-
ation while laser on and off or reaches at 180° turn points, the melt pool will lose the
balance and reveal significantly different from the quasi-static region [10].

Recent years, many studies have investigated the LPBF fused metallic melt pool
of single tracks. Experimentally, Gong et al. characterized the surface topology of
single line scans using Ti-6Al-4V (Ti64) in LPBF, and exhibited the dissimilarity at
different energy density situations [11]. Caprio et al. estimated the penetration depth
of melt pool based on the detection of melt pool surface oscillations using a novel
monitoring technique [12]. On the other hand, from the simulation perspective, Ahn
et al. developed an analytical equation to predict the surface roughness for different
inclination angles usingmeasurement data fromexperiment and interpolationmethod
[13]. Additionally, Dai andGu applied a 3D volume of fluid (VOF)model using finite
volume approach to predict the surface morphology based on the thermo-capillary
effect and pressure boundary condition at the interface [14]. Powder-scale models
were utilized to predict the free surface formation some studies by Khairallah et al.
[15] and Xia et al. [16]. Shrestha et al. utilized a VOF model to predict the heat
transfer, fluid flow, and resultant track morphology of the single-track formation
[17].

The objective of this study is to investigate the mesoscopic surface formation with
respect to different process conditions in LPBF, and to have reliable understanding on
the quasi-static profile roughness of themesoscopic surfaces. In this study, the single-
track scanned specimens were fabricated in an LPBF system with Ti64 powder, and
then examined using a white-light interferometer (WLI) to investigate the surface
morphology and profile roughness. In addition, a discrete element method and 3D
thermos-fluid modeling were applied to simulate the powder spreading and laser
scanning process.
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Experimental Methods

The experimental specimen consists of a semi-circular solid substrate and line scans
exposed on the top surface of the substrate as shown in Fig. 1a. The distances between
the neighboring tracks were far enough to avoid the influence of heat dissipation
caused by overlapped melt pools. In addition to examine the effect of layer thickness
on the single-track formation and to fabricate the tracks under the consistent build
environment, a 20 µm stair in the semi-circular was designed as shown in Fig. 1b.
As such, the single tracks could be deposited on the two sides of the semi-circular
specimen with different layer thicknesses, 20 µm and 40 µm, respectively.

In this study, an EOSM270 LPBF system was utilized to fabricate the specimens.
Pre-alloyed Ti64 powder supplied by LPW technology was used. All of the semi-
circular substrates were manufactured using the EOS default parameter set to form
full dense solids and consistent surface status. Then, the tracks were fabricated on
the substrate surfaces with different conditions, as exhibited in Table 1. Specimens
P1 to P3 were formed with different laser power at the layer thickness of 30 µm.
Also, to fabricate the tracks at layer thicknesses of 20 and 40 µm, the build was
performed at the 20 µm powder layer. After the substrate surface was finished, the
20µm stair was exposed at the one half side of the surface, and at this layer, no tracks
were exposed. Then, the next 20 µm powder layer was spread over. At the current
layer, the thickness of the powder bed was 20 µm on the right side and 40 µm on the
left, and thus, the track scans were produced at different powder layer thicknesses.

Fig. 1 CAD models for single-track formed specimens with layer thicknesses of a 30 µm, and
b 20 and 40 µm; c Illustration for powder packing; dWhite-light interferometer; e Specimen setup
on the stage; f As-built specimens. (Color figure online)
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Table 1 Design of
experimental parameters for
single-track scans

Specimen # Layer thickness, µm Laser power, W

P1 30 120

P2 30 150

P3 30 180

P4 20 150

P5 40 150

In addition, all the tracks were produced with a fixed scan speed of 1000 mm/s with
skywriting setting turned on.

Moreover, to examine the surface morphology, a non-contact WYKO NT1100
white-light interferometer was utilized, shown in Fig. 1d. The flat surface with single
lines fabricated is face-up placed on the sample stage (Fig. 1e). The vertical scanning
interferometry (VSI) measurement mode is applied to evaluate the rough surfaces.
In this study, 0.5× magnification field-of-view (FOV) lens and 50× objective lens
was built-in. The scan region and scan length were set based on the length and height
of the deposited single line scans.

Results and Discussion

Track Surface Morphology

The as-built specimens were cut off from the build substrate after fabricated from
EOS M270 system. The semi-circular specimens were placed with the flat surfaces
upwards to observe the tracks under WLI. The surface morphology observation and
roughness measurement of the mesoscopic surface formation are elaborated in this
section.

Track Repeatability

Figure 2 shows the 5 replicates of 2 mm single tracks produced using a laser power
of 150W and a scan speed of 1000 mm/s at a layer thickness of 30 µm, respectively.
The track profiles can be identified from the isometric view with various colors, indi-
catable of vertically elevated region in red and lowered region in blue. The scanning
direction of these tracks were exposed from right-hand side to left in the view of
Fig. 2. It is noticed that the 5 replicates of single tracks are consistently repeatable
in general although unique morphology appears for every single-track scan.
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Fig. 2 Consistency of 2 mm single-track scans fabricated using 150W laser power and 1000 mm/s
scan speed at 30 µm layer thickness. (Color figure online)

Laser Power Effect on Single-Track Formation

3-dimensional displays of representative single-track scans produced using various
laser powers are shown in Fig. 3, with the scan direction from back to front. It can be
identified that the track produced with 120 W laser power shows a wavy profile and
occasional discontinuous valleys in the longitudinal direction (Fig. 3a), whereas the
laser powers of 150 and 180Wmade continuous tracks (Fig. 3b, c); among the latter
two tracks, the one using 180 W apparently shows an increase in height than 150 W
due to more energy input contributed to deposit more powder. In addition, the bead
width is observed to fluctuate along the tracks, and is generally ascending with an
increase of laser energy input. It is also observed that the tails of tracks using laser

Fig. 3 3D displays of single-track scans fabricated via different laser powers of a 120W; b 150W
and c 180 W. (Color figure online)
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Fig. 4 2D profiles of the single tracks fabricated via laser power of a 120W; b 150W and c 180W
in longitudinal (Left) and transverse (Right) directions. (Color figure online)

powers of 120 and 150W show irregularly distortion. The transient thermal dynamic
behavior is considered that when the laser is off, the melt flow is slowed down while
the boiling and evaporation of the melt powder create recoil pressure that leads to
distortion of the single tracks [18]. Besides, the tracks formed by higher laser power
applied present more powder particles attached on the track surface due to spatter
generation caused by higher heat input [19].

Figure 4 shows the 2D profiles of the tracks in Fig. 3 in longitudinal and trans-
verse directions. Both directional profiles present the surface fluctuation status of the
middle cutoff of the tracks. Among these tracks, the one using 120 W laser power
exhibits disconnection near the beginning of the scan and low profile at the center,
leading to the instable profile, shown as Fig. 4a at the left. Although no discontinuity
is observed in the other two tracks, occasional small peaks due to attached particles
being noticed. Quantitatively, at the beginning region of tracks, the height of peaks
exhibits dependent on the energy input, showing an increase (from 120µm to 80µm)
with ascending laser power because higher energy deposition creates higher thermal
gradient and assists melting more surrounding powder. Another peak region near
the track tails is measured as well, and similar tendency with respect to the laser
power is noticed. In addition, it can be seen that the ending region presents inclined
that is considered caused by recoil force to the melted metal surface [20]. On the
other hand, the profiles of the three track cutoffs in the transverse directions gener-
ally exhibit semi-circular morphologies, although fluctuation and spattering powder
during solidification may cause distorted profiles. It is indicated that the height of
the middle cross-sectional cutoffs shows increasing with a rising laser power. Due to



On Mesoscopic Surface Formation … 155

the semi-circular shape, the peaks are basically around the center line of the profile,
and thus, the track height can be analyzed with an overall view at the longitudinal
profiles.

Layer Effect on Single-Track Formation

Additionally, the single tracks deposited via the same process parameters at different
layer thickness powder bedwere scanned underWLI, as shown in Fig. 5.As expected,
it is observed that the track height displays dependent upon the layer thickness: The
track built at 20 µm powder layer generally presents lower height than those built at
30 and 40µm. Specifically, a shallow tail end of the 20µm layer track is significantly
shown in Fig. 5a. This can be because of insufficient flow of melt pool at the end of
track scans after the laser is stopped, whereas the accumulated heat cannot dissipate
immediately, and the melted surface is pushed down by recoil force [21]. Moreover,
in terms of track continuity, three representative tracks do not exhibit disconnection
due to sufficient energy input, which also does not lead to significant difference on
the track width visually. Besides, the inclusions due to incomplete melting can be
seen on the surfaces of the tracks and surrounding regions, with an increasing amount
with the thickened powder layers during fabrication.

The 2D surface profiles in both longitudinal and transverse directions are inves-
tigated in Fig. 6. Similar to the observation in the 3D views, the profile height of
these tracks displays dependent on the layer thickness, increasing to a peak value
of 85 µm at the powder layer thickness of 40 µm. In addition, the continuity of the
tracks without breakage reveals that the linear energy density created by the process
parameter combination of 150 W laser power, and 1000 mm/s scan speed is suffi-
cient in fabrication at the studied range of powder layer thickness. Specifically, it is
noticed that the profile of the track built on 20 µm powder layer (Fig. 6a) exhibits a
smoother surface finish along the track formation. In contrast, the other two tracks
present obvious bumps on their profiles, showing ascending height values with an
increase of layer thickness due to more powder melted during fabrication. On the
other hand, the transverse cross-sectional profiles are shown in Fig. 6. It is noted that
the transverse cutoffs exhibit semi-circular shape. Besides, the width of the track

Fig. 5 3D displays of single tracks fabricated at different layer thicknesses of a 20 µm; b 30 µm
and c 40 µm. (Color figure online)
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Fig. 6 2D profiles of the single tracks fabricated at layer thicknesses of a 20 µm, b 30 µm, and
c 40 µm in longitudinal (Left) and transverse (Right) directions. (Color figure online)

with 40 µm layer thickness (Fig. 6c) exhibits greater due to more powder fed during
laser deposition.

Specifically, the shallow tail end of the track at 20 µm layer thickness has been
noticed with a bimodal profile in the depressed zone and inclination on both sides in
the transverse view of cutoff, shown in Fig. 7. Such a phenomenon can be contributed
by Marangoni effect caused by temperature gradient, and thus, the fluid flows from
low surface tension region to high surface tension region, exhibiting an outward flow
from center to the edge of the melt pool [22].

Quasi-static Surface Roughness

As the experimental 2 mm single tracks were experienced transient regions at both
ends along the laser traveling direction, the surface roughness in this study would
be measured for the dynamic-balanced region excluding the transient regions. The
quasi-static length in the longitudinal direction was estimated in a range of 1062 µm
to 1100 µm with an ascending tendency with decreasing laser power applied at
30µm layer thickness. Therefore, to keep the Rameasurement consistent, a 1000µm
measure length in the middle portion of the tracks was applied to examine the quasi-
static roughness.

The profile roughness measurement with respect of exposed laser power is shown
in Fig. 8. The longitudinal roughness reveals that the lowest laser power (120 W)
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Fig. 7 Depressed tail of single track (Fig. 5a) made at 20 µm layer thickness. (Color figure online)

Fig. 8 Profile roughness of
single tracks at 30 µm layer
thickness in longitudinal and
transverse directions. (Color
figure online)

gives the highest roughness of 13 µm ± 1.8 µm compared to other two laser power
levels, while not much difference of the roughness values (approximately 7.5 µm)
is observed between 150 W and 180 W. In the transverse direction, the middle slice
of the track was measured. It can be noticed that the transverse roughness increases
with the increasing laser power.

In addition, single-track scans exposed at different layer thicknesses using 150W
laser power and 1000 mm/s scan speed were analyzed about the profile roughness.
As shown in Fig. 9, the longitudinal roughness exhibits an increasing tendency with
an increase of layer thickness; therein, the roughness of tracks deposited at 40 µm
powder layer reveals almost twice value of that at 20 µm powder layer, which can
be a reason that thicker layer may cause a higher bead height but wavier profile due
to less energy density. On the other hand, the roughness in the transverse direction
is observed that higher profile roughness occurs at thicker powder layer.
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Fig. 9 Profile roughness of
single tracks at different
layer thickness in
longitudinal and transverse
directions. (Color figure
online)

Numerical Study

A3D thermo-fluidmodel was developed using FLOW-3D software. The powder over
the base platform was imported from the LIGGGHTS simulation result. The domain
was represented based on the fluid fraction. Powder and solid had a fluid fraction of 1
and the rest has 0 fluid fraction. Since the VOFmodel was used to predict the surface
formation, a hexahedral mesh of 5 µm was applied. In addition, all the walls of the
domain were assigned with adiabatic boundary conditions. During the simulation,
the laser was turned on at 0.2 in positive X (along laser movement) andY (transverse)
directions and the total scan length used was 1 mm. After the laser traveled 1 mm, it
was turned off and the melt pool was let to solidify. The process parameters used in
the simulation were 150 W laser power and 1000 mm/s scan speed as consistent in
the experiment.

Figure 10a shows the temperature distribution and the melt pool when the laser
is in motion. The upper limit of the temperature distribution is limited to the melting
temperature. Hence, the red area represents the melt pool. Besides, a depression is
formed at the laser application area due to the recoil pressure. The single track formed
after the solidification is shown in Fig. 10b.

Single-track scans at various layer thicknesses of 20, 30, and 40 µm were simu-
lated. The 2D melt pool profiles of these tracks were obtained from the center of
the domain, shown in Fig. 11. Generally, the longitudinal profiles show a decreasing
melt pool penetration depth along the laser traveling direction. The depth of the
track appears maximum at the beginning, and depression is observed at the end of

Fig. 10 a Temperature distribution during laser melting process, and b single-track solidification.
(Color figure online)
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Fig. 11 Longitudinal (Left) and transverse (Right) melt pool profiles with layer thicknesses of
a 20 µm, b 30 µm, and c 40 µm. (Color figure online)

track. The formation of such a profile occurs due to the backward melt flow driven
by the thermo-capillary effect. The longitudinal profiles of the three tracks show
little variation in the melt pool depth, while difference exists on the surface profiles
that the 40 µm layer-thickness track (Fig. 11c) presents more fluctuation, which
was observed in the experimental results as well. On the other hand, the transverse
profiles of the three tracks are resulted semi-circular shape. Therein, the melt pool
depth with 40 µm layer-thickness exhibits relative lower compared to those with 20
and 30 µm layer-thicknesses, while their transverse surface profiles do not vary with
much variation. However, the counterparts from experiments were observed more
fluctuation due to the presence of incomplete melted powder particles attached and
denudation.

Conclusions

In this study, the mesoscopic formation of single-track scans was fabricated in a
LPBF process, and examined the surface morphology underWLI. Using a consistent
measure length of 1000 µm, the quasi-static regions of the single-track scans were
examined in the longitudinal and transverse directions. Additionally, the discrete
element method and 3D thermos-fluidmodeling were utilized to simulate the powder
spreading and laser scanning process.

The achieved findings are summarized: (1) The surface formation of single-track
scans is significantly dependent on the fabrication parameters. At the powder laser
thickness of 30µm, higher laser power results in smoother surface finish, along with
an increase in track width and bead height. (2) At a constant laser power and scan
speed, the single-track scan formation is affected by the layer thickness. The increase
in layer thickness leads to increasing track height. (3) When the layer thickness is
20 µm, a depression at the tail end of the track is observed. (4) In the longitudinal
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direction, the roughness of single-track scans exhibits an increase with a decreasing
of laser power at a certain scan speed and layer thickness, and with an ascending
layer thickness at a constant laser processing parameters, including laser power and
scan speed. (5) In the transverse direction, the quasi-steady roughness of single tracks
presents an increase with an increasing laser power at a certain scan speed and layer
thickness, and with an increasing laser thickness at a constant laser processing.
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Evolution of Microstructure
and Dispersoids in Al-Mg 5xxx Alloys
Under Wire + Arc Additive
Manufacturing and Permanent Mold
Casting

K. Liu, A. Algendy, J. Gu, and X. -G. Chen

Abstract Themicrostructure and the formation of dispersoids in Al-Mg 5xxx alloys
underwire+ arc additivemanufacturing (WAAM) and permanentmold casting (PM)
were investigated with the aid of optical microscopy and scanning/transmission elec-
tronmicroscopies. In the as-deposited/as-cast condition, the grains and intermetallics
in WAAM sample are finer, and its related microhardness is higher than PM sample.
However, during the heat treatment at 425 °C, the formation of dispersoids inWAAM
sample is slower with bigger size and lower volume, leading to its lower microhard-
ness than PM sample. In addition, the area fraction of the dispersoid zone in WAAM
sample is much lower than PM sample. Two types of dispersoids are observed in both
WAAM and PM samples. The formation and distribution of dispersoids during heat
treatment have been characterized aiming to discover the influence of fabrication
processes (WAAM and PM) on the precipitation behavior of dispersoids.

Keywords Wire + arc additive manufacturing · Permanent mold casting · Al-Mg
5xxx alloys ·Microstructure · Dispersoids

Introduction

The application of additive manufacturing (AM) process in aluminum alloys has
gained continuously growing interests due to their less restrictions compared with
the traditional fabrication process, especially on the parts with complex geometries.
The wire+ arc additivity manufacturing (WAAM) is one of the AM processes used
dominantly for large scale aluminum structural parts with modern complexity due
to its own advantages, i.e., lower equipment cost, higher deposition rate, and more
design flexibility [1]. Up to date, a number of works have been carried out with
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WAAM on aluminum alloys, such as Al-Cu [2, 3], Al-Zn-Mg-Cu [4] and Al-Mg
alloys [5, 6]. Among these alloys, Al-Mg-Mn 5xxx alloys attack particularly inter-
ests due to their wide applications in aerospace, automobile, and marine industries
because of their high strength and corrosion resistance [7]. Meanwhile, the WAAM
process has been further optimized to improve the as-deposited mechanical prop-
erties of Al-Mg-Mn alloys [6, 8, 9]. For instance, the ultimate tensile strength of
Al-Mg-Mn alloy has been improved from 273 MPa under gas tungsten arc welding
(GTAW) [10] to 344MPa when applying the inter-layer rolling to cold metal transfer
(CMT) WAAM process [6].

Nowadays, the elevated-temperature properties of aluminum alloys are one of the
hot interests due to the urgent demand from the automotive industry on improving
the fuel efficiency and reducing the emission of greenhouse gas. The introduction of
thermal-stable fine dispersoids through the proper heat treatment is approved to be
one of most effective approaches to improve the elevated-temperature properties of
aluminum alloys, such as in 3xxx and 6xxx wrought alloys [11–13]. In our previous
work, the yield strength at 300 °C of Al-Mn-Mg 3004 alloys has been significantly
enhanced from 55 MPa under industrial heat treatment (600 °C/4 h) to 97 MPa
under newly developed two-step heat treatments (250 °C/24 h + 375 °C/48 h) with
optimized alloy compositions [12]. In Al-Mg-Mn 5xxx alloys, the research of disper-
soids is principally focusing on their role during the hot deformation [14–16], while
limited study has been performed on the optimization of characteristics of dispersoids
(distribution, size and volume fraction) at relatively low heat treatment temperature,
such as 350–450 °C [11]. On the other hand, the after-deposition heat treatment is
seldom applied after WAAM process in Al-Mg-Mn alloys due to their weak contri-
bution from the precipitation strengthening, and there are much little researches on
discovering the flexibility of WAAM Al-Mg-Mn alloy on the elevated-temperature
applications. Therefore, it is of interest to investigate the evolution of dispersoids in
WAAM 5xxx alloys.

In the present work, a comparison on the microstructure and the formation
of dispersoids in Al-Mg-Mn 5183 alloys under WAAM and traditional permeant
mold casting (PM) was performed. The formation and evolution of intermetallics
compounds (IMCs) under the as-deposited/as-cast conditions and after heat treatment
have been studied and quantified. Meanwhile, the formation behavior of dispersoids
during the heat treatment has been preliminarily studied regarding to the two different
manufacturing processes.

Experimental

The Al-5%Mg-0.7%Mn alloys were prepared under WAAM and PM methods and
their chemical compositions analyzed using an optical emission spectrometer (OES)
are show in Table 1.

For WAAM samples, it was provided by Yanshan University (China) and fabri-
cated by WAAM using the commercial 5183 wire with a diameter of 1.2 mm.
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Table 1 Chemical composition of experimental alloys

Alloy code Elements, wt%

Mg Mn Si Fe Cr Ti Al

WAAM 5.1 0.67 0.05 0.1 0.08 0.1 Bal.

PM 5.2 0.72 0.26 0.31 0.18 0.1 Bal.

The WAAM deposition system was mainly comprised of a self-developed variable
polarity gas tungsten arc welding (VP-GTAW) power supply, a moving working
table, wire feeder system, and torch. A 12 mm thick 5083 aluminum alloy plate was
used as the substrate, which was cleaned by using the alkaline water, mechanical
brushing, and acetone in sequence before usage. A single-track straight wall was
built layer by layer. A variable pulse of 130 A positive current and 150 A negative
current with a duration time ratio of 4:1 was adopted in manufacturing. Meanwhile,
the wire feeding speed (2.4 m/min), travel speed (300 mm/min), contact tip to work-
piece distance (15 mm), shielding gas flow rate of pure Ar (15 L/min), and the
diameter of the tungsten electrode (3.2 mm) were set as constant during deposition.
One WAAM wall with a dimension of 380 × 110 × 6.3 mm was deposited. More
details can be found in [17].

For PM samples, it was prepared with commercially pure Al (99.7%) and pureMg
(99.9%), Al-25%Fe, Al-50%Si, Al-25%Mn, Al-10%Cr, and Al-5%Ti-1%B master
alloys. Approximately, 3 kg of material was prepared in a clay-graphite crucible
using an electric resistance furnace. The temperature of the melt was maintained
at ~750 °C for 30 min. The melt was degassed for 15 min and then poured into a
permanent mold preheated at 250 °C. The dimension of cast ingots was 30 × 40 ×
80 mm.

After decomposition/solidification, a heat treatment at 425 °C up to 24 h followed
by the water quench to room temperature was applied on two experimental alloys
to study the formation and evolution of dispersoids during the heat treatment. The
selection of the heat treatment temperature is based on the precipitation behavior of
dispersoids in 5xxx Al-Mg alloys [11, 18].

The microstructural features, including the grain structures, intermetallics, and
dispersoids under different conditions, were observed by optical and electron micro-
scopes. To reveal the dispersoids clearly, the polished samples were etched in
0.5% HF for 30 s. The grain structure was characterized by polarized-light optical
microscopy after electron-etching. A scanning electron microscope (SEM) equipped
with an energy dispersive x-ray spectrometer (EDS) and electron backscatter diffrac-
tion (EBSD)was used to identify the various intermetallicswhile the dispersoidswere
principally characterized by a transmission electron microscope (TEM).

In addition, the evolution of dispersoids was also evaluated by the electrical
conductivity (EC) and microhardness, which were measured at room temperature.
The EC was taken as the average value of 5 measurements, while microhardness was
the average of 20measurements with a load of 25 g and a dwell time of 20 s. It should
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be mentioned that the polishing surface of all WAAM samples as well as the TEM
sample were taken from transvers section of the “intra layer” rather that the “inter
layer” of last 2–3 layers to have a better uniform distribution of microstructure [3].

Results and Discussion

Microstructure Under As-Deposited/As-Cast and Heat-Treated
Conditions

Figure 1 shows the grain structures ofWAAMandPMsamples under as-deposited/as-
cast conditions and after heat treatment at 425 °C/24 h. As shown in Fig. 1a, b, the
grains in both WAAM and PM samples are equiaxed and the grain size of WAAM
sample is slightly smaller than the PM sample, which is 52 μm of WAAM sample
(similar to the grain size reported in [19]) compared with 64 μm of PM sample.
After 425 °C/24 h, the grains in both samples grew moderately, in which the grain
size increases to 54 μm for WAAM sample and to 78 μm for PM sample (Fig. 1c,
d), which is also reported in the literature [20]. The minor difference on the grain

Fig. 1 Grain structures and sizes of WAAM and PM samples at as-deposited/as-cast (a, b) and
after 425 °C/24 h (c, d). (Color figure online)
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structures betweenWAAMand PM is likely attributed to the different manufacturing
processes that the cooling rate and the temperature gradient of WAAM is higher than
that in PM [1, 6].

In addition, as shown in Fig. 1, the size and volume of IMCs (black particles at the
grain boundaries) are finer and lower inWAAM than that in PM.Detailed distribution
of IMCs is shown in Fig. 2 and Table 2. As shown in Fig. 2a, the IMCs are much finer
under as-deposited condition of WAAM sample compared with the coarse IMCs in
as-cast PM sample (Fig. 2c). Meanwhile, the volume of IMCs is greatly different
between WAAM and PM. As shown in Table 2, the total area fraction of IMCs is
3 times higher in PM than WAAM, which is 3.72% in PM vs. 1.26% in WAAM.

Fig. 2 IMCs in as-deposited WAAM (a, b) and as-cast PM (c) sample. (Color figure online)

Table 2 Area fractions of IMCs of WAAM and PM samples

IMCs Conditions

WAAM PM

as-deposited 425 °C/24 h as-cast 425 °C/24 h

Fe-rich IMCs 1.13 ± 0.4 1.12 ± 0.3 2.78 ± 0.6 2.46 ± 1.2

Mg2Si 0.11 ± 0.05 0.09 ± 0.03 0.82 ± 0.3 0.65 ± 0.4

Others 0.02 ± 0.01 0.02 ± 0.01 0.12 ± 0.04 0.05 ± 0.02

Total 1.26 1.23 3.72 3.16
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Among all IMCS, the Fe-rich IMCs is dominant in both WAAM and PM samples,
and the significant difference on their volume can be related to the higher Fe in PM
(0.31 wt%) than that inWAAM (0.13 wt%). In addition, the type and themorphology
of IMCs is also different betweenWAAM and PM. As shown in Fig. 2b, only platelet
Al6(Mn, Fe) and block-like ε-Al-Mn-Mg phase are detected in as-deposited WAAM
sample [6], while more types of IMCs are observed in as-cast PM sample (Fig. 2c),
which include the Chinese script α-Al15(Fe, Cr, Mn)3Si2, Mg2Si, block τ-Al-Cu-Mg
and β-Al5Mg2 in addition to the Chinese script Al6(Mn, Cr, Fe) and block-like ε-Al-
Mn-Mg. The difference is likely due to the higher Si as well as the lower cooling rate
in PM sample, especially for the α-Al15(Fe, Cr, Mn)3Si2 as well as the τ-Al-Cu-Mg
and β-Al5Mg2, which are generally reported in traditional permanent mold casting
[18]. Meanwhile, the morphology in Chines script Fe-rich IMCs, such as, α-Al15(Fe,
Cr, Mn)3Si2 and Al6(Mn, Cr, Fe), is well developed in PM sample with branches in
different directions, while Al6(Mn, Fe) are still in the platelet without any branches
in WAAM sample. The presence of Fe-rich IMCs in both WAAM and PM samples
are further confirmed by SEM-EBSD with lower mean angular value (MAD) than
0.7 [21]. One example of Al6(Mn, Fe) phase in WAAM sample is shown in Fig. 3,
confirmed by the EBSD pattern with the MAD of 0.245.

Figure 4 shows the distribution of IMCs in twoexperiment alloys after 425 °C/24h.
There is only a small change of Fe-rich IMCs observed in both WAAM and PM

Fig. 3 EBSD identification of Al6Mn in WAAM sample: (a) phase under SEM; (b) EBSD pattern
and (c) simulated results. (Color figure online)

Fig. 4 IMCs in WAAM (a) and PM (b) samples after 425°C/24 h
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samples, while some low-melting-point phases, such as τ-Al-Cu-Mg, β-Al5Mg2 and
Mg2Si, are partially dissolved into the aluminummatrix in PM sample. This is further
confirmed by the evolution of IMCs in Table 2, in which the total area fraction of
IMCs is stable at 1.23–1.26% in WAAM sample, while it decreases from 3.72%
under as-cast to 3.16% after 425 °C/24 h.

Formation of Dispersoids During Heat Treatment

Figure 5 shows the evolution of EC and microhardness of both experimental alloys
when treated at 425 °C. The time of “0” indicates the as-deposited/as-cast condition.
As shown in Fig. 5, the EC of WAAM is higher than PM (21.2 versus 19.1%IACS
in Fig. 5a) but the microhardness is also still higher (103 versus 98 HV in Fig. 5b) at
as-deposited/as-cast condition. It is widely accepted the evolution of EC can be an
indicator of the solution level of atoms in the aluminum matrix, especially the Mn
element [11]. However, the higher EC in WAAM is not expected, which indicates
the less Mn in the matrix after solidification. As shown in Table 2, much lower
volume Fe-rich IMCs formed during the solidification of WAAM, which should
consume less Mn than PM sample. Moreover, a higher cooling rate of WAAM is
favorable to increase the supersaturate solid solution level of Mn in the matrix. More
investigation will be performed to discover the reason. On the other hand, though
the higher EC of WAAM sample indicated a lower level of solid solution and hence
a less contribution on the microhardness, the microhardness of as-deposited WAAM
sample is still higher than PM sample (103 HV versus 98 HV). The reason is not
fully understood, but it is possibly due to the residual strain and relative higher
dislocation density during the WAAM process than PM [6, 22]. It is reported that
the microhardness of as-deposited Al-Mg-Mn 5083 alloy improved from 75 to 107
after applying the inter-layer rolling between the each deposited layer [6].

During heat treatment, it can be found that the EC values of both WAAM and PM
samples increase with the time. However, the increase rates are different between

Fig. 5 Evolution of EC (a) and microhardness (b) during heat treatment at 425 °C. (Color figure
online)
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Fig. 6 Distribution of dispersoids during heat treatment in WAAM and PM samples. (Color figure
online)

two samples, especially at the first 2–8 h when the increase of EC in WAAM sample
is considerably slower than that in PM sample (Fig. 5a). The similar tendency exits
for the increase of microhardness (Fig. 5b). As shown in Fig. 5b, the HV of WAAM
increases from 103 HV at as-deposited condition slightly to 106 HV after 425 °C/2 h
and 108 HV after 425 °C/24 h, while it gradually increases from 98 HV to 106 HV
and further to 113 HV for PM sample. The increase in EC with time is principally
attributed to the decomposition of supersaturated solid solution of Mn and to the
formation the dispersoids. Consequently, the hardness increase with time is due to
the increasing presence of dispersoids and their strengthening effect on the matrix
[11, 12]. Therefore, the evolution of EC and microhardness in Fig. 5 indicates the
distinct precipitation behavior of dispersoids between WAAM and PM samples.

Figure 6 displays the distribution of dispersoids after 2 and 24 h during heat
treatment. It can be found that the precipitation of dispersoids in WAAM sample
(Fig. 6a–c) is not as obvious as that in PM sample (Fig. 6d–f). For instance, the
dispersoids is already observable after 2 h in PM sample (Fig. 6d), while it is very
weaker in WAAM sample (Fig. 6a), explaining the faster increase in EC and micro-
hardness of PM samples than that in WAAM samples (Fig. 5). Even after 24 h, the
dispersoids are still sparely distributed in the matrix of WAAM sample (Fig. 6b)
while the dispersoids zone (DZ) and dispersoids free zone (DFZ) [11] are obvious
in PM sample (Fig. 6e). Under the SEM observation in the DZ (Fig. 6c, f), it can
be found that the dispersoids in WAAM is considerably less dense and their size is
bigger (Fig. 6c) than that in the PM sample (Fig. 6f). The number density in WAAM
is around 0.8/μm2, while it is 6.8/μm2 in PM sample after 425 °C/24 h, explaining
the lowermicrohardness ofWAAM than PM (108HVversus 113HV in Fig. 5b). The
likely reason for the bigger but lower volume of dispersoids inWAAM sample can be
principally attributed to the lower Mn supersaturated solid solute level indicated by
the higher EC at as-deposited condition (Fig. 5a). Another possible reason can be the
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Fig. 7 Dispersoids in WAAM (a) and PM, (b) samples after 425 °C/24 h

lower Si level inWAAM sample, which reduces the formation of intermediateMg2Si
phase during the heating process of heat treatment, which favors the nucleation of
dispersoids [12].

TEM study was further performed to obtain the detailed information of disper-
soids and the distribution of dispersoids after 425 °C/24 h are shown in Fig. 7. The
characteristics of dispersoids are similar with finding from the SEM results in Fig. 6,
namely the number density of dispersoids is lower and the size is bigger in WAAM
sample than that in PM sample. As shown in Fig. 7a, only few and large dispersoids
can be observed in WAAM sample, while many fine dispersoids are present in PM
sample (Fig. 7b). Therefore, it can be concluded that the precipitation of dispersoids
in WAAM sample is slower than that in PM sample during the heat treatment at
425 °C.

As shown in Fig. 7, there are generally two types of dispersoids classified from
their morphology: cubic/block-like and rod-like in both WAAM and PM samples.
From the morphology and TEM-EDS results as well the information from literature
[15, 16], the cubic/block-like dispersoids are likely to be Al4Mn, while the rod-like
ones are likely belonged to Al6Mn. As shown in Fig. 7, it seems that the fraction of
cubic/block dispersoids inWAAMis higher than that in PMsample andmore system-
atically work will be performed to identify and quantify the different dispersoids.
In the present work, due to the limited materials, only the preliminary comparation
on the microstructure between WAAM and PM samples were performed, and the
detailed evolution of dispersoids and their effect on elevated-temperature mechanical
properties in WAAM and PM samples will be investigated in the future.
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Summary

In the present work, the evolution of microstructure and dispersoids under the
as-deposited/as-cast conditions and during heat treatment for two different manu-
facturing processes (WAAM and PM) was preliminary investigated and the main
conclusions can be drawn:

1. In the as-deposited/as-cast condition, the grains in bothWAAM and PM samples
are equiaxed and the grain size of WAAM sample is slightly smaller than the
PM sample, while the IMCs in WAAM sample are much finer and its related
microhardness is higher than sample. On the other hand, more types of IMCs
were observed in PM sample, such as the α-Al15(Fe, Cr, Mn)3Si2, τ-Al-Cu-Mg
and β-Al5Mg2 in addition to the Al6(Mn, Fe) and block ε-Al–Mn-Mg present in
both WAAM and PM samples.

2. During the heat treatment at 425 °C, the precipitation of dispersoids in WAAM
sample is slower and dispersoids have bigger size and lower volume. Due to this
fact, the microhardness in WAAM sample after heat treatment is lower than that
in PM sample.

3. Two types of dispersoids (cubic/block-like Al4Mn and rod-like Al6Mn) are
observed after the heat treatment in both WAAM and PM samples. Future
work is dedicated on the detailed evolution of dispersoids and their effect on
elevated-temperature properties.
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Main Microstructural Characteristics
of Ti-6Al-4V Components Produced
via Electron Beam Additive
Manufacturing (EBAM)
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Abstract Electron Beam Additive Manufacturing (EBAM) is a Wire Directed
Energy Deposition (W-DED) process that is receiving much more attention than
other Additive Manufacturing (AM) techniques, especially in the aeronautical sector
for the serial production of metallic parts. However, this technique leads to singular
microstructures due to the rapid heating and cooling cycles generated during the
deposition of the pieces. In this work, a first identification of the main microstruc-
tural features of Ti-6Al-4V partsmanufactured by EBAM technology is performed to
better understand the general characteristics of this type of parts for further improve-
ment of this technology. The characterization is carried out by means of Optical
Microscopy (OM), Scanning Electron Microscopy (SEM) observations, and Energy
Dispersive X-Ray Spectrometry (EDS) analysis. The most remarkable aspects found
are the formation of long columnar prior beta grains throughout several layers in the
built material and the presence of many parallel thermal bands perpendicular to the
thermal gradient. Quantitative measurements such as the average width of the α

lamellae, the volume fraction of β phase, and the chemical composition at different
positions are also accomplished. A heterogeneous microstructure is reported, which
mainly derives from the complex and diverse thermal histories at the different posi-
tions of the deposited material. In addition, Al vaporisation is noticed. However, no
significant change along the deposit material is observed for a same configuration.
Next, experiments will focus on the influence of different key processing parameters
on the microstructure and mechanical properties.
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Introduction

Additive Manufacturing (AM), also known as three-dimensional (3D) printing,
includes the set of processes that allow the production of components layer-by-layer
from a virtual geometry or 3D computer-aided design (CAD)model of the sliced part
[1]. These techniques have been developed over the last 30 years and they present
today an interesting alternative to conventional manufacturing technologies, espe-
cially in the aerospace industry, as they are able to meet both technical and economic
needs such as cost and environmental impact reduction [2, 3]. There are multiple AM
processes that can be classified according to different criteria, for example, energy
source (e.g. laser, electron beam or plasma/arc), or initial feedstock (e.g. powder
or wire) [4]. Among all of them, Wire Directed Energy Deposition (W-DED) tech-
nologies are today very interesting in several sectors where the serial production of
large metal workpieces is important. This is due to its high deposition rates and its
big build envelopes [5]. Nowadays, there are several W-DED systems that are under
development including Wire and Laser Additive Manufacturing (WLAM) [6], Wire
Arc Additive Manufacturing (WAAM) [7], and Electron Beam Additive Manufac-
turing (EBAM) [8]. In particular, EBAM technology has been the first one to be
commercialized and it is the one studied in this paper.

AM processes are already applied in different engineering metallic materials
including, for example, aluminum alloys, titanium alloys, nickel-based superalloys
and steels [9]. Titanium alloys are particularly of interest for AM because of their
frequent use in aeronautical applications where the buy-to-fly ratio is very high when
using conventional manufacturing methods. This ratio could be significantly reduced
thanks to AM, from the range of 10–20 to nearly 1, thus reducing considerably the
manufacturing cost, material waste, and at the same time giving the possibility to
produce light-weight structures [10]. The alloy studied in the present paper is Ti-
6Al-4V alloy, the most widely used titanium alloys in the aerospace sector due to
its remarkable combination of low density, high strength resistance, and high corro-
sion resistance in multiple chemical media at low to moderate temperatures [11].
Ti-6Al-4V is a typical α + β dual phase alloy whose microstructure is very sensi-
tive to thermal history from which a wide range of microstructures, and therefore
mechanical properties, can be obtained at room temperature [12].

On the other hand, one of themain drawbacks ofAM technologies is their complex
periodic heat treatments, which are not yet accurately controlled, that produce
singular, heterogeneous, and anisotropic microstructures throughout the built part
compared to traditional technologies. These complex thermal cycles are generated
when depositing different layers, and they are dependent on the processing param-
eters of the AM technology [13]. In the case of the EBAM process, a huge amount
of processing parameters are available, what makes its understanding even more
complicated. Another challenge of AM technology includes the thermal residual
stresses that are created due to the severe temperature gradients developed during
the deposition process. Reducing residual stresses is crucial as they can decrease
the mechanical properties and hence degrade the performance of the components in
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service. In order to tackle this and be able to use EBAM technology for the production
of aeronautical parts, stress relief treatments are usually applied to near-net shape
parts.

Therefore, to ensure thatAM is a viablemanufacturing process, themicrostructure
must be well understood and controlled in order to produce components with reliable
and repeatable mechanical properties. Some studies have already been performed on
the microstructural evolution of AM-ed Ti-6Al-4V parts for different processes [14,
15]. From them, it is well known that there is a similarity in some of the features,
although every process has its own specificities.

Limited work has been done on Ti-6Al-4V components produced with electron
beam deposition with wire. The purpose of this research is to make a first identifi-
cation of the main microstructural characteristics of the as-received Ti-6Al-4V parts
manufactured by EBAM technology. This will provide a general idea of the predomi-
nant microstructure features that have to be taken into account when searching for the
best configuration in terms of processing parameters, in order to achieve the desired
mechanical properties.

Materials and Methods

The present study was performed on a single-bead component that was deposited
on a thick rolled Ti-6Al-4V substrate. The starting feedstock material was a 3.2 mm
diameterwire ofTi-6Al-4V, and the depositionwasperformedbyanEBAMmachine.
The EBAM technology consists in an electron beam that melts the wire, depositing
it layer-upon-layer until the part is built as desired. This system operates in a high-
performance vacuum environment with a work envelope of 1.778 × 1.194 × 1.6 m
and a pressure of 10−4 mbar. This vacuum conditions prevents the oxidation in the
melted pool, making EBAM technology a good choice for refractory alloys such as
Ti-6Al-4V. The chosen coordinate system is shown schematically in Fig. 1a along
with the rest of components of the EBAM system.

The single-beadwallwas depositedwith a length of 235mm, awidth of 15mmand
a height of 60mmusing nominal parameters. The deposition pattern usedwas simple,
as seen in Fig. 1b. Once deposited, it underwent a stress relieved heat treatment at
650 °C for 3 h.

For microstructural characterizations, samples of 3 mm of thickness were cut by
wire electrical discharge machining along the YZ plane including the substrate.
The samples were grounded with papers up to 4000 grit, as well as chemical-
mechanical polished using OPS solution following the standard metallographic tech-
niques. Finally, they were chemically attacked using Kroll’s etchant in order to reveal
the microstructure.

Opticalmicroscopy (OM)andScanningElectronMicroscopy (SEM)observations
were conducted on OLYMPUS DSX100 and FIB Helios Nanolab 600i microscopes,
respectively. Priorβgrainwidthsweremeasuredusing the interceptmethoddescribed
in the technical standard ASTM E112-13. Moreover, chemical analyses were also
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Fig. 1 Schematic drawing of the characteristics of a the EBAM technology and b the studied
single-bead deposit. (Color figure online)

performed using FEI Quanta FEG 250 scanning electron microscope equipped with
Energy Dispersive Spectrometer device (EDS). In addition to the qualitative inves-
tigations, quantitative measurements such as the average width of α lamellae, the
volume fraction of β phase, and the chemical composition throughout the part height
are also carried out. In order to perform the quantification of the first two features,
two SEM images for each position with a ×2000 magnification were analysed in
an image processing program developed using MATLAB software following the
stereological procedure outlined by [16].

Results and Discussion

Macrostructure Features

Amacrograph of aTi-6Al-4Vpart fabricated byEBAMtechnique is shown in Fig. 2a.
A very dense structure with no porosities can be distinguished. In addition, three
different regions are identified:

• Zone 1 corresponds to the area where the substrate is present. In this region,
the substrate is affected by the heat generated due to the deposition of the first
layers. As shown in Fig. 2b, this creates at the same time three distinct areas. The
base material (BM) region is not affected by the generated heat, and therefore,
its microstructure is the same as the as-received material (e.g. globular primary
grains elongated in the rolling direction). Then, the heat affected zone (HAZ) is
distinguished, whose peak temperature is sufficiently high but below the β transus
temperature (Tβ, which is around 995 °C) that creates a equiaxed grain structure.
These equiaxed grains become bigger from the bottom to the top of this area.
Finally, the fusion zone (FZ) is identified, with a local temperature higher than Tβ
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Fig. 2 a Macroscopic cross section (YZ plane) of the Ti-6Al-4V EBAM component and in detail,
b the different areas inside the substrate in Zone 1, c the presence of thermal bands and elongated
columnar grain in Zone 2 and d the absence of thermal marks and the presence of a secondary
solidification front in Zone 3. (Color figure online)

when the first layer is deposited. In this area, large columnar prior β grains start to
grow perpendicularly to the substrate along multiple layers up to almost the top
of the deposit in Zone 3, indicating an epitaxial growth towards the heat flux. The
mean prior β grain width in the entire part increases with the increase build height
being 0.6 mm, 1.78 mm, and 2.49 mm, respectively, in the bottom, middle and top
of the deposit. Finally, note that such elongated prior β grains is a typical feature
of metal AM, and it has been linked to anisotropy in the mechanical properties
[13].

• Zone 2 is the area of the deposit wall that is reheated below Tβ when depositing
the last layer. As seen in Fig. 2c, it is characterized by the presence of parallel
bands, which can be distinguished from the rest of the microstructure under OM
observations because of their characteristic color. In this specific case, they seem
to be almost regularly distributed as few variations in the processing parameters
were doneduring thedeposition.Thesebands are another characteristic commonly
observed in metal AM, which are created due to thermal cycling effects. For this



Main Microstructural Characteristics of Ti-6Al-4V Components … 181

reason, in the present work, these bands will be named “thermal bands” from now
on. Similar thermal bands are reported in other DED techniques such as in LMD
[17], SMD [18] and WAAM [19]. Their structure is addressed in detail in the
microstructure analysis further down.

• Zone 3 includes the area where no parallel bands are visible as it has been entirely
heated above the Tβ when the last layer was deposited (Fig. 2d). In the present
case, this region measures 23.5 mm, which means that the area melted and re-
melted was very deep as it went through several layers. Therefore, important
heat input and melt pool in the last layer is applied. Moreover, the presence of a
secondary solidification front is seen at the top of this zone where equiaxed grains
are present.

Quantitative compositional analysis using EDS technique were also performed
all along the build as shown in Fig. 3. In previous studies, aluminum vaporization
was observed in AM-ed Ti-6Al-4V parts, especially in processes that operate under
vacuum such as in EBM [20] and EBAM [21] techniques. In addition, it was shown
that the loss in aluminum content depends on the processing parameters applied
(e.g., power, wire feed speed and transverse speed) and it results in a decreased of
the mechanical properties. In Fig. 3, it can be seen that, for a same configuration, a
decreased inAl content starts at the FZ and then it remains almost constant throughout
the rest of the deposit wall. This is because at the FZ, as well-known in welding
processes, the basematerial, and filler material aremixed, and therefore, the resulting
chemical composition results in a combination of both. Moreover, it is evident that
Al content is decreased when the metal is melted. In this case, the difference between
the material melted and not melted is around 1%, which may be non-negligible in

Fig. 3 Chemical composition profile, as evaluated from EDS analysis, of the deposit as a function
of its height (Z). (Color figure online)
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terms of mechanical properties. Therefore, a special attention has to be taken when
choosing the input processing parameters. At the same time, vanadium and iron
contents appear to be constant along the whole deposit, as expected.

Observed Microstructure and Its Evolution

Global Microstructure Evolution

Figure 4 shows the microstructure in three different regions (bottom, middle and
top) of the deposit wall. For the first two positions, SEM micrographs were taken
between thermal bands in order to avoid any effect that does not represented the
general microstructure. A heterogeneity in the microstructure along the deposit is
observed. In the bottom and middle regions, basketweave structure is present as seen
in Fig. 4a–b.However, themicrostructure is finer in the bottom compared to the center
of the deposit. This is because the substrate acts as a thermal sink causing higher
cooling rates in the first layers and therefore, thinner α lamellae thickness. Moreover,
this difference in lamellae size is also due to a heat accumulation produced during
continuous deposition as the heat input is maintained constant in all the deposition
process.At the topof the deposit layer, a veryfinemicrostructure is observed (Fig. 4c).

Fig. 4 SEM-BSE micrographs showing the microstructure in the a bottom, b middle and c top
regions of the deposited wall. The bottom corresponds to the interface between Zone 1 and Zone 2
whereas the top region represents the middle of Zone 3
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Fig. 5 SEM-BSE images showing the presence of a grain boundary alpha (αGB) and b secondary
alpha (αs)

The morphology in this region has not been identified with certainty although there
appears to be a bit of α’ martensite, as indicated by the arrows in Fig. 4c. The presence
of totally or partially martensite structure near the top surface was reported in very
few studies such as in [22–24]. The existence of martensite in the top region would
indicate that when depositing the last layer, high cooling rates occurred, and no fully
decomposition neither coarsening of the microstructure happen as this region is not
reheated. In order to clarify this last point, X-Ray Diffraction Analysis (XRD) are
scheduled for further investigation.

Apart from the nominal microstructure, other phases are formed in the wall
deposit. This is the case of grain boundary alpha (αGB) which is observed contin-
uously inside the prior β grains in the reheated region (Fig. 5a), meaning that the
cooling rates were sufficiently slow to be formed and grow. Their presence cannot
be neglected when determining mechanical properties as its presence can have an
important effect in the ductility of the material [25]. Moreover, secondary alpha
phase (αs) is also noticed inside the basketweave structure, as shown in Fig. 5b. This
phase precipitates due to the heating experienced in the α+ β field during subsequent
layers. In addition, it is observed that their volume increases when going towards
the middle of the deposit. This is another consequence of heat accumulation in the
deposit.

Local Evolution in the Vicinity of the Thermal Bands

As explained above, several parallel thermal bands (TB) were discerned along the
deposit. These bands are observed to be areas of microstructure transition as shown
in Fig. 6a, which creates the distinguishing color when observing the specimen in
the OM. Indeed, it is systematically observed in SEM micrographs that there is
a colony microstructure above the thermal bands, whereas a coarse basketweave
microstructure is present below (Fig. 6b–c). In addition, as seen in Fig. 6d, a fine
basketweave microstructure is noticed between two thermal bands, which suggests
that the lamellae size continuously increases between two subsequent thermal bands
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Fig. 6 a OM image in the surroundings of a thermal layer and in detail the main microstructures
of deposit wall such as b colony microstructure, c coarse basketweave microstructure and d fine
basketweave microstructure. (Color figure online)

and thereby inside each pair of them a gradient microstructure is formed. These
microstructural characteristics are repeated for each thermal band. Finally, note that
the local microstructure evolution in the vicinity of thermal bands results from
different thermal histories due to the deposition of subsequent layers. A detail
explanation of the formation of these thermal bands has been proposed in [17].

Quantitative measurements of α lath thickness were performed all along Zone 2
in the build direction, where the thermal bands are present, as this size is the main
factor influencing the mechanical properties. A mean average lamellae thickness of
1.05± 0.10 μmwas reported above the thermal bands where the colony microstruc-
ture is found. This corresponds well with the results obtained by Kelly [17] for the
LMD technique. On the contrary, Ho et al. [19] found it to be around 0.65 μm
for WAAM technique. However, special attention has to be taken when comparing
technologies as different processing parameters have a significant influence on the
formed microstructure. From Fig. 7a, it is observed that colony alpha lath size is
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Fig. 7 a Evolution of α lamellae thickness along the deposit height (Z). Dashed vertical lines
represent thermal bands (TB) and longer dashed lines represent the envelope of the overall curve
illustrating the evolution of α lamellae thickness just above and below thermal bands, along with
b the average β volume fraction at these last positions as a function of the deposit height (Z)

quite constant at the different thermal bands. Nevertheless, the alpha lamellae thick-
ness below the thermal bands, where coarse nominal basketweave microstructure is
present, increases significantly from2.02± 0.45μmup to 2.92± 0.8μmfrom the 1st
to the 9th horizontal thermal band, respectively (Fig. 7a). From this parallel band theα

lamellae size decreases considerably up to the last layers bands. This is because in the
middle of the deposit (9th layer) the heat accumulated is maximum, what means that
the microstructure coarsens more as it passes longer time at high temperatures. From
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the middle region the size starts to decrease as we are closer to the top surface. When
comparing the sizes of the coarse basketweave lamellae with the above mentioned
studies, it can be seen that there is a considerable difference. This may suggest that
EBAM technology is a far hotter process with lower rates of heat extraction due
to vacuum environment as compared with other W-DED processes. Finally, it was
found that the average lamellae size of the fine basketweave microstructure between
thermal bands is almost the mean of the other two microstructures mentioned above,
being 1.54 ± 0.20 μm.

Moreover, in order to complete themicrostructural characterization of the thermal
bands, volume fraction analysis was also done as shown in Fig. 7b, where the average
β volume fraction is presented as a function of the deposit height inside Zone 2. In
this region, the average β volume fraction varies from 8.78% to 17.7%, which are
coherent values as comparedwith literature. The results presented in Fig. 7b indicates
that there is a considerable difference in β volume fraction between the two different
microstructures present on each side of the thermal band. Indeed, it can be shown that
the trend of the β volume fraction is proportionally inverse to the α lath thickness,
which means that the β volume fraction is lower when the microstructure is coarser
and vice versa. This difference was expected as these twomicrostructures result from
different cooling rates, peak temperatures and times at this peak temperature.

Conclusions

Themain objective of this work was to characterize the microstructure of as-received
Ti-6Al-4V parts produced with EBAM technology. Based on these experiments, the
following conclusions can be addressed:

• The main macrostructural features in EBAM parts are the presence of elongated
prior β grains and thermal bands. These bands are found to be the result of a
morphology and alpha lath thickness change. The microstructure mainly consists
in basketweave microstructure, although colony microstructure is also found in a
narrow region at thermal bands.

• A graded microstructure is also reported along the build. This is due to the heat
accumulation produced as going towards the center of the deposit. This may be
explained by the fact that EBAM technology is a very hot process with low rates
of heat extraction due to the vacuum environment.

• Al vaporization is reported in the EBAM deposits. However, no significant varia-
tion of Al concentration along the deposited material is found for a given config-
uration, meaning that the loss of Al content is homogeneous throughout the
deposit. Nevertheless, this loss may change along the length of the deposit if
other processing parameters are used.

The size and volume fraction of the different phases observed in this study are
very dependent on the processing parameters. Therefore, next steps will involve the
study of the influence of different processing parameters on the microstructure and
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the mechanical properties in order to design a guideline that will help to achieve
components with the desired mechanical properties.
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Microstructural Characterization
of Maraging 300 Steel Fabricated
by Select Laser Melting

J. Rodriguez, E. Hoyos, F. Conde, A. L. Jardini, J. P. Oliveira, and J. Avila

Abstract 3D printing of components using a layer-based deposition of materials
is referred to as additive manufacturing (AM). The ability to build complex geom-
etry components, reduce waste and avoid assembly are the main advantages of this
process. AM has been used in different industries like aerospace, medical, goods
and automotive. In the aerospace, materials with high performance are needed to
fulfill the requirements of the industry. Maraging steels are among the materials
widely used for several applications in the aerospace industry due to its high strength
and toughness. These steels are hardened by the precipitation of intermetallics in a
martensitic matrix. In this work, a maraging 300 steel powder was used to produce
components by selective laser melting (SLM). Two heat treatments were applied to
study the martensite-to-austenite reversion, HT1: 480 °C/3 h and HT2: 980 °C/1 h+
2 × 690 °C/5 min + 480 °C/6 h. The microstructural characterization was assessed
by optical microscopy (OM), scanning electron microscopy (SEM) and electron
backscatter diffraction (EBSD). As-built condition revealed a cellular and dendritic
morphology with segregation of Ti, Ni and Mo to the grain boundaries. Direct aging
treatment does not erase the typicalAMmorphology, but a solubilization at 980 °C/1h
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was capable of fully recrystallize the microstructure. The EBSD analysis showed the
increase of reverted austenite for the HT2 and this was attributed to the cycling
reversion.

Keywords Additive manufacturing · Maraging steel · Microstructural
characterization · SLM

Introduction

The manufacturing of components from 3D computational modeling by the depo-
sition of material in successive layers is called additive manufacturing (AM) . Due
to the possibility of manufacturing parts with complex and tailor-made geometries,
AM has gained strength in different industrial sectors. Understanding the influence
of the process parameters in the “as-built” microstructure in the formation of discon-
tinuities and the mechanical properties of products is of great importance for the
development of the process and aids the dissemination of the technique.

Microstructural evolution and mechanical properties of the samples produced by
AMhave been extensively studied in titanium alloys for applications in the aerospace
andmedical industry. However, there is still a need for further studies for materials in
specific applications of mechanical properties of the components produced by AM
and of the phase transformations that occur during the processing of thematerials [1].
Such is the case for maraging steels, low carbon martensitic steels, recognized for
their high strength. Unlike traditional steels, these are not hardened by carbon but by
the precipitation of intermetallic compounds. Carbon is considered an impurity in this
type of steels and its content is limited to the lowest commercially feasible [2]. The
term maraging refers to the hardening mechanism, which consists of a martensitic
transformation followed by hardening due to precipitation or aging [3]. Precipitation
hardening causes the formation of precipitates in the martensitic matrix. Nanometric
precipitates hinder the movement of dislocations, thus, contributing to their superior
properties [4].

There are several types of maraging steels with different compositions, alloys and
heat treatments. For the traditional maraging steel, the nomenclature characterizes
them by degrees that in turn indicate the ultimate resistance in ksi—[5]. Maraging
300 steel provides good mechanical properties and can be heat treated to obtain a
good combination of mechanical strength and toughness [6]

Although maraging steels has been traditionally produced by conventional manu-
facturing, AM has become a major focus of current research [7]. The minimal pres-
ence of interstitial alloy elements leads to good weldability, which makes them
suitable for AM processes, particularly, for direct energy deposition and selective
laser melting (SLM) [8]. This work shows the resulting microstructure of an AM
producedmaraging 300-grade steel, and the effect of subsequent heat treatment upon
the as-built morphology.
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Experimental Methods

Samples used in this project were supplied by theBiofabrisLaboratory of theUniver-
sity of Campinas using an EOSINT M-280 3D selective laser melting printer. The
power used varied between 180 and 200 W, layer thickness was set at 50 µm, laser
beam diameter stayed between 100 and 200 µm and argon was used as a purge gas.
The chemical composition of the metal powder is shown in Table 1.

Figure 1 depicts the location and nomenclature of the samples obtained based
on the printing order; subsequently, thermal cycling is a factor of interest for this
manufacturing process.

Twoheat treatments (HT)were performed, the first a conventional aging heat treat-
ment where the samples were treated at 480 °C for 3 h. For the second heat treatment,
three stages of treatment were applied: the first, homogenization to solubilize any
prior precipitate and also to erase AM morphology, followed by a cycling heating
treatment for martensite-to-austenite reversion, and finally aging, as summarized in
Table 2. For each HT, three repetitions were made.

Table 1 Chemical composition of the powder used

Element Ni Co Mo Ti Al Mn, Si P, S C

%wt 17–19 8.5–9.5 4.5–5.2 0.6–0.8 0.05–0.15 ≤0.1 ≤0.01 ≤0.03

Fig. 1 Sample location: T:
top, M: middle and I: Initial
layers. (Color figure online)

Table 2 Heat treatment summary

Sample Homogenization Supercritical Aging

HT1 – – 480 °C/3 h

HT2 980 °C/1 h + air cooling 2 × 690 °C/5 min + water quenching. 480 °C/6 h
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Basic characterization was carried out using the optical microscope (OM) of
Universidad EIA (Nikon Eclipse LV100) and for advanced features; the scan-
ning electron microscope (SEM—JEOL JSM5910LV) of Universidad Nacional de
Colombia was employed. Additionally, the backscattered electron diffraction tech-
nique (EBSD—SEM Quanta 650 FEG) was performed at the Brazilian Nanotech-
nology National Laboratory (LNNano). Sample preparation was performed using
the standard procedure of sanding with SiC abrasive paper of 80–1200 grain and
polishing with 1 µm diamond paste. Subsequently, the chemical etching was carried
out using Nital 10% and Vilella to reveal the microstructures.

Results and Discussion

Figure 2 shows the as-built microstructures of the maraging 300 steel fabricated by
SLM for the middle and top of the samples. A similar microstructure morphology
for the bottom of the samples was observed. However, the optical images are not
shown here. The boundaries of the deposition of the material are observed, similar
to welding beads. In addition, martensitic microstructure with grains crossing the
solidification boundaries was noticed.

A deep analysis of the microstructures of the as-built and heat-treated samples is
shown in Fig. 3. For the as-built samples, the cellular morphology was observed for
the three locations: top, middle and bottom (Fig. 3a–f). The cellular domains of the
grains extend beyond the weld tracks and different cellular orientations are observed.
The morphology observed was also reported by other researches [9]. Moreover, the
segregation of Ti, Ni and Mo elements to the cell boundaries was reported as a result
of AM in themaraging steel [10]. No significant difference among themicrostructure
of the three locations examined was noticed.

With the heat treatments, changes in the morphology of the microstructure were
observed. A reduction of solidification cracks and residual stresses, and variations in
the dendritic and cellularmorphology of themartensite were noticed. In themaraging
steels with moderate and low quenching, martensite microstructure is noticed, as
observed in this work. Figure 3g–h depicts the heat-treated microstructure caused by
the direct aging at 480 °C/3 h, causing a reduction of the cellular array. For the HT2,
the combination of homogenization step, cycling tempering and prolonged aging

Fig. 2 Optical images of the as-built microstructures of the maraging 300 steel. aMiddle and b top
of the samples. (Color figure online)
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Fig. 3 SEM analysis of the
morphology of the samples
as-built, a–b top,
c–d middle, e–f initial
layers, heat treated g–h HT1
and i–j HT2. (Color figure
online)

caused the coalescence of the prior AM microstructure, martensite laths, as shown
in Fig. 3i–j.

Figure 4 displays the Euler-orientation map carried out in the as-built and heat-
treated samples. As mentioned before and observed in Euler-orientation map, the
as-built sample showed an acicular microstructure and a random grain orientation.
With the HT1, the acicular microstructure persists because the temperature was
not enough to cause the recrystallization of the grains. Only solubilization of some
precipitates could have happened. However, the HT2 showed a homogenous recrys-
tallized grainmicrostructure, completely free from theAMfine acicularmorphology.
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Fig. 4 EBSD
Euler-orientation map
analysis of the samples
a as-built, b HT1 and c HT2.
(Color figure online)

The combination of homogenization and thermal cycles experienced during the HT2
erased the AM microstructure.

The contrast phase maps of the as-built and heat-treated samples are shown in
Fig. 5. The microstructure of the samples is composed mainly of martensite (blue
phase) and in less amount by austenite (red phase). For the as-built, the retained
austenite percentage was 1.2%. HT1 presented austenite volume percentage of
4.8% and the HT2 the austenite increased to 22.8%. The direct aging treatment
provides lower temperature, therefore, lower diffusional capacity, not providing

Fig. 5 EBSD contrast phase
map of the samples
a as-built, b HT1 and c HT2.
(Color figure online)
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higher martensite-to-austenite reversion. Longer aging periods allow the martensite-
austenite reversion and the stabilization depends on the diffusion [11, 12]. For
HT2, the cycling treatment at higher temperature caused austenite-stabilizer element
partitioning, causing enhanced martensite-to-austenite reversion [13].

Conclusions

• The results of the microstructural evaluation indicate that there are no significant
differences in the microstructure with the variation of the position in the samples
as manufactured. The samples were characterized in the initial, middle and top or
last areas to be deposited.

• For all samples, a martensitic structure, characteristic of maraging steels, with
some precipitates and the formation of reverse austenite for the heat-treated
samples was observed.

• HT1 did not produce significant changes in the microstructure because the treat-
ment temperature was not high enough to recrystallize the microstructure. HT2
erased the original microstructure of the AM process and the recrystallization of
martensite grains was observed.

• The formation of reverse austenite increased with temperature and heat treatment
cycles, from 1.2% to 22.8%.
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Tailoring Microstructure of Selective
Laser Melted TiAl-Alloy with In-Situ
Heat Treatment via Multiple Laser
Exposure

Igor Polozov, Artem Kantyukov, Anatoly Popovich, and Vera Popovich

Abstract Intermetallic titanium aluminide (TiAl) alloys are considered attractive
materials for high-temperature applications in aerospace, automotive, and energy
industries. Additive manufacturing is a promising way of producing complex TiAl-
alloy parts; however, it remains challenging due to brittleness of this alloy. While
high-temperature preheating canmitigate cracking during selective laser melting, the
microstructure of TiAl-alloys still needs to be optimized to achieve better mechanical
performance. In this work, multiple laser exposures were used during selective laser
melting of TiAl-based alloy to tailor its microstructure. Applying additional laser
exposure of up to 20 times per layer induced an in situ heat treatment, which allowed
to modify volume fraction and size of different phases. Microstructure, phase and
chemical composition, and hardness of TiAl-alloys were investigsated with regards
to several laser exposures during the selective laser melting process.

Keywords TiAl alloy · Intermetallic · Selective laser melting · Additive
manufacturing · In situ heat treatment

Introduction

Gamma TiAl-based intermetallic alloys are promising materials for manufacturing
lightweight components of aerospace and automotive engines due to their high
strength at elevated temperatures, low density, good oxidation, and creep resistance
[1, 2]. These properties make them promising candidates for replacing nickel-based
superalloys currently used in gas turbine engines [3, 4]. TiAl-based alloys possess
very low room temperature ductility and poor hot deformability and are prone to
cracking during conventional processing methods. This makes manufacturing parts
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from TiAl-based alloys very expensive and time consuming. Existing conventional
methods, for example, extrusion or casting and isothermal forging, have extremely
high costs and results in heterogeneous microstructure. On the other hand, additive
manufacturing (AM) processes offer a possibility to produce net-shaped parts with
a complex geometry. AM technologies, such as selective laser melting (SLM) and
electron beammelting (EBM), allow the fabrication of complex-shaped components
with high mechanical properties from powder feedstock [5].

High cooling rates typical for powder bed AM techniques lead to high residual
stresses whichmake it difficult to produce crack-free intermetallic parts [6]. Utilizing
a high-temperature powder bed preheating allows to fabricate crack-free titanium
aluminide alloy samples [7]. Microstructure and mechanical properties of TiAl-
based alloys strongly depend on processing temperature and cooling rates. TiAl-
alloys fabricated by AM techniques might require postprocessing by means of heat
treatment to obtain an optimal microstructure depending on the application require-
ments. Depending on annealing temperature, a wide range of microstructures can be
obtained, for example, nearly lamellar, fully lamellar, duplex, and near gamma [8].

Using a specific set of processing parameters during AM, heat input, and cooling
rates can be adjusted to achieve a required microstructure. For example, Xu. W, et al.
showed [9] that by adjusting SLM process parameters, Ti-6Al-4V martensite can be
decomposed into (α + β)-phases. In [10], in situ heat treatment was realized for 420
steel alloy during the SLM process by adjusting laser energy input. Multiple scan
strategy was used in [11] to tailor the microstructure of TiAl-based alloy during the
EBM process. Addition multiple scanning with low energy electron beam resulted
in aluminum loss and formation of new phases with optimized properties.

In this work, Ti-48Al-2Cr-2Nb alloy was fabricated by SLM process using high-
temperature platform preheating. Additional multiple laser scanswere used to realize
in situ heat treatment and tailor the microstructure of the TiAl-based alloy. The
microstructures, phase composition, and microhardness of the fabricated samples
were investigated.

Materials and Methods

Gas-atomized powder of Ti-48Al-2Cr-2Nb (at. %) alloy (AMCPowders, China) was
used in the SLM process to produce the specimens. The particle size distribution of
the powder can be characterized as following: d10 = 17.4 μm, d50 = 33.8 μm, d90 =
60.5μm. As shown in Fig. 1, the powder particles have spherical shape and dendritic
microstructure typical for the gas atomization process.

AconityMIDI SLM system was used to fabricate bulk samples. The system is
equipped with 1000 W fiber laser with 1060 nm wavelength. An inductive heating
element was utilized to preheat a titanium base plate to 900 °C. During the SLM
process, the process chamber was purged with Argon gas. The values for laser
power, layer thickness and hatching distance used to fabricate the sample are shown
in Table 1. The process parameters values were chosen based on the preliminary
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Fig. 1 BSE-SEM images of
the Ti-48Al-2Cr-2Nb alloy
powder showing a surface
morphology and
b cross-section of a particle

experiments using titanium aluminide alloy [12, 13]. Chessboard scanning strategy
with 5 × 5 mm field size was used. X1 sample was produced using only one laser
scanning per layer, while samples X5, X10, and X20 were additionally scanned with
a defocused laser beam after the first scan with 5, 10, and 20 additional scans per
layer, respectively.

Cylindrical samples with 10 mm height and 10 mm diameter were produced for
further investigation.

The as-fabricated samples were cut and polished along the build direction (BD)
for the microstructural characterization using a standard metallographic technique.
TESCAN Mira 3 LMU scanning electron microscope (SEM) with backscattered
electrons (BSE) mode was utilized for the microstructural characterization. Energy
dispersive spectroscopy (EDS) was used for the chemical analysis of the samples.
The phase composition was analyzed with a Bruker D8 advance X-ray diffraction
(XRD) meter using Cu-Kα (λ = 1,5418 Å) irradiation. The microhardness of the
samples was measured using a Buehler VH1150 testing machine with 300 g load
and 10 s dwell time.

Results and Discussion

Figure 2 shows microstructural images of the TiAl-alloy samples fabricated using no
additional laser exposure and 5, 10, 20 additional laser scans during the SLMprocess.
When no addition laser scanwas used, themicrostructure consists of the fine lamellar
α2/γ colonies as can be seen in Fig. 2a. The XRD results (Fig. 3) confirm that the
alloy consists mainly of γ phase (TiAl) and α2 (Ti3Al) phase. Applying additional
laser scanning resulted in microstructural modifications depending on the number of
laser scans. In case of five additional laser scans, the volume fraction of lamellar α2/γ
colonies reduced and equiaxed γ phase grains formed as a result of additional laser
exposure. Lamellar α2/γ colonies are located mostly around the γ-grains. Increasing
the number of additional laser scans to 10 times led to an increased volume fraction of
equiaxed γ-grains (Fig. 2c). At the same time, the lamellar spacing of α2/γ colonies
also increased indicating that the sample was heated to a higher temperature when a
higher number of laser scans was used. Further increasing the number of laser scans
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Fig. 2 BSE-SEM images of the fabricated TiAl-alloy samples: a X1, b X5, c X10, d X20

Fig. 3 XRD patterns of the fabricated TiAl-alloy samples. (Color figure online)
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Table 2 Aluminum content in the fabricated samples (in at. %) measured by EDS

Sample

X1 X5 X10 X20

45.2 ± 0.3 43.0 ± 0.2 42.5 ± 0.2 42.7 ± 0.3

to 20 times in case of X20 sample did not lead to any significant changes in the
microstructure compared to X10 sample.

In general, SLMprocess involves cyclic heating and cooling of thematerial.When
additional laser scans are used, the solidified material is heated to a certain temper-
ature resulting in an in situ heat treatment during the SLM process. Microstructure
of TiAl-based alloys can be significantly modified depending on the heat treatment
temperature [14]. In case of SLM-ed TiAl-alloy, additional laser scanning resulted
in a duplex microstructure indicating that after the solidification, the samples were
subsequently heated in the α + γ phase region. As shown in [15], heat treatment in
the α + γ region results in the duplex microstructure containing equiaxed γ-TiAl
grains, which is in agreement with the obtained results.

Table 2 shows the aluminum content in the produced samples measured by EDS.
There is a slight loss of aluminum compared to the feedstock powder indicating that
aluminum evaporation occurred during the SLM process. Applying five additional
laser scans resulted in a loss of around 2% at. aluminum; however, further increasing
the number of laser scans did not change the aluminum content significantly.

As shown in Fig. 3, there are no significant changes in theXRDpatterns depending
of the number of additional laser exposures. The phase composition of the samples
corresponds to γ and α2 phases.

As shown in Fig. 4, applying multiple laser exposure during the SLM of TiAl-
alloy resulted in microhardness change. When the volume fraction of equiaxed γ-
grains increased with an increase of number of scans, microhardness of the alloy
decreased. This is in agreement with the results of [16] where it was shown that α2

phase has higher hardness compared to γ phase. A decreased microhardness can also
be attributed to an increased lamellar spacing of α2/γ colonies.

Conclusions

In this study, TiAl-based alloy samples were fabricated using SLM with the high-
temperature platformpreheating and a scanning strategywithmultiple laser exposure.
Applying additional laser scanning with a defocused laser beam immediately after
the main laser exposure and solidification resulted in an in situ heat treatment and
microstructural changes of the TiAl-based alloy.
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Fig. 4 Microhardness of TiAl samples produced by SLMwith different number of additional laser
exposures. (Color figure online)

Multiple laser scans allowed to transform the microstructure from lamellar α2/γ
to duplex microstructure with equiaxed γ-grains surrounded with lamellar colonies
of α2/γ. The change in microstructure resulted in a decreased microhardness of the
alloy. A further investigation of mechanical properties will be further carried out to
evaluate the effect of multiple laser exposure.
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Analysis of Slip Transfer in Ti-5Al-2.5Sn
(Wt%) at Two Temperatures
in Comparison with Pure Aluminum

Chelsea Edge and Thomas R. Bieler

Abstract Understanding the deformation mechanisms present near grain bound-
aries in polycrystalline hexagonal alloys will aid in improving modeling methods.
Ti-5Al-2.5Sn samples were tensile tested at 296 and 728 K, and slip behavior was
assessed near grain boundaries. From the EBSD measurements of grain orienta-
tions, various metrics related to the slip systems, traces, residual Burgers vectors,
and grain boundary misorientation were computed for boundaries showing evidence
of slip transfer and boundaries showing no evidence of slip transfer. This work is
compared to a similar study of an aluminum oligo-crystal to aid in understanding the
differences in slip behavior near grain boundaries in HCP and FCC crystal structures.

Keywords Titanium · Aluminum · Slip transfer

Introduction

The overarching goal of the research is to further understand the deformation mecha-
nisms in titanium alloys, specifically Ti-5Al-2.5Sn (Ti525). Knowledge of the defor-
mations mechanisms can aid in improving the modeling methods such as crystal
plasticity finite element (CPFE) modeling, to enable more predictive ability to model
heterogeneous strain near grain boundaries.

The slip transfer that will be discussed is where perfect slip transfer does not occur
across the grain boundary, resulting in some residual Burgers vector (�b) left in the
grain boundary. The residual Burgers vector, �b, is estimated by the dislocation
reaction equation: �b = �b1 − �b2. The geometric compatibility factor, m’, is used
as a criterion to determine if slip transfer is likely to occur. An m’ value closer to 1
would imply that slip transfer is more likely to occur on the specified slip systems,
as they would be nearly collinear, as opposed to a slip system pair that has lower
m’ values. The Schmid factor is used as a metric to determine the most likely slip
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Fig. 1 m’ versus misorientation angle for a the room temperature (296 K) sample and b the high
temperature (728 K) sample. There is a decreasing trend for misorientation angles below 20° in
both samples. (Color figure online)

systems that are activated in the two neighboring grains when there is unidirectional
stress.

The Ti-5-Al-2.5Sn (Ti525) alloywas provided by Pratt &Whitney, Rocketdyne. It
was forged in the upper half of the α + β phase field. The material was then annealed
at 1127 K for 1 h for recrystallization, followed directly by air cooling, followed by
a vacuum annealing process at 1033 K for 4 h to reduce the hydrogen content. The
samples examined were in situ tensile tested within the Tescan Mira3 SEM, with a
displacement rate of 0.004 mm/s (approximate strain rate of 10−3 s−1). One sample
was tested at 296 K and another at 728 K.

If there were correlated slip traces in one grain and a neighboring grain, a set
of criteria were considered to determine if slip transfer accounted for the correlated
slip traces. These criteria are: (1) Determination of probable slip systems would be
consistent with observed slip traces. (2) A m’ value associated with the observed
correlated slip systems is generally larger than 0.7. (3) The residual burgers vector
(�b) associated with the observed correlated slip systems is generally smaller than
0.5b. (4) The Schmid factor of each slip system is generally larger than 0.25. (5) The
topography at the grain boundary is small indicating that the boundary does not lead
to heterogenous strain on both sides. (6) The observed slip traces on each side have
a topographical directional sense that implies that the slip planes are approximately
parallel.

Results

Misorientation Angle Versus m’

Figure 1 shows the trend of the “slip transfer” and “no slip transfer” data for misori-
entation versus the geometric compatibility factor (m’). Below 20° misorientation
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Fig. 2 m’ versus the residual Burgers vector for a the room temperature (296 K) and b the high
temperature (728 K) sample. The cluster of “slip transfer” points, denoted with dotted lines, have
high m’ parameters and low residual Burgers vectors. (Color figure online)

angle in both the room temperature and high temperature sample, there is a trend of
high m’ values that slopes downward as the misorientation angle increases.

m’ Versus Residual Burgers Vector (Δb)

The Luster-Morris parameter (m’) versus the residual Burgers vector (�b) is plotted
in Fig. 2. The black dotted lines are plotted such that the maximum number of “slip
transfer” points are inside the box, and the maximum number of “no slip transfer”
points are outside the box. 64 and 91% of the “slip transfer” points are located
inside the black dashed, and 94 and 68% of the “no slip transfer” points are outside
the dashed box for the room and high temperature samples, respectively. The high
temperature data shows amuch larger black dotted box compared to the room temper-
ature data, and the relative percentages of the two populations inside and outside the
box are reversed. The “slip transfer” data are clustered in the lower right-hand corner
of the graph, i.e., at high m’ and low residual Burgers vector values. The “no slip
transfer” points are spread out, and there are many points within the lower right
box for the high temperature data. This indicates that slip transfer happens more
frequently with lower m’ and higher residual Burger vectors in the high temperature
sample.

Misorientation Angle Versus the Sum of the Schmid Factors

(m’(SFLG + SFRG)) is plotted against the misorientation angle in Fig. 3. The “no slip
transfer” data have a larger spread ofm’(SFLG+ SFRG), while the “slip transfer” data
have a m’(SFLG+ SFRG) closer to 1 for both data sets. In the high temperature data
set, there is a cluster of “slip transfer” points between 35° and 50° misorientation
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Fig. 3 m’(SFLG+ SFRG) parameter versus misorientation angle for a the room temperature (296 K)
and b the high temperature (728 K) sample. There is a decreasing trend in “slip transfer” data below
30° misorientation angle. The “no slip transfer” data are mostly present above 30° misorientation
angle. (Color figure online)

that has a m’(SFLG+ SFRG) value below 0.6. This cluster is not present in the room
temperature data.

Misorientation Angle Versus m’/Δb

Figure 4 shows the relationship betweenmisorientation angle andm’/�b. The purple
lines are constructed to have maximum “slip transfer” points above, and maximum
“no slip transfer” points below it. There is a decreasingm’/�b trend for “slip transfer”
data below the 30° misorientation angle for both samples. The high temperature data
set is observed to have a stronger trend in this region, as the data is more closely
packed. Above 30° misorientation angle, both “no slip transfer” and “slip transfer”
data have a larger spread but there appears to be a threshold for the “slip transfer”
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Fig. 4 m’/�b versus misorientation angle for a the room temperature (296 K) and b the high
temperature (728 K) sample. In both samples, a strong decreasing m’/�b trend for ‘slip transfer”
data below 30° misorientation. (Color figure online)
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data (above m’/�b = 1), while the “no slip transfer” data are scattered over a wider
range. Both the “no slip transfer” and “slip transfer” data for the room temperature
sample has a larger spread compared to the high temperature data.

Discussion

This chapter will compare the results of the high temperature tensile-tested sample,
to the room temperature tensile-tested sample. In addition, the results obtained in
the Ti525 samples are compared to the results of “A criterion for slip transfer at
grain boundaries in Al” by R. Alizadeh. Alizadeh performed an investigation in an
aluminum oligo-crystal tensile sample tested at room temperature.

m’ Versus Residual Burgers Vector (Δb)

Figure 5 compares the m’ versus residual Burgers vector (�b). The green box
identifies the cluster boundary determined by Alizadeh. Alizadeh maximized the
percentage of “slip transfer” points within the box and percentage of “no slip trans-
fer” points outside the box. A comparison of Al maximized boundaries and titanium
maximized boundaries are given in Table 1. The aluminum sample has a boundary
of lower �b and higher m’ values compared to the high temperature tensile-tested
sample. In comparing the room temperature Ti525 sample and the room tempera-
ture aluminum sample, the boundaries are very similar. This shows the temperature
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Fig. 5 m’ versus �b data for the a room temperature (296 K) and b the high temperature (728 K)
tensile-tested Ti525 sample. Green boxes indicate comparable Al oligo-crystal tensile results at
room temperature. (Color figure online)
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Table 1 Percentages of “slip transfer” and “no slip transfer” inside and outside of boundaries,
respectively. RT and HT Ti5252 relationships are flipped with high percentage of “no slip transfer”
outside of the box in RT and high percentage of “slip transfer” inside the box for HT

Slip transfer (Inside) (%) No slip transfer (Outside) (%)

RT Ti525 64 94

HT Ti525 91 68

RT Al 93 86

Table 2 Temperature comparison for Al and Ti525. RT Al and HT Ti525 have similar homologous
temperatures

Homologous temperature
(Tm)

Melting temperature
(Kelvin)

Test temperature (Kelvin)

RT Ti525 0.16 1863 296

RT Al 0.32 933 296

HT Ti525 0.39 1863 728

dependence of the m’ versus �b factors. Higher �b values and lower m’ values
enable slip transfer when the temperature in the material is hotter. In comparing the
titanium room temperature sample to the titanium high temperature sample, more
points with lower m’ values are observed.

Dislocation climb in titanium alloys is facilitated by higher temperatures. If dislo-
cations can climb near the boundary to align themselves with a lower m’ geometry
partner, then slip transfer is enabled under less favorable conditions. Higher diffusion
rates enable recovery processes to take place near and within grain boundaries, so
that residual Burgers vector debris is more easily absorbed.

The homologous temperatures of the two materials are given in Table 2. The RT
Al and HT Ti525 homologous temperatures are similar to each other.

Given that the slip transfer behavior in aluminum and Ti525 are more similar to
each other at room temperature, the effect of alloying elements and/or themuch lower
CRSS in pure aluminum may lead to less stress-assisted climb forces for a similarly
high homologous temperature, such that the higher stresses in Ti525 facilitated climb
more effectively than in Al. The stiffness normalized strength in Ti525 was 0.006
for the room temperature sample and 0.003 for the high temperature sample while it
was 0.00036 in pure Al. The aluminum compensated strength is significantly lower
than the Titanium alloy, due to the effects of alloying.

Misorientation Angle Versus m’

Figure 6 shows the misorientation angle versusm’ for both the titanium oligo-crystal
and the aluminum alloy samples. The room temperature (296K) Ti525 tensile sample
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(a) and the high temperature (728 K) Ti525 tensile sample (b) are overlaid with the
shaded areas representing the locus ofmost of the points in the aluminumpolycrystal.
Since aluminum has a cubic structure withmaximum disorientations of 63°, there is a
much larger range ofmisorientation aswell asm’ values for Ti525 slip transfer points.
Alizadeh identified a threshold of about 20° that best separated the “slip transfer”
and “no slip transfer” categories, which occurred in the middle of the “slip transfer”
region (blue region). The titanium alloy shows similar behavior, but the threshold
is not as distinct, as most observations are at misorientations larger than 20°. This
disparity could arise from the fewer easy slip systems in hexagonal crystal structures
that lead to more heterogeneous stress states in titanium. Another possibility is that
the aluminum oligo-crystal grains have mostly free surfaces while the Ti525 sample
is a polycrystal, where only one side of the grain has a free surface, which makes the
stress state more complex.

Unlike the titanium alloy, the aluminum oligo-crystal has a strong texture, so that
most grains had a more similar stress state and strain response. With fewer easy
slip systems available in the Ti525, slip may be required on slip systems that do
not facilitate slip easily, leading to a wider variation in the local stress state, which
would lead to more spread in the data. Furthermore, the “no slip transfer” points
are not present in the room temperature titanium sample below ~30° misorientation,
while in the aluminum and high temperature Ti525 data sets, they are present at
misorientations as low as ~10° in Al and the high temperature Ti525 data. These
differences imply that differences in crystal structure and geometrical limitations
need to be considered.
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Fig. 6 Aluminum oligo-crystal “slip transfer” (blue shaded area) and “no slip transfer” (red shaded
area) compared to data of the titanium polycrystal data for a the room temperature (296 K) and
b the high temperature (728 K) sample. Titanium “slip transfer” and “no slip transfer” points do
not follow as strict of a trend compared to the aluminum data. (Color figure online)
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Fig. 7 Misorientation angle versus m’(SFLG+ SFRG) for the a room temperature Ti525 and b the
high temperature Ti525 sample. The aluminum boundaries represented by the green line show the
difference between the aluminum data set which has a steep slope and the titanium data set which
slope is flatter. (Color figure online)

Misorientation Angle Versus the Sum of Schmid Factors

Figure 7 shows comparisonbetween themisorientation angle versusm’(SFLG+SFRG)
for the (a) room temperature and (b) high temperature Ti525 alloy. The green solid
line represents the thresholds for aluminum, where “slip transfer” points was preva-
lent above the green line. The same process was done with the titanium data. The
trends between the boundaries of the aluminum and titanium “slip transfer” data
are significantly different, in that a shallow positive slope best separates prevalent
“slip transfer” and “no slip transfer” populations, and the threshold is much lower
threshold than that for Al. The boundaries for the high temperature and room temper-
ature samples in the titanium alloy are very similar, but lower for high temperature
data. This also indicates that a threshold for m’(SFLG+ SFRG) versus misorientation
angle is heavily dependent on material and crystal structure. Clearly, the geometrical
constraints for slip transfer are much smaller in the hexagonal crystal structure than
in Al.

Misorientation Angle Versus m’/Δb

Figure 8 presents themisorientation angle versusm’/�b for (a) the room temperature
and (b) the high temperature Ti525 sample. The shaded areas are approximate repre-
sentations for misorientation angle versus m’/�b for the aluminum oligo-crystal.
The blue shaded region for the aluminum oligo-crystal “slip transfer” data and the
blue cluster of data from the titanium alloy below 30° misorientation angle line up
well, indicating a strong correlation between the two data sets in this range. The
red shaded area representing the aluminum “no slip transfer” data expands greatly
below m’/�b = 1, as do the titanium “no slip transfer” data. The black rectangle
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Fig. 8 Misorientation versusm’/�b for a the room temperature (296 K) and b the high temperature
(728 K) sample. The red shaded area represents the aluminum oligo-crystal “no slip transfer” data.
The blue shaded area represents the aluminum oligo-crystal “slip transfer” data and line up with
the slip transfer points in the Ti525 data. (Color figure online)

represents the data bounds for the FCC aluminum data set. Figure 8 also shows that
there are less geometrical constraints for slip transfer in the hexagonal Ti alloy than
the aluminum FCC material. In comparing the 296–728 K Ti525 data, the boundary
lines separating maximum “slip transfer” and “no slip transfer” are nearly the same,
but the higher temperature has a slightly smaller slope indicating that temperature
does not have a great effect on m’/�b versus the misorientation angle.

Summary and Conclusions

This paper describes the method and results of a study of Ti-5Al-2.5Sn deformation
behavior focusing on slip transfer across grain boundaries at two different tempera-
tures (296 and 728 K). The study investigates “slip transfer” conditions across grain
boundaries. The results are compared to a similar study that was done with pure
aluminum by R. Alizadeh. In comparing the titanium results to an aluminum sample,
some trends are similar, such as favorable slip transfer of the same slip system family
at low misorientations. Details associated with geometrical constraints of more slip
systems in the hexagonal crystal structure, but few facile ones, versus face-centered
cubic crystal structure in aluminum. These results show that slip transfer is much
more commonly accomplished in the Ti-5Al-2.5Sn deformation in and room and to a
greater extent at high temperatures, which provides a basis for installing slip transfer
criteria into CPFE modeling of the alloy.
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Conclusions

1. “Slip transfer” data ismore prevalent than “no slip transfer” data atmisorientation
angles <30°. At these low misorientation angles, slip traces are categorized as
“slip transfer” more than being categorized as “no slip transfer” at both 296 and
728 K.

2. There is a decreasing trend of m’ “slip transfer” traces with increasing misorien-
tation below 20° for both Al and Ti525. Many “slip transfer” cases occur at high
misorientations in titanium.

3. Literature suggests that high m’ and low �b enable slip transfer. This hypoth-
esis was found true in Ti525. Room temperature Ti525 and room temperature
aluminum show a similar behavior in m’ versus �b.

4. Considering both the Schmid factor versus m’, and m’ versus �b, geometrical
constraints for “slip transfer” in hexagonal crystal structure are smaller than FCC.
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Atomic Layer Deposition and Atomic
Layer Etching—An Overview
of Selective Processes

Samiha Hossain, Oktay H. Gokce, and N. M. Ravindra

Abstract The continued evolution in nanoelectronics and nanophotonics has been
made possible by the recent developments in Atomic Layer Deposition and Atomic
Layer Etching.While uniform deposition of conformal films with controllable thick-
ness is a key feature of Atomic Layer Deposition, Atomic Layer Etching offers the
advantages of controlled removal of chemically modified areas. Various case studies
of the applications of these technologies in dielectrics, metals and diffusion barriers
will be discussed.

Keywords Atomic layer deposition · Atomic layer etching ·Metallization ·
Dielectrics · Diffusion barriers ·Microelectronics

Introduction

Subtractive processing technologies for planar microelectronic structures have been
employed for about six decades. Selective technologies bring a newwayof processing
of structures that are starting from the bottom and built up. The adsorption of the
precursors on the non-growth areas should be controlled and minimized in order to
control the selectivity. The coverageof the non-growth area canbeboth on the existing
nucleation sites and the new developing nucleation sites generated during the process
on the growing nuclei. Suppression of chemical activity on non-growth surfaces
can be achieved with surface treatment methods prior to deposition. The periodic
cleaning by selective etching of adsorbed precursor on these areas contributes to
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the sustainability of the overall process. Both the selective deposition and etching
processes need to be considered as parts of a completely selective manufacturing
scheme. In this respect, the Atomic Layer Deposition (ALD) and Atomic Layer
Etching (ALE) work together in a complementaryway to yield the desired structures.
The type of a selective process can be in the form of deposition or etching. Such
processes can be employed at various stages of device manufacturing. Deposition
processes can be studied as area- and material-selective deposition processes as well
as topology-selective deposition processes. The latter depends on the shape that needs
to be coated. Both deposition and etch processes can be in isotropic and anisotropic
variations. This paper is a condensed review of deposition processes for metals and
dielectrics using selective processes in submicron device manufacturing technology.

Area-Selective ALD

Area selective deposition (AS-ALD) is a topic of significant relevance tomany poten-
tial applications in electronic devices, biological and chemical sensors, microflu-
idics, optoelectronic devices, and heterogeneous catalysts [1–5]. It is a bottom-up
patterning process that retains many of the characteristics that make ALD such a
compelling procedure. It guarantees uniformity, exceptional conformality and thick-
ness control. Patterns are created on a substrate via selective deposition by modi-
fying the chemical properties of the surface which determines how ALD precursors
are adsorbed [1]. Even though ALD and ALE are widely established processes,
the overall development of material-selective processes is still insufficient. Several
studies have been performed in the literature on increasing the efficiency of these
processes [6].

AS-ALD is a selective bottom-up chemical patterning process in which the selec-
tivity of ASD is dependent on the energy difference between the growth and non-
growth areas. Surfaces with suitable nucleation and growth energies favor immediate
film deposition while the remaining areas have an energy barrier that prevents the
formation of nuclei [6]. The deposition selectivity gradually decreases as the quantity
of the precursor deposits increase on the surface. This can be combatted by various
methods such as: pretreating the surface to prolong incubation time [6–10], non-
growth area deactivation by self-assembled monolayers (SAM) [6, 11–18], ASD
by surface activation [6, 19, 20], ALD super-cycles with an inhibitor step [6, 9],
and super-cycles consisting of an etching step to restore an incubation time on the
non-growth area [6, 21–25].

Selective deposition in ALE can be achieved by various mechanisms. The bond
energy of etching materials is lowered when they chemically bind with the reactants
thus providing a processing window to achieve selective ALE [6]. Silicon-to-SiO2

etching selectivity is obtained using this method. Chlorinated SiO2 has a higher
energy threshold than chlorinated Si which allows for selective removal of modified
Si layers via low energyAr+ bombardment [6].Metzer et al. developed a fluorocarbon
(FC)-based ALE process that cyclically deposited a thin FC layer on a SiO2 surface;
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then, the fluorinated layer is removed by low energy Ar+ bombardment [6]. FC-
based processes are much more efficient than chlorine-based ones because of the
much higher FC consumption rate of SiO2 compared to Si [6]. However, this process
causes some material loss due to a buildup of a passivation layer on the non-etching
surface, but this can be mitigated by optimizing process parameters which facilitate a
simultaneous etch step and buildup of the passivation layer [6]. Huard et al. addressed
this problem by varying the deposition thickness and etching-step length in SiO2 and
Si3N4 and pretreating the surface. Under ideal conditions, a steady amount of SiO2

can be removed while a passivation layer is formed quickly on Si3N4 [26]. These
approaches, however, are not as compatible with high-dielectric constant materials
such as HfO2. The requirement of higher levels of ion energy [27–29] or a higher
substrate temperature [30, 31] for the removal of etching by-products causes extra
Si loss, thus reducing the etching selectivity of HfO2 to Si [6].

Self-assembled monolayers can be used to deactivate non-growth areas as shown
by Hashemi et al. [15] (Fig. 1) in which octadecylphosphonic acid self-assembled
monolayers (ODPASAMs)were used to deposit a blocking layer on a copper surface,
including CuO, Cu2O, and Cu. The SAMs did not bind to SiO2 which enabled the
deposition of a dielectric film in a pattern. An etchant is then used to selectively
remove the SAMs and any surplus dielectric film that adhered to the Cu surface
without disrupting the film on SiO2 [6].

AS-ALD can also be achieved by using super-cycles combined with a selective
etching step (Fig. 2). Vallat et al. used a super-cycle of NF3/O2/Ar etching step in a
Ta2O5 ALD process to remove the unwanted layers in Si non-growth areas to enable
selective deposition [24]. Inhibitors can also be used to deactivate non-growth areas
which lengthen incubation times and potentially maximize deposition selectivity
[6]. After AS-ALD is used to cover the non-etching area with a passivation layer,
ALE can be initiated to etch a pattern into the designated area. Lin et al. introduced
an approach that combined AS-ALD along with etching where they studied the
deposition behavior ofmixtures ofmethane (CH4) with trifluoromethane (CHF3) and
mixtures of methane with octafluorocyclobutane (C4F8) on HfO2 and Si surfaces [6].
It was found that a CH4/C4F8 mixture produces a fluorocarbon (FC) layer on both

Fig. 1 Schematic showing ODPA SAMs deactivating Cu oxide layer while enabling a dielectric
film deposition on SiO2 [15] [With Permission from the American Chemical Society]. (Color figure
online)
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Fig. 2 Selectivity of
AS-ALD is improved by
introducing super-cycles of a
selective etching step [32]
[With Permission from the
American Chemical
Society]. (Color figure
online)

Si and HfO2 but CH4/CHF3 mixture formed a FC film only on the Si surface which
allowed selective removal of HfO2 over Si [6]. The advantage of this method is that it
enhances selective deposition by restoring the surface conditions of the non-growth
areas [6].

Metallization Schemes

ALD is a critical technique used for the deposition of insulating, semiconducting,
and conducting materials in the semiconducting and microelectronics industry as
it enables enhanced control over the thickness and composition of thin film device
layers [33]. Current trends in the industry call for 7 nm or less for the thickness of the
films which is consistently achievable via ALD techniques. Copper has been used
in the past as the wiring material but when its dimensions are shortened, the linear
relationship between resistivity and dimensions falls apart which causes issues in its
performance and reliability [34]. Several alternatives have been suggested to counter
this issue. One measure is to replace metal liners with cobalt (Co) or ruthenium (Ru)
because of their increased wettability and lower resistivity [34]. Cu connects can also
be replaced with Co, tungsten (W), or Ru [34].

Tungsten (W) is an extremely hard transitionmetal which is quite inert to chemical
degradation due tomoisture but is also easily etched in flourine plasma [35]. Tungsten
films can be deposited with very high conformality and can be used as gate filling
metal for nodes at 22 nm and beyond. They can also be used to protect silicon layers
underneath. Yang et al. used hot-wire assisted ALD to deposit high purity α phase
tungsten films on SiO2 at 275 °C. A W seed layer was required for the formation
of these films which had a uniform and conformal coverage of high-aspect-ratio
structures. TLM structures and the Drude-Lorentz SE model reveal a low resistivity
of 15 μ� cm for the Hot-wire Atomic Layer Deposition (HWALD) W [36] (Fig. 3).
An inverse relationshipwas noted between the thickness of the film and the resistivity
of W. Bobb-Semple et al. deposited W on Si substrates using AS-ALD techniques
and octadecylphosphonic acid (ODPA) self-assembled monolayers (SAMs) as the
deactivating agent.W-ODPAs showedgood results for blockingZnOandAl2O3 ALD
at 32 and 8 nm features, respectively [34]. Kalanyan et al. showed that modifying
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Fig. 3 A comparison of the
resistivity of tungsten films
on SiO2 substrate obtained
by optical (SE, red circles)
(275 °C) and electrical
(TLM, black squares) (Room
temperature) methods [36]
[With Permission from
Elsevier] (Color figure
online).

the W ALD process chemistry by adding H2 during WF6 dose step passivates SiO2

againstW nucleation without affecting the growth on Si, thereby expanding the ALD
“selectivity window” [37].

Cobalt (Co) is a ferromagnetic transition metal that has been popular in intercon-
nect technology to reduceRCdelay in state-of-the-art devices [23, 38]. Kerrigan et al.
used ALD techniques to deposit cobalt films on Si (with native oxide), thermal SiO2,
and other metal substrates with bis(1,4-di-tert-butyl-1,3-diazadienyl)cobalt and tert-
butylamine or diethylamine as precursors. At 200 °C, there was no growth on SiO2,
Si with native oxide or hydrogen-terminated silicon after 500 cycles [41]. Silicide
films are also a viable alternative for contact material to address narrow line-width
effect issues [42–44]. Materials that have low contact resistance and good compati-
bility with silicon are imperative in the device scaling process, and several materials
have been identified such as WSi2 [42, 45, 46], TaSi2 [42, 47, 48], and MoSi2 [42,
49, 50]. These films are somewhat difficult to grow by direct reaction with silicon
[42]; however, cobalt has proven to be an attractive candidate as it has a wider silici-
dation window and superior thermal and chemical stability [51–54]. CoSi2 also has
a comparable crystal structure to Si substrate which makes it an even better candi-
date for use as a contact material [55]. Various precursors and co-reactants have
been used to create cobalt films with bis(cyclopentadienyl)cobalt(II) (cobaltocene,
CoCp2) precursor producing low resistivity and high purity films while being cost-
effective. Lee et al. and Yoon et al. investigated the growth of Co films using NH3 and
H2/N2 plasma, respectively, and found that high quality films are formed [38–40].
This was further confirmed by Vos et al. in 2019 [23].

Ruthenium is a good candidate for diffusion barrier layers. It has lower resistivity
than tantalum and titanium-based barriers which makes it a viable contender for
their replacement. Ruthenium has good thermal stability, low resistivity and good
adherence, and copper filling can be directly applied to Ru filmwithout the need for a
seed layer [56]. The thickness and the heat exposure time play a fundamental role in
the diffusion limiting efficiency of pure Ru layers. Crystallinity also strongly affects
its interdiffusion resistance. If grain boundaries are present, then there is strong Cu
interdiffusion within the Ru layer [56]. Arunagiri et al. [57] deposited 5 nm layers
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Fig. 4 Sheet resistance
variation for Ru, Ru/Ta and
Ru/TaN layers as a function
of annealing temperature
[56] [With Permission from
The Electrochemical
Society]

which were amorphous to combat this issue. Interdiffusion resistance can also be
improved by introducing another substance, such as P or C, to form Ru alloys as they
induce amorphization [56]. Ru layers, within the range of 10–30 nm, fail to form on
Si as shown by Damayanti et al. [58]. This is due to the formation of Ru2Si3 which
has a higher resistivity than pure Ru and thus causes a decline in conductivity as well
as other barrier properties. Silicide formation can be detected by measuring the sheet
resistance as shown in Fig. 4. This can be mitigated by placing a Ta film between the
Si and the Ru films which has superior stability. Choi et al. and Xie et al. prepared Ru
barrier layers on TaN by using plasma enhanced ALD [56, 59, 60] which were able
to withstand temperatures higher than 400 °C. Wen et al. and Kwon et al. deposited
Ru films on TiN via ALD with good thermal resistance of the final structure [56].
Vos et al. used a combination of AS-ALD and O2 plasma etching to deposit Ru films
on SiO2/Si substrates (Fig. 5) [23].

Dielectrics

Despite the need for highly conformal Si-based dielectric films on high-aspect-ratio
nanostructures in the microelectronics and semiconductor industries, it has been
challenging to create these films at a low substrate temperature at different stages
of integration into manufacturing [61]. Silicon dioxide (SiO2) is one of the most
widely used dielectric materials in the industry and has found applications in many
silicon-based electronics as interconnects, gate spacers, diffusion barriers, etc. [63].
SiNx films have been achieved by ALD processes but creating SiO2 films at low
temperatures with high conformity has been a challenge. For SiNx films, the biggest
issue has been identifying N precursors reactive enough to enable SiNx film growth
at substrate temperatures <400 °C [61]; this was overcome by employing N2 plasma



Atomic Layer Deposition and Atomic Layer Etching—An Overview … 225

Fig. 5 a Inset: Thickness as
a function of ALD cycles for
deposition on SiO2 and Pt
without etch cycles. Main
figure: Ru film thickness as a
function of ALD cycles for
growth on SiO2 and Pt with
an intermittent etch cycle
after every 100 ALD cycles.
b, c Top-view SEM images
after 400 ALD cycles on
SiO2, b without etch cycles,
or c with an etch cycle after
every 100 ALD cycles [23]
[With Permission from the
American Chemical
Society]. (Color figure
online)

assisted ALD instead of thermal ALD. This method produced films that etch isotrop-
ically and have a low H content with conformity of typically <80% in HAR nanos-
tructures [61, 62]. A chlorosilane precursor and NH3 at high temperatures are used
to create SiNx films for industrial applications. A diagram showing the three most
technologically relevant Si-based dielectrics and their ternary blends is shown in
Fig. 6.

Fig. 6 Diagram showing the
three most technologically
relevant Si-based dielectrics
and their ternary blends [61]
[With Permission from the
American Institute of
Physics]
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Shin et al. deposited SiO2 films on Si(100) substrates at 50, 100, and 200 °C using
ALD with di-isopropylaminosilane as a silicon source and oxygen as plasma. They
varied the plasma time to optimize saturated growth-per-cycle (GPC) and found that
films created at 50 °C had high GPC and refractive index values that were typical
of thermal ALD SiO2 [63]. Lee et al. also deposited SiO2 films at temperatures
between 100 and 200 °C using di-isopropylaminosilane (SiH3N(C3H7)2, DIPAS) as
the Si precursor and ozone as the reactant, and achieved refractive index, density,
and roughness that were comparable to conventionally deposited SiO2 films [64].

Hafnium oxide (HfO2) is a wide bandgap, chemically inert, and optically trans-
parent dielectric [65] with a high-dielectric constant which has many applications in
the semiconductor industry. Ultrathin interfacial HfO2 layers were first used to passi-
vate the surfaces of dye sensitized solar cells which reduced the density of interface
states at the mesoporous TiO2/dye/electrolyte interface [65, 66]. Since then, only
moderate levels of surface passivation have been reported. Excellent surface confor-
mation has only been observed for wafers passivated with a HfO2/Al2O3 stack [65]
but this was predominantly due to the presence of Al2O3. In 2017, Cui et al. inves-
tigated the deposition of hafnium oxide 15 nm thin films by ALD on n- and p-
type crystalline silicon solar cells. There was a positive correlation between surface
recombination and crystallinity of theHfO2 whichwas, in turn, dependent on the film
thickness and annealing temperature [65]. Oudot et al. demonstrated that HfO2 layers
deposited on a chemical silicon oxide substrate exhibited decrease in the density of
interface traps at the Si/SiO2 interface [67]. The layers also presented an additional
field effect passivation due to being negatively charged [67].

Future Directions

The growing multi-patterning process requirements compel the industry to use self-
aligned structures for manufacturing new devices. Selective technologies are inher-
ently self-aligned and are desirable for bottom-up processes. The development of
new processes and materials are needed for such additive manufacturing. For most
of the device structures, the use of metals and dielectrics are in the following forms.
For the front end, lowest level, the conducting metal is either tungsten or cobalt.
Some form of SiO2 is the interlayer dielectric. Sidewall spacers are Si3N4 -type
materials, such as carbon-doped silicon nitride to reduce the dielectric constant. For
the back end, where there are 10–12 layers, the current choice for themetal and low-k
dielectric materials are copper and C-doped SiO2. For the new manufacturing tech-
nologies, Co and Ru are the potential materials to eliminate the use of liners required
for copper. As the reliability of AS-ALD technology develops, their applications in
high volume productions becomes more relevant. It already plays a significant role
in the nanoelectronics industry, but it is also important in catalysis where it can be
used to fabricate model catalysts [32]. These applications are only the beginning of
AS-ALD as it has the capacity to be used in various new avenues.
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Introduction

Deep drawing is generally used in sheet metal forming industries as a manufacturing
process for a large number of components. Thus, in addition to applications in the
car body sector, deep drawing is also used to manufacture smaller products, e.g.,
in the electrochemical industry (battery sleeves) as well as in medical industries
(aspirator housings,medication containers), where requirements in terms of technical
cleanliness are of great importance.

Deep-drawing processes are significantly dependent on the prevailing friction
effects, which are particularly influenced by the relative movement and the contact
pressures occurring between the tool and component surfaces during the process.
The control of this tribological system is of central importance, as otherwise negative
effects such as component surface damage, tool wear and component failure due to
tears caused by excessive friction forces can arise. Therefore, lubricants are used in
conventional deep-drawing processes to reduce such frictional effects and thus ensure
high component quality and low tool wear. However, these lubricants can consist of
mineral oils, synthetic oils, emulsions or waxes, which have to be applied prior
to forming and then laboriously removed again [1]. In addition, such conventional
lubricants often contain additives such as chlorinated paraffins or heavy metals that
are harmful to the environment and health, aimed at improving their lubricating
properties [2].

Within the research initiative SPP1676 “Dry Forming” funded by the German
Research Foundation from 2014 until 2020, a novel tribological system for deep
drawing was investigated at the University of Stuttgart. In this process, volatile lubri-
cants are introduced under high pressure directly into the frictional contact interfaces
between tool and sheet metal component via tightly spaced, laser-drilled microholes.
As shown in Fig. 1, gaseous nitrogen (N2) or liquid carbon dioxide (CO2) from gas
cylinders is used as a volatile lubricant. The advantages of this tribological system
include, on the one hand, a reduction in the process chain with regard to the applica-
tion of lubricants and the cleaning of components, and, on the other hand, a significant
improvement in process reliability due to the very good separating effect of volatile
lubricants [3]. In addition, these volatile lubricants evaporate without any residue
directly after the forming which results in a high level of technical cleanliness on the
surfaces of formed components.

Fig. 1 Deep drawing with novel tribological system using volatile lubricants [4]. (Color figure
online)
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Fig. 2 Setup of
deep-drawing die/tool inserts
with integrated media supply
channels. (Color figure
online)

To characterize this novel tribological system, numerous model tests were carried
out by means of strip drawing tests on the flat track and stretch bending tests. The
main objective of these experimental investigations was the determination of the
friction coefficients as a function of contact normal pressure, drawing speed, lubri-
cant, number and distribution of the microholes, and the geometry of the microholes
themselves. The results obtained showed that for CO2 as well as for N2, a diffuser
geometry with a gas inlet diameter of 200 μm (2 · r1) and a gas outlet diameter of
600 μm (2 · r2) achieves the lowest friction coefficients and therefore is best suited
for the tribological system [5]. Based on the results of themodel tests, the tribological
system was implemented in the tool inserts of a deep-drawing tool for a rectangular
cup geometry. Thereby, besides the development of the tool with the laser-drilled
microholes, the media supply was also designed, as shown in Fig. 2.

Especially, themaximum achievable drilling depth by laser-drilling and the neces-
sary operational stability of the tool insertswith gas supply, consisting of blank holder
and die, pose some challenges. During forming, the tool inserts are loaded perpen-
dicular to the contact surface by the blank holder force, tangential to the contact
surface by the tensile and frictional forces and from the inner side of the tool by the
media pressure. When designing the tool inserts, it is therefore important to ensure
that the cover layers of die and blank holder are sufficiently dimensioned, and that
the media feed is designed in favor to reduce notch stress. A material thickness of
at least 5 mm has proven to be appropriate for applied media pressures between 60
and 100 bars (6–10 MPa) in combination with the chosen tool steel 1.2379. The
necessary microholes (see Fig. 6), having a depth of 5 mm (orthogonal hole axis)
and approx. 6.7 mm (inclined hole axis), were manufactured using a laser-drilling
process, that enables conical hole geometries.

Laser Drilling of the Microholes

Percussion drilling of particularly deep microholes has already been investigated in
previous works [6, 7]. Equations for the calculation of the necessary pulse energy
needed to achieve the desired drilling depth as well as the desiredmicrohole diameter
were described. A high pulse energy of 5 mJ was used to achieve the desired drilling
depth of 5 mm. Meeting the required microhole diameter of 2 · r2 = 600 μm was
accomplished by changing the position of the sample surface relative to the focus
position, since the ablation radius is a function of the distance in the direction of the
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beam propagation. To some extent, this technique enabled for longitudinal shaping
of the microholes, since the ablation diameter and the drilling depth are linked and
result in a conical hole shape [8].

The resulting shape of the produced microholes was close to the requirements for
initial testing. However, there was potential for improvement of the quality in terms
of roundness at the microhole outlet (r2) as well as a preferably larger inlet radius
(r1). In order to improve both features, a new drilling concept using a galvanometer-
scanning optic has been investigated, in which the laser beam is moved transverse to
the beam propagation along a circle-or spiral-path during the drilling process.

Laser Drilling with Scanning Optics

The same ultrashort pulsed Ti:Sapphire laser as shown in previouswork [8], was used
for the experiments. The technical specifications of the laser beam source are listed
in Table 1. In this setup, a galvanometer-scanner was used to enable transversal beam
movement during the drilling process. The experimental setup is shown in Fig. 3.
The linearly polarized raw laser beam was circularly polarized passing through a
λ/4 wave plate, before entering the scanning head, and focused with a telecentric
f-theta lens with a focal length of 100 mm onto the samples, which were mounted
on xyz-translation stages. The combination of a raw beam diameter of Dr = 10 mm
with the short focal length of 100 mm lead to a focus diameter of df ≈ 12 μm and a
very short Rayleigh-length of only zR ≈ 122 μm. With the help of the z-axis, it was
possible to move the samples in beam propagation. This allowed the spot size and
effectively the ablation diameter on the sample surface to be adjusted.

The radius of the microhole on the side of the laser impact is determined by the
ablation radius. According to [6] the ablation radius can be calculated analytically to

Table 1 Process parameters
of the used laser system

Laser system: spectra physics spitfire H

Wavelength (λ) 800 nm

Beam quality (M2) <1.2

Max. pulse energy (Ep) 7 mJ

Pulse repetition rate (f rep) 1 kHz

Max. average power (P) 7 W

Pulse duration (τ p) 1 ps

Raw beam diameter (Dr) 10 mm

Focal length (f L) 100 mm

Rayleigh-length (zR) ≈122 μm
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Fig. 3 Experimental setup
and scanning strategy
(bottom left, not to scale).
(Color figure online)

rabl
(
z, Ep

) = rbeam(z) ·
√
1

2
ln

(
2 · Ep

π · rbeam(z)2 · φth

)
, (1)

where φth is the local fluence threshold, at which ablation of the material occurs.
The ablation radius is mainly dependent on the pulse energy Ep and the beam radius
rbeam(z), which in turn is a function of the position along the laser beam propagation
in z direction and given by

rbeam(z) = w0 ·
√

1 + z2 ·
(
M2 · λ

π · w2
0

)2

, (2)

where w0 is the beam radius in focus (z = 0), M2 the beam quality and λ the
wavelength of the laser beam.Whenworkingwith high pulse energies in combination
with ultrashort pulse durations τp, an air-breakdown can occur in the focal region (z
≈ 0), where the irradiance increases far beyond 1013 W/cm2. Avoiding this effect
proved to be particularly important in order to produce microholes with precise
entrance dimensions, as shown in [8]. The irradiance is given by

I (z) = 2 · Ep

π · rbeam(z)2 · τp
(3)

and can be limited by increasing the spot size on the sample surface.
In the following example also shown inFig. 3, the sample surfacewasmoved 3mm

closer to the focusing lens, resulting in a beam radius on the surface of approximately
150 μm. For a chosen pulse energy of Ep = 5 mJ and a pulse duration of = τp1 ps,
the irradiance at this position amounts to approximately I ≈ 1.4 · 1013 W/cm2. With
a threshold fluence of φth = 0.09 J/cm2 for steel, the resulting ablation radius was
approximately rabl ≈ 214 μm.
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With the use of the galvanometer-scanner, a scanning strategy with a spiral path
was chosen. To meet the required microhole radius, the scanning radius rscan, which
describes the outermost point of a spiral, can be derived to

rscan,max = rhole − rabl (4)

In the case of the previously calculated ablation radius and the desired microhole
entrance radius r2 = 300 μm, the resulting scanning radius is approximately 86 μm.

The scanning speed was set to vscan ≈ 430 mm/s, which resulted in a circumfer-
ential pulse overlap of 0% at a given pulse repetition rate of 1 kHz. A schematic of
the scanning strategy is also shown on the left of Fig. 3. For this experiment, samples
made from stainless steel (1.4301) with a thickness of 5 mm were used.

Results and Discussion of Laser-Drilling

For the production of themicroholes into the radius inserts (see Section “Tribological
Investigations”), the setup described in the previous section was used.

Figure 4 shows a comparison between microhole shapes produced with stationary
and moving beam. The cross-section of a microhole drilled with a stationary beam is
shown in Fig. 4a, the corresponding inlet and outlet-radii (r1 and r2) are shown in (b)
and (c), respectively. The dotted circles represent equivalent cross-sectional areas.

Fig. 4 Comparison of microhole shapes between percussion drilling with stationary and moving
beam. a Cross-section of a microhole drilled with a stationary beam with corresponding outlet
and inlet-radii shown in (b) and (c), respectively. d Cross-section of a microhole drilled with a
moving beam along a spiral path. The corresponding outlet and inlet-radii are shown in (f) and (g),
respectively. e Cross-section of a microhole drilled with the same parameters as in (d), but with a
higher number of pulses, showing pronounced bulging at approximately half of the drilling depth.
The dotted circles represent equivalent cross-sectional areas. (Color figure online)
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The general shape of this microhole is mostly conical and therefore similar to the
ideal shape. The shape of the microhole on the important gas outlet side (r2) shows
some minor but still noticeable deviations in roundness. On the side of the gas inlet
(r1), a rather rectangular outline can be seen, where the marked equivalent radius r1
is approximately 50 μm. About 2.1 × 105 pulses were necessary for the production
of this microhole.

Cross-sections of microholes drilled with a moving beam, described in the
previous chapter, are shown in Fig. 4d and e. Images of the gas- outlet and inlet
sides corresponding to the cross-section of (d) are shown in (f) and (g), respectively.
Apart from a slight transverse bulge stretching over themidsection, the general shape
of the microhole is mostly conical. When compared to the cross-section in (a), the
overall ablated volume increased significantly. Also, the inlet-radius increased by a
factor of two, resulting in an equivalent radius r1 of approximately 100μm.However,
the shape of the gas inlet is still rather rectangular. An almost perfect circle can be
observed at the gas outlet where the laser beam impacts. This is due to the movement
of the beam during drilling. The grey ring around the microhole is merely a slight
discoloration of the surface. Roughly 3 × 105 pulses were necessary for the drilling
of this microhole.

Figure 4e shows a cross-section of a microhole drilled with the same parameters
as in (d). However, the number of pulses necessary to drill through was around 4.2×
105. A long and pronounced bulging in the midsection can be observed. In addition,
the ablated volume as well as the inlet diameter have been further increased. The
transverse growth could be due to a particle-ignited plasma inside themicrohole. This
effect can be caused by particles remaining in the microhole which were ablated in
previous pulses and which have not yet exited the microhole or been deposited again.
It is assumed that the very short Rayleigh-length of the setup used here can favor
the formation of such particle-induced plasmas. The position of the laser focus was
3 mm below the sample surface, at this point very high irradiances can still occur.

Basic Characterization of Used CO2 as Lubricant Substitutes

In literature, carbondioxide is frequently associatedwith a reduction of the coefficient
of friction [9, 10].Another point is its inertness, the non-toxicity, and its relative cheap
price. Because of the same benefits, another possible volatile lubricant is nitrogen.
That is why this research focusses on these two lubrication media.

The expansion of the lubricant inside themicrohole and theworking zone between
tool and sheet metal leads to a cool down (see Fig. 8). This effect is called the Joule-
Thompson effect. In case of CO2 and an expansion from60 bar to ambient conditions,
it effects an averaged cooling of 1.1 K bar−1 [12]. The special feature of using CO2

is that it is in a liquid state at room temperature (293 K) and pressures above 6 ×
106 Pa (see Fig. 5). Therefore, if the fluid is extracted from a gas cylinder by a
riser pipe in its liquid state, another effect occurs. The carbon dioxide evaporates
partially. To overcome the intermolecular reactions, the enthalpy of vaporization is
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Fig. 5 Phase diagram of CO2 including the three states. Adapted from [11]. (Color figure online)

needed—the temperature drops again. In case of small droplets, this cooling effect
leads to temperatures around −78 °C and can surmount the heat of crystallization
causing CO2 to shift to its solid state. The forming of dry ice is the reason why
previous investigations showed a lower coefficient of friction by using liquid in
contradiction to gaseous carbon dioxide [13]. In contrast to carbon dioxide, the
nitrogen stays constantly gaseous at the given process parameters. Hence, to examine
the lubrication effects of different phases of the lubrication media the following
investigations focuses on the usage of CO2.

Numerical Investigation of the Fluid Behavior Inside
the Microholes

Background and Boundary Conditions

As mentioned (see Fig. 6), the manufactured microholes gradually widen their cross
section in flowdirection of the lubricationmedia like a diffusor in subsonic velocities.
At supersonic velocities, this means a rising velocity of the fluid. To investigate how
the shape of the microholes can influence the velocity, pressure and temperature
conditions of the lubricant, CFD simulations, especially for CO2, were carried out.
As shown in Figs. 2 and 6, the lubricant supply for the microholes is implemented
by a bigger supply channel inside the tool. For a proper lubrication, it is necessary to
locate microholes in different highly loaded areas of the tool. Because of the position
of the supply channels, it is not generally possible to keep the depth of the microholes
constant at 5 mm. In some areas, a microhole with a depth of 6.7 mm is required.
Caused by production, this leads to a halving of the lubricant-entrance radius (r1) at
the supply channel from 100 to 50 μm. Previous studies [13, 14] examined the fluid
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Fig. 6 Cross-section of a 3D tool model with three possible types of microholes (vertical: regular
hole, inclined: longer holes with reduced entrance radius r1)

flow behavior inside the 5 mm microholes. To compare the flow conditions of the
two different microhole types pursuing CFD simulations were carried out.

The simulations of the fluid flow were carried out with the open source program
OpenFOAM. The software includes special solver for calculating fluid dynamics. To
describe the dynamics, the k-E turbulence model was used. Previous investigations
showed for this model a sufficient accuracy compared to the moderate computing
time. The fringes of the model were defined in a simplified way—the wall roughness
was neglected and a constantly widening diameter in flow direction was modeled.
As temperature of the surrounding material, room temperature was implemented.
However, differentmeasurements (IR-camera, pyrometer and thermocouple) showed
only a low decrease of the tool temperature. The specific heat capacity of the lubricant
was set constant to 1450 kJ (kg K)−1. As the carbon dioxide is extracted directly from
the gas cylinder, an inlet pressure of 60 bar was determined. The start pressure inside
the microhole was set to atmospheric pressure (1 bar). The viscosity was calculated
using the Sutherland’s law in dependence of the fluid temperature. Because of the
proximity to the critical point, the compressibility factor of the carbon dioxide was
defined in advance by Peng-Robinson equation and set constant to 0.74.

Asmentioned, a number of simplifications were made to design the model as a 2D
axis-symmetric radius selection (see Fig. 8). In a following step, the radius section
can be rotated along the central axis to create a 3D model as shown in Fig. 7. To
implement the supply line to the microhole as well as the inflow behavior, a kind of
storage vessel was implemented before the microhole entrance.



Investigations on the Process Stability of Dry Deep Drawing … 239

2 . r1 = 100 µm to 200 µm

2 . r2 = 600 µm
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Fig. 7 Left: Drawing of a cross section trough a simplified microhole. Right: 3D fluid flow simula-
tion of the lubricant temperature inside of a microhole created from a symmetric rotated 2D radius
section. (Color figure online)

z in mm

rr1 0.2 mm, r2 0.6 mm; l 5 mm
r1 0.1 mm, r2 0.6 mm; l 6.7 mm

Fig. 8 Comparison of the simulation results (pressure and temperature) of the CO2 fluid flow inside
of the two different microhole geometries (bottom). To illustrate the microhole geometry along the
z-axis, a symmetric radius section of the fluid velocity (in Mach) inside the 6.7 mm microhole is
shown (top). (Color figure online)
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Table 2 Parameters of SBTs Sheet metal material DC05 + ZE

Tool material 1.2379 fully hardened to HRC60,
polished

Tool radius insert R5, R7.5, R10, R12.5

Lubricant CO2 (l.) and ZO3368

Media pressure 60 bar = 6 MPa

Microholes 11 microholes single-line, diffuser

Injection angle 45°

Drawing velocity 100 mm/s

Retention force Fr 3.4; 4; 5 and 6.1 kN

Results and Discussion of Fluid Behavior

To check the outlet temperatures of the simulation (Fig. 8), several tests with laser-
drilled microholes of different geometries were carried out. The measured tempera-
tures ranged from −35 to −63 °C. For reasons of the measuring method via thermo-
couple and heat transfer effects, partially lower temperatures are possible. Therefore,
the results of the simulation can be assumed as realistic.

As expected, the results from the CDF simulation show, that an increase in depth
of the microhole leads to a decrease of the outlet pressure and a higher velocity at
the outlet. Compared to the relatively small pressure difference, a strong temperature
difference of nearly 20 °C can be obtained. Such low temperatures arise mainly due
to the smaller inlet diameter for reasons of a higher expansion and acceleration. The
lower temperatures as well as the longer residence time inside the microhole can
lead to an escalation of dry ice formation. Hence, the friction reduction caused by
the decrease of surface pressure due to the applied lubricant pressure, acting in the
interstice between tool and sheet metal, seems to be lower. Nevertheless, the effect of
the lubrication due to dry ice is expected to be higher by using the deeper microholes.

Tribological Investigations

Stretch Bending Testing Rig

Tool radii of forming tools are the areasmost exposed to friction during deep drawing.
For a meaningful evaluation of tribosystems, a friction characterization is therefore
necessary, especially at such highly loaded tool radii. In the investigations reported
about in this paper, the friction coefficients at tool radii were therefore determined
using a Stretch Bending Test (SBT). Varied parameter of this investigation (see
Table 2) were radius size, retention force and lubricant (liquid CO2 and conventional
drawing oil ZO3368). The setup of the testing rig is depicted in Fig. 9. For each



Investigations on the Process Stability of Dry Deep Drawing … 241

Ftension

Fretention

vmotion
hydraulic cylinder 
for tension force

position sensor

tension load cell

media injection 
angle adjustment

retention load cell

hydraulic cylinder 
for retention force

media supply 
channel

radius insert with 
enlarged depicted 

microholes

Fig. 9 Experimental setup for stretch-bending-test (SBT) using volatile lubricants [15]. (Color
figure online)

experiment, a 60 mm wide sheet metal strip was drawn over a radius at constant
speed and constant retention force. The lubricating media was supplied via an axial
borehole in the radii, which was connected with laser-drilled microholes on the
contact surface. Finally, the coefficient of friction μ could be calculated indirectly
from the tensile and retention forces F t and Fr measured during the experiments
using the rope friction equation according to Euler/Eytelwein.

Rope friction according to Euler/Eytelwein:μ = 1

θ
· ln

(
Ft

Fr

)
Ft > Fr; θ = π

2
(4)

In this investigation, the bending force for the calculation of the coefficient of
friction was neglected due to the low material strength (DC05) and the low sheet
thickness (0.7 mm). The SBT results presented in the following focus on CO2 as
volatile lubricant and an injection angle of 45° [15, 16].Here, advantage of liquidCO2

is the phase change occurring during the expansion in the microholes, which leads
to a better reduction of the friction effects (see See section “Basic characterization
of used CO2 as lubricant substitutes”).

Normal Contact Pressure of Radii Using FE-Methods

Experimentally investigated coefficient of friction are strongly influenced by radius
size and retention force of SBT. For this reason, the experimentally obtained coeffi-
cients of friction using different parameter set-ups cannot be compared directly with
each other. In order to enable a comparative study of the coefficients of friction, the
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maximum occurring normal contact pressure along the radii was chosen. To calculate
the maximum normal contact pressure, the distribution of normal contact pressure
along different radius sizes and applied retention forces were determined by numer-
ical investigations using LS-Dyna FE-Code. The numerical method was conducted,
because normal contact pressure distributions cannot be determined experimentally
during SBTs. To validate the simulations, the tension and retention forces, measured
during the experiments carried out, were used. The FE-Model used for determining
normal contact pressure distributions along radii is presented in Fig. 10 and Table 3.

The results of the numerical investigated maximum normal contact pressure are
depicted in Fig. 11 for all varied retention forces and radius sizes. As expected,
the value of maximum normal contact pressure increases with decreasing radius
size. Furthermore, Fig. 11 shows that an increasing retention force also results in an

Fig. 10 Numerical model of SBT in LS-Dyna. (Color figure online)

Table 3 Parameters of
FE-simulations

Sheet material Mat36—3 Parameter Barlat,
DC05 + ZE

Element type sheet material ET16—fully integrated shell
element

Integration points 9 through shell thickness

Tool material Mat20—rigid

Mesh size Edge length 0.4—0.5 mm

Radius sizes R5, R7.5, R10, R12.5

Retention force Fr 3.4; 4; 5, 6.1 and 7 kN

Contact model Automatic surface to surface
mortar



Investigations on the Process Stability of Dry Deep Drawing … 243

0

5

10

15

20

25

30

35

40

3 3,5 4 4,5 5 5,5 6 6,5 7 7,5

m
ax

. c
on

ta
ct

 p
re

ss
ur

e 
in

 M
Pa

reten�on force in kN

R5
R7.5
R10
R12.5

Fig. 11 Estimated maximum normal contact pressures of SBTs with varied retention forces and
radius sizes by FE-simulations. (Color figure online)

increasing maximum normal contact pressure. The results of the numerical investi-
gation are used in the following chapter for the comparative study of the coefficients
of friction.

Comparative Study of Coefficients of Friction Measured
by SBTs Using Normal Contact Pressure

Using the numerical results of Section “Normal Contact Pressure of Radii Using
FE-Methods”, a comparison of all experimentally determined coefficients of fric-
tion by means of SBTs is feasible. For each of the SBTs performed with different
experimental parameters and thus for each coefficient of frictionmeasured, the corre-
sponding maximum value of the numerically calculated normal contact pressure
distribution could be assigned. This allows a direct comparison of all friction values
as a function of maximum contact pressure, as depicted Fig. 12. Principally, almost
all measured coefficients of friction show the same tendency when using both CO2

and conventional drawing oil ZO3368 as lubricant and when radius size remains the
same. However, the most remarkable fact is that all coefficients of friction of volatile
CO2-lubrication (continuous lines in Fig. 12) are below the friction values of the
conventional mineral oil-based lubricant ZO3368 (dashed lines in Fig. 12). Reduced
coefficients of friction cause reduced tensile stress in sheet metal components and
thus reduce the risk of necking and splits. This indicates the high potential of CO2

as volatile lubricant.
The decrease of the friction values with increasing surface pressure, which occurs

in all conventionally lubricated tests (dashed lines) as well as with R5 and R7.5 with
CO2 as lubricant, corresponds to the behavior known from literature [17, 18]. When
using conventional lubricants, the hydrostatic and hydrodynamic lubrication effects
caused by higher surface pressures are responsible for this behavior. With volatile
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lubricants, this friction reducing effect occurs due to a sealing effect of the contact
interface causedbyhigher surface pressure.Due to this sealing effect, the gapbetween
the tool and the sheet material is reduced and the media pressure increases until a
state of equilibrium is reached. The higher media pressure increases the load-bearing
capacity and thus the separating effect of the friction partners. Friction contact is still
a mixed friction of metal on metal and gas friction, as is the case with conventional
lubricants.

The curves of the radii R10 and R12.5 with CO2 as lubricant deviate from
the descending behavior. R10 with CO2 initially shows a decreasing curve with
increasing surface pressure. With increasing sealing effect (increasing surface pres-
sure), a uniform load-bearing behavior is shown, ranging between a friction value of
0.12–0.14. In the case of radius R12.5, with CO2, this uniform load-bearing behavior,
and thus, the constant coefficient of friction is evident apart from small fluctuations.
It can be seen that a radius of approx. 10–12 mm causes no further reduction of the
coefficient of friction, which indicates a minimum. A further increase of the tool
radii would not lead to a further reduction of friction and thus to an improvement
of the load-bearing capacity of the tribological system with volatile lubricants. For
lower normal contact pressures in combination with R10 and R12.5 using CO2 as
lubricant the error bars are slightly higher than for all other SBT results. This is
due to an occurring stick slip effect for low normal contact pressures when using
volatile lubricants. Here, the alreadymentioned sealing effect of the gap between tool
(radius) and sheet metal strip shows an unstable behavior. For a small gab, less CO2

can flow out of the gap, which leads to an increasing pressure of CO2 in the gap. Due
to the low surface pressure, which is not sufficient to compensate the media pressure,
the sheet metal specimen lifts. This in turn leads to an increased outflow of the gas
and thus to a reduction of the gap, causing the pressure to rise again and the stick
slip effect to be repeated. Due to this oscillation behavior, the friction coefficients
fluctuate slightly more.
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Conclusion and Outlook

The presented research results contribute to the topic of dry forming for the char-
acterization of friction at tool radii during deep drawing using volatile lubricants
including numerical fluid flow simulations inside the microholes. Furthermore, this
article addresses a laser-drilling strategy to improve the finish quality of microholes
with a depth of 5 mm, using a galvanometer-scanning optic allowing for transversal
beam movement along a spiral path during the drilling process. The calculation of
the scanning radius was described to achieve the desired ablation radius on the gas
outlet side of the microhole. An improvement of the quality in terms of roundness at
the gas outlet as well as a larger gas inlet radius could be achieved. The CFD simu-
lation of the CO2 lubricant flow insight the different microholes showed a pressure
and temperature reduction at the outlet of the longer holes. This leads to a reduced
lifting effect of the sheet metal caused by the lubricant pressure. On the other hand,
the friction can be reduced because of a higher dry ice formation inside the micro-
hole. With the numerical modeling of the SBT, the normal contact pressure at tool
radii could be determined for all parameter combinations of radius size and retention
force. The normal contact pressure was assigned to the experimentally determined
friction values so that a comparative evaluation of all determined friction values with
liquid CO2 and a drawing oil (ZO3368) could be carried out independently of the
retention force. The results show that CO2 causes lower coefficients of friction than
the conventional drawing oil across all experiments. Furthermore, a limit for the
radius size using CO2 lubrication could be defined, above which a further increase
of radius size does not cause any further friction reduction. Supplementary research
will investigate laser-drillingwith galvanometer-scanning optics in combinationwith
longer Rayleigh-lengths as well as a transfer to laser sources with higher average
power to increase productivity. Furthermore, future investigations will include the
friction characterization of the volatile lubricant N2 in order to assign the normal
contact pressure in dependence of the test parameters. The aim is to achieve an eval-
uation of the friction independent of the retention force. For this research, simulation
can be a possible component to get a better understanding of the lubrication effects.
In addition, the tribosystem using volatile media will be transferred to other sheet
metal materials.
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Nanoengineered Coating; Lotus Effect,
Morphology, Contact Angles
and Wettability
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Abstract The understanding of the surface behavior, interaction, wettability, and
topographies of surfaces with fluids is very important to remove impurities from the
devices and components and to develop washing fluids to clean large area surfaces.
We synthesized nano particle filled composites by wet and semi-wet techniques to
achieve hydrophobicity and hence the lotus effect. Nanocomposites with different
composition of polymers doped with titania nanoparticles were studied to evaluate
effects onwettability. Light scatteringmethodswere used to study the absorptions and
particle size. The contact angle and hydrophobic characteristics were very compo-
sition dependent in thin film composites. At certain compositions, we observed that
material showed very high anisotropy in droplet shapes which diminished with load-
ings of nanoparticles. These composites did not show any change in hydrophobic
characteristics when exposed with ultraviolet radiation.

Keyword Hydrophobicity · Nanocomposites · Lotus effect · Contact angle ·
Morphology

Background

Since the publication of classic papers of Sundquist and Oriani [1, 2], Hillig and
McCarroll [3], and Cahn et al. [4–6] on nucleation and thermodynamics, a large
number of papers have been published on experimental aspects ofmiscibility, contact
angle, and wetting. In past few years, organic and polymeric transparent materials
have been used [7–12] for direct observations. The contact angle dynamics between
two phase composites and solid surfaces is very important and researchers are contin-
uously developing models for nucleation, contact angle, and wetting because of

N. B. Singh (B) · L. Kelly · B. Setera · S. Sova · D. Sachs · B. Arnold · F.-S. Choa · C. Cooper
University of Maryland Baltimore County, 1000 Hilltop Circle, Baltimore, MD 21240, USA
e-mail: singna@umbc.edu

N. Prasad
NASA Langley Research Center, Hampton, VA 23681, USA

© The Minerals, Metals & Materials Society 2021
TMS 2021 150th Annual Meeting & Exhibition Supplemental Proceedings,
The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-030-65261-6_22

247

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65261-6_22&domain=pdf
mailto:singna@umbc.edu
https://doi.org/10.1007/978-3-030-65261-6_22


248 N. B. Singh et al.

great industrial applications. Some of these papers describe flow of nutrients on
the surfaces. The surfaces with different shapes polishing, decoration, and geome-
tries exhibit unusual wetting and nucleation characteristics. It is well known that
the surface of even a moderately hydrophobic material can become highly nutrient
repellent of contamination when altered with a pattern of microscopic morphologies
such as pillars, facets or micro, and nano structures. This effect of the water repellent
properties is known as the lotus effect. The lotus effect is known from centuries for
self-cleaning properties in nature for leaves of the lotus plant. This effect can also be
utilized for cleaning of ground and space born vehicles surfaces exposed to wetting
liquid. In the present paper, we report the effect of surface topographies of substrates
with nanoengineered titanium oxides nanoparticles embodied in polystyrene and
studied the effect of the composites to create different wetting characteristics. The
surface, morphology, and contact angle of composites prepared by wet and semi-
wet techniques were determined to understand interactions of nutrients on the glass
substrates. These results showed an increasing ripple amplitude on the substrate
increased or decreased pull-off forces, as well as provide information on the extent
of contact and probability of pressure-sensitive adhesion with substrates.

Experimental Method

Synthesis of Composites

We prepared a polymer mixture of the composition 70/30 weight % mixture of
polystyrene (PS) and polymethylmethacrylate (PMMA) by dissolving 4.2738 g of
PS and 2.2360 g of PMMA in 70mL tetrahydrofuran. It was heated to the temperature
range of 50 °C and stirred continuously for two hours until all polymer had dissolved
into the solution. The mixture was cooled to room temperature.

Synthesis and Characterization of Titanium Oxide
Nanoparticles

Titaniumnanoparticleswere synthesized using a sol–gel technique.We reacted 100%
ethanol with TiCl4. Approximately, 4.0 mL of TiCl4 was added to 10.00 mL of 100%
ethanol under nitrogen flow and on ice surface. This resulted in a yellow gel. We
added 45.00 mL of 15.0 M acetic acid dropwise and stirred this mixture continu-
ously. This solution was refluxed at 65 °C for two hours until the solution became
opaque. Synthesis at pH = 1 yielded an opaque white solution in aqueous media.
The aqueous nanoparticles were characterized byUV–Vis and infrared spectroscopy.
The infrared spectrum of the solution showed peaks at 1640 cm−1 attributed to O–H
stretching, peaks appearing at 1075 cm−1 are attributed to Ti–O-C stretching, and
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Fig. 1 Absorption spectra of TiO2 nanoparticles. There was no significant absorption in the studied
range. (Color figure online)

peaks below 700 cm−1 were attributed to Ti–O–Ti stretching according to literature.
The absorbance of the aqueous nanoparticles had a peak absorbance at 380 nmand the
absorbance reached the detectors maximum below 355 nm. Since the polymers were
dissolved in THF, the nanoparticle solution was dried down and dissolved in THF.
The resulting solution was orange in color and had a broad absorption from 350 to
600 nmwith a peak maximum at 425 nm and retained the sharp maximum at 380 nm
as the aqueous solution. When the nanoparticle solution was mixed with the polymer
solution, the orange color persisted. This orange color showed the aggregation of
aqueous nanoparticles in organic solvent. We measured the absorption characteris-
tics of particles prepared by semi-wet technique using a BeckmanD640 spectrometer
in the ultraviolet and near infrared wavelength region. As shown in Fig. 1, the UV
absorption spectra showed no significant absorption peak. The size distribution was
determined by dynamic light scattering (DLS) method. The DLS showed an average
particle size of 40 nm with a range of roughly 10–100 nm. Figure 2 shows the results
of size and distributions of particles.

Morphological Studies of Nanoparticles

TiO2 nanoparticles were isolated by drying using a rotary evaporator, yielding a
white powder. The morphology of crystals was determined by scanning electron
microscope (SEM) model NOVA NANOSEM 450. The data were taken for the
energy range of 10KeV. Figure 3 shows images of the isolated powder obtained after
drying. The morphology showed spherical particles and some places clusters of 1
micron. The remaining TiO2 powder was suspended in tetrahydrofuran (THF) for
use as an impurity in the polymer matrix.
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Fig. 2 Light scattering data showing distribution of particles sizes. (Color figure online)

Fig. 3 SEM morphologies of isolated and clusters of TiO2 particles

Spin Casting on the Glass and Silicon Surface

The polymer mixture was spin cast onto glass slides and silicon wafers using a
CHEMAT spin-coater KW-4A. To properly fit glass slides for spin casting, a simple
glass slide holder was designed and 3D printed to fit the spin-coater. The polymer
was applied to the glass slide substrate while spinning at 400 rpm for 18 s. Once
applied, the slide was spun at 2000 rpm for 90 s. At the first stage, only the polymer
solutionwas spin cast onto the slides. Then, 10.00mL of polymer solutionwasmixed
with 4.0 mL nanoparticle solution and spin cast onto glass slides.
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Results and Discussion

The surface morphology and adherence were studied by determining shape flow,
hydrophilic and hydrophobic characteristics of the polymer and nanoparticle filled
composites.

Effect of Composition

The composition, characteristics of polymer, and nanoparticles have significant effect
on the adherence on the substrates. The substrate glass slides were cleaned by a dilute
mixture of HNO3 + HF + H2O, followed by very dilute nitric acid and repeated
distilled water. The slides were dried in vacuum at 120 °C for a period of several
hours. We used three different compositions of the polymers for the present study.
For a test, we spin casted a sample of 20.0 mL of the 66/34 weight percent solution
of polystyrene-polymethylmethacrylate containing 4.0 mL of the TiO2 nanoparticle.
To study effect of nanoparticle loading and washing with solvent, we studied the
sample of (1) polymer mixture, (2) polymer mixture with nanoparticles suspended,
(3) polymer mixture subjected to a cyclohexane wash, and (4) polymer mixture with
nanoparticles suspended subjected to a cyclohexane wash. In an independent exper-
iment, glass slides were washed with 65°C cyclohexane to remove the polystyrene
from the matrix to increase surface roughness. This process was repeated to vary
the compositions as 34/66, 50/50, and 66/34 weight percent of PS/PMMA in the
solution. For the glass substrates, during casting, we observed different instabilities
at interfaces in identical rotation of the spin cast. There was no large difference on
the morphological breakdown of growth interfaces.

Spectral and Morphological Characteristics of Polystyrene
and Polymethylmethacrylate (PS/PMMA) Film

A mixture of polystyrene and polymethylmethacrylate and/or titania nanoparticles
was dissolved in THF and spin cast onto a glass slide. The films were washed with
cyclohexane and dried at 100 °C for 20 min. The thin films composition on a glass
slide was determined by the FTIR spectra. We observed peaks at 2800, 2900, 3030,
and 3060 cm−1 which indicated that both PMMA and PS were still present in the
film after washing. Some of the literatures have reported [10] that synthesizing super
hydrophobic polymers in this manner removed all PS from their films after washing
with cyclohexane at 70 °C. We washed samples at room temperature and then dried
for 20 min which may be responsible for the discrepancy in polymer composition.

The composite containing titania nanoparticles in THF had an orange color but
when the sample was washed and dried, the color faded and changed to a white
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film. Since transmission is very important for coating and washing, we measured the
transmission of the typical hydrophilic material loaded with titania nanoparticles.
The result is shown in Fig. 4. The data showed complete transparency in the studied
wavelength region of 300 to 1200 nm.

The SEM morphologies of composites of the films are shown in Fig. 5. The
PMMA/PS films formed an anisotropic smooth surface with distinct grain bound-
aries. The grain size and shape varied from1.0 to 2µmin diameter. The surface of this
filmwas slightly rough, which plays an important role in wettability. Ti nanoparticles
layered on the PMMA/PS substrate had isotropic properties with uneven coating of
the polymer. The uneven layering could be due to the non-uniform distribution of
grains. Individual nanoparticles cannot be seen in the SEM image, but the spherical
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Fig. 4 Transmission of hydrophobic thin film (50% PS, 50% PMMA, TiO2 nanoparticles). (Color
figure online)

Fig. 5 SEM image on glass substrate a PMMA/PS, b PMMA/PS/Titania nanoparticles mixed film
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outlines are visible.When the titania nanoparticles weremixedwith PMMA/PS solu-
tion and then spin cast onto the substrate, they showed the formation of an isotropic
surface. The nanoparticles aggregated into larger spheres from the organic solvent.
Nanoparticles were tens of nanometers to micron in size, but the aggregate which
formed a sphere was 40 µ in diameter. Although for all the samples, there was no
distinct roughness within the film, the further loading of titania nanoparticles into the
film changed the surface from anisotropic to isotropic by repulsion of hydrophobic
and hydrophilic counterparts.

Effect of Ultraviolet Radiation

Pant et al. [11] have shown that ultraviolet radiation elicits significant response from
samples containing titania nanoparticles. We exposed our samples containing titania
nanoparticles to a mercury vapor-lamp for 3 h, and the hydrophobicity was tested.
SEM morphology of exposed film is shown in Fig. 6. The film did not show change
in appearance, structure or in color, similar to results reported in references 11 and
12. However, the film with a layer of nanoparticles irradiated for 3 h showed indi-
vidual nanoparticles, whereas the unirradiated sample did not show this type of
particle characteristics. The nanoparticle sizes ranged from tens of nanometers to
micron in the size. This may be due to the further drying of sample and removal of
trapped solvents. The structure of the irradiated mixed nanoparticle film remained
unchanged, with large aggregates of nanoparticles and aggregates of polymer. The
absorbance spectrum of irradiated nanoparticles in solution did not show change in
the absorbance at 380 nm, but absorbance in the UV range increased slightly.

Fig. 6 SEM image of a PMMA/PS composite thin filmon glass substrates and bPMMA/PS/Titania
nanoparticle mixed composite film on glass substrate
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Contact Angle Measurements

Experiments performed by Glicksman et al. [13–15] by maintaining temperature
in range of few milli kelvin for pure and doped organic materials showed that the
interface energy, contact angle, and grain groove formation are very sensitive to
composition and temperature. In the present study, we evaluated interface charac-
teristics by using water droplet on the coated surfaces with nanocomposites all at
room temperature. All surfaces were hydrophobic in nature with water sliding off the
films, except for the film where very large particles adhered to the surface. Contact
angle determinations were made using the software ImageJ with a plugin called
“Dropsnake” provided as an open source from National Institute of Health (NIH).
Dropsnake was found to be suitable due to the ability to manually map the points for
the fit.

We used two different methods for setting up the camera to capture the droplet
shapes. In the first case, we used a tripod-based camera [16] and in the second case
we developed a process where a microscope was mounted on a 3D printed housing.
Figure 7 shows examples of the droplets using first approach. As shown in Fig. 7,
the contact angle measurements utilizing Dropsnake provides left and right angles as
well as ability to add as many points as necessary to properly map the curve. Further,
the droplet-coating substrate interaction is difficult to differentiate from the droplet,
but mapping of the curve was possible using this software.

In the second approach, a custom contact angle goniometer was created using a
Carson zPix MM-640 digital microscope backlit with LED lighting mounted in a
3D printed housing. Contact angles were measured by dropping a 50 µL droplet of
deionized water from a height of 25 mm onto the substrate surface and analyzing the
angles using the same DropSnake program. Contact angles were measured on the
left side and the right side of the droplet and averaged, as shown in Fig. 8. As shown
in this Fig. 8, composition of the polymer had significant effect on the contact angle.

Thin films without a cyclohexane wash initially showed that all samples were
slightly hydrophobic, exhibiting a contact angle of greater than 90°, as shown in
Table 1. Further, the effect of annealing on samples greatly increased the contact

Fig. 7 Contact angle modeling of water on a spin cast polymer slides utilizing the Dropsnake
plugin and b tangent lines between the surface and droplet were highlighted in white to increase
visibility. (Color figure online)
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Fig. 8 Representative images of ImageJ software used to determine contact angles of 50 µL
droplets on substrates. a 20:80% PS:PMMA demonstrating a hydrophobic surface, contact angle
>90°. b 33%:66% PS:PMMA demonstrating a hydrophilic surface, contact angle <90°. Contact
angles for each sample were averaged to determine overall contact angle. (Color figure online)

Table 1 Contact angle of
water on PS/PMMA thin film
mixtures with no cyclohexane
wash

Composition
(% by weight)

Contact angle,
raw

Contact angle,
annealed

Contact angle,
TiO2

66/33
PS/PMMA

91.4 119.7 119.3

50/50
PS/PMMA

98.1 127.8 129.2

33/66
PS/PMMA

97.8 112.1 123.2

angle by as much as 18° in some cases. Thin films treated with a cyclohexane wash
showed a significantly greater contact (Table 2) angle without additional processing.
Samples with the greatest polystyrene content showed the largest initial contact angle
as the cyclohexane washing removed polystyrene from the matrix. When annealed,
thin films with greater polystyrene compositions showed the least improvement in
contact angle.

Table 2 Contact angle of
water on PS/PMMA thin film
mixtures with cyclohexane
wash

Composition
(% by weight)

Contact angle,
raw

Contact angle,
annealed

Contact angle,
TiO2

66/33
PS/PMMA

119.3 124.9 123.2

50/50
PS/PMMA

113.2 122.8 129.8

33/66
PS/PMMA

109.4 115.4 132.9
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Effect of High Temperature Annealing

All spin-cast slides were annealed at 170 °C to determine the effect of annealing on
the contact angle. Trapped solvent, THF, started evaporating at 66 °C. The effect of
the evaporation roughens the surface by creating small pockets. Further, the glass
transition temperature for polystyrene is 100 °C. The contact angle of each thin film
slidewas determined after annealing to observe the effects of this on the contact angle
and is shown in Tables 1 and 2. Annealing showed the greatest effect on thin films that
were not washed with cyclohexane. As all of the polystyrene content is still present
in these thin films, there is a greater amount of trapped solvent. As this solvent
evaporates, small pores are created in the thin film, roughening the surface. Thin
films that were not washed with cyclohexane showed an average of a 16.7° increase
in contact angle, while thin films that did receive a cyclohexane wash showed an
average of a 6.7° increase contact angle.

Anisotropy

In several nanocomposites, we observed strong anisotropy. Figure 9 shows the
actual shapes and anisotropy >7% for the composition 34/66% PS-PMMA and 2%
anisotropy for the composition 66/34% PS-PMMA system. Glicksman et al. [13–
16] have reported this type of surface energy anisotropy in several organic materials
systems and their effects on the crystallization behavior and morphology. There is
a slight possibility of anisotropic effects due to uneven thickness also in the film.

Fig. 9 a There was more than 7% anisotropy in 34/66% PS-PMMA composition and b 2%
anisotropy in 66/34% PS-PMMA system. (Color figure online)
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Other reasons of anisotropy can include uneven spatial orientation of nanoparticles
in the thin film, differing size of nanoparticles due to a polydisperse size range being
used, and uneven removal of film at certain points due to the cyclohexane washing.
Anisotropy was most prevalent in thin films with higher polystyrene concentrations
that had received cyclohexane washes. Further, anisotropy was observed regard-
less of whether TiO2 nanoparticles were present in the thin films. When the titania
nanoparticles were mixed with PMMA/PS solution spin casted onto the substrate,
we observed slightly reduced anisotropy.

Summary

We synthesized nano particle filled composites for achieving hydrophobic charac-
teristics and studied the surface behavior, interaction, wettability, and topographies
of surface with fluids. We used semi-wet techniques to synthesize nanoparticles and
prepared composites of different compositions to evaluate effects on wettability,
which provided valuable information on achieving the lotus effect. Optical and light
scattering methods were used to study the absorptions and particle size. We observed
multiple compositions that yielded hydrophobic thin films. Certain stoichiometry
material showed very high anisotropy, which diminished with loadings of nanopar-
ticles. The effect of ultraviolet radiation for several hours on the surfaces did not
show any effect on the hydrophobicity. This was supported by no change in the SEM
morphology of the composite.
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Temperature Dependence of Energy Gap
in Semiconductors—Influence on Solar
Cell Performance

Rayan Daroowalla, Ritvik R. Rangaraju, Leqi Lin,
and Nuggehalli M. Ravindra

Abstract An analysis of the temperature dependence of the energy gap in semicon-
ductors is presented. Its influence on solar cell performance is examined for various
semiconductor candidates. In particular, semiconductors belonging to groups IV, III–
V, II–VI, as well as perovskites are considered. The results presented in this study
are anticipated to be of direct applications to the utility of solar cells in space as well
as in the design and manufacture of tandem solar cells.

Keywords Solar cells · Energy gap · Temperature · Efficiency · Semiconductors ·
Perovskites

Introduction

Given the huge global investments into photovoltaics, improving, and optimizing
solar cell performance is a key focus for scientific and economic reasons. Significant
academic and industrial research is currently underway to better understand the
parameters that influence the solar cell performance. There are a large number of
material and device parameters that influence the solar cell performance and its
temperature dependence. A scientific consensus has emerged on the key parameters
that influence the solar cell performance. From a fundamental perspective, the energy
gap and its temperature dependence play a critical role in determining the solar cell
efficiency.
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Practical interventions to improve solar cell performance can only happen when a
deeper understanding of how these parameters interact and influence one another
emerges across several materials. Early in the 1990s, O’Donnell and Chen [1]
discussed the temperature dependence of the energy gaps of semiconductors. In
their research, they formulated a three-parameter thermodynamic fit function to
model the relationship between the bandgap and temperature for several technolog-
ically important semiconductors. Wysocki and Rappaport [2] explored the effect of
temperature on solar cell energy conversion in their seminal paper. They concluded
that the optimal material to use in a single-junction cell (in terms of what most
closely matches the solar spectrum) is Gallium Arsenide (GaAs) although Cadmium
Telluride (CdTe) is close to an optimal material (Fig. 1). Varshni [3] investigated and
proposed an empirical model for the temperature dependence of the energy gap in
various semiconductors. This model has becomewidely reputed as it most accurately
predicts the energy gap of several semiconductors as a function of temperature.

This paper seeks to extend the understanding of the role of temperature by studying
its impact on the energy gap and efficiency across a wide range of conventional semi-
conductor materials (Ge, Si, InP, GaAs, CdTe, AlSb, CdS), as well as Perovskites.
The work presented in this paper will have particular use and relevance to the design
of tandem (i.e., multi-junction) cells and the appropriate choice of materials therein.
Theoretical models for predicting the solar cell performance for materials at varying
temperature conditions have been reported in several studies in the literature, ofwhich
a few case studies will be discussed in this paper. Additionally, the analysis given
here will be useful in developing the theoretical frameworks to model the effects
of various environmental variables (for example, relative humidity) on the overall
performance of the cell.

Fig. 1 η versus Eg for
various semiconductors in
the temperature range of
273–673 K as per the
Wysocki–Rappaport model
[2] (reproduced with
permission from American
Physical Society)
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Models from the Literature

From a fundamental perspective, the energy gap of the semiconductor determines
the energy threshold for absorption of photons in the semiconductor. Thus, due to its
importance in the effective assessment of the performance of solar cells, the value
of the energy gap parameter (Eg) across a wide range of temperatures (T ) must be
predicted with the highest accuracy possible. As such, several models have been
proposed in the literature to interpret the change in Eg with T, each with varying
degrees of adherence to real-world values. Among these are the Varshni relation [3],
Bose–Einstein model [4], and the Pässler model [5]. TheWysocki–Rappaport model
[2] considers the influence of temperature on photovoltaic solar energy conversion in
the temperature range of 0 to 400 °C using semiconductor materials with bandgaps
varying from 0.7 to 2.4 eV. While the results of this model were reported sixty
years ago, they continue to be the fundamental basis for the understanding of the
performance of homojunction solar cells, as function of temperature, today.

The Varshni relation [3] is given by the following equation:

Eg = Eg(0) − αT 2

T + β
(1)

where Eg is the energy gap of the semiconductor at temperature T (in Kelvin),∝ and
β are empirical constants that are characteristic of the semiconductor (β ~ θD, the
Debye temperature), and Eg(0) is the energy gap at 0 K. With over 5000 citations in
the literature, the Varshni relation is frequently used in the literature to estimate the
nonlinear temperature dependence of the bandgap in semiconductors. In principle, it
represents a combination of a quadratic low-temperature asymptotic behavior with
a linear dependence of the bandgap, at high temperatures, in semiconductors.

Although the Varshni relation [3], Eq. (1) is the most widely accepted model
to interpret the relationship between the bandgap and temperature, the Pässler and
Bose–Einstein models [4, 5] also present alternative approaches for explaining the
dependence of energy gap on temperature in semiconductors with relatively high
accuracy.

The Pässler model [4], Eq. (2) is given by:

Eg(T ) = Eg(0) − (∝ /k)
∫

dε
w(ε)ε

e
ε
k − 1

(2)

where ∝ is the slope of Eg(T ) versus T, as T approaches infinity, w(ε) is the
normalizing weightage function, and k is the Boltzmann constant.

The Bose–Einstein model [5], Eq. (3), uses the following equation to interpret the
temperature dependence of the energy gap in semiconductors:

Eg(T ) = Eg(0) − 2aB[
exp

(
θE
T

) − 1
] (3)



262 R. Daroowalla et al.

where aB represents the strength of the exciton-phonon interactions within the semi-
conductor and θE is an average temperature (~Einstein characteristic temperature).
In general, irrespective of the models considered, the temperature dependence of the
energy gap in semiconductors can be attributed to the following factors: (a) temper-
ature dependent dilatation that leads to relative shift in the valence and conduction
bands; (b) electron–phonon interactions.

Results and Discussion

Conventional Semiconductors

Based on the above models, the following significant aspects of the relationships
between the three parameters (Eg, η, T ) can be arrived at. The energy gaps and effi-
ciencies of the semiconductors, considered in this study, decrease almost linearly
with increasing temperature [6, 7]. In observing the relationship of η with respect to
temperature according to theWysocki–Rappaportmodel, several of the nine semicon-
ductors behave significantly differently from one another. This is in stark contrast
to the relationship of Eg with T for six of the semiconductors. Here, the average
slopes of the lines are different. The efficiency-temperature plots for solar cell mate-
rials AlSb, 50–50% GaAs/GaP, 70–30% GaAs/GaP, and CdS all appear to intersect
at 373 K, with the exception of CdS. On the other hand, in Fig. 2a, all four semi-
conductors have a more curved (and thus less linear) variance of efficiency with
temperature. Though more prominent in Si and Ge, all four materials follow a linear
degradation until approximately 450–500 K, where the efficiency begins to drop off
with temperature.

Fig. 2 a–b η versus T for several semiconductors in the temperature range 273–673 K—based on
Wysocki–Rappaport model. (Color figure online)
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Table 1 [dη/dEg]T for nine
semiconductors based on
Wysocki–Rappaport model

Semiconductor [dη/dEg]T × 10–2 (eV−1)

Ge 3.01

Si 3.62

InP 1.99

GaAs 1.51

CdTe 1.83

AlSb 1.92

70% GaAs,
30% GaP

1.42

50% GaAs,
50% GaP

1.15

CdS 0.698

Also observed are the behaviors of η and Eg versus T in conjunction. Through
plots created from the simulated results of Wysocki and Rappaport, as shown in
Fig. 2a and b, the dependence of efficiency on temperature for the vast majority of
semiconductors is best characterized as linear. However, using a first-degree polyno-
mial fit, the R2 value returned was only 0.945, indicating a sub-par fitting of the data.
In an attempt to improve this, quadratic regression was used instead. This method
was able to fit the data as perfectly as possible, with an R2 value of 1. The [dη/dEg]T
for nine semiconductors, based on Wysocki–Rappaport model, are summarized in
Table 1. In Fig. 3, comparisons of the temperature dependence of the energy gap
of semiconductors, based on Varshni relation and Wysocki–Rappaport model, are
presented.

In comparing these sets of values in Fig. 3, it may be noted that the values of
Eg considered in the Wysocki–Rappaport model are consistently lower for all the
semiconductors considered in the study except for Germanium (Fig. 4).

Perovskites

In recent years, there has been significant interest in pervoskites for their applica-
tions in the manufacture of solar cells. The promise of high efficiency and ease of
fabrication of the cells are some of the reasons for this interest. Stability in perovskite
solar cell performance over long durations and their chemical stability at moderate
to high temperatures are some of the issues that are being addressed in research at
this time. In this section, the temperature dependence of the energy gap and solar
cell efficiencies of pervoskites are considered.

In Figs. 5 and 6, Eg versus T for the perovskites, methylammonium lead iodide
(CH3NH3PbI3) and cesium tin iodide (CsSnI3), respectively, are presented. As can
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Fig. 3 Comparison of the energy gap as a function of temperature for six semiconductors, in the
temperature range of 273–673 K, between calculated values from the Varshni relation and the
Wysocki–Rappaport model. (Color figure online)

be seen in these figures, unlike most semiconductors, the energy gap increases with
temperature in these perovskites.

This increase inEg with temperature for perovskites is very similar to the behavior
in lead chalcogenides—PbS, PbSe, and PbTe. As observed in the literature [9], the
lead chalcogenides have dEg/dT values of ~+4.0× 10–4 eV/K, which is in reasonable
proximity to the value for CsSnI3 (Table 2). The increase in Eg with temperature for
lead chalcogenides has been attributed to the relatively high static dielectric constant,
which is, in turn, the result of the material group’s ionic character [9]. Despite this,
the same reasoning likely does not apply to perovskites due to their unique structure
[10]. Perovskites are generally composed of some combination of a cation (denoted
“A”), an anion (denoted “B”), and any halide (denoted “X”), in the form ABX3.
This intricate lattice structure gives rise to several new properties that are not present
in conventional semiconductors and is likely the main cause of the perovskite’s
unconventional behavior.

In Fig. 7, the energy gap for the perovskite, FAPbI3, is plotted as function of
temperature in the range of 298–523 K [11]. As can be seen in Fig. 6, dEg/dT
is negative until 473 K, after which there is a nearly 0.8 eV increase in Eg with
temperature in the range of 473–523 K. FAPbI3 solar cells follow the conventional
trend of decreasing efficiency with increasing temperature, as shown in Fig. 8 [11].
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Fig. 4 Comparison of the energy gap as a function of temperature for Ge, in the temperature range
of 273–673 K, between calculated values from the Varshni relation and the Wysocki–Rappaport
model. (Color figure online)

Fig. 5 Energy gap versus temperature for the perovskite—methylammonium lead iodide
(CH3NH3PbI3) [7]. Reproduced with permission from Springer. (Color figure online)
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Fig. 6 Energy gap versus
temperature for the
perovskite—cesium tin
iodide (CsSnI3) from Yu
et al. [8]. Reproduced with
permission from the
American Physical Society

Table 2 dEg/dT for various
perovskites and lead
chalcogenides

Semiconductor dEg/dT × 10−4(eV/K) References

CH3NH3PbI3 1.00 Fig. 5—[7]

CsSnI3 3.50 Fig. 6—[8]

PbS 4.0 [9]

PbSe 4.4 [9]

PbTe 4.3 [9]

FAPbI3 (298–473 K) −3.57 Fig. 7—[11]

FAPbI3 (473–523 K) 174 Fig. 7—[11]

Fig. 7 Eg versus T for FAPbI3 in the temperature range 298–523 K [11]. (Color figure online)
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Fig. 8 Power conversion
efficiency (η) versus
temperature for FAPbI3 in
the temperature range
298–523 K (reproduced with
permission from Journal of
Materials Science) [11].
(Color figure online)

Table 3 dη/dT for four
variants of FAPbI3 perovskite
solar cells

Perovskite type dη/dT × 10−2
(
K−1

)
References

FAPbI3 −7.67 Figure 8—[11]

Ideal cells −1451 [12]

Ideal thin-film cells −1462 [12]

Real thin-film cells −902 [12]

The change in efficiency with temperature for FAPbI3 solar cells is summarized in
Table 3.

Conclusions

In the above study, the relationships between the energy gap (Eg), power conver-
sion efficiency (η) of solar cells, and temperature, of various semiconductor material
candidates, have been qualitatively analyzed. While perovskite solar cells follow the
conventional behavior of decreasing solar cell efficiencies with increasing temper-
ature, the energy gaps of pervoskites follow the behavior of lead chalcogenides in
exhibiting a positive (dEg/dT ).
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Correlation of Rolling Schedules,
Mechanical Properties, and SCC
Susceptibility of API X70 Steel

A. Roccisano, S. Nafisi, D. Stalheim, and R. Ghomashchi

Abstract The effect of thermomechanical rolling schedules on the development of
crystallographic texture, mechanical properties, and SCC susceptibility were studied
in an API X70 steel. The rolling temperatures and the magnitude of deformations
(rough and finish rolling) were highly influential on the development of crystal-
lographic texture and the resulting mechanical properties and SCC performance.
Complete rolling above RLT (T nr) resulted in the formation of large, equiaxed upper
bainite and the highest yield strength and ultimate tensile strength. Finish rolling
in the two-phase region increased the polygonal ferrite formation and deteriorated
mechanical properties of the rolled steels. When finish rolling above the Ar3, an
increase in the magnitude of the initial rough rolling deformation increased the
proportion of granular bainite within the structure. Optimising the rolling strategy
has shown to positively affect SCC performance.

Keywords TMCP · API X70 · Texture · EBSD · SCC

Introduction

The manufacturing process used to produce high strength low alloy (HSLA) steels
for oil and gas transmission pipelines plays an important role in the strength and
ductility of pipe steel. Thermo-mechanical control processing (TMCP) is a common
manufacturing process used in the production of HSLA steels for oil and gas trans-
mission pipelines that combines controlled rolling and cooling procedure to produce
steels with the required mechanical properties. Various combinations of alloy design
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and TMCP have been explored in the literature to produce high strength steels with
desirablemechanical properties [1–8].Whilst the link between the rolling conditions,
the corresponding finalmicrostructural/crystallographic texture and finalmechanical
property performance has been established [1–8], there is not much research in open
literature linking processing conditions to corrosion susceptibility [9–11].

Stress corrosion cracking (SCC) is a form of environmental corrosion endemic
in oil and gas pipelines. SCC forms in susceptible materials exposed to a corrosive
environment under an applied or residual tensile stress [12, 13]. High pH SCC (SCC
henceforth) propagates through combined film fracture and anodic dissolution. A
passive oxide layer protects the steel from crack propagation, however, a sufficiently
high tensile stress can fracture the brittle oxide layer, allowing anodic dissolution to
occur [14, 15]. SCC in pipeline steels typically form highly branched, intergranular
cracks that originate from the outer surface growing towards the inner wall [16]. As
the cracks propagate, the integrity of the pipe is threatened due to a reduction in
wall thickness, potentially leading to failure. By manufacturing pipelines in a way to
optimise ductility/ crack arrest performance that minimises corrosion susceptibility,
it may be possible to find a solution to decrease the likelihood of failure caused by
SCC [17].

Experimental Procedure

Sections of API 5L X70 transfer bar (120 × 200 × 20 mm) of chemical composi-
tion outlined in Table 1 were rolled using a laboratory scale rolling mill equipped
with a cooling runout table [18]. As outlined in Fig. 1, steel specimens were initially
soaked to a temperature of 1180°C prior to being rough rolled at temperatures above
the recrystallization lower temperature, RLT (often referred to as T nr). Per pass defor-
mation schedules were modified to affect the through-thickness austenite recrystal-
lization behaviours and corresponding through-thickness austenite grain size forma-
tion/ homogeneity to evaluate the effect on final microstructure/texture formation
and corresponding ductility/SCC performance. Samples were held in intermediate
furnaces between rolling passes to prevent excessive heat loss. Following rough
rolling, samples were finish rolled at temperatures below the recrystallization stop
temperature, (RST) (often referred to as TR), Fig. 1. Samples were water cooled in
the runout table at a rate of 10°C/s to a temperature of 450 °C before being air cooled
to room temperature. To ensure the development of sufficiently different material

Table 1 Chemical composition of supplied steel (wt. %), Fe balance

C Mn Si Ni Cu Al Mo V

0.059 1.57 0.19 0.19 0.16 0.05 0.17 0.03

Nb Ti Cr P S B N

0.05 0.01 0.03 0.01 <0.002 0.0005 0.004
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Fig. 1 Schematic diagram of thermomechanical rolling conditions of API 5L X70 steels [19]

Table 2 Rolling pass deformations data (rough rolling; finish rolling). (Color figure online)
Pass 1 Pass 2 Pass 3 Pass 4

S1 20–17 mm (15%) 17–13.6 mm (20%) 13.6–10.2 mm (25%) 10.2–7 mm (32%)
S2 20–17.5 mm (12.5%) 17.5–12.25 mm (30%) 12.25–9.2 mm (25%) 9.2–7 mm (24%)
S3 20–14 mm (30%) 14–10.4 mm (26%) 10.4–8.2 mm (20.5%) 8.2–7 mm (15%)
S4 20–14 mm (30%) 14–10.4 mm (26%) 10.4–8.2 mm (20.5%) 8.2–7 mm (15%)

properties and crystallographic textures, different temperature ranges and per-pass
rolling reductions were employed, outlined in Table 2.

Following rolling, samples had final dimensions of 500× 120× 7mm. Specimens
for optical microscopy and electron backscatter diffraction (EBSD) analysis were
sectioned from ¼ of the width of the plate for consistency. All test pieces were
evaluated from the quarter thickness plane. Specimenswere prepared on an automatic
polisherwith diamond suspensions. Samples required forEBSDanalysiswere further
polished with 0.04 µm colloidal silica. Optical microscopy specimens were etched
with 2% Nital to aid in microstructure identification.

Tensile properties of three subsize tensile samples (ASTME8 [20]) in three orien-
tations, 0°, 45°, and 90° to the rolling direction, were measured on an MTS crite-
rion model 45 universal testing machine. SCC testing was undertaken on a linearly
increasing stress test (LIST) apparatus. LIST specimens underwent 10 cycles of
loading from 90–95% of the measured yield stress at a rate of 24 N/ hour. Specimens
were exposed to a simulated high pH solution described by Parkins (2000) [12] for
use in pipeline steel testing consisting of 1 M NaHCO3 + 0.5 M Na2CO3 aqueous
solution at 75 °C. The LIST specimens were held at an electrochemical potential of
−575mVversusAg/AgCl.OnceSCC testingwas completed, sampleswere prepared
for optical microscopy and SEM analysis to measure crack lengths; only cracks with
an aspect ratio greater than 10 were considered.
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Results and Discussion

Microstructures

Selected optical micrographs of the rolled samples, sourced from the quarter thick-
ness, are shown in Fig. 2a. S1, which was rolled within the single austenite region
above T nr (i.e. above RLT), mainly consists of upper bainite (UB) with a limited
fraction of granular bainite. The presence of upper bainite is clearly identified by
sheaves of parallel ferrite crystals growing within the austenite grains in a blocky
appearance. Dark etching carbides are observed between the ferrite pockets.

Steels S2 (Fig. 2b) and S4 (Fig. 2d)were finish rolled over the temperature range in
the single austenite region and then cooled according to Fig. 1. Granular bainite (GB)
and quasi-polygonal ferrite (QPF) are present in both S2 and S4 (granular bainite
consists of islands of retained austenite or M/A dispersed in a ferrite matrix). Close
examination revealed that S4 has higher concentrations of granular bainite than S2.
Steel S3 (Fig. 2c) was rough rolled above RLT (i.e. above T nr) and finish rolling
was carried over to below Ar3 temperature. This steel contains polygonal ferrite (PF)
with limited fraction of granular bainite. Note that the prior austenite grain size of
the rolled steels after initial soaking was approximately 61 ± 19 µm.

Fig. 2 Optical micrographs sourced from the quarter thickness plane. (Color figure online)
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Fig. 3 Grain size distribution from the quarter thickness plane

Grain Size

The distribution of grain size at the quarter thickness is presented in Fig. 3 (EBSD
results based on the equivalent circular area diameter with a critical misorientation of
15°). As stated earlier, steel S1 experienced recrystallization at rough rolling and did
not undergo pancaking during finish rolling. This practice resulted in a coarse upper
bainite microstructure. This is evident from the fraction of grains with equivalent
circle diameters greater than 30µm. S1 has the largest average grain size of 12.6µm,
as well as the largest standard deviation.

Steels S2 and S4, produced through conventional thermomechanical control
processing, resulted in the same average grain size of 10 µm. Comparing these
two, it is clear that S4 has a higher fraction of grains with diameter smaller than
10 µm and the smallest spread in each grain size fraction, a result of an optimum
per-pass rolling strategy of the four strategies studied. Steel S3, that was finished
rolled in the two-phase region, had an average grain size of 10.9 µm. S3 had the
lowest fraction of grains below 10 µm and the highest fraction of grains between 10
and 20 µm. As S3 was finish rolled in the two-phase region, there was less austenite
present to permit strain accumulation prior to transformation, resulting in a coarser
grain size than those observed in S2 or S4.

Tensile Properties

One of the main requirements for linepipe design is the consideration of mechanical
properties in both transverse and longitudinal directions to the pipe axis, TPA and
LPA, respectively. Selected mechanical properties in three orientations 0°, 45°, and
90° with respect to the rolling direction are presented in Fig. 4.
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Fig. 4 Tensile properties of the laboratory rolled samples: a 0.5% yield stress, b UTS, c total
elongation and d uniform elongation

Regardless of the sample direction, S1 had the highest yield strength of the inves-
tigated steels due to the presence of upper bainite. According to the literature, both
YS and UTS increased with increasing proportions of upper bainite in two-phase
ferritic steels [21]. S4 had the second highest YS and UTS of the remaining steels
followed by S2 and S3. A similar trend was reported in an earlier investigation by one
of the authors where the entire rolling schedule was carried out above T nr resulted
in higher YS and UTS than the steels produced through thermomechanical control
processing [1]. The total and uniform elongation values are presented in Fig. 4c and
Fig. 4d. The reported values for elongation are comparable with each other with
the exception of S1, as expected; i.e., strength and ductility have opposite trends. A
similar findingwas reported in the previous publication where X100 steel completely
rolled above RLT, T nr, (with upper bainite microstructure) had the lowest total and
uniform elongation [1]. S1 rolling strategy resulted in the coarsest and largest range
of final ferrite grains that would also correspond to having a coarse and large range
of austenite grains with higher hardenability characteristics during transformation.
This resulted in a larger volume fraction of harder microstructural phases, negatively
affecting the total and uniform elongation.

Crystallographic Textures—EBSD

The orientation distribution function (ODF) plots in Bunge notation [22], at the ϕ2 =
45° section is shown in Fig. 5. Figure 5a presents the ODF plot from the quarter plane
of S1. S1 shows the highest intensity of orientations at {001}<110>. The {001}<110>
textures are characteristic of a recrystallization process in austenite. These textures
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Fig. 5 Crystallographic textures at quarter plane determined through EBSD. a S1, b S2, c S3 and
d S4. (Color figure online)

originate from the cube texture in austenite and rotate, upon transformation, to form
the rotated cube textures (amongst others) in ferrite [8]. The presence of {332}<113>
orientations indicate austenite deformation prior to transformation as this texture is
the product of deformed austenite [22, 23]. Similar textures and intensities have been
observed for high temperature rolling of low carbon steels in the literature [1, 22,
24]. The bulk texture of S2 at the quarter plane, Fig. 5b, shows the highest inten-
sity at approximately the {113}<110> and {332}<113> orientations, expected for
austenite deformation prior to transformation. In addition to the deformed austenite
texture, weak {001}<110> orientations indicate austenite recrystallization prior to
transformation, shown strongly in S1 [1, 8, 22].

The ϕ2 = 45° ODF of S3 is presented in Fig. 5c and displays a high inten-
sity of {001}<110> textures, indicating either austenite recrystallization (during
rough rolling) or ferrite deformation (finish rolling below Ar3) [1]. Whilst the high
intensity of {001}<110> in S3 would suggest significant austenite recrystallization,
the high intensity of {113}<110> and {112}<110> textures in S3 are indicative of
both austenite and ferrite deformation, as expected for S3 considering the two-phase
finish rolling schedule for S3, outlined in Fig. 1 [22]. S4 in Fig. 5d displays similar
overall textures to both S2 and S3, showing dominant {113}<110>, {332}<113>
and {001}<110> orientations. As observed in Table 2, S3 and S4 have identical
deformation profiles. The high % reduction during rough rolling results in a high
level of austenite deformation prior to recrystallization above the RLT tempera-
ture. That high austenite deformation is the likely cause of the high intensity of
{001}<110> textures observed in both S3 and S4. The formation of the {332}<113>
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Fig. 6 Fraction of {001}<110>, {332}<113> and {113}<110> textures present in the investigated
steels (measurements considered a 15° misorientation tolerance)

texture observed in S4 is higher than S2 because of the higher hot rolling deformation
experienced by S4 that reduced the austenite grain size. Similarly, finish rolling below
the RST temperature but above the Ar3 increased the intensity of the {332}<113>
texture more than S3 which had the same deformation schedule as S4 as observed
in the literature [22].

Ray et al. [22] reviewed rolling transformations in various steels and deter-
mined that amongst the texture components produced in controlled rolled steel, the
{113}<110> component causes major anisotropy in both strength and toughness,
resulting in brittleness along the 45º plane, with respect to the rolling direction. On
the other hand, the {332}<113> component leads to minimum anisotropy and more
desirable properties. Therefore, the fraction of these components could be an indi-
cation of the resulting properties. Figure 6 shows the most critical values for the
laboratory rolled steels as well as a comparison with two industrial X70 steels.

Of the laboratory rolled steels, S4 has the highest fraction of {332}<113>
textures. S4 underwent more rough rolling reduction compared with S2 (30%
compared to 12.5%) that contributed to the lower proportion of the highly beneficial
{332}<113> texture. S3 and S4 have identical rolling schedules, however, the frac-
tions of texture components are different. It is believed that the difference is due to
the lower finish rolling temperature of S3 within the two-phase region (i.e., higher
fraction of {001}<110> textures in S3). Whilst {001}<110> textures are produced
from recrystallized austenite, despite experiencing the same rough rolling deforma-
tion above RLT, finish rolling in the (γ + α) region has been observed to increase the
intensity of {001}<110> textures [22]. The fraction of {332}<113>, and {113}<110>
textures observed in S1was low, common for hot rolled steel processed entirely above
RLT which prevents any significant strain accumulation [24]. A similar trend was
observed by the authors on X100 steel which was produced by RCR rolling schedule
[1].
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SCC Susceptibility

Laboratory testing can facilitate SCC crack formation and its growth under controlled
conditions not possible through field testing. In addition, due to the constant, severe
conditions, cracks can grow at a higher rate than is typical of field-grown cracks.
There are two common laboratory methods used to produce SCC cracks; linearly
increasing stress test (LIST) and slow strain rate test (SSRT) [25]. These tests mimic
SCC forming conditions at a small scale so manageable tensile specimens can be
used to gauge SCC susceptibility. The main difference between the two tests is that
the SSRT is extension controlled (elongation rate is constant), whereas the LIST
is load controlled (loading rate is constant); when loading to failure, the LIST test
typically finishes faster [25]. One common method of gauging SCC susceptibility
is by measuring the crack growth rate [26]. To account for different times spent
corroding, the crack velocity is a common measure of normalising the crack length
and is found by dividing the length of the longest crack in the test section by the total
time spent in the corrosive environment [25]. Field grown cracks are typically larger
than the size of cracks generated by LIST testing due to the difference in growth
duration (days of LIST testing compared with decades in the field). An example of
the growth characteristics of SCC in an ex-service pipe is presented in Fig. 7a whilst
a cross-section field-generated crack, initiating at the base of a large pit, is presented
in Fig. 7b. These images are from an API X65 pipe of nominal diameter 864 mm
and wall thickness of 8.4 mm.

Figure 8 shows the average crack velocity of the LIST tested specimens. On
average, S1 has the fastest SCC crack velocity amongst all the lab produced steels.
Faster crack velocity is translated to more susceptible material as the crack could
find easy paths through the steel microstructure. S1 has a significantly greater crack
velocity in comparison to the others which is related to the recrystallized rolling
schedule, and significantly different crystallographic texture, grain size, microstruc-
ture, and material properties. In contrast, S4 has the lowest average crack velocity

Fig. 7 a SCC cracks on the surface of anAPIX65 pipe, exposed usingmagnetic particle inspection,
b Cross-section of a field-grown crack initiating from a pit in API X65. Adapted from [27]. (Color
figure online)
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Fig. 8 Average SCC crack velocities of the investigated steels

indicating a higher resistance to cracking. The ability to minimise the SCC suscep-
tibility of a pipeline steel through the rolling procedure has the potential to delay or
prevent SCC failure over the lifetime of pipeline. This has a profound effect on the
industry where millions of dollars are spent each year due to the occurrence of SCC.

Conclusions

The influence of various rolling schedules on microstructural evolution, crystallo-
graphic texture, mechanical properties, and SCC susceptibility of an API X70 steel
has been studied and resulted in the following conclusions;

• Rolling above recrystallization lower temperature (RLT/T nr) in S1 showed
predominantly upper bainite with high strength but low ductility (elongation)
as well as the highest SCC susceptibility. Rolling schedule for S1 mainly offered
{100}<011> texture which was originated from recrystallized {100}<001> cube
austenite grains and therefore was more brittle than the other steels.

• When decreasing the finish rolling temperature, but remaining above the Ar3,
an increase in the initial rough rolling deformation (S4 in comparison to S2)
increased the proportion of granular bainite. There is also a major increase in the
intensity of {332}<113> component. S4 had the best mechanical properties of
the conventional thermomechanical produced steels, along with the lowest SCC
susceptibility.

• Per pass rolling and temperature strategies along with corresponding austenite
recrystallization behaviours all play key roles in the texture development and
influence mechanical properties of API X70 steel. Rolling below Ar3 temper-
ature facilitated formation of polygonal ferrite and led to lowest YS and UTS
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and an improved elongation in comparison to the other steels. Optimising the
rolling strategy for through-thickness optimum ductility performance has shown
to positively affect SCC performance.
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Magnetic Augmented Rotation System
(MARS)—An Update

Tyler Brunstein-Ellenbogen, B. S. Mani, Tien See Chow,
and Nuggehalli M. Ravindra

Abstract Prior research conducted by the team at NJIT has shown that contact-
less torque transmission is possible and effective. In recent years, there has been
significant development in materials, material systems, and materials processing for
applications in contactless transmission. In minimizing material wear and tear due to
minimal or zero friction, gearless systems require no lubrication, offer extended shelf-
life and exhibit minimal noise. By utilizing 3D printing technologies such as fused
deposition modeling and stereolithography, we are able to rapidly test new concepts
and ideas. Growth opportunities of this evolving technology are summarized.

Keywords Magnetic augmented rotation system (MARS) · 3D printing · Gears ·
Electric vehicles ·Magnetic levitation · Contactless torque transmission ·
Electromagnet · Coils
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Introduction

The idea of magnetic gears (MG) was first introduced at the beginning of the twen-
tieth century. In 1913, a US patent [1] described an electromagnetic gear, which was
regarded as the first topology of electromagnetic gears. In this patent, the inventor
provided a method and apparatus for coupling two shafts or rotatable elements
together without the employment of any mechanical or tangible means connecting
the shafts. However, this novel idea did not draw any attention at that time. People
started to pay attention to MG because of another US patent by Faus in 1941 [2].
Faus magnetic gear had a geometric configuration analogous to ancient mechan-
ical pin gears, with magnetic pins inserted in the base. Even though magnetic gears
were more accepted at that time, the disadvantages still limited their application
in industry. Since the gears were made by ferrite, the low mechanical and magnetic
strength of ferrite seriously affected their performance and lifetime.With the appear-
ance of the high-performance neodymium iron boron (NdFeB) material in the 1980s,
the MGs aroused public attention again. Neodymium magnets are known to be the
most commonly used type of rare-earth permanent magnets made from an alloy
of neodymium, iron, and boron to form the Nd2Fe14B tetragonal crystalline struc-
ture [2]. Nagrial et al. [3–5] made use of NdFeB magnets to allow an external-type
magnetic gear set to generate high magnetic flux densities within the air gap. Being
the strongest type of permanent magnet, NdFeB has replaced many other types of
magnets in applications today, especially in the area which require strong permanent
magnets.

Magnetic augment rotation system, US patent No. 6356000 B1, was invented by
Chun-Yuan Ho and Tien-See Chow. It was patented on March 12, 2002. The aim
of MARS is to improve the efficiency of the drive wheel and the prime mover. The
whole system includes several parts: wheel assembly, first magnetic polarity, second
magnetic polarity, bearing assembly, magnetic biasing assembly, and anti-reversing
gear assembly [6]. Like other magnetic gears, the power transform in the MARS
system from one wheel to another is by magnetic coupling rather than mechanical
contacts.

Unlike the prototype made by Chu-Yuan Ho and Tien-See Chow, the recent
research is primarily focused on the application ofMARS to an electric generator. The
concept of magnetic levitation was applied to a generator in order to reduce the fric-
tion generated from the bearings used for axial balancing. In theory, a generator stator
can be suspended in the air by magnets, further reducing wear related components.
The motor design will be discussed in depth in the main concepts section.

Advantages of Contactless Transmission

Contactless mechanical gears and torque transmission components are proving to
eclipse traditional meshed mechanical gears. The main advantage of magnetic gears
is that they eliminate the need for lubrication. By reducing the amount of parts in
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contact, we can reduce the wear and tear of mechanical parts, further improving
their longevity. We also can allow the motor to spin at higher speeds without having
to worry about over torquing the system. Because the transmission mode does not
require mechanical teeth like that of a spur gear, we do not have to worry about
damage due to shear stresses. In the case of the electric generator, the magnets
provide a floating effect, which transmits the weight of the stator evenly through the
casing to which the magnets are fixed. Another advantage is the magnet’s strength in
cold temperature and situations where the motor will be in a low pressure or vacuum
environment. For this reason, MARS could be the answer to many problems in the
aerospace industry that are plagued by mechanical friction.

Disadvantages of Contactless Transmission

Even though contactless gears have many advantages compared to traditional
mechanical gears, MARS, as contactless, still has limitations in several areas. First,
the material used in magnetic gears may not be as strong as that in mechanical
gear; thus, they may be subjected to fatigue due to high cyclic load. Moreover,
since MARS requires magnetic materials, it has Curie temperature, the temperature
at which materials lose their magnetic properties. Hence, MARS cannot be used
in extreme working conditions such as very high temperatures. Another limitation
of MARS is its general instability. For the motor considered in this study, we are
testing magnetic bearings to keep the central shaft aligned like it would be with the
use of bearings. By using small neodymium magnets, the concept is very sporadic
during operation and cannot run at low speeds. Another disadvantage of using this
technology is the danger of cracking or breaking magnets during operation. When
a magnet breaks, it will snap off and attract to the closest magnet with an opposite
polarity. Fractures like this would certainly throw the system out of balance, which
could lead to further problems throughout its lifetime caused by vibrations.

3D Printing and the Role of Rapid Prototyping

3D printing is a method of manufacturing in which materials such as plastic or metal
are deposited onto one another in layers to produce a three-dimensional object, such
as a pair of eyeglasses or other 3D objects. This creation has now become both an
important instrument for research as well as a high-end household item. 3D printing
has brought with it the potential to create objects that are virtually impossible to
create otherwise. 3D printing, or additive manufacturing, has in recent years been
able to accomplish the task of creating a simple solution to the problem of forming
new structures that can be used in many technical and scientific fields; complex
mechanical components varying in size, design, and shape can be printed with ease.
This translates to cost reduction through the reduction of material waste. In metal 3D



288 T. Brunstein-Ellenbogen et al.

printing, the rawmaterial is added and formed layer by layer, rather than subtractingor
cutting from a bulk solid chunk/figure. Gears are simple structures usedwithin almost
all types ofmechanical devices. The process of replacing a single, discrete component
such as a gear requires weeks of waiting for delivery. 3D printing simplifies delivery
time hassles by allowing for the printing of the very same gear within a matter of
less than a day or even an hour [7]. This solution could further be improved by using
stronger materials to ensure that the new gear is stronger than its predecessor.

As desktop 3D printers have become affordable, they are readily available. In this
study, our main focus was to bring the concepts discussed in relation to MARS into
a tangible working model [8]. By using a homemade Creality Ender-3 printer, our
team was able to rapidly test new ideas and concepts in only a few hours of printing.
One amazing aspect of 3D printing is how cheap prototypes can be. Generally, a 1 kg
spool of PLA filament will cost around $20 USD. This means that we can get around
10 shell models and 5 stator models per roll. Traditionally, these concepts would
need to be outsourced to a machine shop which would increase the price per test
piece by tenfold. It should go without saying that the final version of the generator
will be made from steel or another strong material, as the plastic cannot tolerate high
heat.

That being said, our team was able to produce a model which outputs a small
voltage and current, printed entirely from plastic without the use of ferromagnetic
materials. PLA composite materials exist, which combine normal polylactic acid
with a plethora of composite materials such as iron, bronze, nylon, polycarbonate
shreds, and carbon fiber strands. Ideally, the outer shell of our printed motor would
be printed in a ferromagnetic filament such as ProtoPasta LLC’s iron core magnetic
PLA [9]. Using a shell that is made from magnetic material would produce a back
EMF which would induce more current through the coils.

Main Concepts of Motor

We will now discuss the concepts and theories used when designing the MARS
motor. Simply put, the application for magnetic levitation is driven by putting two
sets of neodymium magnets of the same polarity together. In our initial design, we
placedmagnets both on themotor shell and the stator, with identicalmagnet polarities
facing up as seen in Fig. 1.

By doing this, we were able to float the shell on top of the stator core which
fulfilled the levitation aspect, although, our next challenge is to make the central

Fig. 1 Theoretical principle for the magnetic levitation used in the motor. (Color figure online)
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shaft of the stator balanced perfectly on the shell. It is worth noting that we do not
have a finalized design yet due to material and time limitations with the Covid-19
pandemic. One theory that we have come up with to solve this balancing issue is
to repeat the concept used for the base levitation, but to mount it 90° on the shaft.
Pictured in Figs. 2 and 3, we are able to see themagnetsmounted on the base shell and
the stator. These magnets are packed as close together as possible which keeps the
magnetic flux from the south poles of the magnets from interacting with each other.
By doing this, we reduce the likelihood that the south pole on the stator magnets
interacts with the north pole of the shell magnets; this would defeat the repulsion
laws and would cause the magnets to attract, further locking the design into place.
Figure 2 is a cross-sectional view of the stator and shell design which shows the
cutouts for the permanent magnets; this also illustrates how they would be seated
during operation through the central axis.

While this design was a significant indication that the magnetic levitation concept
could work, the motor itself was obsolete. During testing with a 4 pole, 2 phase
stator wound with 50 loops of 20 AWG wire, we were barely able to create 0.1 V
AC. A winding jig was designed and 3D printed to help keep track of how many
loops the stator core had before switching to the opposite pole, as shown below in
Fig. 4. Keeping with the theme of this project, every piece aside from the arduino
and stepper motor was printed using an inexpensive FDM printer.

Fig. 2 Cross-sectional cut
away of the original motor
design. (Color figure online)

Fig. 3 Polarity of the
magnets when being placed
inside the shell. The red dot
on the top of the magnets
represents the direction of
the magnet face. (Color
figure online)
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Fig. 4 Winding jig designed
and printed to aid in winding
the stator. (Color figure
online)

While the stator winding pattern is important, it is worthwhile to note the pattern
of the magnets used in the shell. The pattern used is called the Halbach Array [10].
This array was first discovered in 1973 by British Physicist John C. Mallinson.
This discovery marked the very crucial turning point in the phenomena of single
sided magnetic flux. By grouping bar magnets in groups of four and rotating each
subsequent magnet 90°, such that the pattern goes North, South, East, and West, we
can create a magnetic flux that is concentrated on one side and weak on the other.
This is illustrated in Fig. 5.

Preliminary testing showed this effect when we measured the magnetic field
strength (in Tesla) with respect to time. As can be seen in Fig. 6, magnetic field

Fig. 5 Magnetic flux of the
Halbach array compared to
the traditional alternating
polarity array. (Color figure
online)
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Fig. 6 Magnetic field as function of time. (Color figure online)

strength is oscillating every quarter turn, as it passes through one completed Halbach
array. The red lines on the magnets were drawn while they were all connected in line
to ensure proper orientation. The pattern resets itself after each four magnet grouping
(Fig. 3). Testing with a homogenous magnetic array yielded significantly lower field
strength on the inside of the shell and was not investigated further. This concept of
the Halbach array has been used in each version of testing.

Sincewe have decided that the previous versions of the generatorwere not likely to
produce the amount of voltage and currentwe had hoped for,we scrapped the idea and
started over. The new design takes heavy influence frommore conventional brushless
motors, where the stator is loaded with permanent magnets, and the wire coils are
placed along the outer perimeter of the shell. The magnets have been moved from
the outer shell to the inner motor, which is now the spinning component. Conversely,
the wires on the inner stator have been fastened to the non-moving outer shell in
3-phase configuration. A cutaway of the generator is pictured below in Fig. 7.

Preliminary testing with just these three windings provided phenomenal results.
By using a drill spinning at 1500 rpm, we were able to spin the white stator piece on
the inside of the coil pack. Testing this generator yielded 3.3VAC and 1 A of current.
This is a nearly 3300% increase from the original model, which gives us confidence
and we shall beat our expectations once the coil pack is completely populated.

Ideally, our team would like to integrate the magnetic levitation concept from the
first version of the generator into the current model. The end goal of this project is to
create a generator that does not require any bearings to center the stator inside of the
coil pack. By using the concepts of magnetic levitation mentioned above, we think
that we could integrate it into this model. A similar system will be used; we will
have opposing magnets on the top of the central stator which would interfere with
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Fig. 7 Outer coil holder
(pink) with three wounds
coils. The exposed view
permits a look at the magnets
inside of the stator as well.
(Color figure online)

magnets situated on an endcap holding the coil pack in place. Theoretically, we will
be able to create a stator that is frictionless resulting in a maximum energy transfer
from the input into the windings.

Conclusion

By implementingMARS into large scale motors, we can reduce the need for lubrica-
tion and regular maintenance. This technology can be further applied to clean energy
applications such as hydroelectric turbine generators and wind turbines. Further
development of this concept will lead to a broader range of applications. Through
rigorous testing of theoretical principles, it is within reason that our team will be
able to accomplish our original goal. We will be able to produce a generator that is
magnetically levitated, reducing the need for bearings or other friction generating
components.
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Oxide Thin-Film Electronics
for the Front-End Conditioning
of Flexible Magnetic Field Sensors

Niko Münzenrieder, Giuseppe Cantarella, Luisa Petti, and Júlio Costa

Abstract Unobtrusive magneto-reception can enable innovative applications in
diverse scenarios ranging from the interaction of humans with virtual objects to the
controlled movement of micro-robots. The required bio-compatible magnetic sensor
systems have to be cheap and able to conform to the movement of reconfigurable
surfaces and biological tissue, while providing excellent performance. The key to
realize such systems is the integration of magnetic sensors with on-site conditioning
electronics directly on large-area plastic substrates. In fact, ad-hoc optimized oxide
thin-film transistors provide a technology platform which is not affected by mechan-
ical deformation or magnetic fields and can hence be used to boost the performance
of magnetic sensor systems through front-end conditioning. Flexible oxide condi-
tioning circuits provide voltage gains close to 50dB at operation voltages down 1.7V
while bent to radii <4mm. Fully flexible Co/Cu giant magnetoresistance sensors,
Wheatstone bridges and amplifiers can be integrated on a single polymer foil and
result in a 50µm-thin conformal system with a 25V/V/kOe sensitivity.

Keywords Flexible electronics · Oxide semiconductors · Conditioning ·
Thin-film transistors · Sensor technology

Introduction

Flexible systems operated in close proximity to the human body, manufactured using
cost efficient large-area techniques, or based on bio-compatible transient materials
are considered one of the next major steps in the development of environmentally-
friendly and unobtrusive electronics [1, 2]. This applies particularly to the field of
flexible magneto-electronics, which aims to provide accurate magnetic field mea-
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surements for wearable systems in geometrically challenging environments [3, 4].
In this context, highly sensitive sensors [5] e.g. for geo-magnetic fields or virtual
reality applications [6] have been demonstrated using flexible resistive sensors, as
well as Hall sensors. To further push the performance of flexiblemagnetic sensor sys-
tems, flexible front-end amplifiers [7] conditioning the sensor signals are required.
Fully flexible systems offer the advantage of being able to amplify the sensor output
as close as possible to the sensor, before its output can be compromised by exter-
nal noise or noise in the subsequent processing hardware. This paves the way to
applications such as flexible magneto-encephalography with extremely demanding
requirements such as fields around 10–1000 fT and frequencies up to 500Hz [8, 9].

In order to realize such flexible active electronics, many novel semiconductors,
such as organicmaterials, amorphous silicon, and oxides have been investigated in the
last decades. Among the possible materials, low-temperature (�200 ◦C) deposited
amorphous In-Ga-Zn-O (IGZO) [10] is especially attractive as it combines compat-
ibility with flexible substrates, excellent electrical properties, extreme bendability,
as well as the possibility to realize integrated circuits [11–13]. Due to the above-
mentioned advantages, IGZO based electronics is suitable to realize flexible front-
end amplifiers. In fact, there are several examples of IGZO electronics interacting
or being operated with magnetic fields such as: IGZO TFTs as magneto-resistive
devices [14], IGZO with magnetic beads for enzymatic glucose biosensors [15],
IGZO circuits for the conditioning of magnetic sensors [16], or IGZO electronics for
magnetically coupled wireless power transmission systems [17].

Here, we present high-performance flexible IGZO electronics, evaluated espe-
cially in terms of their applicability for magnetic sensor systems. In particular, this
work evaluates whether IGZO circuits are influenced by magnetic fields and how
they can be integrated with B-field sensors to form highly sensitive sensor systems.

Flexible Active Oxide Electronics

Figure 1a shows fully processed amorphous IGZO based thin-film transistors on a
flexible, 7.5 cm × 7.5cm large, plastic substrate.

Device Structure and Fabrication

The TFTs presented in this work employ a passivated bottom-gate inverted staggered
geometry (see Fig. 1b). The devices were fabricated on free-standing 50µm thick
polyimide foils, encapsulated by 50nm PECVD grown SiN, using standard thin-film
technologies and UV lithography as described in [18]. 35nm thick evaporated Cr
bottom gates were insulated by ALD deposited 25nm of Al2O3. Next, 15nm IGZO
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Fig. 1 Flexible IGZOTFTs: a photograph andmicrograph of fully processed devices on a 7.5cm×
7.5cm polyimide foil. b Device structure of the presented bottom-gate inverted staggered thin-film
transistors with layer thicknesses and employed deposition technique. (Color figure online)

were RF sputtered. Subsequently, Ti/Au source and drain contacts were evaporated.
Finally, an additional 25nm thick Al2O3 passivated the devices. The highest temper-
ature was 150 ◦C.

Electrical and Mechanical Performance

All devices and circuits were characterized under ambient conditions using a semi-
conductor parameter analyzer. Performance parameters of TFTswere extracted using
the Shichman-Hodges MOSFET model [19]. AC parameters were extracted from S-
parameter measurements acquired using a vector network analyzer. The mechanical
performance was evaluated using a custom-built bending setup [20].

DC and AC Performance

Themeasured relations between the drain current and the gate-source voltage as well
as the drain-source voltage of a TFT are shown in Fig. 2a–c. The device exhibits a
channel width/length ratio (WCH/LCH ) of 280µm / 115µm, a field-effect mobility
of 17.7cm2V−1s−1, a threshold voltage of 0V, a sub-threshold swing of 139mV/dec,
an on/off current ratio >1 × 107, and a maximum transconductance of 82µS.

The AC performance of the devices is quantified by the transit frequency fT and
the maximum oscillation frequency fmax as the unity gain frequencies of the current
gain and the maximum stable gain as shown in Fig. 2d. For short TFTs with a LCH

of 0.5µm, fT and fmax reach values of 135MHz and 304MHz, respectively [21]. As
shown in Fig. 2e, the AC performance is influenced by the channel length, where
easier to fabricate devices with LCH �5µm provide significantly lower frequencies.
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Fig. 2 Device performance: a measured drain current of a flexible IGZO TFT for various gate-
source and drain-source voltages (WCH /LCH = 280µm / 115µm), and corresponding transfer (b)
and output (c) characteristics. d Measured current gain and maximum stable gain of a flexible
short channel TFT (WCH /LCH =37.5µm / 0.5µm), and e channel length dependency of the transit
frequency [21]. f Influence of tensile and compressive bending parallel to the channel on the effective
mobility, and mobility change due to repeated bending and re-flattening cycles [23]. (Color figure
online)

Mechanical Strain

The influence of mechanical deformation is a crucial aspect in flexible electronics.
Extremely important parameters in this case are the minimum bending radius, the
performance of bent devices, and the impact of repeated bending. Corresponding
representative measurements for bent IGZO devices are shown in Fig. 2f. The pre-
sented IGZO TFTs exhibit a slight increase (decrease) of their effective mobility
when exposed to tensile (compressive) strain, staying nevertheless fully functional
down to bending radii of 3.5mm (1.1mm). These radii correspond to strain values
of 0.7% and 2.2% [22], respectively. Furthermore, at these strain levels the effective
TFT mobility changes by less than 10% after more than 3500 tensile or compressive
bending and re-flattening cycles [23].More extreme bending radii down to 15µm can
be achieved by the use of pre-strained substrates [24]. Furthermore, the already small
influence of strain can be considered and compensated when designing circuits, in
order to create systems mostly unaffected by mechanical deformation [25, 26].
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Integrated Analog Conditioning Circuits

Due to the lack of high-performance oxide p-type semiconductors [11], flexible
oxide circuits typically use an NMOS topology [13]. In the case of circuits, the
gate and source/drain metallic layers are used to realize circuit interconnections.
There are numerous examples of unipolar digital and analog circuits e.g. for data
processing or communication [12]; nevertheless for the front-end conditioning of
sensors, amplifiers aremore relevant. Figure 3 shows two examples of fully integrated
flexible IGZO circuits: one differential amplifier optimized for high gain [27], and
one common source amplifier optimized for high speed. These circuits cover a surface
area of≈2.3mm2 and≈0.662.3mm2, respectively. They weremeasured by applying
a DC supply voltage of 5V, and input signals using a 2-channel function generator,
while the output was monitored by a oscilloscope with an input impedance of 1M�.
The measurements show that the common source circuit has a cutoff frequency
of nearly 2MHz, and a low frequency gain of 5.9dB, resulting in a gain bandwidth
productGBWPof 3.81MHz,making this circuit very useful for resistive sensors (e.g.
GMR elements) conditioning [28]. In contrast, the differential amplifier has a cutoff
frequency of 150kHz, and a low frequency gain of 19.5dB (GBWP = 1.42MHz).
Additionally it converts double ended to single ended measurements, which is a
feature extremely interest for the conditioning of Hall sensors orWheatstone bridges.

IGZO Electronics in Magnetic Fields

It has been reported that IGZO TFTs can be sensitive to magnetic fields [14]. While
it can be an advantage when the TFT is used as sensor, TFTs and circuits used for
sensor conditioning should instead provide stable performance and not be influenced

Fig. 3 Integrated circuits: voltage gain versus frequency and micrographs of a high gain (differen-
tial) amplifier and a high speed (common source) amplifier [27, 28]. (Color figure online)
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bymagnetic fields. To test the impact of an externalmagnetic field on the performance
of the presented IGZO electronics, we characterized TFTs and circuits while they
were exposed to a staticmagnetic field. This fieldwas generated by an electromagnet,
aligned as shown in Fig. 4a, and monitored using a commercial Hall magnetometer.

Devices

Figure 4b shows the influence of a magnetic field, with a flux density from 0 to
11mT, perpendicular to the TFT channel on the effective mobility [29]. Furthermore,
the inset shows the transfer characteristic of an IGZO TFT for 0 and 11mT. The
performance fluctuates by less than 1% and it can be concluded that the presented
TFTs are not influenced by magnetic fields. In the past the B-field sensitivity of
certain IGZO TFTs has been attributed to the employed SiN and SiO gate insulators.
However here the used Al2O3 leads to no observable magneto-resistive effect.

Circuits

Besides single devices, also the performance of circuits exposed to external fields
was evaluated. In contrast to the circuits presented in Sect. “Integrated Analog Con-
ditioning Circuits”, here a circuit with comparably large TFT channels was selected.
The measured common source amplifier is constituted by 2 TFTs with WCH/LCH

ratios of 700µm / 20µm (driver) and 20µm / 700µm (load). Even if these dimensions
lead to less preferable electrical properties, the large circuit area is expected to max-
imize any potential influence of an external B-field and is therefore an interesting
study case.

The performance under a magnetic field of 0 and 11mT, together with a micro-
graph of the circuit, are shown in Fig. 4c. Additionally, representative input and
output waveforms are given in Fig. 4d. The measurements show that the amplifier
exhibits a cutoff frequency of 475Hz, and an average low frequency gain of 6.4dB
independent of the external B-field. Hence this measurement further confirms the
insensitivity of the presented IGZO electronics to magnetic fields.

Integration

To evaluate the integration of magnetic field sensors with front-end IGZO condi-
tioning electronics on a flexible substrate, and to demonstrate the superior sensing
performance of such a system, Cu/Co GMR sensors were combined with a high
gain amplifier. A picture of the system as well as of the full circuit schematic is
shown in Fig. 5a. The differential output of aWheatstone bridge made from 2 Cu/Co
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Fig. 4 IGZO electronics in magnetic fields: a measurement setup producing a variable magnetic
field aligned perpendicularly to the device layer. b Influence of a magnetic field on the TFTmobility
(inset shows a corresponding transfer characteristic measurement) [29]. c Influence of a magnetic
field on a flexible integrated common source amplifier with extra long TFT channels (20µm). d
Representative input and output waveforms with and without magnetic field. (Color figure online)

Fig. 5 Front end conditioning ofmagnetic sensors: a picture and circuit schematic of a fully flexible
GMR sensorWheatstone bridge integratedwith a front end amplifier. The system consist of 2 Co/Cu
GMR sensors, 2 Cu resistors and 17 TFTs. b Output voltage (measured at the input of M17) in the
proximity of a permanent magnet, and c corresponding output signal [16]. (Color figure online)

GMR sensors and 2 Cu resistors is amplified by a differential amplifier made from 17
TFTs [16]. The sensing bridge alone has a sensitivity of 84mV/V/kOe. The amplifier
converts the differential output voltage of the bridge into a single ended signal. It
also has a floating drain output able to output a current of 3mA and enables driving
high and low impedance loads such as an LED. Overall it provides voltage gain of
up to 50dB. The complete system can be operated using a single supply voltage 1.7
and 5V, and exhibits a signal to noise ratio of 56dB. The sensing performance of
the GMR bridge together with the on-site voltage amplification leads to an overall
sensitivity of 25V/V/kOe. An intuitive demonstration of the system’s capabilities is
given in Fig. 5c, d. Here, the full system is operated as a proximity sensor able to
sense the presence of a permanent magnet. As shown, a magnet with a flux density
0.2T on its surface can be detected even at a distance of 20mm.
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Conclusion

Flexible analog electronics based on IGZO simultaneously exhibit the electrical
and mechanical properties needed to realize high-performance conformal systems.
Additionally, the functionality of such circuits is not affected by the presence of
external magnetic fields. The combination of these properties makes IGZO TFT
based devices excellent candidates to fabricate front-end amplification circuits for
the on-site conditioning of flexible magnetic field sensors. This is essential for the
realization of fully integrated active magneto-electronics.
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Aluminum-Ion Battery Made
of AlCl3-Trimethylamine Hydrochloride
Ionic Liquid With Superior Performance

Kok Long Ng, Tony Dong, John Anawati, and Gisele Azimi

Abstract The excessive consumption of lithium and cobalt with increasing demand
for lithium-ion batteries (LIBs) poses critical challenges in sustaining the cost-
effectiveness ofLIBs in the future.Amongpost-LIB systems, rechargeable aluminum
batteries are particularly promising due to favorable properties including low mate-
rial cost, high abundance, and high theoretical capacity. Most aluminum batteries
utilize expensive alkylimidazolium/pyridiniumchloride-based chloroaluminate ionic
liquids. This greatly limits the commercialization of such systems, particularly for
large-scale applications. Herein, we report a high-performance aluminum battery
made of graphene nanoplatelets as the cathode and low-cost aluminum chloride-
trimethylamine hydrochloride (AlCl3-TMAHCl) ionic liquid as the electrolyte.
The battery can be cycled for a few thousand cycles while delivering excellent
specific capacity (~134 and ~80 mAh g−1 at 2000 and 4000 mA g–1, respectively)
and coulombic efficiency. Through fundamental considerations, we demonstrate
that Al/graphite battery employing AlCl3-TMAHCl can achieve the highest cell-
level energy density while maintaining comparable power density compared with
conventional chloroaluminate ILs.

Keywords Al-ion battery · Energy storage · High-performance · Sustainable

Introduction

Rechargeable aluminum-ion batteries (AIBs) have been drawing substantial attention
from the research and scientific community due to favorable features of aluminum
(Al), including high theoretical capacities, low material cost, high abundance, high
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stability in ambient environment, and nontoxicity. Most advanced AIBs employ
graphitic and carbonaceous materials (GCMs) as the cathode. Numerous GCMs
which include natural graphite [1, 2], pyrolytic graphite [3], edge-rich graphene
paper [4], graphene aerogel [5], graphene nanoribbons on 3-D graphene foam [6,
7], graphene microflowers [8], 3-D graphite foam [9], zeolite templated carbon [10],
carbon nanoscrolls [11], and graphene nanoplatelets (GNPs) [12] have been reported
to demonstrate promising results in terms of operating voltage, rate capability, and
long-term cyclability. On the other hand, chloroaluminate ionic liquids (ILs) by
combining Lewis acidic aluminum chloride (AlCl3) with Lewis basic dialkylimi-
dazolium chlorides (in particular, 1-ethyl-3-methylimidazolium chloride; EMIMCl,
and 1-buthyl-3-methylimidazolium chloride; BMIMCl) are the most widely utilized
electrolyte systems [13]. The working mechanism of Al/GCM batteries employing
chloroaluminate ILs can be summarized in the following anodic and cathodic half-
reactions during charging (⇀; forward direction) and discharging (↼; backward
direction):

(Anode) 4Al2Cl
−
7 + 3e− � Al + 7AlCl−4 (1)

(Cathode) 3AlCl−4 + 3Cn � 3Cn[AlCl4] + 3e− (2)

where n represents the number of carbon atoms required to host oneAlCl4– molecule.
From extensive research on lithium-ion battery, it is generally known that graphite
has a theoretical intercalation capacity of 372 mAh g–1 (considering Li+ + 6C + e–

= LiC6).
The major drawbacks of employing dialkylimidazolium chloride-based chloroa-

luminate ILs are associated with their high cost, corrosiveness, and low productivity.
These undesirable characteristics negatively affect the scalability of AIBs, particu-
larly for large-scale applications such as electric vehicles and grid storage systems.
In exploring more industrially viable options, several reports including our previous
works have identified widely available and cost-effective Lewis bases, such as urea
[14–17], and triethylamine hydrochloride (TEAHCl) [18, 19].

In identifying a high-performance yet cost-effective electrolyte, we reported a
room-temperature chloroaluminate IL prepared by combining AlCl3 with trimethy-
lamine hydrochloride (TMAHCl) at AlCl3/TMAHCl molar ratio of 1.7 [20]. The
assembled AIB employing GNP cathode demonstrates excellent cell performance:
a specific cathodic capacity of ~134 mAh g–1 at 2000 mA g–1 for over 3000 cycles
with 98% CE and ~80 mAh g–1 with CE above 99.5% for over 4000 cycles at a
current density of 4000 mA g–1. Moreover, the Al/GNP battery demonstrates excel-
lent fast-charging and slowdischarging characteristics, delivering a specificdischarge
capacity of 83 mAh g−1 at 100 mA g−1 (~49.5 min) under a charge current density of
4000mAg−1 (~1.2min)whilemaintaining aCEof ~97%.TheAl/GNPbattery shows
remarkable low-temperature performance. At − 10 and 0 °C, a specific capacity of
~83 and 86 mAh g−1 (at 500 mA g−1) is recorded, respectively. Through theoret-
ical consideration coupled with the experimental results obtained, we demonstrate
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that Al/GCM batteries employing AlCl3/TMAHCl IL exhibit the highest cell-level
energy density compared with several existing chloroaluminate IL systems. Based
on the results obtained in this work, we estimate that the experimentally achieved
cell-level energy and power density of Al/GNP battery employing AlCl3-TMAHCl
are in the range of 32 − 49 Wh kg−1 (equivalent to 53 − 76 Wh L−1) and 500 −
5600 W kg−1 (800 − 9300 W L−1), respectively.

Materials and Methods

Preparation of Electrolytes and GNP Electrodes

After extensive investigations of the effects of AlCl3/TMAHCl molar ratio (r) on
battery performance, AlCl3/TMAHCl (r = 1.7) was chosen as the optimum compo-
sition that yielded the optimum capacity and coulombic efficiency [20]. Aluminum
chloride (AlCl3, 99.985% purity; provided by Alfa Aesar) and TMAHCl (98%; Alfa
Aesar) were mixed gradually in a glass beaker under constant magnetic stirring in
an argon (Ar)-filled glove box (H2O, O2 < 1 ppm) for more than 12 h. The IL was
subjected to vacuum (< −1 bar) for 10 min to remove unintended soluble gasses and
other impurities prior to testing.

Graphene nanoplatelets were purchased from XG Sciences (15 µm × 15 nm
(lateral size × platelet thickness)). The GNP slurry contained 75 wt% of GNPs, 15
wt% of sodium alginate, 10 wt% of carbon black (Alfa Aesar), and 10mL of distilled
water as the solvent. The mixture was magnetically stirred until a homogenous slurry
was obtained. The homogeneous slurry was subsequently coated onto a piece of
molybdenum tab using a commercial doctor-bladefilmcoater. TheGNPmass loading
of the cathode was standardized at 0.7 mg cm−2 for all electrochemical testings.

Electrochemical Testing and Measurements

All battery fabrications were carried out in an Ar-filled glovebox. Coin cells (CR
2032)were assembled by stacking a 5MHNO3-pretreatedAl foil (99.9995%;Beijing
Loyaltarget Technology Co.), a layer of glass microfiber separator (WhatmanGF/A),
a GNP-coated cathode, and approximately seven drops of AlCl3-TMAHCl = 1.7
electrolyte (equivalent to 350 µL).

Linear sweep voltammetry (LSV) and cyclic voltammetry (CV) were performed
using a potentiostat (VersaSTAT 3; Princeton Applied Research). In LSV measure-
ment, a tungsten (W) electrode was utilized as the working electrode, while a Mo
rod and an Al wire were utilized as the counter and pseudo-reference electrodes,
respectively. In CV measurement, an Al wire was employed as the working elec-
trode, while an Al rod and Al wire were utilized as the counter and pseudo-reference
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electrodes, respectively. Galvanostatic stripping/plating of Al-Al symmetrical cell
was performed by using a multichannel battery tester (CT-4008, Neware), at an
areal current density and stripping capacity of 0.5 mA cm−2 and 1.0 mAh cm−2,
respectively. Otherwise emphasized elsewhere in the text, the charge/discharge cut-
off voltages for all room-temperature galvanostatic cycling were set at 2.37/0.50 V,
respectively.

Characterization

The Raman spectrum of AlCl3/TMAHCl (r = 1.7) IL electrolyte was acquired by
a Dispersive Raman Microscope (Bruker) using Ar+ laser with 532 nm wavelength.
The presented spectrum in this work was obtained by averaging five spectra that were
acquired under the same conditions.

Results and Discussion

Characterization and Electrochemical Testing
of AlCl3-TMAHCl IL

As presented in the inset in Fig. 1a, AlCl3/TMAHCl (r = 1.7) IL was a clear and
homogenous liquidwith light yellowish color at room temperature. In addition, the IL
remained as a clear liquid even at−20 °C. This enabled us to perform electrochemical
testings at sub-zero degree Celsius temperatures. In characterizing anionic species
(AlCl4– and Al2Cl7–) in chloroaluminate ILs, Raman spectroscopy is widely known
as a simple yet effective technique [18, 21, 22]. The Raman spectrum of the IL
electrolyte is presented in Fig. 1a. The peaks at around 313 and 432 cm–1 correspond
to dimeric Al2Cl7–, while the peak at around 349 cm–1 can be assigned to monomeric
AlCl4–. Studies have suggested that the Raman peak intensity ratio of Al2Cl7– (at
313 cm–1) to AlCl4– (at 349 cm–1) provides quantitative information of the relative
abundance/concentration of Al2Cl7– over AlCl4– in chloroaluminate ILs [21, 22].
From a relative stronger Al2Cl7– over AlCl4– peak intensity ratio observed in Fig. 1a,
we can expect a relatively higher abundance of Al2Cl7– as compared with AlCl4– in
AlCl3/TMAHCl (r = 1.7) IL electrolyte. In general, the dissociation of Lewis neutral
and acidic AlCl3-RCl (R: organic group) ILs can be expressed as [23]:

rAlCl3 · RCl → R+ + (2−r)AlCl−4 + (r−1)Al2Cl
−
7 (3)

where r is themolar ratio ofAlCl3 toRCl and 1≤ r ≤ 2.By usingEq. 3, the theoretical
molar ratio of Al2Cl7– to AlCl4– in AlCl3/TMAHCl (r = 1.7) IL electrolyte can be
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Fig. 1 a Raman spectrum of AlCl3/TMAHCl = 1.7 (by mole) IL, inset: photo of the electrolyte
at room temperature; b linear sweep voltammogram and differential capacity (dQ/dV) plot of the
corresponding IL electrolyte; c cyclic voltammogram of the corresponding electrolyte in the range
of −1.0 and 1.0 V (vs Al); d voltage profile of Al electroplating/stripping in an Al-Al symmetrical
cell setup. (Color figure online)

determined as 2.33. This is in good agreement with the obtained experimental result,
indicating a higher abundance of Al2Cl7– over AlCl4– in the IL electrolyte.

Among several electrical properties of an electrolyte, the electrochemical stability
window (ESW) is considered as one of the most important properties as it provides
fundamental information on the operating limits of an electrochemical system.
Among all, voltammetry (either LSV or CV) is the most widely employed tech-
nique to evaluate ESW of an electrolyte system. Figure 1b presents the LSV and
the differential capacity (dQ/dV) plot for AlCl3/TMAHCl (r = 1.7) IL electrolyte
from −0.2 to 3.0 V (vs Al). A negative/cathodic current at potentials below ~0 V
suggests the reduction of Al2Cl7– to formAl at the working electrode following Eq. 1
(forward direction). As the potential increased, an anodic peak at ~0.1 V indicating
the electrostripping process of Al as given in Eq. 1 (backward direction) is observed.
No appreciable electrochemical activities were observed in the range between ~0.2
and ~2.6 V. When the potential was further increased to above 2.6 V, a significant
increase in oxidative current was observed. This is associated with the oxidation of
AlCl4– as follows:
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2AlCl−4 → Al2Cl
−
7 + 1/2Cl2 + e− (4)

Hence, 2.6 V (vs Al) can be considered as the oxidation potential (Eox) limit
for this electrolyte. This value is higher than the Eox (= 2.45 to 2.50 V vs Al) of
AlCl3-EMIMCl IL electrolytes determined under similar scan rates [24, 25]. On the
other hand, the bulk deposition of Al on Al working electrode started at ~0.02 V
and the deposition continued until it reached the imposed cathodic limit at −1.0 V
(Fig. 1c). When the scan was reversed, the reduction current continued to flow due
to the continuous deposition of Al until the potential reached ~0 V. The oxidation
of Al continued to the imposed anodic limit of 1.0 V. From the galvanostatic elec-
trostripping/plating of Al-Al symmetrical presented in Fig. 1d, a slight increase in
overpotential from ~0.17 (100th cycle, after 128 h of cycling) to ~0.24 V (150th
cycle, after 328 h) was observed. This overpotential remained relatively stable even
after 527 h (200th cycle) of continuous cycling; confirming the long-term stability
of Al electrostripping/plating process in AlCl3/TMAHCl (r = 1.7) IL electrolyte.

Performance of Al/GNP Battery Employing AlCl3-TMAHCl IL

Figure 2a illustrates the galvanostatic cycling performance of Al/GNP battery
employing AlCl3/TMAHCl (r = 1.7) IL electrolyte at 2000 and 4000 mA g–1. At
a lower current density of 2000 mA g–1, the cell recorded a specific capacity of
134 mAh g–1 while maintaining an average CE above 98% across 3000 cycles. The
increase in specific capacity with increasing number of cycles can be associated with
the self-activating behavior of anion intercalation-based GCM cathodes [26, 27].
The successive intercalation and deintercalation of AlCl4– into/from graphene layers
result in partial exfoliation of the GCM cathode over cycles. This partial exfolia-
tion of graphene layers increases the electrochemical surface area, which enhances
the (pseudo)capacitive charge storage contribution with increasing number of cycles
[27]. At the current density of 4000 mA g–1, the cell maintained a reasonable specific
capacity of ~80 mAh g–1 with excellent CE above 99.5% for over 4000 cycles.
Figure 2b presents the corresponding voltage profiles of the Al/GNP battery as a
function of current density and cycle number. Despite significantly different capaci-
ties obtained at different charge–discharge current densities, the shape of the voltage
profile remained relatively consistent with increasing the number of cycles. This was
further evidenced by the average operating voltage obtained which was 1.47 and
1.44 V at 2000 and 4000 mA g–1, respectively. A stable operating voltage at high
current densities is particularly favorable for applications that require high power
density.

The rate performance of the battery under fast charging (approximately 1.2 min
at 4000 mA g−1) and various slow discharging conditions was also investigated. As
shown in Fig. 2c, the obtained specific capacity (~80 to 83 mAh g−1) was consistent
across all discharge rates. Even under a low discharge current density of 100 mA g−1

(equivalent to ~49.5 min of discharge time), the cell could still deliver a capacity of
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Fig. 2 a Long-term cyclability test of Al/GNP battery employing AlCl3/TMAHCl= 1.7 (by mole)
IL electrolyte at 2000 and 4000mAg–1, respectively; b corresponding voltage profiles at the 1000th,
2000th, and 3000th cycle; c voltage profile of Al/GNP battery under fast charging (at 4000 mA g–1)
and slow discharging (100 to 2000mA g–1) conditions, the discharge voltage profile at 4000mA g–1

serves as a reference point for comparison; d voltage profile of Al/GNP battery in a temperature
range between −10 and 20 °C. (Color figure online)

83 mAh g−1 while maintaining a high CE at 97%. This clearly indicated the superior
charge-retaining characteristics of Al/GNP battery employing TMAHCl-based IL
electrolytes. The electrochemical performance of the battery at low temperatures
was also tested, and the results are presented in Fig. 2d. To maximize the achievable
capacity while maintaining a high CE, a voltage optimization approach was utilized
to determine the optimum charging cut-off voltage at a particular temperature [11].
At −10 °C, the cell could be charged to 2.70 V and deliver a specific capacity of
~83 mAh g−1 while maintaining a CE of 97.5%. Despite a lower charging cut-off
voltage of 2.50 V at 0 °C, the specific capacity delivered increased to ~86 mAh g−1

while maintaining 96.9% CE. From the specific capacity obtained at 20 °C (84 mAh
g−1), it is concluded that the cell could retain its full capacity even at low temperatures
with an appropriate charging cut-off voltage.
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Estimation of Cell-Level Energy and Power Density
of Al/GCM Battery Employing Various AlCl3-RCl ILs

For Al battery employing chloroaluminate IL electrolytes, as the concentration of
Al2Cl7– in the electrolyte decreases during charging (Eq. 1), the electrolyte essentially
behaves as an active materials for the anode (also known as a liquid anode or an
anolyte) [28, 29]. As presented in our previous work [20], the cell-level specific
energy density (ECell), energy density power density (PCell), cell-level volumetric
energy density (eCell ), and power density (pCell) can be expressed as:

ECell =
(

Fz(r − 1)QCathode

Fz(r − 1) + (
rMAlCl3 + MRCl

)
QCathode

)
VAvg (5)

PCell =
(

Fz(r − 1)QCathode

Fz(r − 1) + (
rMAlCl3 + MRCl

)
QCathode

)(
1

t

)
VAvg (6)

eCell =
(

2.266Fz(r − 1)ρr AlCl3· RCl QCathode

Fz(r − 1)ρr AlCl3· RCl + 2.266
(
rMAlCl3 + MRCl

)
QCathode

)
VAvg (7)

pCell =
(

2.266Fz(r − 1)ρr AlCl3· RCl QCathode

Fz(r − 1)ρr AlCl3· RCl + 2.266
(
rMAlCl3 + MRCl

)
QCathode

)(
1

t

)
VAvg

(8)

where F is Faraday constant (= 26.8Ahmol−1), z is the number ofmoles of electrons
required per mole of Al2Cl7− (z = 3

4 ), and Mi is the molar mass of i (in kg mol−1),
ρr AlCl3·RCl is the density of the chloroaluminate IL in kg L−1, Qcathode is the specific
capacity of the CGM cathode obtained in Ah kg−1, t is the total discharge time, and
VAvg is the nominal/average discharge voltage, respectively. The density of AlCl3-
EMIMCl, -BMIMCl, -TEAHCl, and -TMAHCl IL as a function of r is given as 93.5r
+ 1204.4 [30], 95.1r + 1148.3 [30], 81.9r + 1147.2 [31], and 124.6r + 1174.7 (this
work), respectively.

Figure 3a, b show the specific and volumetric Ragone plots (power density vs.
energy density) of advanced Al/GCM battery systems employing various chloroalu-
minate ILs, respectively.Among all evaluated systems, theAl/GNPbattery developed
in this work delivers the highest ECell and eCell (in the range of 32–49 Wh kg−1 and
53–76 Wh L−1, respectively) while maintaining a comparable PCell and pCell (500
– 5600 W kg−1 and 800 – 9300 W L−1, respectively) compared with other systems.
It is noteworthy that the most widely employed AlCl3/EMIMCl (r = 1.3 [13]) IL
system generally shows a high power density feature, but the energy density remains
relatively low compared with other systems. Lastly, from Eqs. 5–8, the molar ratio
of AlCl3 to RCl, r, is an important parameter to fundamentally improve the cell-level



Aluminum-Ion Battery Made of AlCl3-Trimethylamine Hydrochloride … 313

Fig. 3 Estimated a specific/gravimetric-; b volumetric cell-level Ragone plot (power density vs.
energy density) of Al/GCM battery employing various room-temperature chloroaluminate ILs.
(Color figure online)

energy density of Al/GCM batteries employing chloroaluminate ILs, as a higher r
value is favorable to achieve higher ECell and eCell .

Conclusions

In summary, a high-performance Al/GNP battery employing cost-effective AlCl3-
TMAHCl (r = 1.7) IL electrolyte was developed. This battery recorded a specific
capacity of 134, and 80 mAh g−1 at 2000 and 4000 mA g−1, over a few thousand
cycles with excellent CE above 98%. In addition, the battery exhibited excellent fast
charging (1.2 min at 4000 mA g−1) and slow discharging (49.5 min at 100 mA g−1)
characteristics by delivering a specific capacity of ~83 mAh g−1 with 97% CE. In
addition, this battery can retain its full capacity (relative to near room-temperature
condition) at −10 and 0 °C without sacrificing CE. Through fundamental consider-
ations, we showed that this battery offers the highest cell-level specific/volumetric
energy density compared with other Al batteries utilizing the existing chloroalu-
minate ILs while maintaning high power density. The achieved cell-level energy
and power density of Al/GNP battery employing AlCl3-TMAHCl were estimated to
be in the range of 32 − 49 Wh kg−1 (equivalent to 53 − 76 Wh L−1) and 500 −
5600 W kg−1 (800 − 9300 W L−1), respectively. Given the cost-effectiveness and
high performance of AlCl3-TMAHCl ILs, the results of this work contribute to the
development of large-scale rechargeable Al energy storage devices.
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Investigation of Cost-Effective
AlCl3-Urea Ionic Liquid Analog
for Al-Ion Batteries

Monu Malik, Kok Long Ng, and Gisele Azimi

Abstract The present study investigates the physicochemical properties of cost-
effective AlCl3-urea ionic liquid analogs (ILAs) for aluminum (Al)-ion batteries.
The neutral and the acidic regions for AlCl3/urea molar compositions were investi-
gated using nuclear magnetic resonance spectroscopy (NMR), linear sweep voltam-
metry (LSV), and electrochemical impedance spectroscopy (EIS) to determine the
speciation of ionic moieties, electrochemical stability, and ionic conductivity of
this complex system. The physical characterization shows that only 1.2–1.5 molar
compositions are suitable for aluminum-ion batteries at room temperature, while 1.3
results in the highest ionic conductivity. The NMR results indicate that Al2Cl7– is the
dominating species for electrodeposition of aluminum at higher molar composition
compared with AlCl2·(urea)2+, while the relative amount of AlCl4– remains almost
unchanged across investigated compositions. The aluminum-ion battery prepared
using aluminum anode and graphene nanoplatelets cathode delivered a specific
capacity of 60 mAh g–1 with 1.4 molar composition ILAs at 400 mA g–1.

Keywords Aluminum ion battery · Ionic liquid analogues · AlCl3-urea ·
Speciation · Ionic conductivity · Electrochemical stability · Graphene nanoplatelets

Introduction

Around the globe, the critical need for safe, cost-effective, long life, and sustain-
able battery technology for the electrification of the transportation sector, grid and
renewable energy storage, leads to a research wave to develop low-cost and high-
performing batteries using earth-abundant resources. Aluminum-based batteries are
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particularly of interest among the emerging candidates for post lithium-ion batteries
due to low cost, high recycling, high abundance, and high volumetric and gravi-
metric capacity. Since the electrodeposition of aluminum is only feasible in ionic
liquids and organic solvents due to its high reactivity and high negative reduction
potential [1], which significantly affects the battery performance, investigating the
process at room temperature is of great importance. Several electrolytes have been
proposed by researchers for electrodeposition of aluminum including aprotic polar
organic solvents which were previously used in lithium and sodium batteries [2, 3]
and molten salts eutectics [4]. However, the application of organic solvents remains
limited because of their low thermal stability, narrow electrochemical window, and
very low solubility of aluminum salts.

To overcome these drawbacks, ionic liquids (ILs) have been proposed and
utilized for aluminum electrodeposition in recent years because of their high
thermal stability, low volatility and flammability, and high solvability [5].
Various IL compositions were proposed using an aluminum salt and an organic
solvent, where AlCl3 was selected as the source of aluminum and several
molecules such as 1-butyl-3-methylimidazolium trifluoromethanesulfonate, 1-
ethyl-3-methylimidazolium bis (trifluoromethylsulfonyl) amide, 4-propylpyridine,
and dicyanamide were considered for organic component [5–7]. Among these
compounds, 1-ethyl-3-methylimidazolium chloride ([EMIm]Cl) is the most popular
due to its wide stable electrochemical window, very low vapor pressure, and high
electrical conductivity [8, 9]. Depending on AlCl3 content, these chloroaluminate
electrolytes made of [EMIm]Cl and AlCl3 can be classified as basic, neutral, and
acidic, where only the acidic compositions can participate in aluminum plating and
stripping through the reversible reaction 4Al2Cl7− + 3e− � Al + 7AlCl4− [8, 9].

Although several studies utilized AlCl3/[EMIm]Cl ILs as the electrolyte in
aluminum-ion batteries and reported excellent performance [8, 10], the high cost of
[EMIm]Cl impelled the search for alternative organic solvents. This research leads
to the development of a new class of ionic liquids known as ionic liquid analogues
(ILAs) [11] or deep eutectic solvents (DESs) [12] obtained frommixing of AlCl3 and
an oxygen donor amide ligand. Abood et al. [13] showed the reversible electrodeposi-
tion of aluminum in such ILAs using the mixtures of AlCl3 and urea. In recent years,
a few groups including ours have investigated the application of AlCl3/urea ILAs
as the electrolyte in aluminum battery systems and reported excellent performance
[14–16]. The application of urea in aluminum-ion batteries offers both economic and
environmental benefits over ILs and other ILAs due to the large global production
of urea and its environmental friendliness as a commercial fertilizer [17].

Although AlCl3/urea ILAs have been investigated by a few researchers, only a
few properties of this system such as density, electrical conductivity, and viscosity
have been reported [1], while other properties are still missing. The present study
investigates the physicochemical properties of AlCl3-urea ILA through a multi-
technique approach including nuclear magnetic resonance (NMR), linear sweep
voltammetry (LSV), and electrochemical impedance spectroscopy (EIS). The neural
and the acidic regions of AlCl3-urea were investigated to find the physical state at
different temperatures, speciation, electrochemical stability, and ionic conductivity.
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Finally, the compositions were tested in an electrochemical cell using aluminum as
the anode and graphene nanoplatelets as the cathode. Based on the obtained results,
the best compositional range of AlCl3/urea was identified.

Experimental Procedures

Chemicals and Materials

Urea and sodium alginate (≥99.5%) were purchased from Bioshop Canada Inc.
(Canada) and Landor Trading Co. Ltd. (Canada), respectively. Anhydrous aluminum
chloride (99.985%) and aluminum shots (99.999%) were purchased fromAlfa Aesar
(USA). Aluminum foil (50 µm thick, 99.999%) and molybdenum sheet (130 µm
thick, 99.95%) were obtained from Beijing Loyaltarget Tech. Co., Ltd. (China).
Graphene nanoplatelets (GNP H15) were purchased from XG Science (USA).
Whatman Glass microfiber separators (GF/A) were purchased from Sigma-Aldrich
Co. (USA).

AlCl3-Urea ILAs

Urea was vacuum dried at 100 °C for 24 h before transferring to an argon-filled
glovebox (O2 and H2O < 1 ppm), where it was slowly mixed with anhydrous AlCl3
(AlCl3/urea= 1.0–1.6) in a glass beaker under constant magnetic stirring. To prevent
electrolyte decomposition, the temperature of themixture was regulated bywrapping
the glass beaker with ice gel patch. The mixture was stirred overnight at the ambient
temperature inside the glovebox, resulting in a yellowish and transparent liquid,
which was heated to 60 °C for 30 min, then subjected to vacuum for 10 min to
remove gaseous impurities.

Linear Sweep Voltammetry and Electrochemical Impedance
Spectroscopy

An in-house prepared Teflon cell was used to perform linear sweep voltammetry
(LSV) with a potentiostat in a three-electrode configuration, where an aluminum
wire was used as the reference electrode and molybdenum (Mo) rods of two different
diameters were used as working and counter electrodes. The Teflon cell with all three
electrodes was assembled inside the glovebox using the selected ILA compositions,
and the scanning voltage range was set at –0.20 to 3.00 V (versus Al) to determine
oxidation/reduction potential of aluminum and the electrochemical stability window
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of the ILAs. The Teflon cells in the two-electrode configuration were also used for
the electrochemical impedance spectroscopy (EIS) technique to measure the ionic
conductivity of the considered ILA compositions at various temperatures (25–85 °C).
TheMo rodwas used as both working and counter electrodes, and EISmeasurements
were performed in a frequency range between 0.1 Hz and 100 kHz at a ± 10 mV
amplitude versus open-circuit potential.

Nuclear Magnetic Resonance Analyses

The 1D 27Al NMR spectra were acquired at 182.345 MHz on an Agilent DD2 spec-
trometer equippedwith a 5mmHFXprobe (Agilent Technologies, SantaClara,USA)
with 512 transients and 5.0 s recycle delay. A coaxial insert with a 5-mm-diameter
NMR tube (Wilmad-LabGlass) was used to prepare the samples inside the glovebox,
and chloroform with 0.05% tetramethylsilane (TMS) was used as deuterium. The
obtained NMR spectra were Fourier transformed with 1.0 Hz exponential line broad-
ening using MestreNova software (v 12.0.3, Santiago de Compostela, Research
S.L., Spain) followed by phase and baseline corrections. The chemical shifts were
indirectly referenced to the spectrometer 2H lock.

Preparation of Battery Electrodes

The as-received graphene nanoplatelets (0.8 g) and carbon black (0.1 g) were mixed
with a binder solution, which was previously prepared by mixing sodium alginate
(0.1 g) and deionized (DI) water (2.5 mL), and a viscous slurry was obtained after
overnight stirring at room temperature. The resulting slurry was coated on the Mo
current collector of the known mass using a doctor-blade. The coated surface was
restricted to a small particular area (1 cm (width) × 1 cm (length)) by using a piece
of Scotch tape, which was removed after drying the coated current collector under
ambient conditions. The obtained cathodewas dried overnight at 80 °C under vacuum
and immediately weighted after removal from the oven to determine the amount of
graphene nanoplatelet active material coated on the current collector. The coated
surface of the Mo current collector was further determined using ImageJ software
and used to find the loading of the active material. The average cathode material
loading was limited to 1.0 mg cm–2 for all compositions by controlling the height of
the doctor blade.
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Cyclic Voltammetry and Full-Cell Testing

The prepared graphene nanoplatelet cathodewas placed inside a partially heat-sealed
aluminum-laminated film pouch along with a piece of glass fiber membrane and
vacuum dried overnight at 80 °C before transferring to the glovebox with an inert
atmosphere. An L-shaped piece of aluminum foil (1 cm (width) × 3 cm (length) ×
5 cm (length)) was inserted into the pouch and heat sealed immediately before being
readmitted to the glovebox, where 1.5 mL electrolyte with known composition was
injected into it using a glass pasteur pipette. The remaining open end of the cell was
immediately heat-sealed after removal from the glovebox.

The assembled full cells were independently used for both cyclic voltammetry
(CV) and rate capability test. For CV, the scanning voltage range was set at –
0.50–2.40 V (versus Al) using a potentiostat, and aluminum anode was used as
both auxiliary and reference electrodes. For rate capability test, the cells were
charged/discharged to 2.20V/1.00V, respectively, using amultichannel battery tester
(CT-4008, Neware), and the current density was varied from 100 to 1000 mA g–1 for
25 cycles. For specific current densities (mA g–1) and specific capacities (mAh g–1)
throughout this paper, only the mass of graphene nanoplatelet and carbon black are
considered.

Results and Discussion

Physical State

The ILAs were prepared by mixing urea with certain mole equivalent AlCl3 under
an inert atmosphere. At room temperature, the obtained 1.0–1.5 compositions were
clear liquids and somewhite solids observed beyond 1.5molar composition (presum-
ably AlCl3 due to supersaturation) [18]. Although 1.0 and 1.1 molar compositions
were originally clear liquids, they solidified after one week of storage. Therefore,
only 1.2–1.5 molar compositions remained as a clear liquid at room temperature.
The obtained ILAs compositions were further subjected to a controlled temperature
environment in the range of –25 to 50 °C to evaluate their operating temperature
range. Figure 1 shows the physical state of all studied ILAs, which indicate that only
1.2–1.5 molar compositions remained a clear liquid in the range of –25 to 25 °C,
while all compositions including 1.6 molar were found to be clear liquids at 50 °C.
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Fig. 1 Physical state of the
AlCl3-urea ILAs with
1.0–1.6 molar composition in
a temperature range of –25 to
50 °C. (Color figure online)

Speciation

The characteristic of an ILA can be significantly affected by the type and relative
concentration of species present. According to literature, the possible charged species
in AlCl3-urea ILAs are AlCl2·(urea)n+, AlCl4–, Al2Cl7–, and Al3Cl10– [16, 18–20].

The NMR measurements were performed for 1.0, 1.1, 1.2, and 1.4 molar compo-
sitions of AlCl3-urea ILAs to determine species type and their relative concentra-
tion. Figure 2a shows the 27Al NMR spectrum of 1.0 composition (neutral system),
where the observed four peaks belong to charged species AlCl4– (chemical shift:
103.00 ppm) and AlCl2·(urea)2+ (73.75 ppm)) and neutral species (AlCl3·(urea)
(89.64 ppm) and AlCl3·(urea)2 (54.54 ppm)). The peaks were assigned based on
Coleman et al. [18] work, and the missing peak at a chemical shift of ~97 ppm
indicates the absence of Al2Cl7– in this composition, which is in agreement with
our previous study [15]. The peak analysis in Fig. 1a allowed to evaluate the rela-
tive amount of four species in this composition which indicates AlCl3·(urea) has
the highest concentration, followed by AlCl4−, AlCl2·(urea)2+, and AlCl3·(urea)2,
respectively.

Figure 2b shows the 27Al NMR spectrum of 1.2 molar compositions of the ILA,
where the individual peaks that were observed in 1.0 composition start to broaden and
some merge to a single peak. These peaks broaden due to several reasons such as the
presence of Al2Cl7– and its dynamic equilibrium with other species, changes in the
electronic environment of the aluminumnucleus, and increased sample viscositywith
an increase in the molar ratio [21]. The asymmetric environment of the aluminum
nuclei in Al2Cl7– in contrast to the cubic symmetry in AlCl4– could be another
reason for peak broadening [22]. A few studies also suggest that the faster chemical
exchange of AlCl4–/Al2Cl7– equilibrium than the time scale of NMR measurement
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Fig. 2 A 27Al NMR spectra for AlCl3-urea ILA of a 1.0 molar at 25 °C, and b 1.2 molar at –10 °C
with deconvoluted curves. c Comparison of species relative concentration obtained from NMR and
Raman spectroscopy. (Color figure online)

reduces the possibility of distinguishing the two separate signals [22, 23] and leads
to one broad peak for both species as shown on Fig. 2b.

The obtained broadened peaks from various molar compositions were deconvo-
luted to determine the relative concentration of the five species in the system by
considering their chemical shift in the 1.0 molar system as shown in Fig. 2b for 1.2
molar composition. For Al2Cl7–, the chemical shift was referenced from 1.1 molar
AlCl3-[EMIm]Cl IL as no data is available for this species in the present AlCl3-urea
ILA. The best-fit analysis of obtained NMR spectra shows that an increased molar
ratio from 1.0 to 1.1 resulted in a small decrease in the relative amount of AlCl4–

species, but a significant increase in Al2Cl7– from 0.0 to 11.3%. At the same time,
the relative amount of cation species (AlCl2·(urea)2+) also increased from 22.1%
to 33.0%, while neutral species (AlCl3·(urea)) reduced from 55.1% to 25.0%. This
happens due to partial conversion of AlCl3·(urea) to AlCl2·(urea)2+ and AlCl4– and
then AlCl4– to Al2Cl7– with the addition of more AlCl3 [18]. With a further increase
in themolar ratio to 1.2 and 1.4, the relative amount of AlCl4– species remains almost
the same, while the amount of AlCl2·(urea)2+ and Al2Cl7– increased.



Investigation of Cost-Effective AlCl3-Urea Ionic Liquid Analog … 323

Figure 2c shows the relative concentration ratio of electroactive species obtained
from NMR analysis in this study and Raman spectroscopy results reported in our
previous study [15] for 1.1, 1.2, and 1.4 molar compositions. While the relative
amount of AlCl4– remained almost the same across the selected molar compo-
sitions of AlCl3/Urea ILA (1.1, 1.2, 1.4), the results in Fig. 2c show that the
relative ratio of Al2Cl7–/AlCl4– significantly increased and the relative ratio of
AlCl2·(urea)2+/Al2Cl7– decreased with an increase in the molar ratio. These results
show that with increasing molar composition, Al2Cl7– becoming the more domi-
nating species contributing to the electrodeposition of aluminum compared with
AlCl2·(urea)2+. A good agreement between the NMR and Raman spectroscopy
results as shown in Fig. 2c authenticates the accuracy of the obtained NMR results.

Ionic Conductivity and Electrochemical Stability of AlCl3-urea
ILA

The ionic conductivity of 1.0–1.5 compositions wasmeasured using EIS technique in
a Teflon cell at 25 °C, where it first increases with increasing composition from 0.91
mS cm–1 at 1.1 molar to 1.45 mS cm–1 at 1.3 molar, and then decreases, as shown
in Fig. 3. The initial increase in the ionic conductivity with an increase in AlCl3
content is due to the increase in Al2Cl7– concentration as Al2Cl7– is the major ionic
transport carrier among the two anionic species and therefore, has amore pronounced
effect on ionic conductivity [23]. The decrease in ionic conductivity with a further
increase in AlCl3 content is due to the increase in the electrolyte viscosity at higher
compositions [1]. The ionic conductivity was alsomeasured at different temperatures
(25–85 °C) for the considered AlCl3-urea ILA compositions (1.1–1.5) and found to
be increasing with increasing temperature for all compositions.

Fig. 3 Ionic conductivity of
the AlCl3-urea ILA at 25 °C
with 1.1–1.5 molar
composition. (Color figure
online)
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Fig. 4 Obtained LSV curve
for the
electrodeposition/stripping
of aluminum and oxidation
and electrochemical stability
of the AlCl3-urea ILAs.
(Color figure online)

The electrochemical stability window of the AlCl3-urea ILAs and electrodeposi-
tion/stripping of aluminum was investigated using linear scan voltammetry (LSV)
for the considered composition in the –0.20 to 3.00 V (vs. Al/Al3+) potential range
with 1 mV s–1 scan rate, as shown in Fig. 4. With all compositions except 1.0, an
increasing cathodic current (corresponding to aluminum plating) with onset potential
at –0.20 V (vs. Al/Al3+) and an anodic wave (corresponding to aluminum stripping)
starting at ~ 0.00 V (vs. Al/Al3+) with the highest current at ~0.20 V (versus Al/Al3+)
are observed. In the neutral composition (AlCl3/urea = 1.0), no appreciable electro-
chemical activity was observed due to the absence of Al2Cl7− (absence confirmed
from NMR analysis in Fig. 2a). Similar behavior for neutral composition is also
reported in other AlCl3-amide systems [24, 25] and well explained in our previous
study [15].

In terms of electrochemical stability, no apparent oxidation or reduction peaks
were observed for the studied ILAs between 0.25 and ~ 2.40 V, which shows that the
studied AlCl3-urea ILAs are stable in this potential range. An oxidation peak was
observed above 2.40 V due to the oxidation of AlCl4− (4AlCl4− � 2 Al2Cl7− +
Cl2 + 2e−) [26] which indicates that the studied ILAs oxidize beyond this potential,
as shown in Fig. 4. It was also observed that the oxidation potential of AlCl3-urea
ILAs decreases with increasing AlCl3 content, which can be linked to the increased
concentration of Al2Cl7− and increased activity of electrochemically active species
at higher AlCl3 content through Nernst equation for oxidation:

E = E
◦ − RT

F
ln

[
aAl2Cl

−
7

][
pCl2

] 1
2

[
aAlCl−4

]2 (1)
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Fig. 5 Electrochemical performance analysis of AlCl3-urea electrolyte with graphene nanoplatelet
working electrode; a cyclic voltammograms, b voltage profile during charge/discharge in 1.3 molar
composition, c comparison of specific discharge capacity and coulombic efficiency across different
molar composition at 400 mA g–1. (Color figure online)

where E is the potential (V), E
◦
is the standard oxidation potential (V), F is Faraday

constant (96,485 C mol−1), T is temperature (K), R is the universal gas constant
(8.314 J mol–1 K–1), a is the activity, and pCl2 is the partial pressure of chlorine gas
(Pa). Assuming the partial pressure of chlorine gas remains the same in the above
equation, the oxidation potential will decrease with an increase in the activity of
Al2Cl7−, and the activity is linked to its concentration.

Full-Cell Testing

The full-cell testing was performed to verify the feasibility of the system where
AlCl3-urea ILA with different compositions (1.1–1.5) was utilized as electrolyte
and graphene nanoplatelet was used as the cathode. The reversibility of the
aluminum insertion/deinsertion into the cathode active material was confirmed
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through cyclic voltammetry as shown in Fig. 5a. For galvanostatic cycling, the cells
were charged/discharged to 2.20 V/1.00 V, respectively, at different current densi-
ties. Figure 5b shows the voltage profile of the cell with 1.3 molar composition
electrolyte during charging and discharging at 400 mA g–1, where multiple voltage
plateaus observed during the charge/discharge are consistent with the obtained CV
results.

The electrochemical tests performed with the considered compositions show that
the specific discharge capacity of the cell increases with increasing AlCl3 concentra-
tion in the electrolyte up to 1.4 compositions and then decreases, as shown in Fig. 5c.
This observation is due to the combined effect of increased electroactive ionic species
concentration, particularly Al2Cl7–, and increased viscosity at higher AlCl3 content.
A balance is required between the increased concentration of ionic species (positive
effect) and increased viscosity (negative effect) to achieve the optimum performance
of the battery [14], which is why battery capacity first increases with increasing the
molar ratio up to 1.4 molar and then decreases. In contrast, a small decrease in the
coulombic efficiency with increasing the molar composition is observed in Fig. 5c.
This is due to the reduction in the electrolyte oxidation potential at higher molar
composition, resulting in electron loss because of electrolyte oxidation and side
reactions. As shown in Fig. 5c, 1.4 molar composition delivers the highest specific
discharge capacity (~60 mAh g–1) followed by 1.3 composition (~55 mA g–1) at
400 mA g–1, while the Coulombic efficiency of 1.3 molar composition was higher
(94%) than 1.4 molar (89%).

Conclusions

The present study investigates the physicochemical properties of AlCl3-urea ILAs
in the neural and acidic range (AlCl3/urea = 1.0–1.6). We determine the type
of species in the AlCl3-urea ILAs (AlCl4–, Al2Cl7–, AlCl3·urea, AlCl2·(urea)2+,
AlCl3·(urea)2) and their relative composition using 27Al NMR experiments. The
obtained NMR results indicate that the relative amount of AlCl4– remains almost
unchanged across the investigated molar compositions of AlCl3-urea ILAs, while
the relative ratio of AlCl2·(urea)2+/Al2Cl7– decreases from 2.93 to 1.95 and the rela-
tive ratio of Al2Cl7–/AlCl4– increases from 0.52 to 1.05. These observations indicate
that at higher molar compositions, Al2Cl7– is the dominating species contributing
to the electrodeposition of aluminum compared with AlCl2·(urea)2+. Furthermore,
the electrochemical impedance spectroscopy shows that the ionic conductivity of the
AlCl3-urea ILAs first increases from 0.91 mS cm–1 at 1.1 molar to 1.45 mS cm–1

at 1.3 molar, and then decreases. The linear scan voltammetry results indicate that
the studied ILAs are stable in the potential range of 0.25–2.4 V. The prepared ILAs
were used as an electrolyte in an aluminum-ion battery made of aluminum anode
and graphene nanoplatelets cathode, where 1.4 and 1.3 molar compositions were
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selected as the best compositions delivering a specific capacity of 60 and 55 mAh
g–1 at 400 mA g–1, respectively. Overall, the results indicate that AlCl3-urea ILAs
are suitable cost-effective electrolytes for aluminum-ion batteries.
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In-Situ Quantitative Study of Heat
Transfer Performance of Mold Flux
by Using Double Hot Thermocouple
Technology

Zhe Wang, Guanghua Wen, Wenbo Jiang, Ping Tang, and Shuheng Huang

Abstract The heat transfer ability of the mold flux is crucial for balancing the heat
flux between the slab and mold. The double hot thermocouple technique (DHTT)
is widely used for the qualitative determination of the heat transfer performance of
the mold flux due to its advantages of rapid in-situ testing. However, the traditional
DHTT cannot determine heat flux quantitatively, which limits the development of
DHTT in the field of heat transfer measurement. In the current study, the in-situ
quantitative investigation method based on DHTT was, for the first time, proposed
to determine the heat transfer performance of mold flux. Herein, the heat flux of four
mold fluxes with different Al2O3/SiO2 mass (A/S) ratios was estimated by using the
new DHTT. The result showed that the heat flux decreases with increasing A/S ratio,
which is consistent with the result of the parallel-sided plate method.

Keywords Mold flux · Heat flux · Thermal resistance · Double hot thermocouple
technique · In-situ quantitative method

Introduction

In continuous casting process, the mold flux plays an essential role in controlling
the heat transfer between the billet/slab and the mold [1]. For many steels, espe-
cially advanced high strength steel (AHSS) [2], twin-induced plasticity (TWIP) [3],
and transformation induced plasticity (TRIP) steels [4], controlling the heat transfer
of film is critical to improving the quality of billet/slab. For instance, the thermal
mismatch between ferrite and austenite phases can cause the longitudinal cracking
problem in castingAHSS steel. It is therefore important to determine the heat transfer
properties of the mold flux.
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Currently, there are four main approaches to determine the heat transfer perfor-
mance of themold flux: the parallel platemethod, the cold fingermethod, the infrared
emitter technique (IET), and the double hot thermocouple technique (DHTT). Many
groups take up with the research of the heat transfer properties of mold flux. Cho
et al. [5] compared the heat transfer properties of low carbon steel (LC) and medium
carbon steel (MC)mold fluxes by using the parallel plate method. The results showed
that the interfacial thermal resistance is found to be about 50% of overall thermal
resistance for the heat transfer. By using the cold finger method, Qi et al. [6] inves-
tigated the heat transfer performance of fluoride-free and titanium-bearing mold
fluxes. The results suggested that the heat flux of fluoride-free mold fluxes reduces
with increasing basicity (CaO/SiO2 mass ratio). By employing the IET and theDHTT
method, Wang et al. [7] explored the radiative heat transfer behavior and the heat
transfer capability of the LC and MC mold fluxes. The results showed that glassy
samples behave similar radiation heat transfer capability and the thermal diffusivity of
fully crystalline LCmold flux is higher thanMCmold flux under the same condition.

The hot thermocouple technique (HTT) is a kind of high-temperature measure-
ment method which uses intermediate frequency chopper technology to realize both
heating and temperature measurement [8]. Based on the HTT, the DHTT is further
developed by doubling theU-shaped B-type thermocouple and its associated control-
ling system [9]. The simplicity and versatility of DHTT should make it very useful,
especially for in-suit observation of the crystallization and heat transfer properties of
mold flux for different temperature gradient. However, all DHTTs used to analyze
the heat transfer ofmold flux are qualitative analysis and cannot keep a stable temper-
ature field (need the temperature pulse) [7, 9]. Thus, it is crucial to quantify the heat
flux by using the DHTT.

Based on the new DHTT, this research provides a new approach to investigate the
heat transfer performance of mold flux. The results suggested that the new DHTT
results were consistent with results of the parallel plate method.

Experimental

Pre-Melted Samples Preparation

The compositions of mold fluxes are listed in Table 1, which is the same as a previous
Reference [10]. The mold fluxes for this study were made of pure chemical reagents.
After mechanically mixed in a ball mill, these reagents were melted in an induction
furnace at 1773 K for 20 min to homogenize their chemical compositions. Subse-
quently, the molten mold fluxes were quenched in a water cooled copper plate and
crushed for the DHTT experiments.
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Table 1 Chemical compositions of mold fluxes (wt%)

No CaO SiO2 Al2O3 Na2O CaF2 A/S ratio Heat flux /
MWm−2

Thermal
resistance /
10−2K2W−1

R1 20 45 5 10 20 0.11 0.449 0.246

R2 20 35 15 10 20 0.43 0.393 0.285

R3 20 25 25 10 20 1.00 0.368 0.302

R4 20 15 35 10 20 2.33 0.321 0.343

Fig. 1 Schematic of new
DHTT. (Color figure online)

Experimental Procedure

Figure 1 shows the schematic diagram of the DHTT device. The details of DHTT
have been described by Kashiwaya [11]. Based on the traditional DHTT, we add the
duty cycle sensor in each channel, which can collect the output duty cycle. And the
sample is heated by the lamps to keep the ambient temperature stable [12].

To test the heat transfer performance of mold flux, a temperature control curve
was first designed. As shown in Fig. 2, the temperature of CH-1 and CH-2 was raised
rapidly to 1773Kand keep 30 s to homogenize its composition. Then, the temperature
of CH-1 and CH-2 rapidly cool down to 1673 K and 1073 K, respectively, remaining
in agreement with the temperature gradient in the mold. Secondly, the pre-melted
mold fluxes were added on the B-type thermocouple (between CH-1 and CH-2) and
heated according to the temperature control curve (Fig. 2). When the temperature
gradient is stable, the distance between CH-1 and CH-2 was kept constant at 2 mm.
Finally, the duty cycle of CH-1 and CH-2 was collected.

In order to obtain the heat transfer performance of samples, the low-temperature
channel (CH-2) was chosen as comparison criteria. In the comparison, if the duty
cycle of low-temperature channel (CH-2) was assumed to be lower, estimating the
heat flux was higher, and vice versa. In the quantitative study, each sample was
repeated three times, and the mean duty cycle value (150 - 230 s of Fig. 2) was taken
as the original parameters. However, the results are presented here only to provide
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Fig. 2 Temperature control for DHTT test. (Color figure online)

a qualitative value of the heat transfer performance of mold flux. Therefore, further
research is needed to quantify these parameters. Since the heat fluxes and thermal
resistance of samples are known (Table 1), the conversion function can be obtained
by the fitting.

Results and Discussion

Figure 3 shows the duty cycle result of each sample. It can be seen that the duty
cycle and thermal resistance increase with increasing A/S ratio, while the heat flux
decreases with increasing A/S ratio. These three parameters reflect the trend that
the heat transfer performance of the mold flux reduces with the A/S ratio. Actually,
this trend is related to the crystallization ratio of mold flux film. Figure 4 shows the
in-situ observation results of mold flux film (R1 to R2) at 200 s in Fig. 2. It can be
observed that the crystallization ratio increases with increasing A/S ratio. Therefore,
the increase of crystallization of films inhibits the heat transfer, which is consistent
with the previous studies [13–16].

For the purpose of quantification, the relationships between duty cycle and heat
flux or thermal resistance was investigated to estimate the heat flow and thermal
resistance of mold flux. As shown in Fig. 5a, it can be seen that the heat flux are
significantly correlated with duty cycle, of which the R2 is 0.992. Thus, the rela-
tionship between the heat flux and duty cycle can be estimated by fitting a linear
regression model, which was expressed by the formula given below.
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Fig. 3 Heat flux, duty cycle, and thermal resistance change with the A/S ratio. (Color figure online)

Fig. 4 In-situ DHTT
observation of mold flux.
(Color figure online)

q = −0.163
w

10
+ 1.660 (1)

where q is the heat flux (MWm−2), w is the duty cycle (‰) obtained by new DHTT.
As shown in Fig. 5b, the thermal resistance has an obvious positive correlation with
the duty cycle (R2 = 0.980). Thus, the conversion relationship between the thermal
resistance and duty cycle is further established, as shown below.

R = 0.123
w

10
− 0.665 (2)
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Fig. 5 Correlation analysis: a relationship between the heat flux and duty cycle, b relationship
between the thermal resistance and duty cycle. (Color figure online)

where R is the thermal resistance (10−2K2W−1). Thus, the new DHTT can be used
quantitatively to evaluate the heat flux and thermal resistance of mold flux film by
using Eqs. 1 and 2.

In this study, we prosed a new DHTT method to determine the heat transfer
performance of mold flux. The results showed that the new DHTT not only solves
the problem that traditional DHTT cannot be utilized in a quantitative study, but
also establishes a stable temperature gradient in during the experiment (no need
for a temperature pulse). Collectively, the new DHTT provides a new approach to
investigate the heat transfer performance of mold flux at high temperature.

Conclusion

In this paper, a new DHTTmethod was, for the first time, employed to quantitatively
estimate the heat transfer performance of mold flux. The duty cycle of the low-
temperature channel increases with increasing A/S ratio, reflecting the heat transfer
performance of mold flux reducing with the increase of A/S ratio, which consistent
with the results obtained by the parallel plate method. The conversion formulas are
further established, which enables the new DHTT can be used to estimate the heat
flow and thermal resistance of mold flux.
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Synchronized High-Speed Microscopy
and Thermoanalytical Measurement
for Sub-mm/sub-ms-scale Cathodic
Behavior in Molten Salt Electrolysis

Shungo Natsui, Ryota Shibuya, Hiroshi Nogami, Tatsuya Kikuchi,
and Ryosuke O. Suzuki

Abstract Theelectrochemically deposited liquidmetal (Me=Ca,Li, or their alloys)
in the molten chloride works as powerful reductant for TiO2 or other metal oxides;
however, the electrolysis efficiency should be enoughhigh ifmuch lower oxygen level
in metal phase was required. A detailed understanding of the cathodic behavior is
necessary to control and optimize the electrolysis. In this study, to clarify themorpho-
logical and thermal characteristics of a cathodic electrode in a molten MeCl melt,
we simultaneously performed electrochemical measurements and thermal measure-
ments using an ultrafine thermocouple inserted inside a Mo electrode. Changes in
the electrode interface were recorded at 500-μs intervals using a synchronized high-
speed digital camera. It was possible to trace the change in the electrodeposition
pattern in each potential quickly and sensitively, which was difficult to determine in
only the electrochemical potential-current response.

Keywords Molten salt electrolysis · Colloidal metal · High-speed digital
microscopy · Heat transfer

Introduction

In the prevailingKroll process for titanium (Ti) production,which incurs an extremely
high energy cost, TiO2 must first be converted to TiCl4 by Cl2 gas, followed by use of
liquidMg as the reductant, andMgCl2 as a by-product is circulated by electrolysis to
give liquid Mg and gaseous Cl2. Thus, the Kroll process consists of many synchro-
nized processes. Direct electrochemical reduction of solid TiO2 in molten chloride
(e.g. CaCl2, LiCl, and their mixtures) is a simple and straightforward electrolytic
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metallurgical method. This strategy is expected to simplify the processes separated
in the Kroll process and thus reduce the amount of consumed energy. Among the
present systems of titaniummetal production, the direct electrochemical decomposi-
tion of TiO2 in molten CaCl2 has received special attention because of its simplicity
and low energy cost. One successful example is the widely known “FFC Cambridge
process”, in which the oxide anion from the solid TiO2 pellet placed at the cathode
transfers to the anode in the salt bath [1]. Another promising method (“OS process”)
has been proposed that has better utilisation of the oxide anion transfer in CaCl2,
because as much as 20 mol% CaO can dissolve in molten CaCl2 at 1173 K [2]. The
electrochemically deposited liquid Ca at the cathode also dissolves in the CaCl2 melt
(the solubility of Ca is reported as 2–4 mol% at 1123 to 1198 K) [3, 4]; and the
dissolved Ca works effectively to reduce the oxide powder, even if the powder parti-
cles are electrical insulators or have no direct electrical contact with the cathode. In
the mechanism of the OS process, metallothermic reduction by the dissolved liquid
metal Me in the vicinity of the cathode is essential (Me2+ + 2e− → Me), where the
oxide is placed close to the cathode. In the case of metallothermic reduction of solid
titanium oxide using electrodeposited Me, the morphology of Me near the cathode
is crucial. The liquid Me works effectively to reduce TiOx, even though the latter
does not have any direct electrical contact with the cathode. Therefore, the reduction
efficiency in this method is thought to be greatly affected by the morphology of
the interface between the electrolytically deposited Me and molten salt. It is widely
known that a “metal fog” (colloidal metal) could be formed around the deposited
Me without mechanical stirring, if a suitable emulsifier is present [5, 6]. Electro-
chemically deposited colloidal Me in molten salt has been considered to be particles
formed by Mex molecular clusters [7–9]. Despite its importance, however, there is
only limited knowledge about the behaviour of colloidal Me due to the difficulty of
in-situ observation [10, 11].

In this study, we investigated the dispersion characteristics of colloidal Me
in molten LiCl-CaCl2 system by examining images of the electrode surface
obtained with high-speed digital microscopy synchronised to the electrochemical
measurement with the thermoanalytical and electrochemical measurements.

Experimental

To observe the interfacial morphology of the working electrode, a quartz glass vessel
100 mm in diameter and 250mm in height was employed, which has a barrel-vaulted
shape with a flat surface. An electric resistance furnace was designed to control the
inner vessel temperature with an accuracy of±1K for direct observation of processes
within the vessel. Ametal halide light (maximum light flux: 12,500 lm, main spectral
peak: 550 nm) was used as an auxiliary light source. Time changes in the working
electrode were recorded at 125 μs or more intervals, and a resolution of 640 × 480
pixels was obtained using a high-speed digital camera (Ditect Co., Ltd., HAS-D71,
monochrome, main response spectral range: 500–600 nm) and a long-distance zoom
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lens (VS Technology Co. Ltd., VSZ-10100, working distance: 95 mm, minimum
field of view: 666 μm × 500 μm, and length per pixel: 1.04 μm). The location of
the tip of the liquid metal–electrode interface was tracked in each captured image
by using image processing software (Photron Co., Ltd., PFV Viewer and ImageJ).
Reagent-grade LiCl (>99.0 wt%) and CaCl2 (>95 wt%) were used for the melt. Each
chloride was dried under approximately 1 Pa at 573 K for more than 12 h. All the
experiments were conducted in an Ar atmosphere (>99.9995 vol%). After melting
the salt, the suspended electrodes were immersed in the melt while keeping the seal.
Molybdenum (Mo) was employed as the material of the working electrode (WE),
which must be inert and unreactive to the molten salt as well as the Ca and Li to
be electrodeposited. One of the WE shape was a rod (φ 1.5 mm, 99.95 wt%) which
was previously trimmed flatly in half by end-milling on the observation side, and the
rod surface was polished with emery paper. Another one was a tube (i.d.: 1.57 mm,
>99.95wt%) and implantedK-type thermocouple are insulated byMgOnanopowder
to record the temperature change due to the electrochemical reaction occurring on the
Mo tube surface. The immersion depth of the working electrode was fixed at 10 mm
by using an insulated protective Al2O3 tube. The counter electrode was a graphite
rod (φ 10 mm). An Ag+/Ag reference electrode was employed, which consisted of a
silver wire (φ 1.0 mm, 99.99%) immersed in each melt containing 0.5 mol% AgCl
(99.5%) and set in a borosilicate tube [12]. Electrochemical measurements were
performed using an automatic polarisation system (Hokuto Denko Corp., HZ-5000).
The inter-electrode voltage and microscope images were synchronised with an error
of 4μs by using an analogue signal synchronous system.A “scopecorder”with a high
noise-tolerant voltage measurement module (DL350, Yokogawa Electric Co.) was
used to measure the thermoelectromotive analog signal of the TC in the electrodes
and bath. The voltage measurement interval was constant at 100 μs. The minute
thermoelectromotive force generated from TC was converted to a sharp waveform
by an amplifier and a low-pass filter.

Results and Discussion

ThemoltenCaCl2 or LiCl electrolysis produces very high concentrations ofmetal fog
[11]. In these cases, itwas difficult to observe the electrode surface as the electrochem-
ical reaction proceeded. Instead of these, the characteristic cathodic behavior can be
discussed obviously in molten salt electrolysis of CaCl2-LiCl eutectic system oper-
ating at low temperature. Photographs of the electrode surface along the current–time
curves are shown in Fig. 1 [13]. The liquid-phase precipitate grew heterogeneously
on the flat Mo surface, eventually generating a number of metal droplets. In contrast,
colloidal Me was generated around the electrode. It showed that colloidal Me moves
near the electrode surface to form a “cellular” network shape. After prolonged elec-
trolysis, the cell structure collapsed due to excessive precipitation of colloidal Me
and aggregation of the network structure. When the potential is more negative, the
cells are larger for the same supplied charge, possibly because the convection field is
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Fig. 1 Photographs of the electrodeposited melt and black colloidal metal formed on the flat Mo
electrode at 823 K. (Reprinted from [13])

generated more rapidly. Further, a more negative potential promotes the aggregation
of colloidal Me, and droplets can be clearly seen at the central portion of the cells.

As the amount of supplied charge increased, the droplets coalesced repeatedly;
thus, their number density is decreased. A lower droplet number density was found at
E = −2.55 V than at −2.50 V, meaning that larger droplets were formed at the more
negative potential. Supplying the same electric charge (q = 0.95 C) took less time
at E = −2.55 V than at − 2.50 V. Therefore, it is natural to consider that the static
droplet diameter changes due to the effect of the potential on the interfacial tension
balance (electric capillary phenomenon) [14]. After the network structure is formed,
it has to be partially distorted for the coarsening of the cohesive structure. Although
colloidal particles generally aggregate to minimize the local cohesive energy, this
distortion process must also increase the local cohesive energy. Since the network
aggregation structure has a tendency to shrink as a whole system, the spontaneously
generated stress is stored instead. Thus, given the energy conservation, the hydrody-
namic driving forcemust create distortion in the colloidal metal network. The famous
cellular convection structure called “Bénard cells” is formed in the vertical direction
driven by buoyancy. Interfacial tension-driven flow mechanism of two liquid phases
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is known as “Marangoni–Bénard convection”. Considering a simplified hydrody-
namic model, a relatively large flow velocity is expected to occur on this temporal
and spatial scale even with a slight interfacial tension difference.

It has already been stated that themicroscopicmorphologyof the dispersed fog can
change with potential [15], and the authors are trying to quantify it from local calori-
metric measurements. The macroscopic energy balance during the electrochemical
reaction may have changed with the applied potential due to formation of metastable
metal fog: the excess energywas probably required to create the dispersedmetal-and-
salt interface, and this energy depends on the microscopic fog morphology [16]. We
analyzed the thermal behavior data to consider the effect of the morphology of the
electrodepositedMe inmoltenMeCl.When the temperature T and the pressure P are
constant and the chemical reaction proceeds, according to the first law of thermody-
namics, the internal energy �U is expressed as �U = T�S − (P�V +We

0). Here,
�S indicates the molar entropy change in a unipolar reaction. Herein, the electro-
chemical work is written as We

0 when the electrochemical system is in equilibrium.
In an isobaric process, if the electrochemical reaction is in progress, the electro-
chemical work is written as We; thus, the relationship of Q = T�S + We − We

0

is obtained. In this case, Q is the heat absorbed when the electrochemical reaction
is proceeding. We consider the current I and the heat dQ absorbed during time dt.
Electrochemical work is the product of the potential difference (�E) and the elec-
tric charge (Idt); we denote the equilibrium potential of the cathode as E0, and we
hence obtain �We

0 = (
E − E0

)
Idt. Here, we must add the following generation

term, because the Joule heating effect and the heat exchange at the reaction interface
cannot be ignored while the electrochemical reaction proceeds. Therefore, the heat
absorbed at the single electrode/electrolyte interface dQ can be written as:

dQ

dt
= T�SI

nF
− ∣∣E − E0

∣∣I + I2Re − Qt (1)

where n is the valence of ion, F is the Faraday constant, R is the electrode/electrolyte
resistance (≈ the electrolyte resistance [17]), η is the overpotential (=E−E0), and qt
is the heat exchange between molten salt and electrode. The slope of the temperature
change is approximated to a constant. Generally, the heat exchange between WE
and molten slat bath Qt can be calculated by the following equation to assume the
temperature difference between the WE and bath, �T (= TWE − Tbath):

Qt = hA�T ; h ≈ k · Nu
rWE

(2)

where k is the thermal conductivity of the bath [18], rWE is the radius of the electrode,
and Nusselt number, Nu; the heat transfer coefficient between a WE and bath was
given as 2.0 [19]. In the early stage of electrolysis, when dQ/dt can be assumed to be
constant, we can analytically solve Eq. 1. Even in the electrolysis of the eutectic chlo-
ride melt, the metal deposition reactions are expected to be endothermic. Although
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Fig. 2 Potential dependence of the molar entropy change of Me (=Ca, Li) electrodeposition
from molten Me chloride melt at 1173 K due to electrochemical reaction estimated from thermal
measurements

�S in this system is an unknown value, the apparent value can be estimated via
the time integration; each application of the potential in Me precipitation gives the
following equation (range of t’: 0–2 s):

�S = 1

t′

t′∫

0

nF

TtIt
·
(
Cp

dT

dt
+ I2t R + ηIt + k · Nu

rWE
A�Tt

)
dt (3)

Equation 3 can be solved by numerical integration, and Fig. 2 shows the estimated
apparent �S of Me+ + e− → Me (in pure MeCl at 1173 K) at each potential. Both
of �S were almost zero for (a) E > -1.9 V; however, for (b) E < -2.0 V, it was
estimated as a positive value and clearly shows an increasing trend. In Case (a), the
effects of the second to fourth terms on the right side of Eq. 5 are considered to be
relatively large. In Case (b), the �S value was 100–300 JK−1 mol−1. By simulating
�S with the thermochemical software (FactSage7.0 was used for calculating the
absolute entropy of Ca2+ or Li+ in the melt, which was estimated with the help of
approximations in aqueous solutions), we obtained 18.6JK−1 for Ca, and -138.8
JK−1 for Li [20]. The experimental value was much higher than the simulated value.
This is probably because the simulated value is for an ideal system; on the other hand,
the electrodeposited morphology of Me in this system exhibits a unique dispersed
phase. The excess energy was probably required to create the dispersed metal-and-
salt interface and depends on the microscopic fog morphology. Unfortunately, no
evidence has yet been obtained to support this hypothesis. The heat transport model
represented in this section through the electrode/electrolyte interface is simplistic; it
may be necessary to consider even smaller scale heat balances for a more detailed
understanding.
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Conclusions

We observed the sub-mm/sub-ms-scale convection with a colloidal network gener-
ated at theMo cathode interface during electrolysis of CaCl2-LiCl system. The deter-
mined dependence of unit cell size of the network on the applied potential will make
a significant contribution to high-temperature colloid chemistry in the future. Simul-
taneously, using a simplified hydrodynamic model, a relatively large flow velocity
is expected to occur on this temporal and spatial scale even with a slight interfa-
cial tension difference. This non-uniform interfacial flow caused by heat and mass
transfer will make an effective contribution to the microscale mixing in the vicinity
of the electrode.
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X-ray Radiography Study on Defect
Analysis of Electron BeamWelded Plain
C-Steel and Fe-7% Al Alloy Joints

Soumitra Kumar Dinda, Prakash Srirangam, and Gour Gopal Roy

Abstract Low C-steel to Fe-7%Al alloy dissimilar joint by electron beam welding
(EBW) was carried out using oscillating beam, without oscillating beam and by
increasing welding speed condition. X-ray radiography technique at sub-micron
resolution was employed to study the effects of scanning parameters on the defect
formation. Detection and quantification of defects within welds were subsequently
carried out from radiography images by image processing, segmentation of images
and pattern recognition. X-ray radiography images showed the presence of porosity,
wormhole and lack of fusion-type defects in the dissimilar joints. Quantitative anal-
ysis of weld defects demonstrated that beam oscillation provides better quality weld
by decreasing approximately 58% porosity compared to its non-oscillating counter-
part and 73%compared to higherwelding speed.Wormhole and lack of fusion defects
were observed at other two conditions, which did not observe in welds produced by
beam oscillation.

Keywords Sub-micron X-ray radiography · Electron beam welding · Beam
oscillation · ImageJ · Porosity · Circularity
Introduction

Nowadays, welding in dissimilar combinations is gaining prominence in automotive,
aerospace, nuclear, engineering industries. Butt and tailor blank dissimilar welding
of different steels to Al alloy fulfil that requirement [1]. Fuel saving and green-
house gas emissions are now challenging and attractive task by reducing weight
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in these sectors. 7–8% addition of aluminium to steel reduces the density of steel
approximately 17% [2]. In earlier days, dissimilar materials were bonded together
by some mechanical assembling processes such as riveting, clinching and screwing.
[3]. New welding techniques in the recent past such as friction welding or any other
solid-state welding that bypass to fuse the materials were successfully employed.
Different steels to Al alloy welding are quite difficult due to the differences in
melting points, thermal expansion coefficients, thermal conductivities, corrosion
potentials and mutual solubilities [4, 5]. Conventional list of fusion welding like
gas tungsten arc, gas metal arc and submerged arc, etc., is available for the joining
of different similar and dissimilar metals. With comparison to all others, laser beam
welding (LBW) and electron beam welding (EBW) are considered one of the most
sophisticated fusion welding techniques having contamination free weld, narrow
heat-affected region, high depth-to-width ratio, less thermo-mechanical distorted,
fewer defects, etc. [6–9]. Defect characterization and optimization by different non-
destructive tests (NDT) are very important before going for any property-related
study. Any types of joining defects like porosity, wormhole, microcracks, lack of
proper fusion, etc., can be easily characterized by different techniques. Sub-micron
X-ray radiography techniques emerge as one of themost appropriateNDT techniques
and software also able to analysis and identify most all types of weld defects from
the radiograph images. The main fundamental concept is that the defective/improper
area absorbs more energy compared. As a result, defect portion appears to be darker
portion within the image. Radiograph images can identify lots of weld defects and
listed here in Fig. 1. Different mechanical weld properties greatly depend on various
defect formations in the welded joints [10, 11]. Therefore, defect characterization
is primitive steps to understand the influence of weld parameters on the quality
assessment of the joints. From ImageJ user guide in process division for the quan-
tification from its original digital images, techniques are available [12]. Nacereddine
et al. [13] did weld defect detection by digital image processing technique of indus-
trial radiography system. They characterized by standard image processing way, i.e.,
select of the region of interest, filtering, noising, contrast enhancement and thresh-
olding. Wang et al. [14] detected different welding defects of radiographic images
by using support vector machine (SVM) and also compared with other methods
say k-means classifier, linear discriminant classifier, k-nearest neighbour classifier
and feed-forward neural network. They conclude that the SVM method was best
among all these lists of methods. Moghaddam et al. [15] recognized various linear
defects such as lack of penetrations, incomplete fusion and external undercut by
image processing technique of radiography images and compared with k-nearest
neighbour (KNN) and support vector machine (SVM) classifiers. Madani et al. [16]
detected different types of welding defects say crack, porosity, burn through and
end crater by using image processing and MATLAB software. Murakami et al. [17]
did segmentation analysis for detecting different types of weld defects of radiograph
images by digital image processing, using smoothing filters, bridge filters, Sobel
operations on contrast filters, etc. Saravanan et al. [18] did defects characterization
of dissimilar friction stir aluminium to zinc-coated steel joints using digital X-ray
radiography. They did noise cancellation by using filters and sharpen the images
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Fig. 1 Different types of weld defects (in cross section) can analyse from radiographic images.
[22]

by gradient operation and contrast adjustment. They detected microcracks to see
the effects of different welding parameters such as rotational speed, travel speed
and penetration depth. Silva et al. [19] showed that pulsed GMAW produced better
quality welds than double-pulsed GMAW technique by reducing porosity. They
did porosity quantification and compare between the process by gravimetric and
radiographic images. Igathinathane et al. [20] developed plugin for ImageJ in Java
for determining length and width orthogonally of singulated particles to measure
dimensions of food grains. Greater than 96.6% accuracy, they achieved for labo-
ratory measurements and physical characteristic (dimensional), size-based grading
and sieve analysis for size distribution of particles. Igathinathane et al. [21] studied
and developed ImageJ plugin to extract the particle dimensions obtained from the
digital image by identifying their shapes with their distribution. The plugin produces
quick and accurate particle size distribution from its digital images, and it is also
applicable for different various particle size studies.
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From the previous studies and literature review, it was found that though X-ray
radiography was employed in characterising defect formation in the weld joints by
different methods, hardly, any paper related to these particular joints and analysis
details of radiograph images with required resolution of sub-micron defects could
be found. With the advent of laboratory X-ray machines at sub-micron resolution, it
is now possible to characterize defects of the weld joints, which are in a size ranging
from few microns to sub-micron size. In this study, we present the comprehensive
characterisation of weld defect formation in electron beam welded dissimilar joint
between plain C-steel and Fe-7% aluminium alloy by using oscillating beam and
also by varying its welding speed.

Experimental Procedure

The composition of the parent materials used in the study was: plain C-steel (C =
0.3%, Mn = 0.92%, Si = 0.23%, Fe = rest) and Fe-Al alloys (C = 0.0045%, Al
= 6.94%, Mn = 0.20%, Fe = rest). Fe-Al alloy is provided by Tata Steel, UK, and
plain C-steel was purchased from market.

Figure 2 represents the schematic view of electron beam welding process using
oscillating beam. Beam oscillation at definite periodic patterns alters the direction
of the electromagnetic field as depicted in Fig. 2b.Using oscillating beam, improves
weld geometry and by restricting molten pool to collapse by controlling root spiking
of the weld [24]. Table 1 below shows the parameters used in this present study. Heat
input rate was calculated by this formula ((Current*Voltage)/Welding speed)).

Fig. 2 Schematic of electron beamwelding processwith oscillating beam [23]. (Color figure online)
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Table 1 EBWoperating parameters (thickness= 1mm each, keep beam voltage= 60 kV constant)

Joints Applied current
(mA)

Welding scanning
velocity (mm/min)

Oscillation details Heat input
(calculated)
(kJ/mm)

Diameter Frequency

Joint 1 17 1000 1.0 mm 600 Hz 0.061

Joint 2 17 1000 – – 0.061

Joint 3 19.3 1500 – – 0.041

Table 2 Radiography
scanning parameters used

Voltage (kV) 100

Power (W) 9

Exposure (s) 50

Optical magnification 4X

Voxel size (µm) 2.27

X-ray Radiography

Sub-micronX-ray radiography experimentswere carried out by using the ZeissVersa
520 scanning system. For 2D observation of any weld defects with their quantifica-
tion, can easily characterized by using this system. The main principle of the study
is that the material is fixed on the rotating platform within the X-ray source and
detector where the exact position will be adjusted according to the material size and
required observation. When X-ray beam on and into the material, they may pass
through or attenuated. Thus, form the greyscale radiograph on the other side on the
detector screen. Scanning parameters for radiography experiments used in this study
are listed in below Table 2.

Image Processing

The radiography images and its quality are the main factor for different weld defect
detections and identifications. Different machine parameters such as film type,
film density, focus-film distance, source energy level, exposure time and developer
temperature were controlled so that an image with satisfactory quality could be
obtained for subsequent detection and defect classification [25]. The FFT band-pass
filter had the best performance, and it is used here for noise reduction, without
removing relevant defects and without decreasing image sharpness [26]. Parameters
used in FFT band-pass filter are listed in Table 3 below. After using filter, adjust
brightness/contrast for better vision of the images. Thresholding was the last stage
in digital image processing of radiographs where it separates the regions of interest
in the image. The main intention is to eliminate irrelevant information, which leaves
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Table 3 Parameters used in
FFT band-pass filter in this
study

Filter large structures down to (pixels) 30

Filter small structures up to (pixels) 15

Suppress stripes None

Tolerance of direction (%) 5

only portion of interest such as different types of defects by differentiating or parti-
tioning of pixels having the relationship between pixel and threshold value [27].
Thresholding was done by automatic algorithm named ‘Otsu’ with dark background.
After getting final images, particles were analyzed by giving size ranges from zero
to infinity and circularity ranges from zero to 1.0 with outlines.

Results

Figure 3 depicts the radiography image that consists of original images, filtering
images and segmented images after thresholding for different weld parameters. The
first column represents the original radiography images of all joints. The second
column was the intermediate steps during analysis of original images named filtered

Fig. 3 Radiography images of column a original high resolution,bfiltering images and c segmented
images for welds: (1) Joint 1: first row: porosity having small diameter, (2) Joint 2: second row:
porosity but large quantity (circle spot over the whole area) and wormhole, (3) Joint 3: third row:
improper or lack of fusion (horizontal in middle portion). (Color figure online)
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Fig. 4 Bar diagrams for pore size distribution for all three welded joints a Joint 1, b Joint 3, c Joint
3. (Color figure online)

images, and the third column was the final segmented images, which consists of
different weld defects. Compared to the welds for Joint 2, the weld quality for Joint
1 obtained with beam oscillation showed only small-sized pores without any kind of
other defects. Wormhole defects were seen in Joint 2, and also, the size of the pores
was found to be larger. For Joint 3, pore density was found to be higher compared
to other two joints. Lack of fusion or lack of penetration was also found to occur at
the transition area of two base materials in case of Joint 3. Measured length for lack
of fusion was estimated as 4594 µm approximately by ImageJ scale bar.

Figure 4 shows the pore size for all three joints in the same scale. It was seen
that for Joint 1, the amount of pores was minimum, and the size is mostly below
50 µm. For Joint 2, the amount of pores is approximately twice that of Joint 1.
Although the majority of pore size was mostly around 50 µm, bigger size pores
were also significant. For Joint 3, the largest number of pores was seen. Here, also,
50 µm pores were more prevalent, but bigger size pores were also significant. Table
4 shows the comparative quantified results from radiograph images. It was seen that
the average pore size for Joint 1 was 37.8 µm, while it was 42.7 µm for Joint 2.
Maximum pore size in Joint 1 also reduced to 120.9 µm from 357.2 µm in Joint 2.
Joint 1 provides 90% pores within 80 µm range compared to 175 µm range for Joint
2, and its decreased to 100 µm for Joint 3 (1500 mm/min). Found wormhole type of
defects for Joint 2. That may be due to more gas entrapment, providing larger pores.
Because of higher welding speed (Joint 3), maximum pore size decreased (175 µm)
compared to the slower one (Joint 2) (357.2 µm), but the number of pores (427) and
average pore size (48.4 µm) increased. Lack of fusion or lack of penetration found

Table 4 Quantitative comparison of pores among three different welded samples

Joints Maximum
diameter
(µm)

Minimum
diameter
(µm)

Average
diameter
(µm)

No of
pores

Pores > 75 µm
diameter

Max %
ranges
(µm)

Joint 1 120.9 7.5 37.8 113 12 0–80

Joint 2 357.2 7.5 42.7 269 41 0–175

Joint 3 175 7.5 48.4 427 33 0–100
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for Joint 3 is due to higher speed having less time for complete welding took place.
From these radiography results, it can be summarized that beam oscillation reduced
pores both qualitatively and quantitatively compared to both non-oscillating beams.
Other type of defects was also not foundwith use of beam oscillation. For every joint,
the percentage of pores having diameter above 75µmwas calculated, and the results
were plotted in Fig. 5a and the corresponding pore numbers in Fig. 5b. As shown in
Fig. 5a, Joint 3 contained minimum (7.7%) of larger pores (diameter above 75 µm)
and maximum for Joint 2 (15.3%) and in between for Joint 1 (10.6%). Generally,
above 75 µm diameter pores, it is considered as macrosize pores [28]. For Joint 2,
macropores percentage was maximum. Figure 5b shows that in case of Joint 3, the
number of pores is maximum, and it is minimum for Joint 1.

Equation 1 shows the equation of circularity index to identify pore morphology
characteristics at different conditions. Figure 6 depicts the variation of the calculated
circularity values with different sizes of pores in welded joints. Pore morphology in
2D way was characterized by circularity formula defined by Eq. 1 [29]. Small size
pores mostly having circularity index close to 0.8 to unity indicate roughly circular

Fig. 5 Bar diagrams comparisons showing a pores % having diameter above 75 µm, b corre-
sponding pore number for all three joints. (Color figure online)

Fig. 6 Pores circularity
calculation of all joints from
radiography data. (Color
figure online)
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pores, whereas for higher diameter pores, this value was generally between 0.5 and
0.8 indicatingmost irregular or anisotropic pores. Bubbles or pores having circularity
index close to unity could be due to the gas entrapment within the welded joints.

Circulari t y = 4× � ×
(

Area

perimeter2

)
(1)

Discussion

The goals of our present experiments are to optimize the weld parameters by weld
defect characterization qualitatively and quantitatively. ImageJ softwarewas used for
analysis of sub-micron X-ray radiograph images at three different welded samples,
i.e. oscillating beam, without oscillating beam at various welding speed. Porosity
and other gas defects mainly happen possibly due to gas entrapment during solidifi-
cation. In spite of keeping high vacuum in EBW process, it is still possible for very
small air being trapped between two clamped surfaces of the materials [30]. One
more phenomenon that might be responsible for porosity formation is the keyhole
instability. Keyhole instability mechanism was not understood fully till date, and it is
unlikely the phenomena in case of full penetration.Oscillating beamproducedmolten
bath churning phenomena that aidsmoremixing of dissolved gases and remelting of a
spot several times that facilitatesmore chance to remove or leave of gases from fusion
weld bead. As an output, it leads to the generation of uniformly distributed pores
having smaller in size compared to from non-oscillating counterparts. Wormhole
type welding defects are formed due to insufficient materials flow during welding
[31]. Due to improper mixing, less homogenization, lack of material flow may lead
to the formation of wormhole type of defects at welds produced by non-oscillating
beam. Keeping fixed power input, by increasing welding speed for normal beam
(without oscillation), the input energy rate reduces and subsequently increases its
cooling rates. As a result, entrapped gases faced insufficient time to release from the
weld bead and effectively increase its porosity formation chances [32]. Due to the
lower time, coalesce of pores is also not possible, which yields large pore density
compared to lower welding speed. Percentages of macropores are reduced in this
welding condition. Atwood et al. also reported that the higher solidification speed
effectively reduced its porosity diameter and increase in pores number and porosity
formed because of diffusion-controlled growth of hydrogen in Al-Si castings [33].
Fu et al. reported less defects and better quality of the welds produced by beam oscil-
lation [34]. In our recent study on metallurgical and mechanical properties of same
weldedmaterials, it is demonstrated that beamoscillation providedmore uniform and
homogeneous structure which provides excellent mechanical performance compared
to its non-oscillating counterpart. By increasing welding scanning speed, deteriorate
its properties [35]. Thus, our present defect analysis strengthens our properties study.
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Conclusions

1. Fe-7%aluminium alloy to plainC-steel plate dissimilarweldingwas successfully
carried out using both oscillating and non-oscillating beams at different welding
scanning velocities. Sub-micron range X-ray radiography study is performed to
visualize the porosity and other defects with their quantifications.

2. By using oscillating beam, welded joints found better in quality by controlling
porosity value with their diameter and number value of 58% compared to its
non-oscillating counterparts at fixedwelding speed.Wormhole and lack of fusion
defects were observed for other two non-oscillating beam joints, which did not
observe for oscillating one.

3. Quantification data from analysis also shows that non-oscillating joint having
higher in scanning speed increases its porosity value approximately 73% and
average size also from its lower welding speed joints.
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Biodegradability and
Bioactivity of Porous
Hydroxyapatite–Hardystonite–PCL
for Using in Bone Tissue Engineering
Application

Fariborz Tavangarian, Sorour Sadeghzade, and Rahmattollah Emadi

Abstract Astudy on the bioactivity andmechanical properties of the porous hydrox-
yapatite–hardystonite–PCL was performed, and the results were compared with the
non-modified porous hydroxyapatite. Different apatite morphologies were observed
in these two modified and unmodified scaffolds. The compression strength, modulus
and toughness of the modified scaffolds showed 104, 14 and 38% improvement
compared to unmodified scaffolds. This can be ascribed to the main role of thin
polymer-ceramic coating layer applied on the surface of hydroxyapatite scaffolds on
the mechanical and biological properties. These composite scaffolds showed a great
potential to be used for bone tissue engineering application.

Keywords Hydroxyapatite · Hardystonite · Polymer · Coating · Scaffold

Introduction

In tissue engineering field, many attempts have been focused on preparing highly
porous scaffolds with appropriate mechanical strength and bioactivity [1, 2]. An
interconnected porous structure in scaffolds can mimic architecture and function
of the extracellular matrix while providing a pathway for intercellular communi-
cation and allowing the exchange of nutrient and waste and ingrowth of cell and
vascular [3, 4]. Various methods including phase separation, electrospinning, space
holder method, and gel casting techniques are utilized to prepare porous scaffolds for
bone tissue engineering applications [5, 6]. However, these methods are restricted
by morphology, interconnectivity and size of pores. Hence, using the natural bovine
bone scaffolds can be new methods for designing a scaffolds near the human bone
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[7]. Based on the literature, hydroxyapatite (HA) is widely used for bone tissue engi-
neering applications. Despite its excellent biological properties, HA has shown a
weak mechanical property and biodegradability [8, 9]. This is the drawback of these
materials which restrict its use in load-bearing applications. Therefore, combination
of hydroxyapatite with silicate-based ceramics and polymer coatings has been useful
for obtaining nanocomposite materials with high mechanical and biodegradability
properties of scaffolds [10]. The aim of this study was fabrication of nanocom-
posite porous hydroxyapatite-hardystonite-PCL using natural bovine bone to take
the advantage of its high mechanical and biological properties.

Material and Methods

In this study, the spongy part of bovine bone was cut to rectangular samples with
10 × 10 × 18 mm in size. First, all rectangular samples sintered at 900 °C for 1 h.
Then, all rectangular scaffolds were coated with 0, 5, 10 and 15 wt% nanostructured
hardystonite/PCL composite. Briefly, PCL polymer (10 wt%) was dissolved in 50 cc
dichloromethane. Then, the nanohardystonite with 0, 5, 10 and 15 wt% was added
to the solution. Then, the samples are soaked for 30 min in solution, and the samples
are heated at 45 °C for 5 h in an oven.

To evaluate the morphology of pores, the scanning electron microscopy (SEM,
PhilipsXL30with acceleration voltage of 10–30 kV) coupledwith energy- dispersive
spectroscopy (EDS) was used. In order to evaluate the apatite formation ability, the
optimum sample based on the mechanical properties was soaked in simulated body
fluids (SBFs) with pH of 7.4 and at a temperature of 37 °C. The functional groups of
samples after immersion in simulated body fluid (SBF) for 21 days were evaluated
by Fourier transform infrared spectroscopy (FTIR, JASCO 680 PLUS) in the range
of 400–4000 cm−1. The percentage of porosity was measured using DahoMeter
DE-120 M densimeter.

Results and Discussion

Table 1 shows the mechanical and physical properties of natural hydroxyapatite
(NHA) scaffold compared to hydroxyapatite–hardystonite–PCL (NHA-HT-PCL)
composite scaffolds with various wt% of hardystonite. The porosity of NHA, NHA-
5wt%HT-PCL, NHA-10wt%HT-PCL and NHA-15wt%HT-PCL scaffolds was 95±
1%, 94 ± 2.5%, 91 ± 1.5% and 90 ± 1.3%, respectively. As shown, after coating
the samples a decreasing trend in porosity of scaffolds was observed. Also, applying
the coating resulted in an increase in the compressive strength and modulus of NHA
(0.5 ± 0.1 MPa and 112. 13 ± 5.41 MPa) to 0.51 ± 0.1 MPa, 114.5 ± 4.31 MPa,
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Table 1 Mechanical and physical properties of different samples

Sample Compressive
strength (MPa)

Compressive
modulus (MPa)

Porosity (%) Toughness
(KJ/m3)

NHA 0.5 ± 0.1 112. 13 ± 5.41 95 ± 1% 0.71 ± 0.1

NHA-5 wt%HT-PCL 0.51 ± 0.1 114.5 ± 4.31 94 ± 2.5% 0.72 ± 0.1

NHA-10 wt%HT-PCL 1.02 ± 0.1 128.1 ± 5.21 91 ± 1.5% 0.98 ± 0.1

NHA-15 wt%HT-PCL 0.9 ± 0.1 171.12 ± 6.21 90 ± 1.3% 0.91 ± 0.1

1.02 ± 0.1 MPa, 128.1 ± 5.21 MPa, 0.9 ± 0.1 and 171.12 ± 6.21 MPa for NHA-
5wt%HT-PCL, NHA-10 wt%HT-PCL and NHA-15wt%HT-PCL scaffolds, respec-
tively. Increasing the toughness is another result of applying the composite coating
on the surface of natural hydroxyapatite. The optimum samples based on mechanical
properties with appropriate porosity are NHA-10 wt%HT-PCL. Using scaffold with
close physical and mechanical properties to human spongy bone is really important
to avoid stress shielding phenomenon. As shown in this study, the mechanical prop-
erties of the optimum scaffold were in the range of the low load-bearing compressive
strength of natural spongy bone (the compressive strength and modulus of natural
spongy bone are in the range of 0.2–4 and 120–1000 MPa), respectively [11].

Figure 1a–c shows the SEM micrographs of NHA and NHA-10 wt% HT-PCL
composite scaffolds. As shown, the interconnected micropores (in the range of

Fig. 1 a SEM micrograph and b EDS spectrum of NHA scaffold, c SEM micrograph and d EDS
spectrum of NHA-10wt%HT-PCL scaffold. (Color figure online)
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100–200 μm) and macropores (in the range of 800–1000 μm) can be observed
in NHA scaffold. While applying the coating decreased the size of micropores as
well as the size of macropores. As shown, applying the coating caused a soft and
smooth surface without any crack on the NHA-10wt%HT-PCL composite scaffolds.
Agood agreement is observed between the results of SEMandmechanical properties.
Figure 1b–d shows the EDS spectra of NHA scaffold compared to NHA-10wt%HT-
PCL composite scaffolds. As shown, the observation of characteristic peaks of Si
and Zn peaks confirmed the presence of hardystonite phases in the coating on the
surface of NHA ceramic.

To evaluate the apatite formation ability of scaffolds before and aftermodification,
theNHAscaffold andNHA-10wt%HT-PCLcomposite scaffoldswere soaked in SBF
for up to 21 days.

Figure 2a shows the SEM images of NHA scaffolds. Some white precipitates
with spherical shape were observed on the surface of NHA. Applying the HT-PCL
coating on the surface of scaffold resulted in the formation of a sticky layer on the
entire surface of the scaffold. It seems that applying this coating led to an increase
in biodegradability and bioactivity of NHA scaffold.

Figure 2c and d shows the FTIR patterns of NHA and NHA-10wt%HT-PCL
composite scaffolds after 28-day soaking in SBF. The absorption peaks of OH and
PO4 were observed at 635 cm−1 and 1080, 1034, 602, 571 and 874 cm−1 [12]. In
Fig. 2d, the vibration bands of Si–O–Si and Si–O were observed in the range of
1140–910 and 500–600 cm−1 which had an overlap with PO4 group bands [13]. The

Fig. 2 SEMmicrograph of a NHA scaffold and bNHA-10wt%HT-PCL scaffolds. FTIR spectrum
of c NHA scaffold and d NHA-10wt%HT-PCL scaffold after 21-day soaking in SBF
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characteristic peaks of Ca–O and Zn–O at 564 and 511 cm−1 confirmed the presence
of hardystonite on the surface of scaffold [14, 15]. The new adsorption peaks related
to phosphate groups were also detected at 1020, 980, 912, 689 and 614 cm−1. The
presence of the carbonate groups at 1400 and 831 cm−1 showed the formation of
crystalline apatite [11, 12]. The formation of CO bands at 1727 cm−1 showed the
presence of PCL on the surface of NHA-10 wt% HT-PCL composite scaffolds [10].

Conclusion

In this study, we successfully fabricated the hydroxyapatite–hardystonite–PCL
nanocomposite scaffolds by using the natural bovine bone. Based on the mechan-
ical and physical properties, the optimum sample was NHA-10 wt% HT-PCL with
compressive strength, modulus, toughness and porosity 1.02 ± 0.1 MPa, 128.1 ±
5.21MPa, 0.98± 0.1 kJ/m3 and 91± 1.5%. Based on the SEM results, modifying the
surface of the scaffold results in improving the apatite formation ability of scaffolds.
Furthermore, applying the polymer ceramic coating on the initial scaffolds increased
the mechanical strength of the samples. Modifying the hydroxyapatite scaffolds with
this procedure can result in a better mechanical properties that can match with the
site of implantation and prevent the failure of the scaffolds after the surgery.
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Effect on Mechanical Properties
of Porous Titanium by Adding
Ferrovanadium Powder

Xu Wang, Guibao Qiu, Yilong Liao, Yuanhui Li, and Zhen Ma

Abstract As new structural and functionalmaterials, porousmaterials have unparal-
leled advantages compared to dense materials because of their special pore structure.
The powder metallurgy technique was utilized to prepare titanium foams by adding
space holders to generate pores and FeV80 to modify the structure and properties of
thematerials. The results show that the TixVy (x+ y= 1) phase exists in the sintering
product after adding FeV80 powder. The content of FeV80 increases from 0% to 12%,
resulting in the initial yield strength increasing from 190.08 MPa to 380.82 MPa;
when the content of FeV80 is increased to 16%, the initial yield strength decreases
to 331.77 MPa. Therefore, the improvement created in the mechanical properties of
the porous titanium by adding ferrovanadium alloy is highly significant.

Keywords Yield strength · Powder metallurgy · Ferrovanadium · Property

Introduction

Porosity in materials provides them with many unparalleled functions and properties
compared with those of dense materials, meaning that they have a wider range of
applications. Generally, the utilization of porous metals can be divided into func-
tional applications and structural applications [1]. Structural applications utilize the
energy-absorbing property of metal and its functional applications; however, struc-
tural applications also take advantage of the physical traits of porous metals, such
as acoustic, thermal, and electromagnetic properties. One of the aims in the field of
modern materials is to reduce weight. Porous metal gives a superior performance in
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this regard and, at the same time, its abundant pore structure means that it will not
lose strength.

Porous metals and their alloys are typically suited to functional applications due
to their superior heat-resistance, conductivity, corrosion resistance and moreover
their recyclability. These functional materials are widely applied in the aerospace
industry, biological medicine, electronics and communications, the petrochemical
chemical industry, environmental protection, construction, the automotive industry,
heat exchangers, mufflers, shock absorbers, and biological bone substitutes. Their
excellent high specific strength, high specific rigidity, good thermal conductivity,
superior energy absorption effect, and good damping performance [2–4] add to the
desirability of porous metals and their alloys in the wide range of applications for
which they are suitable.

According to statistics, 10% of the total V resource is used in the titanium industry
for the preparation of Ti alloys and then applied in the aerospace industry, examples
of this are Ti6Al4V and Ti10V2Fe3Al. The adding of V alloy increases the strength
and improves the plasticity of the material.

A study by Ge and Jinxu [6] reported on the mechanism of Al and V alloy on
changing the properties of Ti alloys. The conclusion indicated that the binding force
betweenTi andV is larger than that ofTi andTi. Therefore, the addingofValloy could
help to enhance the stability of β-Ti [5]. Huan et al. studied the enhancement effect
on a variety of elements, and indicated that Fe alloys have the greatest significane for
enhancing the strength of Ti alloys [6]. Niu Wenjuan studied the effect of different
elements on improving the properties of porous Ti alloys. The conclusion implies
that the adding of moderate Fe could contribute to the density of Ti powder [7]. This
chapter mainly studies the increasing porosity of Ti by adding Fe and V alloys.

Experimental Methods and Raw Materials

Raw Materials

The rawmaterials used in the fabrication of porous titanium using the powder metal-
lurgical technique are titanium (Ti), FeV80 powder, and carbamide. The basis of
Ti powder is commercial pure titanium powder with an average particle size of
29.808um and a purity of >99.5%. The FeV80 powder chosen for the alloying
element has an average particle size of 26.282um, and the carbamide has an average
particle size of 398.438um. The SEM graphs of raw materials are shown in Fig. 1
and Tables 1, 2 depict the purity of the Ti and FeV80.
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Fig. 1 Raw material: a-titanium powder, b-ferrovanadium powder, c-carbamide

Table 1 Chemical composition of titanium powder

钛粉 Ti Fe Si Cl C N O H

含量 99.5 0.05 0.03 0.03 0.02 0.01 0.6 0.04

Table 2 Chemical composition of ferrovanadium powder

FeV80 V Si P S C Al 余量

含量 77.58 0.91 0.032 0.046 0.2 0.91 20.32

Experimental Process

In this experiment, the carbamide is designed to comprise 40% in volume of the final
product. The content of Ti and FeV80 powders is figured in Table 3, in which entries
1 to 5 give the raw powder that did not have any pretreatment and entries 6 to 10
give the amount of raw powder milled in a high-energy ball-milling machine for the
purpose of increasing the reactive interface of the powder.

The raw materials are then compressed into a sample under 200 Mpa pressure
and sintered at 1250 °C for 2 h. During the sintering, the samples should be heated
to 400 °C and held at that temperature for about 40 mins to ensure the maximum
use of the carbamide. The sintering chamber is then filled with high-purity argon
gas (99.99%) to prevent oxidation of the samples. After fabrication, the porosity is
examined by ImageJ, the pore structure is examined using a scanning electronmicro-
scope, and the compressive strength is examinedwith universal electronic equipment.
Finally, the effect of adding Fe and V elements together with the pretreatment on the
mechanical properties of the samples is studied.
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Table 3 The compositions of porous titanium alloys

Sample number Alloying element(60vol%) Carbamide content

Ti FeV80

1# 100 wt% Ti 0 wt% FeV80 40 vol%

2# 96 wt% Ti 4 wt% FeV80

3# 92 wt% Ti 8 wt% FeV80

4# 88 wt% Ti 12 wt% FeV80

5# 84 wt% Ti 16 wt% FeV80

6# 100 wt% Ti 0 wt% FeV80

7# 96 wt% Ti 4 wt% FeV80

8# 92 wt% Ti 8 wt% FeV80

9# 88 wt% Ti 12 wt% FeV80

10# 84 wt% Ti 16 wt% FeV80

Pretreatment of Raw Materials

The pretreatment of raw materials (i.e., ball milling) effectively increases the
interface between the powders, eliminates microstructural flaws, enhances the
activity of the raw materials, and therefore facilitates the sintering (Table 3).

Results and Discussion

The Effect of Ball Milling on Raw Materials

The Ti powder and FeV80 powder are blended in a high-energy ball-milling machine
for 1 hour using a rotation speed of 300 r/min to increase the interface energy of the
powders and to make the powders homogeneous.

Through pretreatment, the powders are examined by laser particle size analyzer,
and the size distribution is described in Fig. 2, from which we conclude that the
particle size of the blending powders apparently augments owing to reunion of some
small particles after 60 mins of ball milling (Fig. 2).

Figure 3 shows the SEM images of raw materials; image (a) is Ti powder before
pretreatment, and image (b) is Ti andFeV80 mixing powders after 60mins of grinding.
It is found that the particle size of raw powders decreases, forming various new
surfaces. As the size of metal powders is now finer, and following the ball-milling
process the interface energy is enhanced, leading to the recombination of some small
particles.

Figure 4 shows the XRD pattern of raw powders after pretreatment. The powders
aremixedwithTi and a16wt%content of FeV80, and the ball-milling time is 60mins.
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Fig. 2 Particle size distribution of raw material after pretreatment. (Color figure online)

Fig. 3 SEM images of raw materials (a-titanium powder, b-mixing raw material after grinding
with FeV80 content of 16 wt%)

The aim of this procedure is to detect whether a new phase would be formed during
the grinding process between Ti and FeV80 powders. The conclusion obtained by
this procedure is that no new phase forms after grinding.
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Fig. 4 XRD pattern of
mixing raw material after
pretreatment

Effect on the Phase and Structure of Material by Adding
FeV80 Powder

After sintering, the samples are processed by polishing and grinding to satisfy the
requirement of XRD, the aim of which is to observe whether a new phase is formed.

Figure 5 shows the XRD pattern of Ti foams with the FeV80 content equals 16%.
The result shows that the sample exits the TixVy phase, mainly due to the bending
force between Ti and V being greater than that of Ti, and that Ti leads to the V atoms
replacing Ti atoms.

Fig. 5 XRD pattern of
porous titanium
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Effect on the Microstructure of Material by Adding FeV80
Powder

Figure 6 shows the powder samples obtained by varying the FeV80 content images
(a)–(d) show powders that have not been pre-treated; images (e)–(h) show pre-treated
powders. The percentage content of FeV80 is 0 wt% for images (a) and (e), 8 wt%
for images (b) and (f), 12 wt% for images (c) and (g), and 16 wt% for images (d)
and (h).

In images (a)–(d), the thickness of the sintering neck between particles varies
in each image. The pore size is uniform, but the pores are distributed unevenly
owing to incomplete sintering. In images (e)–(h), the sintering neck of the Ti is
much thicker, from which we can conclude that pre-treatment increases the interface
energy, improves the fluency of powders, and greatly enhances the activity of powder
material, subsequently modifying the sintering. It can be concluded that the addi-
tion of FeV80 and the pre-treatment process improve the properties obtained during
sintering.

Fe is a stable element of the eutectoid-type β-Ti, and V is a stable element of
eutectic-type β-Ti. Moreover, owing to a high rate of diffusion between Fe and β-Ti,
which is about 103 to 105 times quicker than diffusion in β-Ti, the micropores that
arise from incomplete sintering are quickly filledwith nearby Fe atoms. However, too
many Fe atoms cause the Kirkendall effect, mainly due to unequal diffusion between
the two phases, leading to a decrease in the initial yield strength. Thus, a moderate
amount of Fe helps to reduce the micropores and even promotes the densification of
the structure.

0% FeV80                        8 %FeV80                       12% FeV80                   16% FeV80

Fig. 6 Effect on microstructure of materials by adding various proportions of FeV80 content ((a)–
(d): without grinding; (e)–(h): after grinding)
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Effect on the Pore Structure and Mechanical Properties
of Material by Adding FeV80 Powder

The pores in the Ti formed after sintering can be divided into two types: macropores
that arise from the space holder, and micropores that arise from incomplete sintering
and are mainly due to particle size and interface energy. The pore structure is relative
to the sintering process, the properties of the raw materials and the alloy elements.

Table 4 shows the initial yield strength of porous Ti alloys by adding different
content of FeV80. It is found that porosity decreases as the content of FeV80
increases, indicating that a moderate amount of alloy powder is beneficial for
densifying the samples.

The initial yield strength of pure Ti foam is 184.3MPa; this increases to 281.4MPa
as the content of FeV80 increases to 12wt%. There are two reasons for this improve-
ment. First, the addition of Fe and V promotes the density of the sample, refines the
crystalline grain and therefore improves the compressive strength of the materials.

Second, the pre-treatment improves the interface properties, modifies the homo-
geneity of the mixture and facilitates the sintering of the raw powders. The form of
the second phase, TixVy, helps to improve the properties of the materials. When the
FeV80 content is increased to 16wt%, the strength decreases slightly to 277.3 MPa,
which mainly due to the Kirkendall effect, which leads to the concentration of pores
and therefore results in the reduction of strain (Table 4).

The initial yield strength of Ti foams is achieved by adding varying amounts of
FeV80 content to raw powders that were not pre-treated. It is clearly evident that
the porosity and compressive strength are similar to those of samples that were pre-
treated. However, the density and compressive strength of Ti foams achieved with
pre-treatment are obviously superior to those that were not pre-treated, as can be
seen by comparing Tables 4 and 5.

From Tables 4 and 5, it is easy to see that the initial yield strength increases with
the increasing FeV80 content. However, it should be mentioned that the decrease that
occurred at an FeV80 content of 12–16 wt% may be attributable to the Kirkendall
effect, which leads to the concentration of pores and subsequetly diminishes the
properties of the materials (Table 5).

Table 4 Effect of content of
FeV80 on porosity and initial
yield strength

Alloying component Porosity (%) Initial yield strength
(MPa)

Ti-0% FeV80 36.9 184.7

Ti-4% FeV80 34.8 218.6

Ti -8% FeV80 35.2 263.9

Ti -12% FeV80 34.7 281.4

Ti -16% FeV80 33.6 277.3
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Table 5 Effect of FeV80
content on porosity and initial
yield strength

Alloy component Porosity (%) Initial yield strength (MPa)

Ti-0% FeV80 37.3 143.6

Ti-4% FeV80 36.4 183.5

Ti-8% FeV80 35.9 201.8

Ti-12% FeV80 36.1 194.6

Ti-16% FeV80 34.9 198.2

The Principle of Increasing Properties

The modification of the properties of Ti alloy material is achieved by adding an
alloying element, the main effects of which are: (1) to change the crystal structure,
increasing the crystal symmetry and decreasing the lattice resistance, thus improving
the dislocation mobility: in other words, reducing the dislocation energy, with the
corresponding alloy elements such as Cr, V, Mn and so on [8]; (2) to refine the
microstructural structure, with corresponding alloy elements such as V, B [9]; (3) to
instigate the second phase, improve the high-temperature creep resistance and hinder
grain boundary migration, the corresponding alloy elements for which are Si, C [10].

The element of V powder not only improves the strength of the materials by
refining the grain crystal but also prevents the transformation from β-Ti to α-Ti
thereby enhancing the properties of the composites. The phase of β-Ti has the advan-
tages of higher strength, better fatigue resistance performance and corrosion resis-
tance performance, and vastly improved plasticity compared with other Ti alloys.
Ge and Jinxu and others study the effect of the addition of V metal [6, 11]. Fe is
a eutectoid stable element for β-Ti, indicating that the addition of the appropriate
Fe powder is capable of effectively improving the properties of materials, being
especially significant with regard to density and hardness [12].

As Fe and V are eutectoid stable elements for β-Ti, their effect on the hardness of
Ti alloys is shown in Eqs. (1) and (2):

HV(Fe) = 170.660+ 204.023Fe− 86.8653Fe2 + 16.8563Fe3 (1)

HV(V) = 173.029+ 30.375V (2)

It may be concluded from the equations (1) and (2) that Fe and V are capable of
improving the hardness of Ti alloys. The atomic radius of Ti is 0.147 nm, the atomic
radius of Fe is 0.124 nm, and that of V is 0.136 nm, both of which measurements are
smaller than that of Ti.

It is this difference in atomic radii and the discrepancy between the various valence
electron structures of atoms that efficiently enhances the properties of alloys.
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Conclusion

Ti foams were fabricated by means of the powder metallurgical technique using Ti
powder and FeV80 powder with carbamide acting as the space holder. The pore
structure, phases, microstructure, and compressive strength of products prepared
under the temperature of 1250°C, the holding time of 2 h and the vacuum degree of
0.1 Pa were studied and analyzed. The conclusions of the study are as follows:

Pre-treatment helped the raw powder to refine the grain size, increased the rough-
ness of the surface and even enhanced the interface energy, contributing to easy
compression. The addition of an alloy element helped to improve the material’s
microstructure, promoted the densification of the structure, and boosted the strength
of the materials.

The addition of FeV80 effectively contributed to speedier sintering of the
compacts, improved and densified the structure of the pore wall, smoothed the
sintering neck, and thus enhanced the properties of porous Ti. In addition, owing
to the binding force between V and Ti atoms being greater than those of Ti and Ti
atoms, the formation of TixVy (x+ y= 1) simultaneously benefited the improvement
properties of porous Ti alloys.
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Layered Ceramic Structures
In1+x(Ti1/2Zn1/2)1-xO3(ZnO)m (m = 2, 4
and 6; x = 0.5): Synthesis, Phase Stability
and Dielectric Properties
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Abstract New ceramic materials with layered crystal structures and chemical
formula In1+x(Ti1/2Zn1/2)1-xO3(ZnO)m (x = 0.5; m = 2, 4 and 6), here named ITZO-
II, ITZO-IV and ITZO-VI, have been synthesized by solid-state reaction method.
The phase characterization, phase stability with temperature and their microstruc-
ture have been studied by X-ray powder diffractometry (XRD) and scanning electron
microscopy (SEM). The XRD showed a hexagonal single phase at 1200 °C whereas,
at higher temperatures (1300 and 1400 °C), they decompose in secondary phases
such as the In2Zn7O10 solid solution and starting material traces. SEM micrographs
showed an increase in grain size as the temperature of sintering increases, reducing
the porosity and increasing the bulk density. Here, the dielectric spectra in a wide
range of temperatures and frequencies are reported. The permittivity results seem to
indicate a classical paraelectric behavior in this class of layered structural ceramic
compounds.
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Introduction

Technology advancement in many areas makes possible to build devices that require
to investigate new materials with novel and better specific physical properties. The
materials science demand looks into the relation between synthesis, structure and
physical properties to impulse the modern technological applications. The investi-
gation of new ceramic materials has been extended towards the study of ternary and
quaternary systems [1–3].

Recently, a series of ternary compound-based indium has been studied since the
layered crystal structures as well as the electronic properties are of great interest
in the areas of electronic and optic properties [4–8]. A reference is the InGaZnO4

compound, derived from the chemical formula InGaO3(ZnO)m (m= natural number)
also known as IGZO [9, 10]. High-electron mobility and a low threshold voltage
have proved to be an efficient material since it reduces the energy consumption
for electronic devices applications [11–13]. Another derivation of the indium-based
oxide systems is the (Sb1/3Zn2/3)GaO3(ZnO)3 which is homologous to the IGZO
compound [14]. In both compounds, the structure is stacked in layered built up
of trigonal bipyramidal layers sandwiched by InO6 octahedral layers along the c-
direction.

In this work, we report the synthesis of the In1+x(Ti1/2Zn1/2)1-xO3(ZnO)m withm=
2, 4 and 6; x = 0.5, using the conventional solid-state reaction. The crystal structure
and the phase stability with temperature were characterized by X-ray diffraction.
The SEM analysis showed that the increase of sintering temperature from 1200 to
1400 °C increases the grain size. For these materials, the dielectric spectra in a wide
range of temperatures and frequencies are presented for the first time.

Materials and Methods

Staring materials of high purity (99.9%), In2O3, TiO2 and ZnO were heated at
850 °C for 24 h to eliminate humidity. Later, specific starting materials with
stoichiometric relations (In2O3:TiO2:ZnO = 3:1:9, 3:1:17 and 3:1:25) to form
In1.5(Ti1/2Zn1/2)0.5O3(ZnO)m (m= 2, 4 and 6)wereweighed andmixed during 25min
in an agate mortar under ethanol. The dry mixture powder was compressed with a
mold of stainless steel (φ = 13 mm), applying 2.5 ton of pressure for 5 min using
an uniaxial hydraulic press. The samples were placed in high alumina crucibles and
calcined at 1200 °C for periods of 2 days, applying intermittent grinding heating
cycles. In the final calcination, the samples were quenched (cooling in air) from
1200 °C, and afterwards, the phases were identified by X-ray diffraction. For this
analysis, we used an X-ray diffractometer Phillips X’pert MPD, with Cu-Kα radia-
tion (1.5406 Å). The X-ray tube was operated to 45 kV and 40 mA, with a scanning
rate of 2°/min in 2θ. Lattice parameters were obtained by means of least-squares
refinement. Once that each phase was identified, the powder samples were again
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pelletized in a stainless steel die (6 mm diameter) applying a pressure of 0.5 metric
tons using a hydraulic press. The disk samples were sintered at 1200, 1300 and
1400 °C in air by 24 h and then quenched in air from 1200 °C to room temperature.
An LCR bridge (HP-4284A) was used to obtain the dielectric spectrum from room
temperature to ~750 K in the frequency range of 1–100 kHz.

Results

Figure 1 shows the XRD for a) ITZO-II, b) ITZO-IV and c) ITZO-VI, after three
different sintering temperatures (1200, 1300 and 1400 °C) and compared to the
database IGZO homologous compounds. The database in the bottom XRD profile
shows that the In1.5(Ti1/2Zn1/2)0.5O3(ZnO)2 (ITZO-II), In1.5(Ti1/2Zn1/2)0.5O3(ZnO)4
(ITZO-IV) were single phase at 1200 °C in air (see Fig. 1 a and b), while
In1.5(Ti1/2Zn1/2)0.5O3(ZnO)6 (ITZO-VI) coexist with In2Zn7O10 (Fig. 1 c). From this,
we understand that more time of reaction is required as the value of m is increased,
to get the complete reaction. On the other hand, the XRD profile shows the precip-
itation of second phases at higher temperature which were identified as In2Zn7O10

and starting material traces. The results indicate that the phase stability occurs at ~
1200 °C. The crystal structure of all compounds is built by layer with hexagonal
structure and space group P63/mmc (No. 194) (ICDD No. 00–038-1104). Table 1
shows the lattice parameter and volume which are compared with the IGZO counter-
part. We can observe an increasing of the c-parameters and volume with increasing
the (ZnO)m layer. To understand this behavior, it is necessary recall the IGZO struc-
ture as is better illustrated in Fig. 2. There, it shows the crystal structure of (a) ITZO
and how it is related to that one of IGZO (b). In the IGZO crystal structure instead
of Ga/Zn in the trigonal bipyramidal sites, it is substituted by Ti/Zn in the ITZO
compound. We can see (Ti/Zn or Ga/Zn) trigonal bipyramidal layers sandwiched by
InO6 octahedral layers along the c-axes. Thus, the lattice parameters (c and volume)
growwith increasing the (ZnO)m by the insertion of bipyramidal layers in the original
chemical formula.

In Fig. 3, we present SEM images for the ITZO-II, ITZO-IV and ITZO-VI
compounds after thermal treatments at 1200, 1300 and 1400 °C. It is evident that the
grain size is notably increased as thermal temperature treatment is raised, reducing
porosity and increasing density for samples. Likewise, crystal step patterns are
presented with hexagonal forms, due the sintering process. These patterns indicate
the presence of hexagonal phases, which is consistent with the X-ray diffraction
results, where the ITZO-IV phase continues to be present. The same pattern occurs
in phase VI with almost fused hexagonal crystal patterns at 1400 °C.

Figure 4 displays the temperature dependence of the dielectric properties of ITZO-
II, ITZO-IV and ITZO-VI measured at several frequencies (50 kHz – 1 MHz) with
temperature ranging from room temperature to 500 °C. As it is clear from the Figure,
the dielectric constant for the samples decreases as frequency increases, which is the
typical nature of dielectricmaterials [15, 16].Moreover, It can be understood in terms
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Fig. 1 XRD of a ITZO-II,
b ITZO-IV and c ITZO-VI,
after three different sintering
temperatures (1200, 1300
and 1400 °C). (Color figure
online)
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Table 1 Synthesis, crystal structure and lattice parameters of ITZO compounds

Sample Compound Crystal system a(Å) c(Å) V(Å3)

ITZO-II In1.5Ti1/4Zn1/4O3(ZnO)2 Hexagonal 3.334(3) 22.915(2) 220.58(1)

ITZO-IV In1.5Ti1/4Zn1/4O3(ZnO)4 Hexagonal 3.313(5) 33.326(3) 316.78(1)

ITZO-VI In1.5Ti1/4Zn1/4O3(ZnO)6 Hexagonal 3.302(5) 43.064(7) 406.63(1)

IGZOa InGaO3(ZnO) Hexagonal 3.295 26.07 245.12

aICDD PDF# 00–038-1104

Fig. 2 Crystal structure of a In1+x(Ti1/2Zn1/2)1-xO3(ZnO) and b InGaO3(ZnO). (Color figure
online)

of the role of different polarization mechanisms. In the low frequency side, electron
displacement polarization, ion displacement polarization, orientational polarization
and space charge polarization contribute to dielectric constant, whereas, at high
frequency side, dielectric constant results from the electron displacement only or
electronic polarization. Furthermore, the dielectric constant found to be increasing
in temperature up to a particular temperature for ITZO-II simple may be due to the
dielectric phase transition. However, for sample ITZO-IV and ITZO-VI, no such
dielectric transition was observed. The dielectric loss of all materials around room
temperature is nearly <1, which is good for some device application; however, at high
temperature, the loss becomes high for ITZO-II and ITZO-IV, whereas for ITZO-VI,
the loss has been reduced in a significant way. Thus, the temperature dependence of
permittivity shows a classical paraelectric behavior for all samples.
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Fig. 3 Scanning electron images of a ITZO-II, b ITZO-IV and c ITZO-VI, after three different
thermal treatments, 1200, 1300 and 1400 °C

Conclusion

The phases In1.5(Ti1/2Zn1/2)0.5O3(ZnO)2 (TZO-II), In1.5(TiZn1/2)0.5O3(ZnO)4 (ITZO-
IV), and In1.5(Ti1/2Zn1/2)0.5O3(ZnO)6 (ITZO-VI) were successfully synthesized by
the solid-state method. The XRD characterization showed that the studied samples
crystallize in the hexagonal structure which is homologe to that of IGZO compound.
The lattice parameters increase with increasing the (ZnO)m composition. The
compounds studied here are stable andmaintain a single phase up to 1200 °C, beyond
this temperature the compounds decompose into second phases.Microstructure anal-
ysis showed an increase in the grain size as sintering temperature was increased, and
hexagonal step patterns were found at higher temperatures. The temperature depen-
dence of the permittivity shows a classical paraelectric behavior without signal of
relaxor or polar phase transition for all compounds.
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Fig. 4 Permittivity and loss tangent dependence with the temperature at several frequencies for
ceramic compound a ITZO-II, b ITZO-IV, and c ITZO-VI. (Color figure online)
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Microwave Drying Behavior of Zinc
Leaching Residue

Chengyu Sun, Xuemei Zheng, Yongguang Luo, Aiyuan Ma, and Song Li

Abstract To study the technological possibility of dehydration from zinc leaching
residue by microwave heating, the temperature increasing characteristics of zinc
leaching residue were studied. At the same time, the influences of the different
material quantities, different drying time, and different microwave powers on the
relative dehydration rate of zinc leaching residue were investigated, respectively.
The results showed that the control temperature of 100 °C, the microwave power
of 750 W, the mass of 50 g, the drying time of 21 min had the best drying effect,
and the water removal rate was 95.45%. It was found that the heating rate is directly
proportional to the power and inversely proportional to the material quantity.

Keywords Microwave drying · Zinc leaching residue · Dehydration

Introduction

Zinc leaching residue is presently obtained from a zinc hydrometallurgy process,
which contains higher water content. Zinc leaching residue also contains a large
number of valuable metals [1–3], which have great comprehensive recycling value.
The valuable metals such as zinc (Zn) and indium (In) can be concentrated in a rotary
kiln by roasting pretreated [4–6]. To meet the roasting pretreated requirement, the
moisture content of zinc leaching residue should not exceed 5%. Thus, the removal
of moisture from zinc leaching residue is an important pre-processing step.
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Compared with the traditional heating style, the microwave heating is a highly
efficient, clean, and green metallurgy technology [7]. The unique microwave heating
characteristics include the low processing time, the selective and volumetric heating,
and the controllable heating process. When irradiated in a microwave field, moisture
always quickly absorbs electromagnetic wave and is rapidly transferred to vapor
[8]. The characteristics of microwave heating define the advantages of microwave
drying, such as shortening the drying time and decreasing the environmental pollu-
tion.Microwave drying is a new technique and iswidely used inwoods [9], vegetables
and fruits [10], and ores [11].

In this study, the removal ofwater from zinc leaching residue bymicrowave drying
was investigated. The paper intends to investigate the influences ofmicrowave power,
microwave drying time, material mass on the dehydration rate.

Materials and Methods

Materials

The zinc leaching residue used in the experiments was received from zinc hydromet-
allurgical plant in Yunnan Province in China. The moisture in zinc leaching residue
is almost all free water, with the initial moisture content 18.6%. The initial mois-
ture content was measured using oven-drying method. The main chemical compo-
sition of the zinc leaching residue was characterized by X-ray fluorescence (XRF)
measurements, as shown in Table 1.

Drying Apparatus and Procedure

The drying experiments were conducted in a power of 3 kW box-type microwave
reactor designed by Kunming University of Science and Technology, See Fig. 1.

When caring out the microwave drying experiment, a specific amount of zinc
leaching residue was put into a corundum crucible, which was surrounded with
thermal insulation material, and then the microwave power was set to the desired
level, and the experiment started. Then, all of these were then transferred to the
microwave reactor. A thermocouple was used to measure the temperature, in the
range of 0–1300 °C. The starting of the experiment was marked by activating the
microwave.

Table 1 Chemical compositions of zinc leaching residue (mass fraction, %)

Composition Zn Pb Ca Fe Si S Mn Mg

Content (%) 14.59 5.45 4.65 20.70 7.59 12.13 2.27 1.70
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Fig. 1 Microwave drying
equipment. (Color figure
online)

Dehydration Ratio Analysis

The dehydration rate of zinc leaching residue after microwave drying was calculated.
The dehydration rate (η) was expressed as,

η =M − M ′

M
× 100% (1)

where M and M ′ represent the contents in the initial materials and samples after
drying for water, respectively.

Results and Discussion

Microwave Heating Characteristics of Zinc Leaching Residue

Effect of Microwave Power on Temperature Increase Characteristics

The temperature increase characteristics and the microwave power in the microwave
field are closely related to each other. In the microwave field, the microwave power
of the zinc leaching residue affects the heating behavior under a sample mass setting
of 50 g. The relationship between the temperature (Tm) of the zinc leaching residue
and time for samples with different microwave powers of 500, 750, and 1000 W is
illustrated in Fig. 2.

As can be seen from Fig. 2, the influence of microwave power on material heating
behavior ismainly reflected in the increase ofmicrowave power, the apparent average
heating rate of zinc leaching residue increased as the microwave power increased
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Fig. 2 Heating rate curves
of zinc leaching residue at
different microwave powers.
(Color figure online)
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from 500 to 1000 W, and higher microwave power required shorter heating time to
reach the same temperature. The experimental result is similar to the reported results
for microwave heating of low-grade nickel oxide ore [12]. This is because, within
a certain range, with the increase of microwave output power, also will increase the
temperature of the material. This value can be expressed as:

Pab = μP (2)

where Pab, μ, and P represent the microwave power absorbed by material (W),
absorption coefficient, and the output power of microwave (W), respectively.

Set Cp as heat capacity of thematerial,W asmass of thematerial, T as temperature
of the material, t as microwave radiation time, and T0 as initial temperature of the
material, then according to the law of energy conservation:

CpWdT = Pabdt = μPdt (3)

Integral,

T = T0 +
∫ t

0

(
μP

/
CpW

)
dt (4)

Equation (4) shows that, within a certain range, increasing the output power of
microwave can increase the temperature of the material.

In addition, the per unit volume of the zinc leaching residue also absorbed
microwave power or the microwave energy dissipated power in the dust. This value
also can be expressed as [13],

P = 2π f ε′′E2 (5)
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where ƒ is the microwave frequency, GHz; E is the electric field strength, V/m; ε” is
the dielectric loss factor.

According to Eq. 5, when other conditions remain unchanged, increasing
microwave heating power means increasing electric field intensity. With the increase
of electric field intensityE,microwave can better and evenly penetrate into the interior
of the material. At the same time, the microwave-absorption ability of zinc leaching
residue was enhanced, and the temperature also increased. Therefore, appropriately
increasing microwave heating power can shorten the heating time and increase the
apparent average heating rate of zinc leaching residue.

Effect of Sample Mass on Temperature Increase Characteristics

The temperature increase characteristics and the sample mass in the microwave field
are closely related to each other. The control microwave output power is 750 W. The
heating curves of zinc leaching residue and time for samples with different masses
of 40, 50, and 60 g were presented in Fig. 3. The results show that a smaller mass of
sample indicates a faster apparent heating rate.

In the microwave field, the effect of the sample mass of zinc leaching residue on
the heating rate can be calculated as follows [14]:

dT

dτ
= T − T0

τ
= 2π f ε0ε′′E2

ρVCp
= 2π f ε0ε′′E2

mCp
(6)

where T is the material heating temperature, K; T0 is the material initial temperature,
K; τ is the time, s; m is the mass of material, kg; Cp is the specific heat capacity
of material, J/(K·kg); ƒ is the frequency of the microwave, Hz; ε0 is the vacuum
permittivity; ε′′ is the dielectric loss factor; E is the electric field strength, V/m.

Fig. 3 Heating rate curves
of zinc leaching residue with
different masses in
microwave field. (Color
figure online)
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As shown in Eq. (6), the heating rate is decreased with the increase of the sample
mass of zinc leaching residue.This observation is in accordancewith the experimental
results. When microwave power was constant, a larger amount of zinc leaching
residue indicated a thicker sample and the need for more microwave power. In the
experimental condition range, the power density of the sample decreased with the
increase in the sample mass, which resulted in a slower rate of temperature increase.

Microwave Drying Experiment of Zinc Leaching Residue

To study the technological possibility of dehydration from zinc leaching residue by
microwave heating, the effects of microwave power, material masses, and drying
time on the dehydration rate of zinc leaching residue were investigated.

Effect of Sample Mass on Dehydration Rate

The dehydration rate curves of zinc leaching residue were evaluated using various
masses in the range of 30–70 g. The dry conditions were as follows: microwave
power is 750 W and dry temperature is 100 °C. The results are shown in Fig. 4.
Figure 4 shows that the dehydration rate of zinc leaching residue increased with the
mass was decreased, and the dehydration rate of zinc leaching residue increased with
the drying time was increased. The entire drying time are much longer than those
of the sample mass of 30 and 40 g when which were 50, 60, and 70 g. This may
be related with the low power density and small steam diffusion rate inside residue
layer. The temperature gradient also can affect the steam diffusion. The mass transfer
process will be intensified by the same direction of temperature gradient and steam
diffusion, and this intensifying effect will increases with the raise of temperature

Fig. 4 Dehydration rate
curves of zinc leaching
residue at different masses.
(Color figure online)
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Fig. 5 Dehydration rate
curves of zinc leaching
residue at different
microwave powers. (Color
figure online)
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gradient. The dehydration rate of zinc leaching residue increases significantly with
the increase sample mass from 30 to 50 g, after the dehydration rate increased slowly.
Thus, an appropriate sample mass of 50 g was selected to investigate the effect of
the other parameters in the experiment.

Effect of Microwave Power on Dehydration Rate

Figure 5 describes the microwave drying curves on the dehydration rate of zinc
leaching residue versus drying time at different microwave power levels. The dry
conditions were as follows: sample mass is 50 g and dry temperature is 100 °C. It
can be seen from Fig. 5, the dehydration rate of zinc leaching residue increased as
the microwave power was increased. At the power of 500 W, the longest drying time
was required, while at the power of 750 W, 1000 W, and 1250 W the shortest drying
time was required. Figure 5 shows that the impact of microwave power levels on
the drying rate were significant. The results showed that the control temperature of
100 °C, the microwave power of 750 W, the mass of 50 g, the drying time of 21 min
had the better drying effect, and the dehydration rate of zinc leaching residue was
95.45%.

Conclusions

(1) The effects of sample mass and microwave power on the temperature increase
characteristics under the microwave field were also studied. The results show
that the heating rate of the zinc leaching residue increases with the increase in
microwave power and decreases with the increase in the sample mass. The
temperature of the samples reaches approximately 100 °C after microwave
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treatment for 3 min, which indicates that the zinc leaching residue has strong
microwave-absorption ability.

(2) The drying characteristics of zinc leaching residue were made under microwave
conditions using different power supplies and sample mass. The control temper-
ature of 100 °C, the microwave power of 750 W, the mass of 50 g, the drying
time of 21 min had the better drying effect, and the dehydration rate of zinc
leaching residue was 95.45%.
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Synthesis of Willemite Bio-Ceramic
by Mechanochemical Procedure

Sorour Sadeghzade, Rahmattollah Emadi, and Fariborz Tavangarian

Abstract Willemite is currently recognized as a bio-ceramic material for bone
repair and bone tissue engineering applications. In this study, pure willemite powder
was fabricated bymechanical alloyingmethod. The startingmaterialswere zinc oxide
and silicon oxide. The results showed that pure willemite powder can be produced
following 20 h of milling and subsequent sintering at 900 °C for 3 h. The obtained
willemite powders had crystallite size and particle size in the range of 143–147 nm
and 300–500 nm, respectively.

Keywords Bio-ceramic ·Willemite · Nano-powders ·Mechanochemical synthesis

Introduction

Ceramics are a new genre of biomaterials that can be used for various applica-
tions within the human body [1]. Many studies have shown that the mechanical and
biological properties of various bio-ceramics including ZnO-SiO2 groups have a
significant advantage when compared with hydroxyapatite (HA) [2]. Furthermore,
various studies have shown that bio-ceramics release beneficial ions such as zinc,
phosphorus, silicon, into the body. Willemite (Zn2SiO4) is a member of orthosili-
cate substance with rhombohedral structure [3]. Due to its high bioactivity, willemite
is a viable candidate to repair bone defects in the body. Willemite releases Zn2+

and Si4+ ions as it degrades [4]. These ions have been shown to increase collagen
production and encourage bone growth. Based on the literature, zinc and silicon
are beneficial for anti-inflammatory effects and stimulate bone formation by acti-
vating protein and promoting osteoblast growth [4–7]. The grain size of willemite
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influences its bioactivity. Nanostructured willemite bio-ceramics are expected to
have better mechanical properties and biocompatibility than coarser crystals. It was
reported that coarse grain ceramics had an extremely low degradation rate and was
not bioactive [8]. Among all methods for fabrication of nanostructure ceramics, ball
mill method is an economy, simple, mass product and powerful method in compar-
ison with sol–gel method which is an expensive and time-consuming method [9].
Therefore, in this study, the willemite was synthesized by mechanochemical method
and the mechanical properties of that were evaluated.

Materials and Methods

Willemite nano-powder was fabricated by mechanochemical synthesis . Zinc oxide
(ZnO, 99% purity, Merck) and silicate oxide (SiO2, 99% purity, Aldrich) powders
were used as starting materials. The mixed powder was put in zirconia container in
planetary ball mill machine with the ball/powder mass ratio of 10:1 and ball milled
for 15 min, 1 h, 5 h, 10 h, and 20 h. The subsequent sintering temperature was
900 °C for 1 h to evaluate the phase transformation of powders at a different time
and sintering temperature, and the X-ray diffraction (X’pert Philips) equipped with
Cu Ka radiation was utilized in the 2θ range of 20–80° (λ = 0.154, step size =
0.05°, time per step = 1 s). The crystallite size was measured by Scherrer equation.
Transmission electron microscopy (TEM, Philips CM120) and scanning electron
microscopy (SEM, Philips XL30, an acceleration voltage of 25 kV) were utilized to
evaluate the morphology and particle size of synthesized powders.

Results and Discussion

XRD patterns of mixture powders with various ball milled times are shown in Fig. 1.
As seen, the XRD patterns of initial materials (ball milled for 15 min) just show
the characteristic peaks of ZnO (XRD data file No. 1-075-0576) and there are not
the distinct peaks of SiO2. In fact, this is due to the amorphous structure of this
compositionwhichwas used in this study. The phase transformationwas not occurred
after 1 h and 5 h ball milled of raw materials. Milling for 10 h has caused reduction
in peak intensity, and broadening of the XRD peaks was revealed. Increasing the
internal strain and gradual transfer of the initial materials to amorphous structure is
another reason which this phenomenon happened.

As shown in Fig. 1, new crystallite phase at 20 h ball milled was detected in XRD
patterns. The characteristic peaks of willemite were observed after 20 h ball milled.
But, ZnO peaks also can be detected in the structure. As observed, the willemite
phases (XRD JCPDS data file No. 1–083-2270) can be formed just by ball milled
method. However, the impurity phases in the structure are observed which can be
removed with subsequent sintering process.
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Fig. 1 XRD patterns of mixture powders after various times of ball milling. (Color figure online)

Figure 2 presents the XRD patterns of fabricated powders in various times of ball
mill and sintered at 900 °C. As shown in XRD patterns of mixture powders after
15 min and 1 h milling, just the characteristic peaks of ZnO can be observed even
with sintering at 900 °C. It shows that ball milling is an effective method in the
formation of the desired phase in the structure. The sharp peaks of ZnO with SiO2

amorphous can react together after 5 h ball milled and sintering at 900 °C. Nucleation
of willemite peaks initiated after 5 h ball milled and sintering at 900 °C based on
Eq. (1):

ZnO + SiO2 → Zn2SiO4 (1)

The XRD pattern of sample after 10 h milling and sintering at 900 °C for 1 h
shows increase in the willemite peaks and reduction of ZnO peaks. The presence
of impurity phases after 10 h milling and sintering at 900 °C can be due to un-
homogeneity of mixture powders and long diffusion way between the ZnO and SiO2

particles. ZnO peaks were disappeared from the system after 20 h ball milling and
sintering at 900 °C. Complete transformation of ZnO and SiO2 phases to willemite
was happened at these conditions.

SEM images of mixture powders after 15 min, 20 h ball milling, and before and
after sintering at 900 °C for 1 h are shown in Fig. 3a–c, respectively. Also, the TEM
images of sample after 20 h ball mill and sintering at 900 °C for 1 h are presented
in Fig. 3d. Figure 3a shows the ZnO with irregular morphology and average particle
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Fig. 2 XRD patterns of mixture powders after various times of ball milling with subsequent
sintering at 900 °C for 1 h. (Color figure online)

Fig. 3 SEM images of samples after a 15 min, b 20 h ball milled, c 20 h ball milled and sintered
at 900 °C for 1 h, and d TEM image of pure willemite after 20 h ball milled and sintered at 900 °C
for 1 h
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size of 780 nm and SiO2 with spherical structure and the average particle size of
less than 100 nm as initial powders. By increasing the milling time from 15 min to
20 h, welding between the initial material particles occurs frequently and tendency
of particles to agglomeration (due to high surface energy and surface area-to-volume
ratio), increasing the average particle size of powder, can be observed. Also, the
morphology of particles after 2 h ball mill is rather spherical. Themean agglomerated
particle size of sample after 20 h ball mill was measured by ImageJ and to be in the
range of 200–900 nm. After sintering of sample at 900 °C for 1 h, the morphology
of powders did not change but the agglomerated particle size was measured to be in
the range of 300–500 nm.

TEMwas used to show themorphology and grain size of pure willemite after 20 h
milling and sintering at 900 °C for 1 h. As shown in Fig. 3d, the spherical willemite
particles show the high degree of agglomeration. The ImageJ software was used to
measure the grain size of willemite and was found to be 145 ± 2 nm. Also, Scherrer
equation shows the same crystallite size of willemite and the results were in good
agreement with TEM.

Conclusion

In this study, pure willemite powder ceramic was successfully fabricated by
mechanochemical synthesis . The best processing conditions for fabrication of pure
willemite with 145± 2 nm grain sizes were 20 h ball milled and sintering at 900 °C.
Based on the XRD results, the chemical reaction of willemite cannot be occurred
just by heating process. The activation energy of this reaction is provided by both ball
mill and subsequent sintering. Based on the SEM results, the agglomerate particle
size for the pure willemite under 20 h milling and subsequent sintering at 900 °C
for 1 h was found in the range of 300–500 nm.
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Thermal Shock Resistance of Silica-Free
Alumina–Spinel Castables

Yang Liu, Min Chen, Xianglan Yang, and Shan Wang

Abstract To improve the thermal shock resistance of ladle lining castable, silica-
free alumina–spinel castables with an extensive range of calcium aluminate cement
content (2–10 wt%) were prepared and the properties were investigated. The results
showed that the card-house structures formed by the hexagonal flake calcium hexa-
luminate grains and the appropriate density of microcracks caused by the expan-
sive reflection of calcium hexaluminate formation after firing at 1550 °C, which
were beneficial to strengthen the aggregate-matrix combination and alleviate thermal
stress. Consequently, the performance of the castables, including the retained moduli
values andhotmodulus of rupture, reached to the optimal values after 3 thermal cycles
while 5–8 wt% cement was added. But while further increasing the cement content,
these performances of the castables were degraded by the excessive volume expan-
sion and density matrix due to the formation of calcium hexaluminate and the space
occupation of calcium dialuminate respectively.

Keywords Cement content · Microstructure · Physical properties · Thermal shock
resistance · Alumina–spinel castables

Introduction

Al2O3-MgO-CaOsystemalumina-rich castables arewidely used as ladle liningmate-
rials due to their outstanding chemical stability and thermo-mechanical properties
[1–5], and the structural spalling originate in poor thermal shock resistance caused
by the large temperature gradient during ladles operation is considered to be one
of the main reasons to affect the service life [6–8]. With the constantly progress of
ladle refining technology, the service conditions of ladle refractories are becoming
more severe, and the request to improve the thermal shock resistance of alumina-rich
castables is very urgent.

Y. Liu · M. Chen (B) · X. Yang · S. Wang
School of Metallurgy, Northeastern University, Shenyang 110819, China
e-mail: chenm@smm.neu.neu.cn

© The Minerals, Metals & Materials Society 2021
TMS 2021 150th Annual Meeting & Exhibition Supplemental Proceedings,
The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-030-65261-6_37

398

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65261-6_37&domain=pdf
mailto:chenm@smm.neu.neu.cn
https://doi.org/10.1007/978-3-030-65261-6_37


Thermal Shock Resistance of Silica-Free Alumina–Spinel Castables 399

Considering this aspect, many research works on improving the thermal shock
resistance of the materials have been carried out, and it is considered that the use of
corundum aggregate with spinel is benefit to ladle lining castables, but the selection
of spinel sources (pre-synthetized or in-situ generated) and binder system is still
controversial. For the former, most previous works focused on the advantages of
the in-situ reaction, whereas the different result showed by Kim et al. [9] that the
alumina-spinel (pre-synthetized) castable could maintain stability without spalling
after the field test. Meanwhile, the use of magnesia usually means the addition of
silica fume which aim to increase the fluidity, inhibit the magnesia hydration and
suppress volume expansion, while Ko [10] reported even small amounts of silica
fume were detrimental for both thermo-mechanical properties and slag resistance.
For the latter, compared with hydratable alumina, calcium aluminate cement (CAC)
can reduce its drawbacks such as the longer mixing times as well as more water
addition.

Furthermore, calcium aluminate cement, as the binder as well as the CaO source,
their content would affect the microstructural evolution during the overall castable’s
processing step [11–14]. The earlier works on the series of noteworthy reactions
among CaO-Al2O3 binary phases which involve calcium aluminate (CA), calcium
dialuminate (CA2) and calcium hexaluminate (CA6), is considered well established.
According to Xu [15], the platelet morphology of CA6 can act as bridging sites
in the wake of the cracks, enhancing the crack growth resistance. And the CA2 is
considered as a desirable phase in the refractory applications because of the extremely
low thermal expansion coefficient, which benefits the releasing of the thermal stress.
Take into account these, the cement content must be properly adjusted in order to
obtain the stability without spalling when applying thematerial. But the study related
to this subject has been little reported.

Thus, as mentioned above, silica-free alumina–spinel castables with optimized
pre-synthetized spinel content and CAC were developed in this paper. The cement
contents in an extensive range (from ultra-low to high) are selected to systematically
assess their effects microstructural evolution (such as the quantity and morphology
of in-situ CA6 and CA2) which directly connected with the material’s thermal shock
resistance. Moreover, the thermal shock resistance and its associated physical prop-
erties of samples were evaluated, so as to complete assessment of the cement content
effect.

Experimental

Raw Materials and Composition

The rawmaterials used for this study were Tabular alumina (T60/T64, Almatis), pure
calcium aluminate cement (Secar 71; Imerys), Sintered spinel (AR78, Almatis) and
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Table 1 Chemical compositions of raw materials

Oxide (wt.%) Tabular alumina Spinel Cement Reactive alumina

Al2O3 99.25 76.31 70.64 99.36

MgO 0.09 22.87 0.23 0.08

CaO 0.04 0.23 28.05 0.04

SiO2 0.01 0.06 0.22 0.06

Fe2O3 0.12 0.17 0.12 0.06

Na2O 0.35 0.1 0.33 0.05

TiO2 0.01 0.01 0.03 0.03

P2O5 – 0.01 – –

Cr2O3 – 0.01 0.01 –

L.O.I 0.13 0.23 0.37 0.32

Table 2 Composition of cement bonded alumina–spinel castables (wt/%)

Raw materials AS2 AS5 AS8 AS10

Tabular alumina ≤6 mm 50 50 50 50

≤0.088 mm 17 14 11 9

Sintered spinel (mm) 1–0.2 mm 6 6 6 6

≤0.088 mm 10 10 10 10

Calcium aluminate cement d50 = 3.03 μm 2 5 8 10

Reactive alumina d50 = 2.00 μm 5 5 5 5

Additives 0.5 0.5 0.5 0.5

reactive alumina powder (CL370, Almatis). Table 1 contains the chemical compo-
sitions of the raw materials. The composition used for alumina–spinel castable is
listed in Table 2.

Sample Preparation and Testing

Table 2 displays the formulations of the castables with varied amounts of CAC. They
were marked as AS2, AS5, AS8 and AS10, which correspond to cement additions of
2%, 5%, 8% and 10%, respectively. The starting powder mixtures were dry-mixed
for 30 s, and then wet-mixed in a compulsory mixer with an appropriate amount of
water for 180 s. After mixing, prismatic castables were cast into molds of 40 mm ×
40 mm × 160 mm with vibration. Afterwards, the samples were cured at 20 °C and
95% relative humidity for 24 h. In order to remove the free water, binding water and
release water vapor pressure sufficiently, the samples were dried for 24 h at 100 °C
and 400 °C respectively. Then they were fired in a high temperature electric furnace
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at a heating rate of 5 °C·min−1 up to 1550 °C with a dwell time of 3 h and furnace
cooled.

The bulk density (B.D.) and the apparent porosity (A.P.) of the material were
measured by the Archimedes method with water as media. The permanent linear
change (PLC) was calculated by measuring the dimensions of specimens before and
after firing. Themodulus of rupture (MOR)wasmeasured on the bars using the three-
point bending test. The thermal shock resistance (TSR) of the fired samples was
evaluated using the air quenching method following GB/T3002-2004. Crystalline
phases formed were analyzed by X-Ray power diffraction (XRD) using Cu Kα1
radiation (λ = 1·5406 Å) with a step of 0.02° (2θ). Microstructural analyses were
also conducted by scanning electron microscopy (SEM) for samples fired at 1550 °C
for 3 h.

Results and Discussion

Physical Properties

The comparison of change in BD, AP, MOR and PLC with 2–10% cement bonded
alumina–spinel castables at different temperature are given in Fig. 1(a–d). As

Fig. 1 The comparison of change in BD, AP, MOR, and PLC with different amounts of CAC
addition
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expected, the MOR of the castables continuously increase with the increase in CAC
content after drying at 110 °C for 24 h (Fig. 1c). This improved castable strength
with the higher CAC content can be ascribed to a higher amount of hydrates gener-
ated in the castables. With the treatment temperature elevates to 400 °C, a lightly
loss of strength is showed due to a reduction of the special surface as well as to the
formation of voids around the C3AH6 [16]. This coincides with the slight upward
and downward trend of the B.D. and A.P. (Fig. 1a and b) that the castables demon-
strate compared with the 110 °C, respectively. However, same trend doesn’t show
at 1500 °C, it carries out the tendency of ascending and then descending, with the
maximum value of 43.2 MPa while the added 8% wt cement. Thus, it can conclude
that excessive content of cement can reduce MOR at high temperature.

Figure 1d shows the permanent linear change of specimens after drying at 400 °C
and firing at 1550 °C for 3 h. It can be seen that all specimens exhibit shrinkage
after drying at 400 °C, which is attributed to the dehydration process of a series of
hydration products such as C3AH6 and AH3 [17]. After firing at 1550 °C for 3 h,
specimens present an overall expansion, the expansion value increases from 0.15% to
0.44%with the increase of CAC from 2 to 8 wt%, and then decreased to 0.40%. That
expansion is due to phase formation overpasses the sintering shrinkage. Combined
with other physical properties of samples at the same treatment, it is not difficult
to conclude that although the higher heat treatment temperature is favorable for the
densification, the formation of new phase like CA6 will result in a large volume
expansion, which also leads to a higher porosity of castable as the Fig. 1b shown.

High-Temperature Mechanical Properties

Hot Modulus of Rupture

The hot modulus of rupture of samples respectively treated at 400 °C and 1550 °C
for 3 h is shown in Fig. 2. The HMOR of all the tested castables heated at 1550 °C are

Fig. 2 Hot modulus of
rupture of specimens with
different amounts of CAC
addition
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higher than those of the respective 400 °C treated samples, and also present the same
rise-fall trend as the PLC of the samples mentioned before. Combine with the XRD
patterns of samples after firing at 1550 °C for 3 h (Fig. 3), the CA6 peaks emerge,
the formation of CA6 involves a series of reaction between the recrystallized CA and
Al2O3 with obvious volume expansion, which has been verified by the result of the
fired sample’s permanent linear change. The specific reaction and their theoretical
volume expansion value are as follow [18]:

CA + A → CA2(�V/V = +13.6%) (1)

CA2 + 4A → CA6(�V/V = +3.01%) (2)

Meanwhile, the gradually increase of CA6 peaks intensity explains the elevation
of HMOR for the samples with the increasing addition of CAC. It should be noted
that suitable calcium hexaaluminate formation is helpful to improve the high temper-
ature bonding strength of the alumina–spinel castables, while excessive its formation
will cause overexpansion and thus results in strength degradation. This is why spec-
imen AS10 with a high amount of CAC addition, has a relatively lower HMOR. In
addition,if the corundum aggregate is assumed not to react with CaO in the cement,
the theoretical formation amount of CA6 for each sample should be 6.69%, 16.74%,
23.63% and 22.98% according to the CaO content, and small amount of CA2 will
appear in samples AS8 and AS10 due to insufficient aluminum source in the matrix.
From the Fig. 3, the CA2 peaks are detected in the diffraction of samples AS8 and
AS10,which partly verified the theoretical calculation and explained the PLC slightly

Fig. 3 XRD patterns of the specimens with different amounts of CAC addition firing at 1550 °C
for 3 h
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Fig. 4 Effect of different
amounts of CAC addition on
thermal shock resistance of
specimens

decreased is due to contribution of the CA2 with low theoretical expansion coeffi-
cient (4.4 × 10–6/°C) to densification of the sample. Whereas the increasing trend of
CA6 peak intensity in diffraction contradicts the hypothesis, it is speculated that the
corundum aggregate participates in the reaction of CA6 formation.

Thermal Shock Resistance

The MOR and the residual MOR of fired samples after undergoing 3 thermal cycles
at 1100 °C are depicted in Fig. 4. It can be observed that a great strength loss took
place after thermal shock for each sample. The maximum residual MOR ratio value
is 26.83% from the sample AS5 and the residual MOR ratio of sample AS8 (25.25%)
has not significantly different from it. Hence, the results indicate that the optimum
CAC addition range is 5–8 wt% to obtain better TSR of samples. Considering the
distributions, sizes and amounts of CA6 are highly influenced by the cement content,
and further affect the TSR of specimens, SEM analysis of specimens is performed.

In the Fig. 5, it can be found that light gray reaction layers with different thickness
attach to the aggregate edge of samples AS8 and AS10. Combined with energy
spectrum analysis of the samples (Fig. 6), it can be conclude that the chemical
composition of the reaction layer is calcium hexaluminate. A considerable amount
of CA6 grains could be defected both in the matrix and at the border of the alumina
aggregates indicate their formation and binding effect on the matrix and aggregate
made the castable obtain higher initial strength, which is also the premise to obtain
nice TSR. In addition, CA6 is prone to be formed only in the matrix of samples AS2
and AS5, and with the lack of fine alumina in the matrix, the formation of calcium
hexaluminate will be carried out at the edges of tabular alumina aggregates, as shown
in the Fig. 5c, d, which indicates the CA6 formation is controlled by diffusion of Ca2+

ions. In fact, the Ca2+ ions diffusion in the solid phase limites the morphology and
growth CA6 [19]. To further study the effect of CAC addition on TSR, the fracture
morphology of specimens need to be examined.
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Fig. 5 SEM image of samples with different amounts of CAC addition firing at 1550 °C for 3 h:
a AS2, b AS5, c AS8, d AS10. (Color figure online)

Fig. 6 SEMmicrographs and energy spectrum analysis of cross section of corundum castables for
AS10. (Color figure online)

The fracture surfaces of a castable after firing at 1550 °C for 3 h is given in Fig. 7
and the morphology of CA6 can be compared with that shown in partial enlarged
view. Notice from this figure that although CA6 crystals develop to an interlocking
structure between grain boundaries of corundum and spinel in each sample, the
microstructure they involved exists obvious differences. The fracture surfaces of
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Fig. 7 SEM image of specimens fracture with different amounts of CAC addition firing at 1550 °C
for 3 h: a AS2, b AS5, c AS8, d AS10. (Color figure online)

sample AS2 contains less amount and size of hexagonal flake CA6 grains distribute
in a disorderly manner in specimen, it is means that no strong bond exists between
aggregates and matrix. This is the reason why it does not show a good thermal shock
stability. In comparison, the platelet CA6 grains gradually increase, grow up and
distribute more and more uniformly for samples of AS5, AS8 and AS10 as seen
in Fig. 7b–d, due to CA6 grain nucleation agglomeration which lead to formation
of pores and provide free space for CA6 crystal growth. The sample AS5 does not
give rise to a full and well defined reacted layer (Fig. 5b), it is still detected the
direct bonding between corundum and MA by CA6 crystals, which is beneficial to
strengthen and accordingly leads to an increase in TSR. Moreover, with the cement
content continuously increases, CA6 grains showa tendency of equiaxialmorphology
whichmeans the thickness of the hexagonal flakeCA6 increases. SampleAS10 forms
a relatively dense body caused by the CA2 occupation to the interlocking network
structure by hexagonal flake CA6 grains (Fig. 7d), which means that it is difficult to
release thermal stress and further leading to the decrease of TSR.

In addition, it is well known that crack bridging and microcrack toughening are
two approaches to promote the thermal shock resistance of castable. For the former,
the in-situ CA6 layer with card-house structures (partial enlarged view in Fig. 7b–d)
can be regarded as a combination of alumina, spinel and the platelet CA6 (bridges
them), which is beneficial to alleviate thermal stress and induce the cracks deflection
or branch. For the latter, the volume expansion caused by the formation of a series
of calcium aluminate phases will form a certain amount of microcracks in the body.
Appropriate density of microcracks can complicate crack propagation routes, and
then the stress of crack tip can be released or absorbed. The twoproposedmechanisms
are in agreement with the observations in the AS5 and AS8 castables, that is why
they obtain relatively favorable thermal shock resistance.
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Conclusions

Cement contents significantly affect the microstructural evolution of cement-bonded
silica-free alumina–spinel castables which is strongly related to TSR of this casta-
bles. With the increase of cement content, the number of nucleation of CA6 was
enlarged and provided more space for development of their hexagonal flake crystals,
which is beneficial for the formation of an more strength interlocking network struc-
ture between grain boundaries of corundum and spinel. This card-house structure
is beneficial to alleviate thermal stress as well as induce the cracks deflection or
branch, and consequently improves the TSR of the alumina–spinel castable. Mean-
while, the microcracks caused by the expansion accompanying CA6 formation can
release the thermal stress, which is also contribute to enhance the TSR. It’s important
to note that excessive CAC addition will cause overexpansion and results in strength
degradation. Consider the thermal shock resistance and its associated physical prop-
erties of the samples, the optimum CAC addition range is 5–8 wt% for the silica-free
alumina–spinel castables.
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Thermodynamic Analysis of Fe-FeAl2O4
Composite Material Prepared by Molten
Salt Deoxidation

Yanke Xu, Hongyan Yan, Chao Luo, Hui Li, and Jinglong Liang

Abstract The Fe-FeAl2O4 composite material was prepared by molten salt electro-
deoxidationmethod. It usedmixed Fe2O3 andAl2O3 powder for tableting, and served
as cathode electrolysis. The standard Gibbs free energy change (�G�) and theoret-
ical decomposition voltage (E�) of each reactant in the system were calculated by
FactSage. The results showed that the E� was in the range of −1.01 V to −2.31 V
at 800 °C, Fe2O3 reduced to FeO, formed FeAl2O4 spinel phase with Al2O3, and
the remaining FeO continued to reduce to metallic phase Fe. By using FactSage to
analyze the phase diagram of FeO-Al2O3 binary system, it can be determined that
the molar ratio of Fe2O3 and Al2O3 was 2:1 and the best reaction temperature range
for preparing Fe-FeAl2O4 composite material was 800–900 °C.

Keywords Fe-FeAl2O4 composite material ·Molten salt deoxidation ·
Thermodynamic

Introduction

Molten salt electric-deoxidation is a very important process technology in industry
to prepare metals and alloys. This method is first published in Nature in 2000. The
principle of this method is to use the reactant as the cathode and graphite as the
anode to be electrolytically reduced to metal or alloy under a certain decomposition
voltage. During this electrolysis process, oxygen ions would migrate from the anode
to themolten salt and finally discharges at the anode. Comparedwith some traditional
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processes, this method has a short process and low energy consumption. In recent
years, people have successfully prepared Co [1], Ti [2], Cr [3], Ta [4] and other
metals. Also a series of alloys such as TbNi5 [5], NiTi [6], TiMo [7], FeTi [8] are
prepared. Some alloys that are difficult to prepare were usually prepared by this
method.

Cermet is a composite material composed of one or several metals and ceramic
materials. It combines the excellent properties of ceramics and metals, such as high
strength, high hardness, corrosion resistance, wear resistance, high temperature resis-
tance and good thermal shock resistance [9]. With the development of new processes
and materials, cermet is mainly used in aerospace, electric power, automobiles,
building materials and other fields [10, 11]. The research on cermet has become
an important research direction in the field of composite materials. Compared with
magnesium-based cermet, aluminum-based cermet, and titanium-based cermet, iron-
based cermet has problems such as high specific gravity, high sintering temperature,
and low specific strength, and there are fewer research results on iron-based cermet.

In this paper, combinedwith the calculation and analysis of each reaction ofmolten
salt electro-deoxidation by thermodynamic calculation, the influence of electrolysis
temperature, decomposition voltage and other thermodynamic parameters on the
electro-deoxidation process was investigated. It provided theoretical guidance for the
preparation of Fe-FeAl2O4 composite materials by molten salt electro-deoxidation
in Fe2O3-Al2O3 system.

Reaction Thermodynamics

Electrode-Oxygenation Reaction

Fe2O3 and Al2O3 powders were mixed and pressed into tablets as the cathode,
the anode was graphite flake, and the electrolyte was NaCl-KCl. The Fe-
FeAl2O4 composite material was prepared by the molten salt electro-deoxidation
method.Fe2O3 can be reduced from Fe3O4 to Fe step by step during electrified
process [12]. The reduced low-valence iron oxide synthesizes iron-aluminum spinel
with Al2O3, and then formed Fe-FeAl2O4 composite material with the reduced Fe.
The reaction equations involved in the above process were given below.

Equation of Al2O3 electrified reactions,

Al2O3 = 2Al+ 3

2
O2 (1)

Al2O3 = 2AlO+ 1

2
O2 (2)

Equation of Fe2O3 electrified reactions,
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Fe2O3 = 3

2
Fe3O4 + 1

6
O2 (3)

Fe3O4 = 3FeO+ 1

2
O2 (4)

FeO = Fe+ 1

2
O2 (5)

Fe2O3 = 2Fe+ 3

2
O2 (6)

FactSagewas used to calculate the standardGibbs free energy of the possible reac-
tions in the molten salt system at 0–1200 °C. The standard theoretical decomposition
voltage E�could be calculated by following calculation formula.

�G� = −nFE�

where, �G� was the standard Gibbs free energy (kJ mol−1), E� was the theoretical
decomposition voltage in the standard state (V), Fwas the Faraday constant (96,485C
mol−1), n was the number of electrons gained or lost in the reaction equation.

It can be seen from Fig. 1 that the decomposition reaction of iron oxide is easier to
proceed in the process of electro-deoxidation inmolten salt, while the decomposition
reaction of alumina is more difficult to proceed.

Fig. 1 The calculated results between E� and T at 0–1200 °C. (Color figure online)
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Chemical Reactions with Molten Salt

There is not only the electrochemical reaction in the molten salt system, but also the
chemical reaction among reactants could be proceed. The following are the chemical
reaction equations that may occur in molten salt.

No variety of valence state,

Al2O3 + 6NaCl = Al2Cl6 + 3Na2O (7)

Al2O3 + 8NaCl = 2NaAlCl4 + 3Na2O (8)

Al2O3 + 2NaCl = 2AlClO+ Na2O (9)

Al2O3 + 3

2
NaCl = 3

2
NaAlO2 + 1

2
AlCl3 (10)

Al2O3 + 6NaCl = 3Na2O+ 2AlCl3 (11)

Al2O3 + 2KCl = 2AlClO+ K2O (12)

Al2O3 + 6KCl = Al2Cl6 + 3K2O (13)

Al2O3 + 8KCl = 2KAlCl4 + 3K2O (14)

Al2O3 + 6KCl = 2AlCl3 + 3K2O (15)

Al2O3+3

2
KCl = 3

2
KAlO2+1

2
AlCl3 (16)

Fe2O3 + 6NaCl = 2FeCl3 + 3Na2O (17)

Fe2O3 + 3

2
NaCl = 3

2
NaFeO2 + 1

2
FeCl3 (18)

Fe2O3 + 7

20
NaCl = 43

100
Na8Fe2O7 + 57

50
FeCl3 (19)

Fe2O3 + 3

2
KCl = 3

2
KFeO2 + 1

2
FeCl3 (20)

Fe2O3 + 3Al2O3 + 6NaCl = 2FeCl3 + 6NaAlO2 (21)
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Fe2O3 + 1

3
Al2O3 + 8

3
NaCl = 2NaFeO2 + 2

3
NaAlCl4 (22)

Fe2O3 + 3Al2O3 + 6KCl = 2FeCl3 + 6KAlO2 (23)

Fe2O3 + 1

3
Al2O3 + 8

3
KCl = 2KFeO2 + 2

3
KAlCl4 (24)

Variety of valence state,

Fe2O3 + 2Al2O3 + 1

3
NaCl = 1

3
NaClO3 + 2FeAl2O4 (25)

Fe2O3 + 2Al2O3 + 1

3
KCl = 1

3
KClO3 + 2FeAl2O4 (26)

According to thermodynamic calculations, the standard Gibbs free energy �G�

from Eq. (7) to Eq. (26) at 0–1200 °C were all greater than zero. It was impossible
to proceed spontaneously and there was no new material formation.

Influence of Electrolysis Reaction

Molten Salt System

There are many high temperature molten salt systems, such as chloride, fluoride
salt, nitrate, etc. The chloride salt molten salt system, especially NaCl-KCl, is the
commonly used system. Because NaCl-KCl is cheap and has the advantages, such as
large specific heat capacity, low thermal conductivity, low viscosity, wide operating
temperature range, good stability, high decomposition voltage, low cost [13]. It is
widely used for extracting elemental metal or preparing synthetic materials (Fig. 2).

NaCl = Na+ 1

2
Cl2 (27)

KCl = K+ 1

2
Cl2 (28)

The theoretical decomposition voltage of NaCl was −3.24 V, and the theoret-
ical decomposition voltage of KCl was −3.48 V at 800 °C. It was greater than the
theoretical decomposition voltage of the reactant.

If a single chloride was used as the electrolyte, the melting point of KCl was
801 °C and NaCl was 770 °C. This required a higher electrolysis temperature. Not
onlywasted energy, but also accelerated the volatilization ofmolten salt, which posed
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Fig. 2 Variation of E� with temperature. (Color figure online)

a safety hazard to the entire experiment. As shown in Fig. 3, using a mixed KCl-NaCl
molten salt system, the eutectic point of the systemwas about 657 °C. It improved the
operating environment and reduced energy consumption costs and potential safety
hazards. Especially the reaction product was not doped with other impurities, the
viscosity was low and the cost was low.In this paper, the KCl-NaCl was selected.

Electrolysis Temperature

According to the phase diagram of the FeO–Al2O3 binary system, the metallic Fe-
based and FeAl2O4 ceramic phases can be obtained within 1300 °C (Fig. 4).

As shown in Fig. 3, when the molar ratio of NaCl to KCl was 1:1, the molten
salt reached the lowest eutectic point at about 657 °C. The higher the electrolysis
temperature, the better kinetic conditionswere got. However, high temperaturewould
cause rapid anodic oxidation andmolten salt volatilization. Therefore, the electrolysis
temperature was preferably 150–200 °C higher than 657 °C, and the electrolysis
temperature range was 800–900 °C.

EΘand Raw Material Ratio

In order to ensure that the cathode oxide was decomposed or reduced into a pure
metal or alloy, while the molten salt electrolyte did not undergo electrochemical
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Fig. 3 KCl-NaCl molten salt phase diagram. (Color figure online)

reaction, the determination of the theoretical decomposition voltage was particularly
important (Table 1).

The theoretical decomposition voltages of NaCl and KCl were −3.24 V and −
3.48 V at 800 °C, respectively. The electrolysis voltage cannot be higher than the
theoretical decomposition voltage of NaCl and KCl at 800 °C, otherwise the molten
salt would be decomposed. The theoretical decomposition voltage of Al2O3 was −
2.31 V. In order to combine Al2O3 and FeO to form FeAl2O4, Al2O3 cannot be
decomposed. At 800 °C, Fe2O3 gradually reduced to Fe3O4, FeO and Fe, the theo-
retical decomposition voltages were−0.45 V,−0.96 V and−1.01 V respectively. To
ensure that Fe2O3 can be decomposed into Fe element, the electrolysis voltage must
be higher than −1.01 V. In summary, the decomposition voltage of this experiment
should be between −1.01 V and −2.31 V.

During the experiment, when Fe2O3was reduced to FeO, part of FeO combined
with Al2O3to form FeAl2O4, and the other part of FeO would continue to be reduced
to Fe.At this time, excessive Fe2O3 powderwas needed. Through the electrochemical
Eqs. (3)–(5), the molar ratio of Fe2O3: FeO = 1:2 can be calculated. As shown in
Fig. 2, when Al2O3/ (Al2O3 + FeO) was 0.2, the molar ratio between Al2O3 and
FeO was 1:4.It was known that the raw materials molar ratio Al2O3:Fe2O3 = 1:2.
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Fig. 4 Binary phase diagram with FeO–Al2O3. (Color figure online)

Table 1 Theoretical
decomposition voltage of iron
oxide

Iron oxide E�(V)

Fe3O4 −0.454

FeO −0.96

Fe −1.01

Conclusions

(1) It was impossible to proceed reaction between reactants with molten salt, and
no new material formation.

(2) It was feasible to choose a mixed NaCl-KCl molten salt system, and the molar
ratio was 1:1. The electrolysis temperature range was 800–900 °C. The raw
material ratio was Al2O3:Fe2O3 = 1:2.

(3) The decomposition voltage was between −1.01 V and −2.31 V at 800°C. Fe–
FeAl2O4 composites can be prepared by the method of electro-deoxidation in
molten salt.

Acknowledgements This work was supported by the National Natural Science Foundation of
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Evaluation of the Surface Integrity
of Titanium Nitride Coating Deposited
on the Ni–Ti Substrate Through
the Near-Dry Electrical Discharge
Surface Coating Process

Ramver Singh, Akshay Dvivedi, and Pradeep Kumar

Abstract Having superior mechanical properties, nickel-titanium (Ni–Ti) based
shape memory alloys are extensively used to make bio-implants. The existing liter-
ature suggests several surface modification techniques, including surface coating,
for improving the bio-compatibility by reducing leakage of nickel from surface
layers. Herein, an environmentally-friendly surface coating method, based on the
concept of near-dry electric discharge machining (ND-EDM) process, was explored
to deposit the titanium nitride (TiN) layer. Repeated spark discharges occurring in
a two-phase dielectric medium of water and nitrogen gas were used for depositing
the layer. The effect of process parameters like peak-current and pulse-on time on
the surface integrity of deposited layers was evaluated. The deposited surfaces were
characterized using the X-Rays diffraction (XRD), field-emission scanning electron
microscopy (FE-SEM), and atomic force microscopy (AFM) techniques. The results
show that the TiN layer can successfully be deposited onto Ni–Ti substrate.

Keywords Surface integrity · TiN · Coating ·Near-dry ·Nitriding · EDM ·Nitinol

Introduction

Nickel-titanium (Ni–Ti) based shape memory alloy is an attractive material for
biomedical applications due to its unique shape-memory and superelastic charac-
teristics, high corrosion resistance, and suitable mechanical strength [1]. However,
leaching of toxic nickel ions when in prolonged contact with human body’s corrosive
fluids engenders health risks such as cytotoxicity, allergic reactions, and inflamma-
tion [2, 3]. Therefore, different techniques have been explored to avoid these risks
[4]. Surface coating is one of such techniques in which a layer of non-toxic and
relatively inert material, such as titanium nitride (TiN), is deposited on the surface.
The deposited layer breaks the physical contact between the material and corrosive
fluids, and thereby prevents the leaching of nickel ions from the surface. There exists
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a wide variety of surface coating processes, for instances, chemical vapour deposition
(CVD), physical vapour deposition (PVD), plasma coating, and electric discharge
coating, suitable for this purpose [5]. In particular, the EDC process is more suited.
Since the machining of Ni–Ti alloys is difficult through conventional (i.e. contact-
based) processes, and therefore, their machining is generally performed through
advanced (i.e. “non-contact” based) processes, e.g., electric discharge machining
(EDM). As the EDC can be performed on the same EDM facility with minimal
modification, thus making it a suitable option.

During the EDC process, deposition is mainly accomplished by two routes:
through a semi-sintered or green compact tool electrode, and using a powder
suspended dielectric medium [6]. In the former route, the tool electrode plays the
role of the material feed stock. The loosely held powder migrates from the tool
towards the work surface under the influence of thermo-physical phenomena trig-
gered by the initiation, growth and collapse of the plasma channel. A fraction of the
eroded material is eventually embedded in the recast layer, and thus, enhancing the
surface properties through deliberate surface alloying or coating. Whereas, in the
later route, the dielectric medium itself plays the role of feed stock as far as coating
material or alloying elements are concerned. Under the influence of electrical field,
the powder particles arrange themselves in the inter-electrode gap (IEG) in order
to form a conductive bridge of least electrical resistance which assists in triggering
spark discharge. The entrapped particles in the plasma channel and molten puddle
start melting and re-solidifies with the puddle.

In last decade, there are several investigation on surface modification following
both the routes of EDC process. For example, Furutani et al. [7] successfully
deposited a 150 μm thick layer of titanium carbide (TiC) on the steel substrate using
the EDC procedure with TiC powder suspended in the kerosene [7]. They reported an
improvement in the surface properties in terms ofwear resistance andmicro-hardness
after the treatment. Otsuka et al. and Yang et al. [8, 9] studied various aspects of
crystal structure and surface chemistry of the EDMed grade 2 and 5 titanium alloys,
respectively [8, 9]. They concluded that the EDMed implant surface’s osseointegra-
tion response was better than that of the conventionally machined. Whereas, Wang
et al. [10] used a green-compacted titanium to deposit the TiC coating by facilitating
a reaction between the molten titanium from tool electrode and carbon released
from kerosene disintegration [10]. They reported that formed TiC coating was three
time harder than the substrate. Further, Shigyo and Nakano [11]developed an EDM
tool electrode specifically built for surface coating operations [11]. They coated the
surface of metal powder with nitride prior to the green compacting procswedure to
prevent the oxidation of the metal powder due to frictional heat, and thereby, led to
more uniform distribution of surface characteristics.

It becomes clear from the above-cited literature that both of the EDC route mainly
use liquid hydrocarbon-based dielectric mediums, such as kerosene and commer-
cially available EDMoil. The disintegration of such oils produces carbon by-products
and obnoxious fume which could led to health and safety risks. Hence, efforts have
been made to develop operator and environmental friendly variants of the EDM
process. The development of dry and near-dry EDM process variants are examples
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of such efforts [12]. In year 1985, Ramani and Cassidenti developed the dry variant
of the EDM process by using gaseous phase dielectric medium instead of tradition-
ally used liquid phase to drill holes [13]. Since then, several investigations have been
undertaken to assess and enhance the process capability. Yadav et al. and Kunieda
et al. [14, 15] attempted to increase the material removal rate by supply additional
oxygen in the dielectric media during the EDM of steel work material [14, 15].
The exothermic reactions involving oxidation of iron was attributed as a possible
reason for the increase in MRR. However, the relatively poor flushing ability of
gaseous dielectrics leads to the re-attachment of debris particles on the work and tool
surfaces triggers frequent incidents of short-circuiting which in turn leads to poor
surface integrity. The use of trace amount of liquid in the gaseous phase (i.e. two-
phase dielectric mixture of liquid in gas) often eliminates this limitation in near-dry
EDM variant. Tanimura et al. [16] researched on the feasibility of using water mist
(water in air mixture) as the dielectric medium in the EDM process [16]. The pres-
ence of a liquid phase improves the dielectric medium’s ability to dissipate heat. In
this way, it helps in quick solidification of molten material ejected from the puddle.
As a result, it impedes re-attachment of debris onto the tool and work surfaces which
eventually improves the integrity of the surface.

The dry and near-dry concepts of EDM process are in research and development
phase, and have the potential to replace the conventional EDM process. Literature
on the use of these process variants for surface modification applications is rare.
Chen et al. [17] assessed the effect of different process parameters during EDC
treatment of 6061-T6 aluminum alloy under wet (kerosene) and dry (nitrogen gas)
conditions using Ti-sintered tool electrode [17]. They observed that the modified
surfaces embraced layer of titanium carbide and titanium nitride under wet and
dry conditions, respectively. Huang et al. [18] explored the dry-EDM variant for
depositing a coating of titanium nitride on Ni–Ti alloy [18]. Nitrogen gas was used
as a dielectric medium. The presence of nitrogen gas shielded the molten material,
and thus, prevented the formation of oxide and/or hydroxide in the recast layer.
They observed that the treated Ni–Ti alloy work samples exhibited shape-memory
effect even though the surface is coated with a thick and hard layer of TiN. Common
observations among these investigations are poor integrity of the treated surface
due to the presence of micro-cracks, voids and globules usually caused by the re-
attachment of debris particles onto the tool and work surfaces. As a result, further
post-processing becomes essential which ultimately increases the processing time
and cost. Hence, there is a need to develop an environmentally-friendly EDC variant
capable of producing surface free from such defects. The near-dry EDM process can
be a potential solution.

In the current investigation, a layer of TiN coating was deposited on Ni–Ti
substrate at different process parameters via near-dry EDC process. The experi-
ments were conducted following one-factor-at-a-time (OFAT) scheme by varying
the peak-current and pulse-on time at five levels. The effect of process parameters on
the surface integrity in terms of crack density, and surface roughness of processed
samples was evaluated. The deposited surfaces were characterized using the x-rays
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diffraction (XRD), scanning electron microscopy (SEM), energy dispersive spec-
troscopy (EDS), and atomic forcemicroscopy (AFM) techniques. The cross-sectional
analysis of treated samples were done to measure the thickness of deposited layer.

Experimentation Details

Coating of TiN were deposited on Ni–Ti based shape memory alloy substrates which
was selected due to its wide applications in the biomedical industry. Samples of
10mm × 20mm dimensions were cut from a flat sheet of 5 mm thickness using the
wire-EDMprocess.Toget rid of the thermal damages generatedduring thewire-EDM
operation and to obtain uniform surface prior to the treatment, sample were initially
subjected to mechanical polishing using abrasive papers (P400 to P2000) and then
to cloth polishing in alumina colloidal solution. An Excetek ED30C three-axis CNC
EDM machine was modified for performing near-dry surface coating experiments.
Figure 1depicts the schematic diagramof themodified experimental setup.Aflushing
unit to produce a two-phase mixture of glycerine in nitrogen gas was developed in-
house. Measured quantities of liquid and gaseous phases were supplied into a mixing
chamber using peristaltic pump and nitrogen gas cylinder, respectively. Tiny droplets
of the liquid form when the liquid phase comes in contact with high velocity stream
of nitrogen gas in the mixing chamber. The formed two-phase dielectric medium of
glycerine in nitrogen mixture (hereinafter referred to as Gly-N2 mist) was supplied
into the IEG through the tubular-shaped tool electrode. Commercially pure titanium
was selected as the tool material to minimize the possibility of foreign material
inclusion in the TiN coating.

Fig. 1 Schematic diagram of the experimental setup. (Color figure online)
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Table 1 Details pertaining the ranges and values of processing parameters

Parameters Descriptions/values

Tool material
Tool geometry

Titanium (Green compacted)
Tubular (outer dia, 8 mm; inner dia, 6 mm)

Polarity Straight (Work, + )

Machining time 2 min

Sparking
duration

30 s

Dielectric media Glycerin (liquid) + Nitrogen (gas)

Gas pressure 40 psi

Liquid flow rate 4 ml/min

Peak current 1 A 2 A 3 A 4 A 5 A

Pulse-on time 10 μs 30 μs 50 μs 70 μs 90 μs

The processing parameters used were chosen after preliminary experiments. The
aim of these experiments was to obtain broad range of process parameters for which
the coating can be successfully deposited. Table 1 provides details pertaining the
ranges and values of variable and constant processing parameters used in this inves-
tigation. The peak current and pulse-on timewere the variable parameters. The values
of constant parameters were selected based on previous investigations for obtaining
stable sparking conditions. The experiments were performed by following OFAT
approach. In which, one parameter is varied at a time and another parameter was
kept constant at their mid-level. Each experiment was performed thrice to obtain
experimental results with minimal extent of experimental errors.

The surface integrity of the treated sampleswas examined using various character-
ization techniques such as XRD, EDX, FE-SEM, and AFM. AnX-ray diffractometer
(Bruker; D8) was operated in conventional θ/2θ and glancing-angle modes. A FE-
SEM (Carl Zeiss; Ultra plus) equipped with EDX detector was used for microscopic
analysis of the deposited TiN coating. An atomic force microscope (INTEGRA; NT-
MDT-INTEGRA)was used to obtain arithmetical mean surface roughness (Ra value)
for corresponding scan area of 50 μm × μm. Cross-section analysis was conducted
to find out the coating layer thickness.

Results and Discussion

The assessment of the effect of varying different process parameters such as peak
current and pulse-on time on the surface integrity of coated samples is presented in
this section. At first, the results of XRD analysis explaining the metallurgical aspects
of the coating is presented and discussed. Then, the qualitative and quantitative
assessments of the surface topography performed through the FE-SEM and AFM
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Fig. 2 Representative XRD spectrum of the coated surface. (Color figure online)

analyses, respectively, is presented. Lastly, the results of image processing analysis
of the top and cross-sectional surfaces are presented and discussed.

Figure 2 displays the representative XRD spectrum of the TiN coating deposited
on NiTi substrate. The reference data of JCPDS were used to assign the observed
peaks. The presence of NiTi peaks may be attributed to the x-ray reflection from
the work substrate as the coating may not be thick enough. The spark discharges
triggers disintegration of nitrogen gas molecules in and around the plasma channel.
The produced energetic nitrogen reacts with the molten titanium to produce titanium
nitride.

Figures 3 and 4 showFE-SEMmicrographs of the top and cross-sectional surfaces
of the coated at different current settings and pulse-on time values, respectively.
Microscopic pores were also found onto the surface of deposited surface. Besides,
micro-cracks and peculiar splats-like features were observed onto the surfaces of
samples coated at higher current settings. The surfaces coated at higher current
settings appeared to be relatively rough in comparison to the surfaces coated at lower
current settings. For shorter pulse-on time (i.e., 10 μs), the surface appeared to be
relatively uniform and embraced even-sized pores.Whereas, for longer pulse-on time
values, the surface embraced micro-craters of varying sizes. The coating thickness
increased notably on increasing the peak current; whereas, only a slight increase
in it was observed upon increasing the value of pulse-on time. It is known that the
thermal energy liberated from the spark discharge during the EDM process increases
on increasing the values of both peak current and pulse-on time [19, 20]. Hence,
higher discharge energy results in greater melting of work material and consequently
may form thicker recast layer.

Figure 5 shows the effect of varying the peak current and pulse-on time on the
average surface roughness (Ra) of the coated surface. The average Ra value of the
coated surface increased approximately by 137% when the current settings were
increased from 1 to 5 A, for a constant pulse-on time (50 μs). Whereas, an approxi-
mate increase of 98%was observed when the duration of the pulse-on was prolonged
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Fig. 3 FE-SEM micrographs of top surface of the coated sample under different processing
conditions. (Color figure online)

Fig. 4 FE-SEM micrographs of cross-sectional surface of the coated sample under different
processing conditions. (Color figure online)
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Fig. 5 Effect of varying a peak current from 1 to 5 A, and b pulse-on time from 10 μs to 90 μs on
the average surface roughness (Ra) of the coated surface. (Color figure online)

from 10 μs to 90 μs, at same current settings of 3 A. As discussed earlier an increase
in the current or pulse-on duration results in liberation of greater discharge energy
which led to formation of deeper and larger size molten puddle. Subsequently, it can
lead to generation of deeper and larger-sized micro-craters which can be a possible
reason for this observed increase in the values of average surface roughness [21].

Conclusions

• This work has shown that a coating of TiN can be deposited onto Ni–Ti substrate
using near-dry concept of EDM process.

• The average Ra value increased approximately by 137% and 98% on increasing
the values of current from 1 to 5 A, and pulse-on time from 10 μs to 90 μs,
respectively.

• Cross-sectional analysis revealed that on increasing the current settings from 1
to 5 A, a notably thicker coating was formed, whereas, only a slight increase in
the thickness was observed when pulse-on duration was increased from 10 μs to
90 μs.
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Investigation to Hole Surface
Microstructure Evolution in Drilling
of Aerospace Alloys: Ti-5553

David P. Yan

Abstract Ti-5553 (Ti-5Al-5Mo-5V-3Cr-0.5Fe) is a newly developed near β tita-
nium (Ti) alloywith excellent fatigue performance and corrosion resistance.Hence, it
is of significant importance in several high-performance aerospace applications such
as landing gear components and helicopter rotors. The machinability of Ti-5553 is
low owing to its high strength at elevated temperature, low thermal conductivity and
high chemical reactivity. Although there is a profound knowledge about the machin-
ability of α + β Ti alloys (typically Ti-6Al-4V), there is a lack of understanding
regarding the surface microstructure evolution during machining of Ti-5553. This
paper presents experimental investigations on the microstructure evaluation in the
hole surface produced from drilling of Ti-5553. A series of high-speed drilling tests
were conducted to evaluate the influence of cutting conditions on the hole surface
microstructure alternation in relation to the cutting temperature. Scanning electron
microscopy (SEM) and X-ray diffraction (XRD) technique were used to characterize
the hole surface microstructure evolution. The precipitation of new α phase from β

matrix in the hole surface was observed in dry drilling; however, this phenomenon
was not detected in wet drilling with a coolant supplied.

Keywords Microstructure evolution · Surface quality · Ti-5553 · High-speed
drilling · Cutting temperature

Introduction

In recent years, Ti alloys have been increasingly used in the aerospace, biomedical
and chemical engineering industries, owing to their superior mechanical properties,
including excellent strength-to-weight ratio, ability to retain high strength at elevated
temperature and good fatigue and corrosion resistance, etc. [1–3]. Accordingly, the
β Ti alloys have been critically chosen for structural components applications in the
aerospace industry, mostly due to their excellent performance-to-density ratio [4].
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Despite offering higher strength levels and lower processing temperatures than α

+ β Ti alloys (typically Ti-6Al-4V), the machinability of metastable β Ti alloys is
low [5, 6]. Since these aircraft structural components require high durability levels
owing to fatigue being a predominant failure mechanism, thus, the quality of finish
surface and surface microstructure are two critical aspects that can influence safety
and durability concerns [7].

Ti-5Al-5Mo-5V-3Cr-0.5Fe (all in wt%), patented as Ti-5553, was publicly intro-
duced in 1997 as an improved version of Russian near-β Ti alloy VT-22 [8]. Ti-5553
is expected to be applicable for thick section aerospace structural components such
as landing gear due to its high strength, reported to be as high as 1250 MPa at room
temperature for certain microstructures [9]. The properties of Ti-5553 can vary over
a wide range and are critically dependent on the microstructure which is primarily
described by the volume fraction, size, morphology and distribution of α precipi-
tates within the β matrix [10]. Figure 1 shows a pseudo-binary phase diagram of β

Ti alloys where Ti-5553 lies on the right of the martensitic transformation (Ms) line
and has a metastable β structure. The phase components of Ti-5553, i.e. α, β, ω and
martensite (Ms) phases can be varied significantly by different thermomechanical
processes including heat treatment and cold working [11].

As the research on microstructural evolution of machined Ti-5553 component is
limited, an understanding of the precipitation of new α phase from β matrix (i.e. β
phase decomposition) during low temperature ageing of Ti-5553 can be insightful.
Jones et al. [12] showed that the dot-shaped new α precipitates approximately 1–
3 μm in diameter nucleated from β matrix, and the α phase appeared to form as
strings, approximately 15μm in length after solution treatment and ageing at 400 °C
for 4 h. Their XRD data indicated that peaks corresponding to the (100) and (101)
planes of α phase could be seen after 4 h of ageing at 400 °C and the precipitation
of new (101) plane α phase was predominant. Dehghan-Manshadi and Dippenaar
[13] reported that the precipitation of α phase was a function of ageing temperature
at constant ageing time, and the volume fraction of α phase increased from around

Fig. 1 Pseudo-binary phase
diagram of β Ti alloys
showing the distribution of β

stability, classification of β

Ti alloys and location of α,
β, ω and martensite (Ms)
phases [11]
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5% at 350 °C to more than 20% at 450 °C. In addition, increasing the isothermal
ageing temperature caused changes in the morphology and size of α precipitates.
In relation to the cutting temperature generated in machining process, Ugarte et al.
[14] conducted milling tests on Ti-5553 and reported that the cutting temperature
increased when increasing both cutting speed and feed rate, and the temperature on
the tool side of tool-workpiece interface was around 630 °C.

To enhance the understanding of surface microstructure evolution in machining
of Ti-5553, in this study, a series of high-speed drilling tests were conducted, and
the cutting temperature was measured. Metallurgical characterizations including
scanning electron microscopy (SEM) and X-ray diffraction (XRD) analysis were
performed to reveal the effect of cutting conditions on theβ toα phase transformation
in the hole surface.

Experimental Procedure

A billet of Ti-5553 (non-heat treated) was used in this study with the chemical
composition shown in Table 1. The drilling tests on Ti-5553 workpiece were carried
out on a CNCmachine under the dry and wet cutting conditions with varying cutting
speeds and feed rates. Amineral oil-based cutting fluid emulsionwas applied through
drill’s two internal cooling holes during wet drilling. Uncoated solid carbide drills
(ø 12 mm), Seco Feedmax-T Geometry were used in this study, and the holes were
continuously fed to the desired depth, and the depth of drilling was kept constantly
at 22.5 mm in all trials.

The cutting zone temperature was measured by inserting a ø 1 mm K type ther-
mocouple wire into a special made Ti-5553 workpiece (having a predrilled ø 1 mm
hole at a designated drilling depth). Thus, the measured temperature was the temper-
ature reading at which the thermocouple wire was just penetrated by the drill moving
downward. After each drilling trial, the hole surface sample was made by sectioning
the hole through the center of the hole to reveal the drilled surface and corresponding
subsurface. G. Muller’s three-step Ti metallographic preparations were applied, and
Kroll’s etchant (2mlHF and 6mlHNO3 in 100mlH2O)was used for etching.Hitachi
S-3000 N SEM and X’Pert PRO MRD XL XRD machine were used to determine
the morphology and microstructure of the drilled hole surface.

In this present study, the volume fractions of α and β phase in the hole surface of
Ti-5553 sample were quantified through the quantitative analysis of XRD patterns
(i.e. the Rietveld method). In particular, for a drilled hole surface, the amounts of

Table 1 Chemical compositions of as-received Ti-5553 (in wt%)

Ti alloys Element (wt%)

Al Mo V Cr Fe O Zr C Ti

Ti-5553 5.03 4.90 4.97 2.65 0.37 0.12 0.07 0.01 Bal
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α phases were refined from the areas of the peak intensity line shape profile of
three planes: (100), (101) and (201) α phase. The qualitative changes in the volume
fractions of the phase suggested by the XRD data were coupled with the quantitative
measurements (using Image J) of the volume fractions of the phase from the hole
surface’s SEM micrograph.

Results and Discussion

Microstructure and XRD Pattern of as-Received Ti-5553

Initial characterization of the as-received Ti-5553 billet (non-heat treated) involved
light optical, scanning electron microscopy and XRD examinations. Figure 2a and
b shows the light optical and SEM micrographs of the original Ti-5553 workpiece,
where in the SEM image, the lighter region presents a β phase, and the darker region
indicates anα phase. After quantitativelymeasuring theα phase (using Image J) from
Fig. 2b, the volume fraction of α phase (i.e. V% of α) was 26.8% for the as-received
Ti-5553. Figure 3 presents the XRD pattern of the as-received Ti-5553 showing the
(110) and (101) main diffraction peaks of β and α phases, respectively. The intensity
plotted in the figure is the square root of counts to help distinguish the weak peaks
from the background. The observation and measurement of this present study were
consistent with the findings of Arrazola et al. [15] and Jones et al. [16].

 (a) (b)

Fig. 2 a Light optical image and b SEM micrograph of the original Ti-5553 workpiece, in SEM
image, the lighter and darker regions are the β and α phase, respectively
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Fig. 3 XRD pattern of the as-received Ti-5553, showing the detected intensity peak of (110) β and
(101) α phases

Effect of Coolant Supply on Microstructure Evolution in Hole
Surface

Figure 4a–d shows the SEM micrographs of the drilled hole samples A and B
produced with and without cutting fluid supply at cutting speed of 55 m/min and
feed rate of 0.08 mm/rev, respectively. After quantitatively measuring the α phase
(using Image J) from the higher magnification SEM micrographs of samples A and
B shown in Fig. 4b and d, it was found that the V% of α phase were 32% and 61.5%,
respectively. Thus, the results of this present study indicated that the coolant supply
significantly influenced the β to α phase transformation, as the V% of α phase in
sample B (i.e. 61.5%without coolant supply) was much higher than that of in sample
A (i.e. 32% with coolant supply).

By comparing Fig. 4d to b and Fig. 2b, it can be seen that the size and morphology
of small lath-shaped α phase in sample B, obtained about 10μm away from the edge
of the hole, were noticeably larger and coarser than those of two in the as-received
workpiece and sample A. While the size and morphology of α phase in sample A
shown in Fig. 4b, showing as homogenous small widely spaced laths, were similar
to those in the as-received workpiece shown in Fig. 2b.

Figure 5 shows the comparisons of the detected XRD patterns between the wet
and dry drilled samples A and B. It can be observed that a larger broadened peak
intensity line shape profile of (101) plane α emerged in the dry drilled sample B
(dot line) compared to the wet drilled sample A (solid line). The larger broadened
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Fig. 4 a and c SEM micrographs of samples A and B produced with and without cutting fluid
supply at cutting speed of 55 m/min and feed rate of 0.08 mm/rev, respectively, and b and d higher
magnification SEM micrographs of the areas marked in a and c, showing the change of α phase
morphology in these two samples obtained at different drilling conditions

peak intensity line shape profile of (101) plane α indicated a higher V% of α phase
in the dry drilled sample than that of the wet drilled. The trend of the α phase
changes obtained from the XRD patterns of samples A and B was well correlated
with these two samples’ V% of α phase measured from their higher magnification
SEM micrographs as discussed above.

The cutting temperature histories of samples A and B corresponding to with and
without cutting fluid supply in drilling process were plotted in Fig. 6. The maximum
cutting temperature dramatically increased to 449 °C at the last four seconds of dry
drilling of sample B, whereas the maximum cutting temperature just increased to
89 °C at the final two seconds in wet drilling of sample A (with cutting fluid supply).
It appears that the cutting temperature of 449 °C in sample B was very close to the
temperature that triggered the precipitation of new α phase from the β matrix during
lower temperature ageing of Ti-5553 reported by Jones et al. [12].
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Fig. 5 XRD patterns of the wet and dry drilled samples A and B obtained under the same cutting
speed, feed rate and depth of drilling, showing a more broadened the peak intensity line shape
profile of (101) plane α (dot line) in the dry drilled sample B than the wet drilled sample A

Fig. 6 Cutting temperature histories versus drilling conditions for samples A and B, obtained with
and without cutting fluid supply, at 20 mm depth of drilling until the thermocouple wire was broken
by the drill moving downward, showing the variation of cutting temperatures relating to cooling
conditions. (Color figure online)
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Effect of Cutting Speed on Precipitation of New α Phase
in Hole Surface

Figure 7a–d shows the SEM micrographs of the dry drilled hole samples C and B
produced at cutting speed of 27 and 55 m/min, respectively, at the same feed rate
of 0.08 mm/rev without cutting fluid supply. The size and morphology of α phase
in sample C (Fig. 7b) have a slightly smaller lath aspect ratio, while the size and
morphology of α phase in sample B (Fig. 7d) have a larger and more closely spaced
laths.

TheV%ofα phase in sampleC (obtained at 10μmaway from the edge of the hole)
is 33.7%measured from the higher magnification SEMmicrograph shown in Fig. 7b.
After comparing the V% of α phase in samples C and B, it can be found that the
sample B has a significantly higher V% of α (i.e. 61.5%) than sample C (i.e. 33.7%).
This result seems to indicate the effect of the cutting speed on the precipitation of

Fig. 7 a and c SEM micrographs of dry drilled samples C and B produced at cutting speed of 27
and 55 m/min, respectively, under the same feed rate of 0.08 mm/rev without cutting fluid supply,
and b and d higher magnification SEM micrographs of the areas marked in a and c, showing the
change of α morphologies relating to the cutting speeds during drilling process
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new α phase, thus, the higher cutting speed, the more new-α precipitates from the β

matrix.
Figure 8 shows the comparisons of the detected XRD patterns between the dry

drilled samples C and B. It can be found that a larger broadened peak intensity line
shape profile of (101) plane α emerged in the sample B (dot line) produced at a higher
cutting speed of 55 m/min compared to the sample C (solid line) drilled at a lower
cutting speed of 27 m/min. The larger broadened peak intensity line shape profile
of (101) plane α indicated a higher V% of α phase in the sample B than that of the
sample C. The trend of α phase changes obtained from the XRD patterns of samples
C and B were consistent with the V% of α phase in these two samples measured
from their higher magnification SEM micrographs discussed above.

The cutting temperature histories of samples B and C corresponding to varying
cutting speedswere plotted in Fig. 9. It can be observed that the cutting temperature in
sample B (i.e. 449 °C) was higher than that of sample C (i.e. 161 °C). The maximum
cutting temperature increased 179% when increasing the cutting speeds from 27
to 55 m/min. This indicated that the effect of cutting speed on the cutting zone
temperature was very significant. The result was consistent with the findings of
Ugarte et al. [14] during machining of Ti-5553 and Ti-64. As discussed, the higher
cutting temperature can assist on the new α phase precipitation and facilitate the
growth of α precipitates. The highest cutting temperature of 449 °C in sample B can

Fig. 8 XRD patterns of the dry drilled samples C and B obtained at cutting speed of 27 and
55 m/min, at the same feed rate of 0.08 mm/rev without cutting fluid supply, showing a more
broadened the peak intensity line shape profile of (101) plane α (dot line) in sample B drilled at a
higher cutting speed
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Fig. 9 Cutting temperature histories versus drilling conditions for samples B and C, obtained at
cutting speed of 55 and 27 m/min, at 20 mm depth of drilling until the thermocouple wire was
broken by the drill moving downward, showing the variation of cutting temperatures relating to
cutting speeds. (Color figure online)

explain why it has the largest and most closely spaced α laths when comparing the
size and morphology of these three samples, i.e. A, B and C.

Conclusions

The high-speed drilling of Ti-5553 trials were performed, and the SEM and XRD
were used to characterize the hole surface microstructure of the drilled samples. The
effect of drilling conditions on the hole surface microstructure evolution was studied
in relation to the cutting temperature. Based on the results obtained from this present
study, the following conclusions can be drawn:

1. The precipitation of new α phase from β matrix in the hole surface was observed
in dry drilling; however, this phenomenon was not detected in wet drilling with
a coolant supplied.

2. A higher cutting speed can lead to a higher cutting temperature during high-speed
drilling of Ti-5553.

3. It has been found that a higher cutting temperature can assist on the new α phase
precipitation and facilitate the growth of α precipitates.
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Solving Stochastic Inverse Problems
for Structure-Property Linkages Using
Data-Consistent Inversion

Anh Tran and Tim Wildey

Abstract Process-structure-property relationships are the hallmark of materials sci-
ence. Many integrated computational materials engineering (ICME) models have
been developed at multiple length-scales and time-scales, where uncertainty quan-
tification (UQ) plays an important role in quality assurance. In this paper, we applied
our previous work [39] to learn a distribution of microstructure features that are con-
sistent in the sense that the forward propagation of this distribution through a crystal
plasticity finite element model (CPFEM) matches a target distribution on materi-
als properties, which is given beforehand. To demonstrate the approach, DAMASK
and DREAM.3D are employed to construct Hall-Petch relationship for a twinning-
induced plasticity (TWIP) steel, where the average grain size distribution is inferred,
given a distribution of offset yield strength.

Keywords Crystal plasticity · Uncertainty quantification · Bayesian statistics ·
Structure-property · ICME · Inverse problems

Introduction

Materials design and development is historically a long time process, where the
gap between initial research to final commercialization could be decades. In that
sense, the Materials Genome Initiative (MGI) [26] was proposed to significantly
reduce the research and development time of new materials, by employing both
integrated computational materials engineering (ICME) and machine learning (ML)
approaches to establish process-structure-property linkages, where data plays a cen-
tral and catalytic role to help accelerate the whole process. MGI successes have
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been enabled by many sophisticated ML algorithms, including recent deep learn-
ing (DL) algorithms, to extract microstructure features that are beyond the under-
standing of human experts. However, much work remains to be done, particularly
about understanding the microstructure, due to scarcity of datasets and its compli-
cated stochasticity. To that end, uncertainty quantification (UQ) naturally rises as
a fundamental mathematical toolbox to analyze, verify, and validate many ICME
models within certain contexts. In the context of structure-property linkage, where
the inputs are microstructures and outputs are materials properties, there has been a
limited amount of work because of the challenge in microstructure representation,
as well as the expensive computational cost of ICME models bridging the structure-
property linkage. In this work, we applied data-consistent framework, which was
initially proposed in Butler et al. [5, 6] to solve a stochastic problem. The problem
can be succinctly stated as: given a target distribution of materials properties, and
a map bridging between structure-property linkages, determine the distribution of
microstructure features such that the forward propagation of this distributionmatches
a target distribution on materials properties.

Given the importance of UQ in forward ICMEmodels, it has attractedmuch atten-
tion from researchers to predictmaterials behaviors under uncertainty, as reviewed by
[15, 17, 19, 21]. For example, Paul et al. [22] optimized differentmaterials properties
for process-structure linkage, where microstructure orientation is considered. John-
son and Arróyave [16] proposed an inverse design framework for process-structure
linkages for Ni-rich NiTi shape memory alloys. Yuan et al. [43] employed CPFEM
as a forward ICME model to generate a training dataset and utilized principal com-
ponent analysis and random forests to predict the stress-strain behavior. Tallman
et al. [30, 31] utilized GPR to model the structure-property map from a CPFEM
dataset. Acar et al. [1] proposed a linear programming approach to maximize a mean
of materials properties under the assumption of Gaussian distribution for both inputs
and outputs. Inductive design exploration method (IDEM) [7, 11, 20] has been intro-
duced as a materials design methodology to identify feasible and robust design for
microstructure features, which has been applied to many problems in practice. In our
previous work, we have also addressed the forward UQ problem using polynomial
chaos expansion [41] or inverse problems in process-structure relationship [35].

In the scope of this paper, we follow the framework proposed by Diehl et al. [9],
which proposed an ICME workflow coupling DAMASK and DREAM.3D [14], to
generate CPFEM dataset for a twinning-induced plasticity (TWIP) steel. Then, GPR
is adopted as a ML model for structure-property linkages, as suggested by Tallman
et al [30, 31]. Data-consistent framework, as proposed by Butler et al. [5, 6], is then
employed to identify a distribution of microstructure features. In the case study, the
microstructure feature is the average grain size, which is considered as the input,
where the output is the ensemble-average offset yield strength at ε = 0.2%. As the
number of stochastic volume element (SVE) approaches infinity, the map between
input and output can be considered deterministic, in the sense of asymptotic analysis.

The rest of this paper is organized as follows. Section “MicrostructureGeneration”
provides a brief summary for constructing the CPFEM dataset using DREAM.3D
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and DAMASK, as well as a brief introduction to GPR. Section “A Stochastic Inverse
Problem for Structure-PropertyRelationship inMaterials Design” introduces the the-
ory and implementation of the stochastic inverse framework. Section “Case Study:
Equiaxed Grains for TWIP Steels Under Uniaxial Tension” describes a Hall-Petch
relationship obtained from CPFEM, as well as the structure-property GPR model,
where stochastic inverse problem is solved based on the ML model. Section “Dis-
cussion and Conclusion” discusses and concludes the paper.

A Forward UQ Framework Employing ML
for the Structure-Property Map Using CPFEM
and Data Mining

We follow the principle of CPFEM, which assumes a deterministic behavior of a
specific microstructure realization under a specific loading condition. To account for
the randomness of microstructure, different microstructure realizations are generated
usingdeterministic and statisticalmicrostructure descriptors,which are sampled from
their according probability density functions. As such, in the scope of this study, the
map between inputs, i.e. microstructure, and outputs, i.e. materials properties, are
considered as a deterministic map. In the scope of this study, assuming that such
deterministic map exists, we solve the inverse problem to identify the distribution of
microstructure descriptors such that under the deterministic structure-property map,
the induced forward materials property distribution matches the target materials
property distribution.

Microstructure Generation

Generating statistically equivalent microstructures is one of the main goals in
microstructure generation and microstructure reconstruction. To rigorously define
“statistically equivalent”, the statistical microstructure descriptors must be utilized
to quantify microstructures represented as images and represent these images in
terms of probability density functions. Two realizations of microstructures are said
to be equivalent if two probability density functions of anymicrostructure descriptor
applied on these two realizations are sufficiently close. The definition of “sufficient”
is more loosely defined, as microstructure generation within finite domain is almost
always biased because of the finite size effect. That is, to be perfectly unbiased,
one needs to resort to an infinite domain, which is computationally intractable. Fur-
thermore, there are so many norms and metrics to measure the distance between
two probability density functions, which makes the definition even more ambiguous.
Therefore, practically, the definition of “sufficiently close” is left for users to decide.
Within the context of microstructure descriptors, numerous studies have been per-
formed to describe the microstructure, both deterministically and statistically. Based
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on the idea of minimization, microstructure reconstruction and generation is often
casted as a numerical optimization problem such that microstructure realizations are
within a tolerance from a referencedmicrostructure. Such approaches have been well
studied in the literature, as reviewed by Bargmann et al. [3] and Liu et al. [18], and
even applied to experimental microstructures [37]. Interested readers are referred to
the works of Groeber et al. [12, 13], Bostanabad et al. [4], and Torquato [32] for
comprehensive reviews of computationally characterizing microstructures. In this
paper, the workflow proposed by Diehl et al [9] that couples a synthetic microstruc-
ture generation framework is adopted, where DREAM.3D [14] and DAMASK [23]
is used as a forward ICME model, to bridge the structure-property relationship.
This automated workflow is used to explore the microstructure space, while paral-
lelization over and within the ensembles is utilized which exploits high-performance
computing resources to generate the required datasets.

Synthetic microstructures are typically generated using a log-normal distribution
for particle size as

fD(d;μD, σD) = 1

dσD

√
2π

e
− (ln d−μD )2

2σ2D , (1)

where μD and σ 2
D are the mean and the variance, respectively, of the normally dis-

tributed ln(D), i.e. ln(D) ∼ N (μD, σ 2
D), and D is the average grain diameter. The

additional subscript inμD andσD is introduced to avoid a conflict of notation between
the mean and variance for the particle size distribution and the mean and variance
for the GP model described in Sect. Gaussian Process Regression.

Dislocation-Based CPFEM

In this section, we follow the notation and description from Roters et al. [23, 25],
Diehl [8], and Alharbi and Kalidindi [2] for the constitutive relations in the CPFEM
model. For small deformations, the elasto-plastic decomposition can be computed
additively, whereas for large deformations, a multiplicative decomposition is more
appropriate,

F = Fe · Fp, (2)

following by the elasto-plastic decomposition of the velocity gradient as

L = Ḟ · F−1 = Ḟe · F−1
e + Fe · Ḟp · Fp · F−1

e = Le + Fe · Lp · F−1
e , (3)

where Lp and Le are the plastic and elastic velocity gradient, respectively. The 2nd
Piola-Kirchoff stress tensor S, which is a symmetric second-order tensor defined in
the intermediate configuration, is given by



Solving Stochastic Inverse Problems for Structure-Property … 451

S = C

2
: (FT

e Fe − I) = C : Ee = J F−1 · σ · F−T , (4)

where C is the elasticity fourth-order tensor, Fe is the elastic deformation gradient,
Fp is the plastic deformation gradient [25], Ee = 1

2

(
FT
e Fe − I

)
is the elastic Green’s

Lagrangian strain, σ is the Cauchy stress tensor (cf. [24], Sect. 3.3). Following Diehl
et al. [8, 10, 28], we use the open-source DAMASK [23] package for the CPFEM
model.

Gaussian Process Regression

In this section, we adopt the notation from Shahriari et al. [27] and Tran et al. [33,
34, 36, 38, 40] for its clarity and consistency. In the context of this paper, a Gaussian
process is a spatially distributed collection of random variables, each of which is
normally distributed. A GP(μ0, k) regressor is a nonparametric model which is
fully characterized by a prior mean function,μ0(λ) : � �→ R, and a positive-definite
kernel or a covariance function k : � × � �→ R. InGPR, it is assumed that the output,
f , is jointly Gaussian, and the observations, Q, are normally distributed, leading to

f |λ ∼ N (m, K ), (5)

Q| f, σ 2 ∼ N (Q, σ 2 I), (6)

where mi := μ(λi ), and Ki, j := k(λi , λ j ). Equation (5) describes the prior distribu-
tion induced by the GP.

The prediction for an unknown arbitrary point is characterized by the posterior
Gaussian distribution, which can be described by the posterior mean and posterior
variance functions. These are given by

μ(λ) = μ0(λ) + k(λ)T (K + σ 2 I)−1(y − m), (7)

and
σ 2(λ) = k(λ) − k(λ)T (K + σ 2 I)−1k(λ), (8)

respectively, where k(λ) is a vector of covariance k(λ)i = k(λ, λi ), σ 2 = 1
n (y −

μ0(λ))T K−1(y − μ0(λ)) is the intrinsic variance. Here, we consider λ to be
microstructure features, which are represented as randomvariables in themicrostruc-
ture space �. The map Q(λ) is the quantities of interests (QoIs), which are the
materials properties.
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A Stochastic Inverse Problem for Structure-Property
Relationship in Materials Design

Theory

The stochastic inverse problem utilized in this paper seeks a probability density on
model input such that the forward propagation of this density through Q, often called
a push-forward density, matches a given target probability density on the QoI. Of
course, the solution to this inverse problem is not necessarily unique, i.e., multiple
probability densities may satisfy this requirement. In [5], existence is guaranteed by
a predictibility assumption and uniqueness and stability are obtained by introducing
prior information in the form of an initial probability density on the model input
parameters. This initial density is similar to a prior in classical Bayesian inference,
but there are important differences. A full discussion is beyond the scope of this
paper, so we refer the interested reader to [5] for details. Given the initial density,
π init

� , and the corresponding push-forward density, πQ(init)
D , we can define an updated

probability density, πup
� , given by

π
up
� (λ) = π init

� (λ)
πobs
D (Q(λ))

π
Q(init)
D (Q(λ))

= π init
� (λ)r(λ), λ ∈ �, (9)

where we use r(λ) to denote the ratio of the observed density and push-forward of
the initial density. While the expression in (9) resembles the posterior density in
classical Bayesian inference, it is fundamentally different through the incorporation
of the push-forward density in the denominator.

While the stochastic forward problem seeks a distribution on Q(λ) given an
assumed distribution on λ, the stochastic inverse problem assumes a target dis-
tribution on Q(λ) is given and seeks a distribution on λ. In the context of the
structure-property relationships, the stochastic inverse problemassumes that there is a
desired/target distributionon the properties and seeks a distributionon themicrostruc-
ture features such that the forward propagation of this distribution through the model
matches the desired/target distribution.

Implementation and Diagnostics

In practice, direct numerical construction of the updated density, πup
� (λ), is impracti-

cal, so we often seek to generate a set of samples from this distribution. A straightfor-
ward approach for generating these samples is rejection sampling. Themain objective
in rejection sampling is to generate samples the target density f (λ), using a proposal
distribution g(λ). An acceptance-rejection algorithm continuously draws samples
from g(λ) and accept the samples under certain conditions. A key assumption in
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rejection sampling is the existence of a constant M > 0 such that f (λ) ≤ Mg(λ) for
all λ ∈ �. To generate samples from the updated density, π

up
� (λ) using π init

� (λ) as
the proposal density, we require the existence of a constant M > 0 such that

π
up
� (λ) = π init

� (λ)
πobs
D (Q(λ))

π
Q(init)
D (Q(λ))

≤ Mπ init
� (λ), (10)

which is precisely the predictability assumption from [5].
We can gain more intuition and derive some computationally cheap diagnos-

tics by considering the ratio, r(λ, given in (9), which serves as re-weighting of
the samples from the initial distribution. If we assume that we utilize P samples
from initial distribution,

{
λ(i)

}P

i=1 to construct the push-forward of the initial density
(the initial forward UQ prediction), then we can re-use this information to estimate
M ≈ max1≤i≤P r(λ(i)) since we have already evaluated Q for these samples. More-
over, we can actually use this ratio evaluated at these samples to give a Monte Carlo
estimates of the integral of the updated density,

∫

�

π
up
� (λ)dμ� =

∫

�

π init
� (λ)r(λ)dμ� ≈ 1

P

P∑

i=1

r(λ(i)), (11)

and the Kullback-Leibler divergence between the initial and updated densities,

KL(π
up
� ||π init

� ) =
∫

�

π
up
� (λ) log

(
π

up
� (λ)

π init
� (λ)

)
dμ� ≈ 1

P

P∑

i=1

r(λ(i)) log(r(λ(i))).

(12)
The integral of π

up
� provides a numerical validation of the predictibility assumption

and the Kullback-Leibler divergence provides the relative entropy, or information
gained, between the initial and updated densities.

In the scope of this paper, Q(λ) is the map from the microstructure space� to the
homogenized materials properties spaceD. The push-forward and updated densities
are approximated using a standard kernel density estimation (KDE) method. How-
ever, generating sufficient samples for an accurate KDE approximation using high-
fidelity models is computationally expensive, so we employ the Gaussian process
regression technique described in Sect. Gaussian Process Regression to approximate
this map using a limited number of samples. In [6], we proved that under reasonable
assumptions, the errors in the push-forward and updated densities are bounded by
the error in the surrogate model.
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Case Study: Equiaxed Grains for TWIP Steels Under
Uniaxial Tension

TWIP steels have attracted significant attention lately due to their outstanding
mechanical properties, including high strength and ductility. In this case study, we
employ a CPFEM model to computationally probe the Hall-Petch relationship and
apply the proposed framework to find the probability density of average grain size that
induces a push-forward probability density that matches a target probability density
of yield stress. We consider Fe-22Mn-0.6C TWIP steel and adopt the dislocation-
density-based constitutive model with material parameters described in Steinmetz et
al. [29], summarized in Sect. 6.2.3 and Tables8 and 9 in Roters et al. [23], respec-
tively. The constitutive model was validated experimentally by Wong et al. [42].

Figure 1 shows the Hall-Petch relationship for the TWIP steel considered in this
study. As indicated in the plot, a linear regression model, given by σY = σ0 + k√

D
,

where σ0 = 483.46MPa, and k = 0.09749MPam1/2, captures the main trend in this
relationship. We also plot the GPR which we use to approximate the relationship to
solve the stochastic inverse problem in structure-property linkages.

Fig. 1 Hall-Petch relationship for the TWIN steel considered. (Color figure online)
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Fig. 2 On the left, the initial density, π init
� (λ), and updated density, πup

� (λ), on the microstructure
feature. On the right, the target density on material properties and the push-forwards of the initial
and updated densities. (Color figure online)

In this case study, we assume that the target density for σY is a Gaussian mixture
model, with 25% fromN (525.0, 15.0), and 75% fromN (550.0, 5.0). Figure 2 (left)
shows the initial density π init

� (λ), which is uniform on [0.25, 2.75] interval, and the
updated density π

up
� (λ), which is the solution of the stochastic inverse problem.

Figure 2 (right) shows the comparison between the target density πobs
D , as well as

the push-forwards of the initial and updated density from microstructure π
up
� (λ),

respectively, i.e. π init
� and π

up
� .

First, we note that while the push-forward of the updated density agrees very well
with the larger peak in the observed density, we do not see good agreement in with
the smaller peak. This is due to the fact that the predictibility assumption is mildly
violated, i.e. a portion of the support of the target density πobs

D is outside the support
of the push-forward prior π init

� . In the context of rejection sampling, we are seeking
samples from πobs

D using samples generated from π
Q(init)
D , which is not possible in the

regions where the model cannot predict the data. We can see this in Figure 2 (right)
and this is confirmed numerically using the integral of the updated density, which
is approximately 0.96. Therefore, the push-forward updated solution π

up
� simply

ignores the portion outside the support, but tries to match the target density πobs
D as

closely as possible within the support. However, the fact that the push-forward of the
updated density is a probability density implies that this missing probability must be
redistributed which accounts for the small oscillations in the updated density.
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Discussion and Conclusion

The goal of this paper was to define and solve a stochastic inverse problem in
structure-property linkages using a combination of previously developed approaches,
namely, Gaussian process regression and data-consistent inversion. We specifically
chose a model problem where the predictibility assumption was violated to discuss
the utility of certain computationally cheap diagnostics to detect this violation and
to assess the impact of this on the solution to the inverse problem. While these diag-
nostics are able to detect when this assumption is violated, they do not provide any
guidance on what the root cause of this problem. Potential causes for the inability of
the model to predict the data include an overly restrictive choice of initial density,
errors in characterizing the observed density, andmodel-form uncertainty/error. Gen-
erally speaking, model-form uncertainty is ubiquitous in computational science. This
is particularly true with CPFEM models where the high-fidelity dislocation-based
constitutive models are much more expensive to simulate that the phenomenological
constitutive models. If model-form uncertainty can be quantified, then, depending
on the characterization of the uncertainty as either epistemic or aleatoric, we can still
formulate and solve an appropriate stochastic inverse problem.
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Incorporating Historical Data and Past
Analyses for Improved Tensile Property
Prediction of 9% Cr Steel

Madison Wenzlick, Osman Mamun, Ram Devanathan, Kelly Rose,
and Jeffrey Hawk

Abstract Data-driven analytical clustering and visualization techniques were
applied to the dataset of 9% Cr experimental alloy data generated through the
eXtremeMAT project. Techniques and results were compared with the resulting clus-
ters obtained through similar analytical techniques on previous and reduced versions
of the dataset. The principal componentswere generated in order to reduce the dimen-
sionality of the complex dataset and to visualize the underlying trends in the data.
Partitioning around medoids was performed on the resulting principal components
to determine relevant clusters. Domain knowledge labels were further applied to the
principal components to compare the labels with the trends identified through the
clustering methods. The clusters can be used to compare the tensile properties of the
alloys and to reduce the variation in the dataset.

Keywords Data analytics · Clustering · 9% Cr alloy · Data assessment

Introduction

Recent advancements in data collection, curation and analysis have increasingly
enabled data-driven techniques to be applied in scientific discovery. The ability to
parse and manipulate large volumes of data has improved the ability to identify and
use relevant data from previous works in analysis. In the field of alloy design, the goal
of understanding the complex connections between alloy processing, composition,
microstructure and mechanical properties has been explored through experimen-
tation and computation for many decades. Accessing and using this data to inform
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futureworkwill enablemore efficient alloy design, property prediction, andmaterials
development.

However, data can be difficult to find and extract, as it is often stored in difficult
to access forms when released to the public. Experimental data are found in journal
manuscripts, reports, and patents, as well as data sheets and data repositories. The
format of reported data varies widely, including which data attributes are reported,
the methodologies for collecting data and conducting tests, and whether data are
reported in graphical, tabular, digital or textual form.

Through eXtremeMAT, the United States Department of Energy (DOE) multi-
laboratory consortium to improve alloy design, tools have been developed and tested
for data identification and extraction. Work has been done to assess the variations in
experimental data reporting and establish tools to rate the quality of reported data
based on several metrics, namely the completeness, precision, standardization and
usability of data.

9% Cr steel is a common alloy used in energy applications. Due to the wide avail-
ability of experimental creep, tensile and stress relaxation data, data science tech-
niques were applied to understanding the connections between alloy processing and
property performance. The insights gained from these analyses can be validated with
domain expertise, simulation andmodeling, and experimental results. As data-driven
techniques are developed and validated with a known use case (9% Cr), the same
techniques can be applied to alloyswithmore unknownswith improved confidence in
the results. These data analytics can improve the design process by indicating where
alloy processing-heat treatment-composition combinations can most likely result in
desirable mechanical properties over time.

Previous iterations of the 9% Cr dataset have been used by researchers to explore
connections and interactions between alloy attributes and the properties important
to tensile strength.

In this work, we discuss the data collection, curation and analyses techniques used
to curate a database of 9% Cr steel data and to investigate the relationships between
alloy attributes and resulting tensile properties. We discuss the methodologies and
necessary assumptions for leveraging previous analytical results and methods into
future analytics with improved data. Further, we investigate the changes in analytical
results with the addition of new data.

Methods

Data Collection

The data collection process to support data analytics has been underway for several
years through eXtremeMAT. Researchers have applied both manual searches and
automated search tools to identify relevant data. Resources containing information
on alloy composition, processing, microstructure, heat treatment and mechanical
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properties were identified and collected. Data sources include journal publications,
online data repositories, national laboratory testing programs and reports, patents, and
data sheets, as well as proprietary data from in house research and industry testing.
The data used in this analysis include high quality data from national laboratory
reports, in house research, and industry data [1–13] (Table 1).

Determining Data Quality

Data quality metrics for assessing the relative quality of experimental alloy data were
developed through the eXtremeMAT program [14]. These metrics were designed to
be appended to alloy metadata in order to enable data to be divided by quality for
different uses. As the quality of data determines the quality of the analyses, assessing
thismetric helps to guide both the understanding of the uncertaintymagnitude aswell
as where the uncertainty comes from. The sources of uncertainty include missing
data, the use of a non-standard test technique, presenting data in a graphical form,
among others. These aspects of uncertainty are captured in the different metrics for
data quality.

For this work, only data with a quality rating of four or above were used. The
high quality data were used to establish analytical relationships. Lower quality data
can be used for comparison, as well as for verification of the model once established
(Table 2).

Analytical Techniques

Several analyses have investigated processing-microstructure-property relationships
using previous versions of the dataset, with more limited data [15–21]. These anal-
yses include several correlation and clustering techniques that allow the data to be
segmented into smaller groups with less variation in attributes.

Principal Component Analysis

Principal component analysis (PCA)was used to reduce the dimensions of the dataset
and to consider trends in the data that occur through combinations of attributes [22].
The principal components of the dataset are obtained through linear combinations
of attributes which are optimized to account for the maximum amount of variance in
the data [22]. The number of principal components used in analysis or visualization
can be determined either by number or by the total amount of variance explained.
PCA was performed using the prcomp function in R, and the R library factoextra
was used to visualize the resulting data.
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Table 1 Overview of attributes and units included in the database

Field Units Field Units Field Units Field Units

Alloy ID – Element sulfur
(S)

wt% Creep test
temperature

°C Low cycle
fatigue test
R-ratio

–

Element iron
(Fe)

wt% Element
zirconium (Zr)

wt% Creep stress MPa Low cycle
fatigue test
A-ratio

–

Element
carbon (C)

wt% Element yttrium
(Y)

wt% Creep
rupture time

h Low cycle
fatigue test
cycles to
crack
initiation

–

Element
chromium
(Cr)

wt% Homogenization
heat treatment

0/1 Elongation to
failure

% Low cycle
fatigue test
cycles to
failure

–

Element
manganese
(Mn)

wt% Normalization
or austenization
heat treatment
temperature

°C Reduction in
area

% High cycle
fatigue test
temperature

°C

Element
silicon (Si)

wt% Temper heat
treatment 1

°C Minimum
creep rate

%/h High cycle
fatigue test
stress
concentration
factor

–

Element
nickel (Ni)

wt% Temper heat
treatment 2

°C Time to
reach 0.1%
creep strain

h High cycle
fatigue test
waveform

–

Element
cobalt (Co)

wt% Temper heat
treatment 3

°C Time to
reach 0.15%
creep strain

h High cycle
fatigue test
frequency

Hz

Element
molybdenum
(Mo)

wt% Temper heat
treatment 4

°C Time to
reach 0.2%
creep strain

h Maximum
stress

MPa

Element
tungsten (W)

wt% Austenite grain
size number

# Time to
reach 0.25%
creep strain

h Minimum
stress

MPa

Element
niobium
(Nb)

wt% Austenite grain
size

#
grains/mm2

Time to
reach 0.5%
creep strain

h Stress
amplitude

MPa

Element
aluminum
(Al)

wt% Tensile test
temperature

°C Time to
reach 1.0%
creep strain

h Mean stress MPa

(continued)
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Table 1 (continued)

Field Units Field Units Field Units Field Units

Element
phosphorous
(P)

wt% 0.2% yield
stress

MPa Time to
reach 2.0%
creep strain

h High cycle
fatigue test
R-ratio

–

Element
copper (Cu)

wt% Ultimate tensile
strength

MPa Time to
reach 5.0%
creep strain

h High cycle
fatigue test
A-ratio

–

Element
titanium (Ti)

wt% Elongation to
failure

% Time to
tertiary creep

h High cycle
fatigue test
cycles to
crack
initiation

–

Element
tantalum
(Ta)

wt% Reduction in
area

% Low cycle
fatigue test
temperature

°C High cycle
fatigue test
cycles to
failure

–

Element
hafnium (Hf)

wt% Charpy impact
value

J/cm2 Low cycle
fatigue test
stress
concentration
factor

– Stress
relaxation
test
temperature

°C

Element
rhenium
(Re)

wt% Vickers
hardness

Hv 196 N Low cycle
fatigue test
waveform

– Stress
relaxation
test total
strain

%

Element
vanadium
(V)

wt% Density g/cm2 Low cycle
fatigue test
frequency

Hz Stress
relaxation
test initial
stress

MPa

Element
boron (B)

wt% Elastic/Young’s
modulus

kN/mm2 Low cycle
fatigue test
total strain
amplitude

MPa Stress
relaxation
test time
running time

h

Element
nitrogen (N)

wt% Shear modulus kN/mm3 Low cycle
fatigue test
maximum
strain
amplitude

MPa Stress
relaxation
test residual
stress at
specified
running time

MPa

Element
oxygen (O)

wt% Poisson’s ratio – Low cycle
fatigue test
minimum
strain
amplitude

MPa



466 M. Wenzlick et al.

Ta
bl
e
2

M
et
ri
cs

to
de
te
rm

in
e
th
e
ra
tin

g
of

da
ta
qu

al
ity

in
th
e
ca
te
go

ri
es

of
co
m
pl
et
en
es
s,
ac
cu
ra
cy
,u

sa
bi
lit
y
an
d
st
an
da
rd
iz
at
io
n
fr
om

1
to

5

R
at
in
g

C
om

pl
et
en
es
s

A
cc
ur
ac
y

U
sa
bi
lit
y

St
an
da
rd
iz
at
io
n

1
O
nl
y
in
di
ca
tio

n
of

th
e
na
m
e
of

th
e
m
at
er
ia
li
s

re
po
rt
ed

M
at
er
ia
lm

an
uf
ac
tu
ri
ng

an
d
pr
oc
es
si
ng

da
ta
m
ay

or
m
ay

no
tb

e
pr
ov
id
ed
:

•
M
at
er
ia
lp

ro
du

ct
io
n
pr
oc
es
s
an
d/
or

m
at
er
ia
l

m
an
uf
ac
tu
re
r
sp
ec
ifi
ca
tio

n
•
H
ea
tt
re
at
m
en
ts
eq
ue
nc
e,
te
m
pe
ra
tu
re
,a
nd

tim
e
if

ap
pl
ic
ab
le

•
M
ic
ro
st
ru
ct
ur
e
(g
ra
in

si
ze
)

•
Pr
od
uc
tf
or
m

an
d
ch
ar
ac
te
ri
st
ic
di
m
en
si
on

N
o
da
ta
pr
ov
id
ed

w
ith

ex
ac
t

va
lu
es
,a
ll
da
ta
ar
e
pr
ov
id
ed

in
gr
ap
hs
,a
ve
ra
ge
d
va
lu
es
,o
r

no
m
in
al
va
lu
es

O
r
m
or
e
th
an

50
%

of
va
lu
es

ar
e
di
ffi
cu
lt
to

re
ad

du
e
to

th
e

lo
w
re
so
lu
tio

n
of

th
e

do
cu
m
en
t

D
at
a
re
qu
ir
e
10
0%

m
an
ua
l

ex
tr
ac
tio

n
Te
st
in
g
an
d
m
ea
su
re
m
en
t

no
n-
st
an
da
rd

Te
st
in
g
or
ga
ni
za
tio

n
no
n-
ac
cr
ed
ite
d

2
C
he
m
ic
al
co
m
po

si
tio

n
is
no

tc
om

pl
et
e
or

is
gi
ve
n
as

no
m
in
al
va
lu
es

on
ly

M
at
er
ia
lm

an
uf
ac
tu
ri
ng

an
d
pr
oc
es
si
ng

da
ta
m
ay

or
m
ay

no
tb

e
pr
ov
id
ed
:

•
M
at
er
ia
lp

ro
du

ct
io
n
pr
oc
es
s
an
d/
or

m
at
er
ia
l

m
an
uf
ac
tu
re
r
sp
ec
ifi
ca
tio

n
•
H
ea
tt
re
at
m
en
ts
eq
ue
nc
e,
te
m
pe
ra
tu
re
,a
nd

tim
e
if

ap
pl
ic
ab
le

•
M
ic
ro
st
ru
ct
ur
e
(g
ra
in

si
ze
)

•
Pr
od
uc
tf
or
m

an
d
ch
ar
ac
te
ri
st
ic
di
m
en
si
on

L
es
s
th
an

ha
lf
of

da
ta
,b
ut

m
or
e
th
an

0%
,a
re

pr
ov
id
ed

in
ex
ac
tv

al
ue
s

M
or
e
th
an

50
%
,b
ut

le
ss

th
an

10
0%

of
da
ta
at
tr
ib
ut
es

ar
e

pr
ov
id
ed

in
av
er
ag
e
va
lu
e

on
ly
,o

r
in

gr
ap
hi
ca
lf
or
m

D
at
a
ar
e
lo
ca
te
d
in

ph
ys
ic
al

co
py

on
ly
,r
eq
ui
ri
ng

sc
an
ni
ng

to
di
gi
tiz

e

A
cc
re
di
ta
tio

n
an
d
st
an
da
rd

of
te
st
in
g
an
d
m
ea
su
re
m
en
t

un
kn
ow

n

(c
on
tin

ue
d)



Incorporating Historical Data and Past Analyses for Improved … 467

Ta
bl
e
2

(c
on
tin

ue
d)

R
at
in
g

C
om

pl
et
en
es
s

A
cc
ur
ac
y

U
sa
bi
lit
y

St
an
da
rd
iz
at
io
n

3
So

m
e
cr
iti
ca
lm

at
er
ia
lm

an
uf
ac
tu
ri
ng

an
d
pr
oc
es
si
ng

da
ta
ar
e
pr
ov
id
ed

(a
tm

in
im

um
):

•
E
xa
ct
ch
em

ic
al
co
m
po

si
tio

n
O
ne

of
th
es
e
at
tr
ib
ut
es

is
no

tp
re
se
nt
:

•
M
at
er
ia
lp

ro
du

ct
io
n
pr
oc
es
s
an
d/
or

m
at
er
ia
l

m
an
uf
ac
tu
re
r
sp
ec
ifi
ca
tio

n
•
H
ea
tt
re
at
m
en
ts
eq
ue
nc
e,
te
m
pe
ra
tu
re
,a
nd

tim
e
if

ap
pl
ic
ab
le

T
he
se

at
tr
ib
ut
es

m
ay

be
pr
ov
id
ed
:

•
M
ic
ro
st
ru
ct
ur
e
(g
ra
in

si
ze
)

•
Pr
od
uc
tf
or
m

an
d
ch
ar
ac
te
ri
st
ic
di
m
en
si
on

50
%

of
da
ta
ar
e
pr
ov
id
ed

in
ex
ac
tv

al
ue
s

50
%

of
da
ta
at
tr
ib
ut
es

ar
e

no
m
in
al
or

pr
ov
id
ed

in
av
er
ag
es

or
gr
ap
hi
ca
lly

O
r,
1–

2
at
tr
ib
ut
es

ar
e
un

cl
ea
r

(p
ro
vi
de
d
bu
td

if
fic
ul
tt
o

re
ad
)

D
at
a
ar
e
lo
ca
te
d
in

no
n-
st
an
da
rd

or
ha
rd

to
re
ad

ta
bl
es
.O

r
da
ta
re
qu

ir
es

O
C
R

fo
r
ex
tr
ac
tio

n
fo
llo

w
ed

by
er
ro
r
ch
ec
ki
ng

M
at
er
ia
lt
es
tin

g
or
ga
ni
za
tio

n
an
d/
or

m
an
uf
ac
tu
re
r
is

ac
cr
ed
ite
d.
St
an
da
rd

of
te
st
in
g
an
d
m
ea
su
re
m
en
t

un
kn
ow

n

4
So

m
e
cr
iti
ca
lm

at
er
ia
lm

an
uf
ac
tu
ri
ng

an
d
pr
oc
es
si
ng

da
ta
ar
e
pr
ov
id
ed

(a
tm

in
im

um
):

•
E
xa
ct
ch
em

ic
al
co
m
po

si
tio

n
•
M
at
er
ia
lp

ro
du

ct
io
n
pr
oc
es
s
an
d/
or

m
at
er
ia
l

m
an
uf
ac
tu
re
r
sp
ec
ifi
ca
tio

n
•
H
ea
tt
re
at
m
en
ts
eq
ue
nc
e,
te
m
pe
ra
tu
re
,a
nd

tim
e
if

ap
pl
ic
ab
le

O
ne

of
th
es
e
at
tr
ib
ut
es

ar
e
no

tp
re
se
nt
:

•
M
ic
ro
st
ru
ct
ur
e
(g
ra
in

si
ze

as
m
in
im

um
)
or

•
Pr
od
uc
tf
or
m

an
d
ch
ar
ac
te
ri
st
ic
di
m
en
si
on

M
or
e
th
an

50
%
,b
ut

le
ss

th
an

10
0%

of
da
ta
ar
e
pr
ov
id
ed

in
ex
ac
tv

al
ue
s

M
or
e
th
an

0%
bu
tl
es
s
th
an

50
%

of
da
ta
at
tr
ib
ut
es

ar
e

no
m
in
al
,o

r
pr
ov
id
ed

in
an

av
er
ag
e
va
lu
e
on
ly
,o

r
in

gr
ap
hi
ca
lf
or
m

D
at
a
in

or
ig
in
al
so
ur
ce

ar
e

or
ga
ni
ze
d
in

di
gi
ta
l,
ta
bu
la
r

fo
rm

,e
ith

er
in

te
xt
-b
as
ed

fil
es
,d
at
a
sh
ee
ts
,o
r
in

a
da
ta
ba
se

w
ith

re
le
va
nt

he
ad
er
s
an
d/
or

m
et
ad
at
a.

H
ow

ev
er
,d

at
a
ar
e

un
or
ga
ni
ze
d
(i
.e
.,
in

m
ul
tip

le
fil
es
)
or

re
qu

ir
es

m
an
ip
ul
at
io
n
to

co
nn

ec
t

m
et
ad
at
a
w
ith

da
ta

St
an
da
rd

of
te
st
in
g
an
d

m
ea
su
re
m
en
tp

er
fo
rm

ed
ac
co
rd
in
g
to

an
ac
ce
pt
ed

na
tio

na
ls
ta
nd
ar
d

ac
cr
ed
ita
tio

n
un
kn
ow

n

(c
on
tin

ue
d)



468 M. Wenzlick et al.

Ta
bl
e
2

(c
on
tin

ue
d)

R
at
in
g

C
om

pl
et
en
es
s

A
cc
ur
ac
y

U
sa
bi
lit
y

St
an
da
rd
iz
at
io
n

5
C
ri
tic

al
m
at
er
ia
lm

an
uf
ac
tu
ri
ng

an
d
pr
oc
es
si
ng

da
ta

ar
e
av
ai
la
bl
e:

•
E
xa
ct
ch
em

ic
al
co
m
po

si
tio

n
•
M
at
er
ia
lp

ro
du

ct
io
n
pr
oc
es
s
an
d/
or

m
at
er
ia
l

m
an
uf
ac
tu
re
r
sp
ec
ifi
ca
tio

n
•
Pr
od
uc
tf
or
m

an
d
ch
ar
ac
te
ri
st
ic
di
m
en
si
on

•
H
ea
tt
re
at
m
en
ts
eq
ue
nc
e,
te
m
pe
ra
tu
re
,a
nd

tim
e
if

ap
pl
ic
ab
le

•
M
ic
ro
st
ru
ct
ur
e
(g
ra
in

si
ze

as
m
in
im

um
)

A
ll
da
ta
an
d
da
ta
at
tr
ib
ut
es

ar
e
pr
ov
id
ed

as
ex
ac
tv

al
ue
s

(i
.e
,n
ot

no
m
in
al
)

N
o
da
ta
ar
e
pr
ov
id
ed

in
an

av
er
ag
e
va
lu
e
on
ly
,o

r
in

gr
ap
hi
ca
lf
or
m

D
oc
um

en
ti
s
in

di
gi
ta
lf
or
m

or
a
hi
gh

re
so
lu
tio

n
sc
an

Te
xt

an
d
nu
m
be
rs
ar
e
cl
ea
r

an
d
ar
e
no
tr
eq
ui
re
d
to

be
gu
es
se
d

D
at
a
in

or
ig
in
al
so
ur
ce

ar
e

or
ga
ni
ze
d
in

di
gi
ta
l,
ta
bu
la
r

fo
rm

,e
ith

er
in

te
xt
-b
as
ed

fil
es
,d
at
a
sh
ee
ts
,o
r
in

a
da
ta
ba
se

w
ith

re
le
va
nt

he
ad
er
s
an
d/
or

m
et
ad
at
a

L
oc
at
io
n
of

da
ta
is
in
tu
iti
ve
.

L
oc
at
io
ns

of
re
le
va
nt

he
ad
er
s

an
d
m
et
ad
at
a
ar
e
in
tu
iti
ve

D
at
a
ar
e
ea
sy

to
ex
tr
ac
ta
nd

m
an
ip
ul
at
e

M
at
er
ia
lt
es
tin

g
or
ga
ni
za
tio

n
an
d/
or

m
an
uf
ac
tu
re
r
ar
e

ac
cr
ed
ite

d
Te
st
in
g
an
d
m
ea
su
re
m
en
to

f
th
e
m
ec
ha
ni
ca
lp

ro
pe
rt
ie
s

w
er
e
pe
rf
or
m
ed

ac
co
rd
in
g
to

an
ac
ce
pt
ed

na
tio

na
ls
ta
nd

ar
d



Incorporating Historical Data and Past Analyses for Improved … 469

Partitioning Around Medoids/ K-Medoid Clustering

Once dimensionality reduction has been performed, the data were visualized and
examined in the reduced-dimension space. Partitioning around medoids (PAM), a
type of k-Medoid clustering, generates clusters of data by minimizing the distance
between each data point to the center of the cluster [23]. In this case, the cluster center
is assigned to one of the points. The number of clusters can be determined visually
or optimized using several metrics. This analysis was performed in R using the pam
function in the cluster library. The distance was minimized by using the Euclidean
distance. The resulting clusters were compared to domain knowledge groupings of
alloys based on elemental composition to validate and explore the results.

Results

Principal component analysis was performed several ways in the literature. In this
work, PCA was performed on the 9% Cr data using the 18 compositional elements,
as well as the heat treatment normalization and tempering temperatures. This subset
of attributes follows the attributes in Verma, et al for clustering using t-SNE [21].
The resulting PCA was visualized using the first two principal components (Fig. 1).
The points were colored according to the initial domain knowledge labels of the
data, determined through analysis of the composition clusters resulting from t-SNE

Fig. 1 PCA performed on 18 compositional elements and normalization and tempering heat treat-
ment temperatures, and visualized using the first two principal components. The color of the point
corresponds with the domain knowledge applied label [21]. (Color figure online)
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Fig. 2 PAM clustering results on the first seven principal components, visualized in 2D space. Note
that the x-axis is flipped as compared to Fig. 1. (Color figure online)

analysis in [21]. In comparison, PAM was performed on the same data, using the
first seven principal components, and visualized with 11 clusters (Fig. 2).

Discussion

The clustering results from PCA and PAM show interesting overlap with the domain
knowledge applied labels. While the clusters are not as distinct as the t-SNE results
shown in Fig. 1 from Verma et al. [21], the PAM clusters show similarity to the
clustering groups identified inFig. 4 inRomanov et al. [17].However, in thiswork,we
identify 11 clusters rather than the 9 identified by Romanov, et al. due to the addition
of new data [17]. In Fig. 1, the 17% Cr cluster fully aligns with cluster 11 identified
using PCA and PAM in Fig. 2. This indicates that this cluster is fairly distinct from
the other data, which aligns with the alloy Cr composition being significantly higher
than the other alloys in the dataset.

Further, cluster 1 in Fig. 2 contains a large number of points compared to some of
the other clusters. This corresponds to an area where a number of domain knowledge
labels are scattered in the PCA plot shown in Fig. 1, rather than forming a concise
cluster. This shows good agreement between the two clustering labels that there
should be a new domain label for that cluster as a whole. Alternatively, this cluster
could be evaluated for several subgroupings with less variation than the entire cluster.
The clusters can be evaluated for trends in tensile properties and used in machine
learning to reduce the variation of the data across the dataset.
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Some of the clusters identified by PAM appear to occupy two domain labels or to
split one domain label into two groups. The composition of these groups of clusters
can be evaluated and the domain label possibly adjusted. For example, the 12% Cr
label appears in two clusters in the PAM visualization. This suggests that this label
could be divided into two groups. The single 12%Cr grouping can be compared with
the split subgroups and compared for reduction in variation among the composing
elements and heat treatments.

Further, the domain knowledge labels can be evaluated for consistency, and the
resulting trends in composition, heat treatment can be compared with how the clus-
ters perform in predicting and correlation with tensile properties. Additionally, the
clustering analysis can be used to identify outliers in the dataset through comparison
of the cluster properties and the resulting influence on tensile behavior.

Conclusions

PCAandPAMare promisingmethods of reducing the dimensions of the experimental
alloy dataset gathered on 9% Cr steel. Visualizing the resulting clusters from these
methods against common alloy labels shows where the alloy groupings align with
the patterns seen through PCA and where labels need to be adjusted to accommodate
more variation. The data-driven exploration of the data space enables the analysis of
underlying trends in the data, and to identify relationships between the composition,
heat treatment and mechanical properties. As the development of the eXtremeMAT
database continues, the analytics will continuously adjust to new data, providing new
insights into the alloy design space.
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Prediction of the Mechanical Properties
of Aluminum Alloy Using Bayesian
Learning for Neural Networks

Shimpei Takemoto, Kenji Nagata, Takeshi Kaneshita, Yoshishige Okuno,
Katsuki Okuno, Masamichi Kitano, Junya Inoue, and Manabu Enoki

Abstract The strengthening mechanism of the 2000 series aluminum alloy has
been studied using neural networks. We have constructed a neural network for the
simultaneous prediction of multiple mechanical properties, including ultimate ten-
sile strength, tensile yield strength, and elongation at break. The replica-exchange
Monte Carlomethod, an improvedMarkov chainMonte Carlo (MCMC)method, has
been applied for Bayesian learning of the optimal neural network architecture and
hyperparameters. The obtained neural network, combined with the thermodynamic
analysis using the Thermo-Calc software, enables us to identify a dominant combina-
tion of additive elements and heat treatments for strengthening alloys. We have also
addressed an inverse problem for optimizing the process parameters. The approach
we propose will accelerate the design of high strength alloys for high-temperature
applications.

Keywords Aluminum alloy · Bayesian inference · Neural networks · Exchange
Monte Carlo · Thermo-Calc

Introduction

Understanding the process–structure–property relationship (or the PSP relationship)
is one of the goals of computational materials design. In this paper, we discuss the
PSP relationship in aluminum alloys (Fig. 1). The major process parameters for alu-
minum alloys include the percentage of each additive element and the heat treatment
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time and temperature for annealing, solutionizing, and aging processes. Mechanical
properties including ultimate tensile strength (UTS), tensile yield strength (TYS),
and elongation at break (EB) are of our main interest for industrial applications.
The structure factors include the percentage of each chemical compound, such as
Al2Cu, and size, shape, and spatial distribution of grains in aluminum alloys. The
aluminum alloy structure is controlled by the process parameters and determines
the mechanical properties, yet the process–structure relationship and the structure–
property relationship are not clear. We believe understanding these relationships is
inevitable for performing an inverse analysis for finding the best process parameters.

To approach this problem, we construct neural networks, which link the process
parameters andmechanical properties. In analogy with the PSP relationship in Fig. 1,
the neural networks have a single hidden layer, while input and output layer nodes
correspond to the process parameters and the mechanical properties, respectively
(Fig. 2). We expect hidden layer nodes in the neural networks to extract dominant
structure features that determine the mechanical properties.

We apply the replica-exchange Monte Carlo (EMC) method for Bayesian esti-
mation of the optimal neural network architecture and weights. Neural networks
belong to singular learning machines, and it is known that Bayesian learning pro-
vides better generalization performance than the maximum-likelihood estimation
[1, 2]. However, it needs huge computational cost to sample from a Bayesian

Fig. 1 Example of the PSP relationship in aluminum alloys. (Color figure online)

Fig. 2 Neural network architecture for predicting mechanical properties. (Color figure online)
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posterior distribution of a singular learning machine by a conventional Markov chain
Monte Carlo (MCMC) method, such as the metropolis algorithm because of singu-
larities. The EMCmethod we use has a better effect on Bayesian learning in singular
learning machines, which, in other words, converges to a global minimum faster
when solving multimodal problems. For a detailed formulation of the EMC method,
see, e.g., [3, 4].

This paper consists of four sections. In Sect. “Bayesian Learning for Neural Net-
works”, we formulate neural networks for the mechanical properties prediction. In
Sect. “Results”, we show ourmain results for the simultaneous prediction of multiple
properties.We discuss two (UTS and TYS) and three (UTS, TYS, and EB) properties
cases. Using the obtained neural network, we discuss which combination of addi-
tive elements contributes to strengthening alloys. We also conduct a thermodynamic
analysis of the phase fraction diagram using the Thermo-Calc software to analyze
the alloy structure. In Sect. “Discussions”, we discuss further applications of our
approach.

Bayesian Learning for Neural Networks

In this section, we formulate a neural network for predicting aluminum alloymechan-
ical properties. We focus on the analysis of the 2000 series aluminum alloy or the
Al-Cu-Mg system. We prepare a clean dataset using the Matweb and the Japan Alu-
minum Association databases [5, 6]. The dataset has 68 records whose features and
targets are summarized in Table 1. The corresponding neural networks have 13 input
layer nodes (ten additive elements and three heat treatments) and three output layer
nodes. The neural network has a single hidden layer.

Let fi (Output), g j (Input) and hk(Hidden) represent the nodes, vki (Hidden-
Output) and wjk (Input-Hidden) represent the network weights, and c1i (Output) and
c2i (Hidden) represent the biases. The relationships between the adjacent layers can
be written as

Table 1 Features and targets in the 2000 aluminum alloy dataset

Category Type of variables # Variables

Features Continuous 10 Weight for Si, Fe, Cu, Mn, Mg, Cr,
Ni, Zn, Ti, and Zr

Features Binary (0 or 1) 3 Annealing, solutionizing, and
artificial aging

Targets Continuous 3 Ultimate tensile strength (UTS),
Tensile yield strength (TYS), and
Elongation at break (EB) at room
temperature
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fi = vki hk + c1i , (1)

hk = wjkg j + c2k, (2)

where the summations over k and j are abbreviated.
We apply the EMC method as a sampling method for Bayesian estimation of the

network weights. Let θ = (θ1, θ2, . . . , θn) represent parameters of a neural network,
or the network weights. The number of hidden layer nodes (K ) is also estimated
by the EMC method. The optimal number of K can be obtained by minimizing the
Bayes free energy (F(K )):

F(K ) = − log Z(K ), (3)

Z(K ) =
∫

dθ exp

(
− N

σ 2
E(θ, K )

)
ϕ(θ), (4)

E(θ, K ) = 1

2N

N∑
i=1

(yi − fi )
2, (5)

where E(θ, K ) represents the mean squared error between the actual property values
(yi ) and the neural network predictions ( fi ). N and σ(= 0.1) represent the number
of records and the noise level of the dataset, respectively. ϕ(θ) represents the prior
distribution of the parameter set θ and is set as n-dimensional normal distribution in
this study.

Results

Prediction of Two Properties with a Linear Neural Network

In this subsection, we construct a linear neural network for the simultaneous predic-
tion of two properties, UTS and TYS at room temperature. The activation function is
linear for both hidden and output layer nodes. The Bayes free energy F(K ) is min-
imized at K = 2, meaning that the neural network is optimized at two hidden layer
nodes. In other words, we have identified two dominant structure features, where
UTS and TYS are expressed as a linear superposition of these features. Figure 3
shows that the linear neural network model with K = 2 predicts both UTS and TYS
with good accuracy. The Monte Carlo ensemble in the EMC method also provides
the probability distribution of the prediction.

The network weights of the optimal neural network are shown in Fig. 4. Every
feature and target has been standardized before the Bayesian learning for the scale
comparison of the network weights. Since both hidden layer nodes have positive
weights with UTS and TYS, adding more (less) additive elements or heat treatments
with positive (negative) weights strengthens alloys. Figure 4 also indicates which
combinations of additive elements effectively control alloy strength. The hidden
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Fig. 3 Prediction of UTS (left) and TYS (right) with a linear neural network. (Color figure online)

Fig. 4 Network weights of the optimal linear neural network for Node1 (left) and Node2 (right).
(Color figure online)

layer node 2 (Node2) has strong positive weights with solutionizing and Mn, while
the node has strong negative weights with annealing and Si. This result is consistent
with that the aluminum alloys are strengthened with the solutionizing process and
without the annealing process. This result is also consistent with that adding Mn
in the 2000 series aluminum alloy causes a fine grain structure by forming the Al-
Cu-Mn compound phase [7]. On the other hand, the hidden layer node 1 (Node1)
has strong positive weights with artificial aging, Si, Mg, and Zr, while the node has
strong negative weights with Cu and Cr. This behavior is similar to that of the 6000
series aluminum alloy or the Al-Mg-Si system, where we observe age-hardening by
Mg and Si, and a fine grain structure by adding Zr and forming the Al-Zr compound
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phase [8]. Thus, the 2000 aluminum alloy’s strengthening mechanism appears to be
the superposition of the Al-Cu system and the Al-Mg-Si system.

In order to analyze these observations in detail, we conduct thermodynamic
calculations of the equilibrium phase fraction as a function of temperature using
the Thermo-Calc software with the TCAL6 database. We draw two phase fraction
diagrams—one is for Node2, and the other is for Node1 (Fig. 5). For Node 2, Fig. 4
suggests rich Mn and poor Si strengthen alloys, so we draw the phase fraction dia-
gram with the maximum amount of Mn and the minimum amount of Si (median for
other additive elements) listed in Table 2. At 500 ◦C, a typical solutionizing temper-
ature, Al28Cu4Mn7 appears in the phase fraction diagram. This result suggests that
the formation of Al28Cu4Mn7 causes a fine grain structure and strengthens alloys
[7]. The composition of Al28Cu4Mn7 is approximate to a stoichiometric composi-
tion Al20Cu2Mn3 [9]. On the other hand, the formation of Al8Fe2Si weakens alloys,
which is consistent with the result that poor Si is preferred in Node2. For Node1,
we draw the phase fraction diagram with the maximum amount of Si, Mg, and Zr
and the minimum amount of Cu and Cr. We see Al3Zr crystallizes at a higher tem-
perature than α-Al, causing a fine grain structure and strengthening alloys [8]. At
180 ◦C, a typical artificial aging temperature, β-Mg2Si and θ -Al2Cu appear, which
are associated with the Guinier–Preston zone and play major roles in age-hardening.

Onceweobtain the optimal neural network, solving the inverse problem is straight-
forward. By plugging (2) into (1), we obtain

Fig. 5 Phase fraction diagrams for Node1 (left) and Node2 (right). (Color figure online)

Table 2 Range of each additive element in the dataset

Weight % Si Fe Cu Mn Mg Cr Ni Zn Ti Zr

Maximum 0.94 1.1 6.3 0.89 1.6 0.06 2.0 0.06 0.08 0.18

Median 0.54 0.25 4.0 0.62 0.61 0.04 0 0.05 0.03 0

Minimum 0.05 0.06 2.3 0 0 0 0 0.02 0.03 0
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vkiw jkg j = fi − vki c2k − c1i . (6)

Therefore, the optimal process condition g j can be obtained from a set of required
properties fi by calculating the inverse matrix of Xi j (≡ vkiw jk):

g j = X−1
i j ( fi − vki c2k − c1i ), (7)

when det X �= 0, which gives an analytical solution for the inverse problem. We
could also get such solution for each sample of the Monte Carlo ensemble, which
allows us to evaluate the probability of satisfying required properties.

Prediction of Three Properties

In addition to UTS and TYS, we would like to predict EB at room temperature
with a linear neural network. When we predict these three properties simultaneously,
the Bayes free energy F(K ) is minimized at K = 3, i.e., we have identified three
structure features. Figure 6 shows that UTS and TYS are predicted with almost the
same accuracy with the two properties case. The prediction accuracy for EB is lower,
which is reasonable considering its larger measurement error.

Fig. 6 Prediction of UTS (top left), TYS (top right) and EB (bottom) with a linear neural network.
(Color figure online)
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Discussion

In this paper, we have investigated the strengthening mechanism of the 2000 series
aluminum alloy using Bayesian learning for neural networks and the thermodynamic
analysis. Including more information such as time and temperature for each heating
process or extrusion processing conditions is one direction to extend this analysis.
Applying nonequilibrium thermal calculations such as the Langar–Schwartz model,
the Kapman–Wagner (KWN) model, or the phase-field method is another direction.
It is also of great interest to apply our approach to the analysis of alloys at high
temperatures.
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Solving Inverse Problems for
Process-Structure Linkages Using
Asynchronous Parallel Bayesian
Optimization

Anh Tran and Tim Wildey

Abstract Process-structure linkage is one of the most important topics in materials
science due to the fact that virtually all information related to the materials, includ-
ing manufacturing processes, lies in the microstructure itself. Therefore, to learn
more about the process, one must start by thoroughly examining the microstruc-
ture. This gives rise to inverse problems in the context of process-structure link-
ages, which attempt to identify the processes that were used to manufacturing the
given microstructure. In this work, we present an inverse problem for structure-
process linkages which we solve using asynchronous parallel Bayesian optimization
which exploits parallel computing resources. We demonstrate the effectiveness of
the method using kinetic Monte Carlo model for grain growth simulation.

Keywords Bayesian optimization · Microstructure descriptors ·
Process-structure · Grain growth · Kinetic Monte Carlo · ICME

Introduction

Process-structure-property linkages are the hallmarks of materials science, to which
numerous efforts in experiments, theoretical models, computational simulations, and
machine learning have been made to establish the relationship [8]. Since the Mate-
rials Genome Initiative [20] has been introduced to reduce the development time
for new materials, machine learning has emerged as one of the most potential solu-
tions to reduce experimental and computational efforts. Many integrated computa-
tional materials engineering (ICME) models and simulations [4, 14, 19] have been
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introduced and developed to simulate experiments as forward prediction computa-
tional toolboxes, the materials design should be addressed from the inverse problem
perspective [1, 13, 21]. In this regard, microstructure is often bypassed, and the
process-structure-property is then shortened to process-property linkage by ignoring
thematerialsmicrostructure.However, it is often considered thatmicrostructure is the
great source of information, containing most, if not all, process-related information.
Here, we applied our previous framework in solving inverse problem of structure-
process linkages using asynchronous parallel Bayesian optimization (BO) on high-
performance computing (HPC) platform. The problem statement can be succinctly
described as follows. Given a microstructure and a predictive ICME model which
allows simulations of the process-structure linkage, determine the process(es) and the
associated processing parameters that were used to produce the given microstruc-
ture. We also assume that the manufacturing processes are parameterizable using
continuous, discrete, and random variables.

Numerous studies have been conducted to optimize one or multiple materials
properties, which are directly related to materials performance. Typical approaches
often treat materials properties as scalar outputs, where manufacturing processes can
be parameterized by either discrete or continuous variables. Recent advanced studies
also include random variables to incorporate uncertainty quantification (UQ). Most
commonly used methods are bio-inspired heuristic optimization methods, such as
genetic algorithms, particle swarm optimization algorithms, and surrogate-based
optimization methods, such as Bayesian optimization algorithms [31, 32], which is
based onGaussian process regression (GPR). In our previouswork [27], we proposed
asynchronous parallel BO, which is adopted to solve the grain growth problem in
this paper.

While BO has been extensively used in literature, our approach [26] significantly
leverages the computational effort in minimizing the wall-clock time deployment for
computationally expensive simulations, by smartly submitting and retrieving results
in an asynchronousmanner, where the number of simulations queried is user-defined.
For those with large computational resources, this framework allows one to run more
simulations with different inputs and converge quicker with at least a factor of

√
B

speedup, where B is the batch size. In this BO framework, the single-objective is
scalarized from multiple objectives, where each objective measures the determin-
istic or statistical difference between the candidate and target microstructures. To
measure the difference, we employ a number of microstructure descriptors, where
the majority are statistical microstructure descriptors, such as grain size distribution,
chord-length distribution, etc. The objective function can be regarded as the statistical
metrics between two probability density functions (pdfs) of the same microstructure
descriptors, applied on the target and candidate microstructures, respectively.
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Methodology

In the context of process-structure-property linkages in materials science, process
is usually referred to manufacturing process(es) and is often characterized by an
exhaustive description to elaborate the procedure to produce a specific material,
which in turns can be parameterized using continuous and discrete variables. In this
regard, it is conventional to treat manufacturing process as deterministic variables,
as they exhibit some sort of controllable behaviors that can use to reproduce the
same materials. Structure, which is usually referred to microstructures, which is
well-known to exhibit inherent randomness, for example, spatial variation on the
same specimen. As such, it is conventional to characterize microstructure using an
exhaustive set of microstructure descriptors to rigorously quantify the bound of these
random behaviors. To this end, it is reasonable to treat microstructure descriptors as
either deterministic or statistical variables.

Problem Formulation

In the asynchronous parallel BO workflow for process-structure linkage, the inputs
are the parameterized processing parameters, and the output is the scalarized single-
objective in solving the multi-objective optimization problem. For each proposed
candidate microstructure, which is the output of the predictive ICME model cou-
pling process-structure linkage that corresponds to the proposed input parameter,
we applied the conditional microstructure descriptors on the target and candidate
microstructures, respectively, to produce a set of probability density functions (pdfs)
of conditional microstructure descriptors. We then use statistical functions to numer-
ically measure the difference between two pdfs, which represents an objective in
the multi-objective optimization problem. Multiple objectives can then be scalar-
ized using the augmented Tchebycheff function. Each of the following subsections
describes a key component of this BO workflow.

Materials Characterization by Microstructure Descriptors

Microstructure are inherently random, varying spatially from one location to another
on the same specimen. The usage of microstructure descriptors on a sufficiently
large microstructure to reduce bias is a well-known technique for computational
characterization of microstructure. There are two types of microstructure descrip-
tors: deterministic and statistical. Deterministic microstructure descriptors includes,
but are not limited to, volume fraction, total surface area, number of cluster, num-
ber of grains, etc. Statistical microstructure descriptors are more commonly used
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and represented in the form of probability density function, which includes, but are
not limited to, equivalent radius distribution, compactness distribution, aspect ratio
distribution, etc.

To compare between twomicrostructures quantitatively andmeasure how far they
are away from each, one needs to impose many microstructure descriptors, including
both statistical and deterministic. The microstructure descriptors must be able to
distinguish onemicrostructure from another, quantitatively. Because of the stochastic
nature ofmicrostructure, the statisticalmicrostructure descriptors are usedmore often
than the deterministic ones. Suppose that there are s microstructure descriptors,
denoted as {di }si=1. Given a microstructure, one can collect a population of grains,
and subsequently build a statistics on the grain population with a probability density
function representation. For example, one can (i) compute the grain area for each
grain in the microstructure, (ii) collect all the observations, and (iii) approximate the
probability density function of the observational grain areas of the microstructure.

Measures of Differences Between Microstructures via
Microstructure Descriptors

While both deterministic and statistical microstructure descriptors are very useful
in characterize materials, they could be numerically ill-conditioned. In other words,
to compare microstructures, one may impose other conditions to highlight the dif-
ference between target and candidate microstructures. If applied, such conditions
would leverage the typical microstructure descriptors to the conditional microstruc-
ture descriptors, which only compare the difference between two microstructures if
the condition is satisfied. For example, if the dominant grain population is very small,
one may need to ignore the small grain population and compare only the larger grain
population, which can be easily applied by thresholding. Such problems are fairly
common in practice, such as in additive manufacturing via powder bed fusion.

If themicrostructure descriptor is statistical and can be represented as a probability
density function, some statistical metrics and divergences, for example, Wasserstein
distance and Kullback-Leibler divergence, can be utilized to measure the difference
between probability density functions. A list of statistical metrics is briefly discussed
in [3, 6, 17]. We note that using statistical moments to characterize a probability
density function is a poor approach due to numerically ill-conditioned of moments
[10]. In particular, if the Kullback-Leibler divergence is utilized to measure the
statistical difference S(·), then the statistical difference between microstructures for
a specific microstructure is computed as
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S
(
pD(d|candidateMs), pD(d|targetMs)

)

= KL
(
pD(d|targetMs) ‖ pD(d|candidateMs

)

=
∫

pD(d|targetMs) log

(
pD(d|targetMs)

pD(d|candidateMs)

)
∂d, (1)

where KL(·) denotes the Kullback-Leibler divergence and d is the microstructure
descriptor.

Objective Functions

The differences between these microstructure descriptors are then considered as the

objective functions, i.e. yi = Si

(
pDi (di |targetMs), pDi (di |candidateMs)

)
, i =

1, . . . , s where the goal is to minimize s objectives, {yi }si=1, simultaneously. It is
noteworthy that these objective functions are typically noisy due to the fact that the
microstructure considered iswithin finite domain, thus bias can be reduced but cannot
be eliminated. As a result, one can regard that our framework [27] formulates the
inverse problems in structure-property as a multi-objective optimization problem,
where BO is used.

Asynchronous Parallel Bayesian Optimization Framework

In our previous work, we have extended the traditional Bayesian optimization frame-
work into synchronously batch-sequential parallel Bayesian optimization [28] for
constrained optimization problems, called pBO-2GP-3B, where the constraints are
generalized to cover a broad spectrum of applications by considering both known
and unknown constraints. We deployed a further improved implementation of pBO-
2GP-3B, called aphBO-2GP-3B [26], to asynchronously parallelize on the high-
performance computing environmentwithmultiple acquisition functions considered.
A brief description of BO is provided in the remainder of this section. Interested read-
ers are further referred to our BO previous work [25, 29, 30].

Assume that f is a function of x, where x ∈ X is a d-dimensional input, and y is
the observation. Let the dataset D = (xi , yi )ni=1, where n is the number of observa-
tions. AGP regression assumes that f = f1:n is jointly Gaussian, and the observation
y is normally distributed given f ,

f |X ∼ N (m, K ), y| f , σ 2 ∼ N ( f , σ 2 I), (2)

where mi := μ(xi ) and Ki, j := k(xi , x j ). The covariance kernel K is a choice of
modeling covariance between inputs. At an unknown sampling location x, the pre-
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dicted response is described by a posterior Gaussian distribution, where the posterior
mean is

μn(x) = μ0(x) + k(x)T (K + σ 2 I)−1( y − m), (3)

and the posterior variance is

σ 2
n = k(x, x) − k(x)T (K + σ 2 I)−1k(x), (4)

where k(x) is the covariance vector between the query point x and x1:n . The classical
GP formulation assumes stationary covariance matrix, which only depends on the
distance r = ‖x − x′‖. While numerous kernels have been used in the literature,
we focus on squared exponential kernel in this work. Optimizing the log-likelihood
function yields the hyper-parameter θ at the computational cost of O(n3) due to the
cost to compute the inverse of the covariance matrix.

The acquisition function for probability of improvement (PI) [9] is defined as

aPI(x; {xi , yi }Ni=1, θ) = �(γ (x)), (5)

where γ (x) indicates the deviation away from the best sample. The acquisition
function for expected improvement (EI) scheme [2, 11, 12, 22] is defined as

aEI(x; {xi , yi }Ni=1, θ) = σ(x; {xi , yi }Ni=1, θ) · (γ (x)�(γ (x)) + φ(γ (x)) (6)

The acquisition function for the upper-confidence bounds (UCB) scheme [23, 24] is
defined as

aUCB(x; {xi , yi }Ni=1, θ) = μ(x; {xi , yi }Ni=1, θ) + κσ(x; {xi , yi }Ni=1, θ), (7)

where κ is a hyper-parameter describing the acquisition exploitation-exploration
balance.

Multi-objective optimization problems are typically solved by converting a multi-
objective problem to a single-objective problem, where the single objective is a
weighted sum of multiple objectives [18]. While there is no restriction on the opti-
mization method that can be used to minimize the difference between the candi-
date and the target microstructures, in this work, we use the aphBO-2GP-3B BO
framework, which is an asynchronously parallel constrained multi-acquisition BO
algorithm to further improve its efficiency on HPC platforms. The aphBO-2GP-3B
subdivides the computational budget into three batches, supported by two GPRs.
One GPR is used to model the objective function, whereas another GPR is used as
a probabilistic binary classifier for hidden constraints. The first batch focuses on
optimizing the objective functions by sampling at the locations where the acquisi-
tion function value of the Bayesian optimization is maximized. The second batch
focuses on the exploration, by sampling at the locations where the posterior variance
is maximized. The third batch focuses on the feasibility classification to learn hidden
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constraints from the optimization problem. The acquisition function is sampled with
probabilities exponentially scaled with rewards, in the same manner with GP-Hedge
algorithm [7].

Case Study: Kinetic Monte Carlo Simulation

In this section, we demonstrate the applicability of asynchronous parallel BO in
solving the inverse problem in process-structure linkages using kinetic Monte Carlo
with numerical temperatures. Similar to the second case studies in our previous work
[27], in this example, we set a different numerical temperature with kBTs = 0.85.

Kinetic Monte Carlo Simulation

The details of temperature-dependent kMC simulation for grain growth and its imple-
mentation in Sandia/SPPARKS [15, 16] is described in Garcia et al. [5], and is sum-
marized here for the sake of completeness. In the grain growth simulation, the Potts
model [33] is used to simulate curvature-driven grain growth. The Arrhenius equa-
tion describes the relationship between grain boundary mobility and temperature and
the Metropolis algorithm is used to determine the probability of successful change
in grain site orientation as

P =
{
exp

(
−	E
kBTs

)
, if 	E > 0,

1, if 	E ≤ 0,
(8)

where E is the total grain boundary energy calculated by summing all the neighbor
interaction energies, 	E can be regarded as the activation, and Ts is the simulation
temperature.

Statistical Microstructure Descriptors As Outputs

Figure 1a shows the effect of kBTs on different grain growth microstructure. In
particular, larger kBTs is associated with microstructures with smaller grain size for
(nearly) the same amount of time. This suggests that the grain size distribution may
be a good microstructure descriptor to describe and distinguish one microstructure
from another.
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(a) Effects of the numerical temperature kBTs in the kMC grain
growth problem. Reprinted with permission from [27].

(b) Pair plot between microstructure descriptors: major dimen-
sions of best-fit ellipse, minor dimensions of best-fit ellipse, and
grain area.

Fig. 1 Grain growth and its dependence on temperature (a). Statistical microstructure descriptors
and their pairwise correlations (b). (Color figure online)



Solving Inverse Problems for Process-Structure Linkages Using … 489

In this case study, the distribution of grain area is used as the microstructure
descriptor, where the Kullback-Leibler divergencemeasuring the difference between
candidate and target microstructures is used as an output, where kBTs is the numeri-
cal input describing simulation temperature. Because the number of grains are fairly
small (few thousands), no filter is imposed on the statistical microstructure descrip-
tors. In the target microstructure, kBTs is set as 0.70, where the range of candidate
microstructures is [0.25, 0.95]. The size of the simulation domain is 1024 × 1024,
which takes about 300s with 18 processors (≈1.5 CPU hours).

Numerical Results

In this example, kBTs is set at 0.85. A computational domain of 1024 pixel × 1024
pixel is used to set up the numerical experiment. For consistency, all calculations
are performed on Sandia’s Blake cluster consisting of dual-socket Intel(R) Xeon(R)
(Platinum) 8160 CPU with 24 cores per node. The upper and lower bounds of objec-
tives for three optimization runs are plotted as blue envelope in Fig. 2a. Two sam-
pling points at kBTs ∈ {0.25, 0.95} are initialized. Here, one iteration corresponds to
a single kMC simulation with different parameters. The single-objective y starts at
0.27194599 for iteration 0, 0.01099406 for iteration 1, and 0.00322190 for iteration
12. The optimal input parameter kBTs is 0.85720249, which agrees very well with
the target input parameter kBTs of 0.85. Fig. 2b presents the state of specific workers,
i.e. whether they are idle (green) or busy (blue, pink, yellow, or orange), which we
refer to as the schedule. Furthermore, one can see what acquisition is being queried
at specific time with the schedule. The optimization run ends when workers finish
their last job.

Conclusions

In this paper, we applied our previous framework [27] to solve the inverse problem in
process-structure linkages, where microstructure descriptors are used to characterize
themicrostructure on-the-fly. Statistical divergence, i.e. Kullback-Leibler divergence
is then applied to measure the differences between candidate and target microstruc-
ture, respectively. To that end, an asynchronous parallel BO framework is applied to
minimize their numerical differences. We demonstrate its application using kinetic
Monte Carlo examples, where the numerical temperature is successfully recovered
for our case study.
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(a) Convergence plot of the microstructure calibration framework
in kMC/grain growth problem.

(b) Scheduler for asynchronous parallel Bayesian optimization.

Fig. 2 Convergence plot (a) and scheduler (b) for the asynchronous parallel aphBO-2GP-3B [26]
framework. (Color figure online)
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2D Microstructure Reconstruction
for SEM via Non-local Patch-Based
Image Inpainting

Anh Tran and Hoang Tran

Abstract Microstructure reconstruction is a long-standing problem in experimental
and computational materials science, for which numerous attempts have been made
to solve. However, the majority of approaches often treats microstructure as discrete
phases, which, in turn, reduces the quality of the resulting microstructures and limits
its usage to the computational level of fidelity, but not the experimental level of
fidelity. In this work, we applied our previously proposed approach [41] to generate
syntheticmicrostructure images at the experimental level of fidelity for theUltraHigh
Carbon Steel DataBase (UHCSDB) [13].

Keywords Microstructure reconstruction · SEM · Micrograph · Image
processing · Image inpainting

Introduction

Microstructures are a crucial link between process and property, encoding nearly all
information related to the processes used to manufacture the specimen. However,
microstructures are naturally complicated to study due to its spatial stochasticity,
which varies from one location to another, within certain bounds, usually referred to
as aleatory uncertainty. This, in turn, leads to the concept of statistically equivalent
microstructure, where the microstructure features are either deterministically or sta-
tistically measurable by microstructure descriptors, which are the key enablers for
microstructure reconstruction and generation problems. While most of microstruc-
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ture reconstruction and microstructure generation problems are already very well
solved in the context of computational materials science, only a few attempts to gen-
erate and reconstruct microstructures that are equivalent to experimental level, such
as images obtained from using scanning electron microscope, have been made.

Microstructure reconstruction and generation at the experimental level have high
fidelity, because images are represented in either RGB or grayscale. It is fairly
straightforward to threshold a RGB or grayscale image to produce a computational
microstructure, which is a usual representation of phase-based microstructures for
integrated computational materials engineering (ICME) workflow. However, it is
nearly impossible to perform an inverse threshold to convert a binary or any phase-
based microstructure back to a RGB or grayscale image, which is often a product of
scanning electron microscope (SEM) or transmission electron microscope (TEM).
The problem of microstructure reconstruction and microstructure generation at the
level of experiment is mainly unsolved. However, its importance is found due to the
scarcity of experimentalmaterials data, which iswell known to be resource-intensive,
i.e. human labor, time and money [2].

There aremainly twoapproaches for this problem: thefirst one is basedonmachine
learning (ML)/deep learning (DL) techniques, whereas the second one is based on
conventional image processing techniques, which does not employ DL. While DL
has been touted as a revolutionary technique to solve many problems, the lack of data
repositories for experimental microstructures poses a significant challenge towards
the adoption and application of DL in materials science in general. Notably, con-
volutional neural networks (CNN), including generative adversarial network (GAN)
[19], are among popular choices for DL.

For example, Bostanabad [5] adopted VGG19 [34] to reconstruct 3D microstruc-
ture from 2D images using transfer learning. Iyer et at. [23] employed an auxiliary
classifier Wasserstein GAN with gradient penalty to generate microstructure from
UHCSDB, which is the same dataset considered in this work. Singh et al. [35] used
Wasserstein GAN to generate and reconstruct microstructure with binary phases.
DeCost et al. [12] applied VGG16 and t-SNE [48, 49] to visualize microstructure on
their latent manifold space. DeCost et al. [14] applied a pre-trained VGG16 [34] for
deep semantic segmentation in the same UHCSDB dataset. Ling et al. [28] also used
VGG16 to extract features for SEM images between different datasets in the hope
of generalization and interpretation. Li et al. [27] employed an auto-encoder (AE)
approach to generate microstructures. Chun et al. [11] employed GAN to generate
microstructures and showed that GAN is able to generate better quality images com-
pared to AE, which is a well-known problem in computer vision. Mosser et al. [30]
proposed a GAN to generate microstructure. Cang et al. [7, 8] employed deep belief
network in reconstructing binary microstructure. Bostanabad et al. [6] proposed a
tree-based ML technique for 2D stochastic microstructure reconstruction based on
classification trees.

Zichenko [54] proposed an isotropic algorithm for random close packing of equi-
sized spheres with periodic boundary conditions. Groeber et al. [20–22] proposed an
automatic statistical framework to characterize [20] and to create statistically equiva-
lent syntheticmicrostructures [21]. Fullwoodet al. [17, 18] proposed aphase recovery
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algorithm based on two-point correlation statistics to reconstruct the microstructure.
Latief et al. [24] suggested a stochastic geometrical modeling approach to gener-
ate a μ-CT images of Fontainebleau sandstone. Staraselski et al. [36] demonstrated
the application of two-point correlation function in constructing 3D representative
volume element. Feng et al. [16] proposed a stochastic microstructure reconstruc-
tion for two-phase composite materials based on nonlinear transformation of Gaus-
sian random fields that matches the marginal probability distribution function and
the two-point correlation function. Chen et al. [9] employed simulated annealing
method to reconstruct 3D multiphase microstructure and demonstrated with 2D
and 3D reconstruction with three-phase sandstone. Xu et al. [52, 53] proposed a
descriptor-based methodology using multiple microstructure descriptors as evalua-
tion criteria to reconstruct 3D microstructure. Chen et al. [10] proposed a multiscale
computational scheme to stochastically reconstruct the 3D heterogeneous polycrys-
talline microstructure from a single 2D electron backscattered diffraction (EBSD)
micrograph. Li et al. [25, 26] conducted a comparison study on the effects of multiple
objectives in the microstructure reconstruction problem.

In this paper, we adopt our previous approach [41], which is extended based
on Newson et al. [32], using non-local patch-based image inpainting to produce
texturally coherent microstructures and demonstrate its usage on UHCSDB [13].
The remaining of the paper is organized as follows. Section 45.2 presents the image
inpainting methodology that is extensively used as a basic tool in this work. Section
45.3 presents the numerical demonstrationon thepublicly availableUHCSDBdataset
[13]. Section 45.4 discusses and concludes the paper.

Image Inpainting

The algorithm for image inpainting is described in details from our previous work
[41],wherewe augment the algorithm fromNewson et al. [32] for solvingmicrostruc-
ture inpainting problems. For the sake of completeness, we briefly summarize the
algorithm here. This line of research has been gradually developed and improved
over years [15, 31, 32], where the PatchMatch algorithm [3] was employed to accel-
erate the nearest neighbor search. Figure 1 shows a schematic of the image inpainting
problem, where image patches are denoted as gray squares,H is the occluded region
to be inpainted, and D is the unoccluded region.

In patch-based inpainting approach, we fill in the missing region patch-by-patch
by looking for well-matching replacement patches in the unoccluded part of the
image and copying them to corresponding locations. In other words, let u be the
image content and Wp be the image patch at position p, we find the map φ that
locates its nearest neighbor Wp+φ(p), i.e. image patch in D that is most similar to
Wp. We need to do this for every position p inH, therefore, the image reconstruction
problem involves minimizing
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Fig. 1 Schematic of image inpainting problem, where the patches can be unoccluded, partially or
completely occluded. Reprinted with permission from [41]. (Color figure online)

E(u, φ) =
∑

p∈H
d2(Wp,Wp+φ(p)). (1)

Here, d is a distance function formalizing the similarity between patches, [29, 37].
Unfortunately, (1) is an nonconvex, NP-hard optimization problem. To overcome
this challenge, we adopt an iterated alternating approach. Specifically, we break the
minimization of (1) into two separate minimization problems with respect to the
shift map φ and the image content u, which are solved alternatively in iterations (see
Algorithm 1). These two problems correspond to a nearest neighbor search and an
image reconstruction process accordingly.

Algorithm 1 Minimization of E(u, φ) via iterated alternating approach. Reprinted with permis-
sion from [41].
Input: Initial guess u0 and tolerance τ > 0
Output: Inpainted image uk+1

1: repeat
2: φk ← argminφ E(uk , φ) // Nearest neighbor search

3: uk+1 ← argminu E(u, φk) // Image reconstruction
4: k ← k + 1
5: until ‖uk+1 − uk‖ < τ

For the nearest neighbor search, as in [32], only approximate, instead of exact,
nearest neighbors (NN) are computed, due to the demanding cost of the later one.
We use PatchMatch algorithm by Barnes et al. [3] for this goal. The process is
initialized by randomly assigning each occluded pixel a candidate nearest neighbor in
the unoccluded region. Then, for each iteration, each pixel is visited in lexicography
order (on even iterations) and in inverse lexicography order (on odd iterations).
At each pixel, we perform two operations for improving the shift map φ. First,
we check the nearest neighbors of the adjacent pixels for better candidate nearest
neighbor of the current pixel; and second, we look for better nearest neighbor at
random in an increasingly small window around the current nearest neighbor. For
more details, the readers are referred to the seminal work on PatchMatch algorithm



2D Microstructure Reconstruction for SEM via Non-local … 499

[3]. The PatchMatch pseudo-code for minimization with respect to φ is given in
algorithm 2 and can also be found in [3, 15, 41].

For the image reconstruction, we reconstruct each pixel in the occluded area
using a weighted mean scheme, initially proposed byWexler et al. [51]. In particular,
given fixed shift map φ, the pixel at position p ∈ H is assigned the color value

u(p) =
∑

q∈Np
s pq u(p + φ(q))

∑
q∈Np

s pq
, ∀p ∈ H, (2)

whereNp is the patch neighborhood of p and the weight s
p
q is indicated by the ANN

of Wq , s
p
q = exp(−d2(Wq ,Wq+φ(q))/(2σ 2)).

Finally, since microstructure images often have structures of different sizes, rang-
ing from large objects to fine scale textures and details, our microstructure recon-
struction problem is inherently multiscale. We finish the patch-based inpainting with
a multiscale scheme, [1, 15, 32, 51]. Here, we sequentially apply the inpainting
scheme on an image pyramid, starting at the coarsest scale. The result at each scale
is upsampled and used as initialization for the next finer scale. We adopt the algo-
rithm of Newson et al. [32], which upsamples the shift map rather than the image
content and tunes the pyramid level according to the patch size and the occlusion
size. For more details, we refer the interested reader to [32, 41].

Applications on UHCSDB Database

In this section, we demonstrate the application of our aforementioned method to
the UHCSDB [13]. Scikit-image Python package [50] is used to create a series of
occlusion images, in concert with the inpainting implementation from Newson et al.
[32] to solve the original image inpainting. We note that the current implementation
is limited to execute sequentially on one processor, thus hindering the possibility of
parallelism on high-performance computing platforms. The patch size parameter is
also noted to have a strong effect on the computational time; that is, larger patch is
associated with longer computational time. The culprit of the patch size parameter is
described in lines 12, 15 and 16 in algorithm2,mainly due to the computation of patch
distance, d(·, ·), which compares the values of pixels to pixels. Because the patch
area scales as the square of the patch size parameter, the computational cost grows at
least quadratically, which suggests a trade-off between efficiency and effectiveness in
using inpaintingmethod.Topre-processUHCSDB, originalmicrographs are cropped
to eliminate the annotations, legends, as well as other metadata information, while
retaining only the pure images. After cropping, the dimension of each micrograph
is 484 pixel × 645 pixel. The dimension is consistent across the whole dataset after
the pre-process.

To rigorously quantify the effectiveness of the inpainting algorithm, the occluded
regions H are randomly created with as an ellipse with random major and minor
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Fig. 2 Image inpainting for microstructure reconstruction. The difference is the region highlighted
by the green border. Patch size of 7 pixel is used in this figure
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Fig. 3 Image inpainting for microstructure reconstruction. The difference is the region highlighted
by the green border. Patch size of 3 pixel is used in this figure
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dimensions, as well as orientation, which are shown as green ellipses. Figure 2 shows
the comparison between original (left column) and reconstructed (right column)
microstructures, respectively, for microstructures #35, #1098, #1294 and #1633.
Figure 3 shows the comparison between original (left column) and reconstructed
(right column) microstructures, respectively, for microstructures #1718, #1561,
#1457 and #36. The texture in reconstructedmicrostructure is continuous between the
occluded D and unoccluded regions H. The difference within the occluded regions
between original and reconstructed microstructures is obvious when comparison is
shown. Without the comparison, it is visually indistinguishable and difficult to clas-
sify if the microstructures are indeed real or fake, even for human experts. This high-
lights the impact of our inpainting algorithm to generate synthetic microstructures.
Besides GAN, which is known to generate high-quality synthetic microstructure, our
method provides an alternative option, without resorting to DL techniques.

Algorithm 2 Approximate nearest neighbor (ANN) search using PatchMatch [3, 15]. Reprinted
with permission from [41].

Input: Current image u, occlusion H, number of iteration J
Output: Shift map φ

1: φ ← randomly initialize the shift map
2: (pn), n = 1, . . . , |H| ← lexicography ordering of the pixels in H
3: for j = 1, . . . , J do
4: for n = 1, . . . , |H| do
5: if j is even then
6: p ← pn // visit the occluded pixels by lexicography order
7: a ← p − (0, 1), b ← p − (1, 0) // check adjacent (up and left)

pixels
8: else
9: p ← p|H|−n+1 // visit the occluded pixels by inverse order
10: a ← p + (0, 1), b ← p + (1, 0) // check down and right pixels
11: end if
12: q ← argminr∈{p,a,b} d(Wp,Wp+φ(r)) // update candidate for NNs of

current pixel
13: φ(p) ← φ(q)

14: // Random search for better NNs around the current one
15: S ← Generate set of random 2D vectors around φ(p)
16: t ← argminr∈S∪{φ(p)} d(Wp,Wp+r )

17: φ(p) ← t
18: end for
19: end for

Discussion and Conclusion

In this paper, a microstructure reconstruction framework is applied based on our
previous work [41] and the image inpainting algorithm of Newson et al. [32], which
extensively uses the PatchMatch algorithm from Barnes et al. [3]. It is noteworthy
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that our approach does not suffer from the lack of data, which is a common problem
in experiments, particularly for experimental materials science. However, this does
not mean to compete with and to be viewed as alternatives for ML/DL approaches,
such as GAN and AE, for microstructure generation and reconstruction problems.
Rather, we would like to view it as a complementary approach, which can further
make it easier to apply ML/DL to bridge the gap between small and big data, as
ML/DL techniques are well known to be data hungry. Intuitively, it is equivalent to
bootstrapping method in statistics, because the patches are drawn within the limited
dataset D, thus samples and microstructure features are reused.

The inpainting algorithm plays an important role in generating statistically equiv-
alent microstructures. To this end, UQ is utilized in materials science [2] to ensure
that both aleatory and epistemic uncertainty are rigorously quantified. While two-
point statistics and principal component analysis are amongmost popular choices for
quantifying uncertainty associated with microstructures, it is noted that other meth-
ods also exist, such as intervals [44], sparse grid [47], Gaussian process regression
[38, 40, 42, 46], with applications to other ICME models and simulations. Inverse
problems in process structure [39] and structure property linkages [45] have also
been explored for UQ where a single forward ICME model is considered. For mul-
tiple ICME models, multi-fidelity approaches [33, 43] remain a viable option for
coupling multi-physics ICME models which share some common entities.

For the microstructure reconstruction in this paper, we note that small patch
size parameter is good at boundary refinement, which in turn is used to ensure
the microstructural continuity between the occluded and unoccluded regions. Large
patch size parameter is typically used for outpainting problems in order to avoid
excessive repetition of patches.Within the scope of this study, large patch size param-
eter is not considered.

Compared to prior works [20–22], the image inpainting method in this paper can
generatemicrostructures at the same fidelity of the experiments, which are the state of
the art inmicrostructure reconstruction and generation, besideML/DL approaches. It
should be also noted that there is a similar feature in theAdobePhotoshop commercial
package, which is widely used in microscopy, which allows image inpainting as
well. This proprietary implementation of the PatchMatch algorithm is known as
“content-aware fill” operation [4] in theAdobePhotoshop package.Due to the license
constraint,we did not compare the performance betweenour algorithmand theAdobe
Photoshop package.
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Dislocation Dipole Study on Material
Hardening/Softening

Abu Bakar Siddique, Tariq Khraishi, and Hojun Lim

Abstract Dislocation dynamics simulations often reveal interesting phenomena in
regard to material deformation, which may not be captured by experiments. In this
work, we investigate the effect of dislocation dipoles on plastic material properties
under different dipole configurations (i.e. the distance between active glide planes,
and the signs of the twodislocations) using a 3DDiscreteDislocationDynamics code.
The simulations show that a dipole is causing a hardening effect when the Burgers
vectors of the dislocations forming the dipole are of opposite sign and causing a
hardening/softening effect when they are of the same sign. The distance between
the two neighboring dislocations was also affecting the proportional limit for the
material. Such hardening or flow stress results, as in this study, can be incorporated
in larger-scale modeling work.

Keywords Dislocations · Dipoles · Plasticity · Hardening · Softening

Introduction

Line defects in the crystal (also known as dislocations) move, multiply and can
interact with other types of defects present in the crystal. These interactions can be
both elastic and inelastic. Plastic properties of material thus depend on the nature and
scale of these interactions. A material can be hardened or softened as a consequence
of these interactions. A dipole is formed when two dislocations in different slip
planes interact as the distance between them closes in. Dipoles can contribute to
elastic material hardening and softening [1].

Stokes andOlsen [2] andKroupa [3] described themechanism of dipole formation
for both screw and edge dislocations. Gilman [4] and Neumann [5] studied the
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interaction between dislocations and dislocation dipoles, tripoles, and quadrupole.
In the 2D study byNeumann [5], it was found that decomposition of the dipole occurs
usually more often than trapping of the approaching dislocations.

To understand these phenomena in the plastic regime, researchers and scientists
developed several codes that can simulate the dynamic behavior of dislocation inter-
actions under simple to complex configurations, which are often not captured in
real experiments. Kubin et al. [6] introduced a basic framework for 3D dislocation
dynamics simulations. Later on, researchers and scientists developed other disloca-
tion dynamics codes introducing more and more features. In the current study, the
simulations are performed on a dislocation dynamics code developed by Zbib et al.
[7], De La Rubia et al. [8], Khraishi et al. [9], and Siddique and Khraishi 10].

In this article, we present an interesting study on the hardening and softening due
to a dislocation dipole feeling loading depending on the relative location and the
separation distance between the two slip planes. In Sect. 2 we present some basic
theory that helps us understand the reason for hardening or softening behaviors. In
Sect. 3we detail the simulation configuration, and in Sect. 4we present the simulation
outcomes and discuss the results.

Theory

Force �F (also knownasPeach-Koehler force) actingonadislocation canbe calculated
by [11]

�F = (σ �b) × ê (1)

where σ is the stress tensor at a point on a dislocation line due to internal and
externally-applied stresses, �b is the magnitude and direction of the crystal distortion
by that dislocation (also known as the Burgers vector) and ê is a unit vector along the
dislocation line (i.e. the line sense vector). Dislocationsmove in a slip plane when the
Peach-Koehler force is high enough to overcome the internal friction in the crystal.
A dislocation source multiplies when this force is large enough to overcome the line
tension of dislocation. Line tension T of a dislocation is given by Bacon and Hull
[12]

T = αGb2 (2)

whereα ≈ 0.5−1.0 andb is themagnitude of theBurgers vector. In themultiplication
of an initially straight Frank-Read source, it is assumed [5] that plastic flow occurs
when the dislocation bows a half circle. This is also known as critical bowing. For
critical bowing, the critical shear stress is calculated as,

τcrit = α
Gb

R
(3)



Dislocation Dipole Study on Material Hardening/Softening 509

where R is the radius of the bowed dislocation.
Two dislocations of the same or opposite signs form a dipole when they interact

elastically from some distance and are parallel to each other. Depending on the nature
of this interaction, the extent of the elastic and plastic regimes in the material under
loading can be changed. For two dislocations (in different slip planes) that are close
to each other, having the same sign (i.e. same Burgers vector and line sense) can
cause plastic deformation under deformation to happen at a smaller applied strain
value than two dislocation of opposite sign. This could be explained in reference to
theory on a dipole of infinite dislocations (i.e. 2D problem) [5]. For a dipole of the
same sign, the stable configuration is when the two dislocations are stacked on top
of each other, i.e. creating a 0° with respect to each other from the line perpendicular
to their planes. If the angle between them increases to 45° then the configuration
becomes unstable. In this configuration when the two dislocation are relatively close
to each other, perturbations in the stress state can cause them to be at 45° with respect
to each other. Once this degree is exceeded, they will repel each other and that will
help ease the plastic flow. This situation causes the plastic flow for these two sources
to occur at an earlier applied strain than a single Frank-Read source. The situation
can be the opposite if the distance between the two dipole dislocations is high. In this
case, a higher applied strain value is needed to reach a 45° separation with respect to
each other. By that large strain value, more stabilization against flow is offered from
the dipole and plastic flow can commence from the critical bowing of the sources.

Problem Configuration

To investigate the phenomena mentioned in the theory section, we perform many
simulations by placing two Frank-Read sources in different parallel slip planes (see
Fig. 1) and apply constant strain-rate using the code developed by [7–10]. The study
intends to understand how the initial dipole configuration affects the elasto-plastic
responses in the presence of external loading on the crystal. The shear modulus

(a) TTwo Frank-Rea
RV

ad sources insi
VE

ide an (b) Front vieww of the RVE 

Fig. 1 Dipole configuration
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for the selected material is set at 26.32 GPa and Poisson’s ratio is taken as 0.33.
The dimension of the representative volume element (RVE) for these simulations is
60, 000b × 60, 000b × 40, 000b. The Burgers vector of the Frank-Read sources is
[010]. The shear load is applied in yz-direction, and the applied strain rate is 10 s−1.
Dislocations lie parallel to the x-axis with a separation distance d. The length of each
dislocation is 4000b.

The first set of simulations is conducted by changing the separation distance
between active slip planes where the Burgers vectors are the same for both dipole
dislocations. Initially, two Frank-Read sources are placed on two different slip planes
as they make 0° angle with each other with respect to the vertical axis. This is a
stable position for such dipole, as mentioned in the theory section. In the second
set of simulations, the Burgers vectors of the two dislocations are set to [010] and[
01̄0

]
and the separation distance between the active slip planes is varied. The initial

position of the two Frank-Read sources was set to make 45° angle with each other
with respect to the vertical axis (vertical to the two parallel planes).

Results

Figure 2a shows the stress-strain responses of the RVE for different active slip plane
separations for dipole configurations with the same dislocation sign. Figure 2b shows
the proportional limit and flow stress as the separation between the two slip plane
is varied. The curve shows both hardening and softening effect from the elastic
interaction between two Frank-Read sources having the same Burgers vector.

This result shows good agreement with the discussion in the theory section
regarding small source separations. However, for large separations, the sources bow
together trying to hold each other in equilibrium and this raises the proportional
limit (i.e. the critical bowing of source(s)) and thus the flow stress. However, as the
distance becomes much larger then the two sources start having less and less effect
on one another during bowing resulting eventually in the proportional limit and flow
stress being the same as if there was only one source. For this kind of interaction, two
parameters play an essential role in conjunction with one another: one is the separa-
tion distance between two slip planes, and the other is the Peach-Koehler force due
to the self-stress field created by the dislocations. This force, with perturbations in
the self-stress of the dislocations, can cause the same-signed dislocation sources to
either take longer to critically bow (i.e. a hardening or strengthening effect) or bow
critically quickly, i.e. at lowered strain (i.e. a softening effect).

Figure 3 shows different results for the opposite-sign dipole configuration
compared to the same-sign configuration. In this dipole configuration and for lower
separation distances, both the proportional limit and the flow stress are significantly
higher than for a single Frank-Read source. The reason for this is that for this dipole
configuration the entire slip plane acts as a basin of attraction for both Frank-Read
sources in accordance with theory [5]. Thus one should not expect any softening
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Fig. 2 Dipole interaction
with a dipole of same-sign
dislocation sources. (Color
figure online)

(a)  Stress-strain curves 

(b)  Comparison of proportional limit and flow stress 
of a dipole with a single Frank-Read source 

effect from this configuration because this continuing attraction hinders plastic flow.
Figure 3 also shows a good agreement with the a study hypothesis: as the separation
distance increases, the stress-strain response follows the single Frank-Read source
response.
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Fig. 3 Dipole interaction
with a dipole of
opposite-sign dislocation
sources. (Color figure online)

(a) Stress-strain curves 

(b) Comparison of proportional limit and flow 
stress of a dipole with a single Frank-Read 

source 

Conclusion

In this article, the authors presented a study on dislocation dipoles that showed both
hardening and softening behavior in the material. One of the main findings of this
study is that opposite-signed dipoles contribute to hardening only. On the contrary,
same-sign dipoles can cause either hardening or softening in the material depending
on the separation distance between two slip planes where the dislocations move
and multiply. For future studies, one could consider the initial source length as a
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parameter as well as the number of dislocation sources stacked in the array, e.g. a
tripole or more dislocations.
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Model and Improved Dynamic
Programming Algorithm
for Optimization of Unplanned Slab
Allocation in the Steel Plant

Yongzhou Wang, Zhong Zheng, Cheng Wang, and Xiaoqiang Gao

Abstract The unplanned slab is the open orders slab produced by the steelmaking-
continuous casting process, which will increase the inventory cost of enterprises. The
unplanned slab allocation problem is to reasonably assign the unplanned slabs to the
hot rolling supplementary orders, steelmaking supplementary orders, or customer
orders in a given period. It can be considered as an extension of themultiple knapsack
problem. Therefore, a 0–1 integer programmingmodel is established tominimize the
cost of differences between unplanned slab and order specification. In this paper, a
decompositionmethod of problem solving process, an adaptivemeasurementmethod
of order priority in different scenarios, and an improved dynamic programming
algorithm considering the local search strategy are proposed for the unplanned slab
allocation. The testing cases with data from a steel plant show that the optimization
algorithm for the unplanned slab allocation is superior to the manual one in terms of
solution quality and calculation time.

Keywords Unplanned slab · Allocation · Model · Multiple knapsack problem ·
Dynamic programming

Introduction

At present, the most of steel companies use make-to-order production mode.
However, the contradiction between themulti-specification, multi-variety, and small-
batch orders corresponding to the rapid changes in market demand and the mass
production methods of steel plant may lead to the production of a large number of
unplanned slabs. Generally speaking, unplanned slabs are producedmainly due to the
following reasons: ➀ Changes in customer order requirements; ➁ Surplus materials
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added to meet the processing requirements of large-scale production equipment; ➂
Slabs that do not meet the quality and composition of the production plan require-
ments; ➃ Producing some slabs in advance to balance the production capacity of
steelmaking and hot rolling. Unplanned slabs will inevitably have a certain nega-
tive impact on the company’s production management, such as increasing capital
occupation, increasing production costs, and affecting order delivery. Therefore, in
addition to avoiding the production of unplanned slabs as much as possible, steel
companies need to rationally optimize the utilization of unplanned slabs to reduce
inventory and capital occupation.

There have been many studies on the optimization problem of unplanned slab
allocation at home and abroad. Vasko et al. [1] first studied the unplanned slab
allocation problem, and established an integer programming model with the goal of
minimizing matching costs. The virtual order and virtual slab were added to convert
the problem into a transportation problem, which was solved by Bertsekas network
nodes.Kalgnanamet al. [2] formulated the unplanned slab allocation problemwith an
interval value of orderweight as amulti-choice knapsack problem.Anonlinearmodel
with the goal of maximizing matching weight and minimizing matching residual
material is established, and a heuristic algorithm based on bipartite graph matching
and network maximum flow is designed to solve it. Since then, a large number
of articles focusing on the unplanned slab allocation problem have been published
Denton et al. [3], Forrest et al. [4], Yanagisawa [5], Song [6], Zheng et al. [7], Bai
and Ji [8], Tian et al. [9], Zheng and Tang [10], Tang et al. [11], Xie et al. [12], Lv
et al. [13]), and various models and solutions have been proposed. In addition to the
above research, some relevant articles include the research done by Matsuda et al.
[14], Li et al. [15], Zou et al. [16], Hu et al. [17, 18], Zheng and Tang [19], Wang
[20], and Lv et al. [21]. They studied the matching of unplanned slabs and customer
orders in different scenarios and proposed various solutions.

All of the above problems studied consider matching the unplanned slabs in stock
to the existing customer orders at the current planning period. However, in the actual
production of the steelmaking process or the hot rolling process, there are often
some unexpected perturbations (e.g., insufficient temperature, unqualified composi-
tion, random machine breakdown) that cause some orders to fail to be successfully
produced, and then it is necessary to match suitable unplanned slabs for these orders.
Because the output of these orders is full of uncertainty, and their importance is
usually not the same, when assigning unplanned slabs to these orders, the priority
of different orders needs to be confirmed first, which is also a problem that is not
considered in the current research.

This paper studied the unplanned slab allocation problem (USAP) of medium and
heavy plates. The task of USAP is to select suitable slabs from unplanned slabs for
the production order that requires slabs to meet its specification. For USAP, a 0-1
integer programmingmodel is established with the goal of minimizing the amount of
matching residual material under the condition of meeting the requirements of mate-
rial properties such as steel grades and cross-section specifications, and meeting the
constraints of order requirements and delivery dates. In this paper, the two-cut slabs
and the unplanned slabs are groupedfirstly, then thematchingpriority is confirmed for



516 Y. Wang et al.

the order that requires unplanned slabs, and finally a dynamic programming-based
solution algorithm considering the local search strategy is designed to obtain an
optimal solution for each group of unplanned slabs. Effectively solving this problem
can not only avoid the prolonged production cycle of the order and improve customer
satisfaction, but also ease inventory pressure of the enterprise and increase the capital
turnover rate.

Problem Description

The unplanned slab allocation for medium and heavy plates is a process of deter-
mining a reasonable and optimized treatmentmethod for unplanned slabs. Utilization
of unplanned slabs mainly includes three methods. First, steelmaking supplementary
orders. When the molten steel smelted by the converter does not meet the quality
and composition requirements of the plan, it is necessary to select some suitable
slabs from the unplanned slabs in the stock to replace the slabs that do not meet the
requirements. Second, hot rolling supplementary orders. When unqualified rolling
occurs in the hot rolling production process, it is necessary to select suitable slabs
from unplanned slabs for rolling again. Third, some normal orders. When unplanned
slab inventory is large, it is necessary to consume unplanned slab inventory through
some normal orders.

For the production process of medium and heavy plates, the slab produced by the
continuous caster is cut to obtain the two-cut slab, and the final product is obtained
after hot rolling. The utilization of unplanned slabs is the opposite. The steel plates
included in the order are first converted into two-cut slabs through plate and slab
design, and then matched with unplanned slabs. Therefore, the unplanned slab allo-
cation is also a process of combining the two-cut slabs included in the orders on
unplanned slabs. The primary purpose of unplanned slab allocation is to ensure
smooth production and avoid prolonged delivery. The unplanned slab allocation
process is shown in the Fig. 1. When orders that require unplanned slabs are issued,
the designer first groups two-cut slabs by steel grade and cross-section specifications
and selects suitable unplanned slabs based on the suitability constraints, and then
confirms the matching priority between unplanned slabs and the order. Finally, with
the goal of minimizing the amount of residual material, the two-cut slabs included
in the order are matched with unplanned slabs.

Fig. 1 The allocation process of the unplanned slab allocation problem. (Color figure online)
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Mathematical Formulation and Solution Framework

Symbol Description

The symbol description of the parameters or variables in the formulation is as follows:

Parameter

i The index of two-cut slab, i ∈ {1, 2, · · · ,m}
li The length of two-cut slab i
j The index of unplanned slabUnplanned slab, j ∈ {1, 2, · · · , n}
L j The maximum length of unplanned slabUnplanned slab j .

Decision Variables

di, j A binaryDecision variables variable which is equal to 1 if a two-cut slab i is
matched to a unplanned slabUnplanned slab j and 0 otherwise.

Preprocessing

According to the constraints of the USAP for medium and heavy plates, two-cut
slabs of different steel grades and cross-section specifications cannot be matched to
the same unplanned slab. Therefore, before applying the method, the two-cut slabs
and unplanned slabs are grouped according to the matching rules. Each group of
two-cut slabs and the corresponding unplanned slabs that can be matched are used
as input to apply this method to solve the problem. Each group of two-cut slabs and
unplanned slabs have the same requirements in terms of steel grade and cross-section
specifications, and the relevant constraints are no longer discussed in the formulation.

Priority Confirmation in Different Scenarios

According to the source of the two-cut slab, the matching of the two-cut slab and the
unplanned slab is divided into three different scenarios: rolling supplementary order
priority, steel-making supplementary order priority and normal order priority. The
matching priority in different scenarios is determined according to the urgency of
the three types of supplementary orders and the production organization of the steel
mill and hot rolling mill.
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Mathematical Formulation

The matching problem of two-cut slabs and unplanned slabs can be regarded as a
practical application of the multi-knapsack problem. The two-cut slabs are m items
with a size of l1, l2, · · · , lm , and the length of the two-cut slab is the weight of the
item. The unplanned slabs are n backpacks with a capacity of L1, L2, · · · , Ln , and
the length of unplanned slabs is the backpack capacity. Aiming at the conditions
given in the problem description, the resulting formulation P is established with the
goal of minimizing the residual material produced during the matching process.

Formulation P f = min
n∑

j=1

(L j −
m∑

i=1

di, j · li ) (1)

Subject to
m∑

i=1

di, j · li ≤ L j , j ∈ {1, 2, · · · , n} (2)

m∑

i=1

n∑

j=1

di, j ≤ 1 (3)

di, j ∈ {0, 1},∀i ∈ {1, 2, · · · ,m}, j ∈ {1, 2, · · · , n} (4)

The objective function (1) is to minimize the residual material produced by
the matching process; Constraint (2) indicates that the total length of the two-cut
slab combined on the unplanned slab does not exceed the maximum length of the
unplanned slab; Constraint (3) means that each two-cut slab can only be allocated to
one unplanned slab at most; Constraint (4) means the value constraint of the corre-
sponding variable. Solving the formulation P can obtain the optimized unplanned
slab allocation result of the medium and heavy plate.

Solution Framework

The USAP for medium and heavy plates is a process of combining two-cut slabs on
unplanned slabs. This paper decomposes this process into two stages for solution:
two-cut slab and unplanned slab pretreatment stage and two-cut slab combination
optimization stage. In the previous stage, the two-cut slabs and unplanned slabs
were grouped according to suitability constraints, and each group of two-cut slabs
was matched with a suitable set of unplanned slabs; In the latter stage, the problem of
matching the two-cut slab and unplanned slab is stated as a multi-knapsack problem.
A matching optimization algorithm based on dynamic programming (DP) algorithm
is designed to combine the two-cut slabs to the unplanned slabs, and a local search
strategy is designed to improve the quality of the solution. Among the unplanned
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slabs remaining after the matching is completed, the local search strategy is used
to check whether there are unplanned slabs that can replace the currently matched
unplanned slabs and reduce the residual matching material, and if it exists, replace
the currently matched unplanned slabs. The matching algorithm flow chart proposed
in this paper is shown in Fig. 2.

Case Study

Case Design

In order to verify the effectiveness and practicability of the unplanned slab matching
optimization method, taking the unplanned slab allocation problem of a steel mill
as the object, 8 instances were selected to test the unplanned slab matching method
based on DP, the unplanned slab matching method based on genetic algorithm (GA)
proposed by Yu and Yang [22] and manual matching method for medium and heavy
plates. The unplanned slab data included in each case are shown in Table 1. Other
data during the test are based on the data provided by the steel mill. During the
experimental test, it is assumed that the amount of the two-cut slabs is sufficient.

Result and Discussion

The parameters of the matching method based on GA are configured as follows:
the population size PS = 40, iterations step size step = 60, crossover probability
CP = 0.8, the mutation probability MP = 0.15. All the matching methods were
implemented in C# language, and ran the 8 instances on a PC with CPU2.0 GHz and
RAM8.00 GB using Windows10-64bit operating system. The final matching results
are shown in Table 2.

In Table 2, columns 2, 6 and 10 are the number of unplanned slabs (USN)matched
by the three matching methods, and all unplanned slabs are matched. Columns 3–4,
7–8 and 11–12 are the results of the residual material amount (RMA) and residual
material rate (RMR) of the matching method based on DP, the matching method
based onGA, and themanualmatchingmethod, respectively. Comparing the residual
material rate of the three matching methods, the matching method proposed in this
paper can greatly reduce the residual material rate of unplanned slab matching.
This is because in the process of unplanned slab matching, the algorithm proposed
in this paper can try different ways of matching the two-cut slabs and unplanned
slabs among a large number of unplanned slabs, and can optimize the quality of the
matching results by adjusting the strategy, so as to obtain a result with a smaller
matching residual material rate. Columns 5, 9 and 13 are the matching time (MT) of
the three matching methods, respectively. The manual matching time is determined
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Fig. 2 The diagram of the unplanned slab allocation algorithm
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Table 1 The unplanned slab data

No. Steel grade Thickness/mm Width/mm Length range/mm Number

1 A 300 2010 6090–7600 14

2 B 230 1530 5400–9410 5

300 2010 4800–8800 8

3 C 230 1530 9800 3

200 2200 11,000 3

300 2010 7600 2

4 D 230 1530 9800 5

300 2010 3800–7700 12

5 E 200 2200 11,000 7

300 2010 6280–7710 23

6 F 200 2200 7500–11,000 3

300 2010 5300–7600 8

7 G 230 1530 9800 7

200 2200 10,500–11,000 2

300 2010 7600 4

8 H 230 1530 3640–10,700 11

300 2010 5500–7600 5

based on the experience of the steel plant planner. The matching method proposed
in this paper can greatly reduce the unplanned slab matching time. At the same
time, compared with the manual matching method, the unplanned slab matching
time is reduced from minutes to seconds, which can greatly improve the efficiency
of unplanned slab allocation.

In summary, the unplanned slab matching optimization method proposed in this
paper can improve the efficiency of unplanned slab matching and obtain matching
results that are better than the other two methods. In this way, the unplanned slab s
produced by the iron and steel enterprises can be used reasonably, the unplanned slab
inventory and the production cost of the iron and steel enterprises can be reduced.

Summary

This paper first introduces the unplanned slab allocation problem for medium and
heavy plates, summarizes the source and utilization of unplanned slabs, and describes
the optimization goals and constraints of unplanned slab matching. Then put forward
reasonable assumptions, and established a multi-knapsack problem model. Finally,
the expert experience is converted into solving rules, and an unplanned slabmatching
algorithm based on dynamic programming is designed to solve the problem, and
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the residual material generated in the matching process is reduced by adjusting the
strategy. A case test with unplanned slab data from a steel mill shows that the algo-
rithm in this paper can complete all unplanned slab allocation. Compared with the
other two method, the residual material rate is reduced by 1.79% and 6.20% on
average, respectively. And the matching time is reduced from minutes to seconds,
which greatly improves the efficiency of unplanned slab distribution.
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Order Parameter from the Seebeck
Coefficient in Thermoelectric Kesterite
Cu2ZnSnS4

Eleonora Isotta, Binayak Mukherjee, Carlo Fanciulli, Nicola M. Pugno,
and Paolo Scardi

Abstract Kesterite (CZTS, Cu2ZnSnS4) is a quaternary chalcogenide which struc-
tural complexity leads to polymorphism and numerous kinds of disorder in cation
sites, with interesting effects on thermoelectric properties. Tetragonal kesterite faces
an order-disorder phase transition from I-4 to I-42m crystal structures around 533 K,
which causes a sharp increase in the Seebeck coefficient. The degree of order in
the crystal structure determines the entity of this enhancement, locally influencing
the steepness of the trend of thermopower in the transition region. The presence of
secondary phases reduces the effect of the transition as well as causing a progressive
reduction of the Seebeck coefficient. The present results show that a measurement of
Seebeck coefficient provides direct and distinctive information on the degree of order
and phase purity of kesterite samples, integrating results of Raman spectroscopy and
X-ray diffraction.
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Introduction

The growing interest in waste heat recovery has drawn attention to thermoelectric
(TE) materials, with increasing efforts to identify the best performing semiconductor
materials [1–3]. The performance of TE materials is typically expressed through the
figure of merit zT = α2T/(ρk) where α is the Seebeck coefficient, T is the absolute
temperature, ρ is the electrical resistivity and k is the thermal conductivity. This
is composed of a lattice (kL ) and electronic (ke) contribution (k = kL + ke) and
typically experimentally determined as k = dCPa where d is the sample density,
CP the specific heat and a is the thermal diffusivity. The performance can also
be assessed through the thermoelectric quality factor β ∝ NV /(m∗

I kL), with NV

band degeneracy, and m∗
I inertial effective mass along the conduction direction,

which focuses on the fundamental and most independent material parameters to
be optimized [4, 5]. The main approaches that have been investigated to improve
the performance include nanostructuring [6, 7], that suppresses the lattice thermal
conductivity due to increased density of grain boundaries, chemical doping and ion
substitution [8, 9], which can primarily act on m∗

I through tuning of the carrier
concentration, and crystal-structure engineering [4, 10]. Regarding this last issue, it
has been shown that higher-symmetry structures can improve electronic properties
due to band convergence,while typically a reduction of symmetry and larger unit cells
can provide a reduction of lattice thermal conductivity [11–15]. Flat electronic bands,
instead, can lead to an increase in thermopower due to higher effective band mass,
although this typically decreases carrier mobility penalizing electrical conductivity
[16].

Kesterite (CZTS, reference formulaCu2ZnSnS4) is a p-type chalcogenidematerial
that has recently gained interest as a thermoelectric [12–14, 17–23], although histor-
ically studied for absorber layers in thin film photovoltaic devices [24–26]. CZTS is
valued because composed of non-toxic, abundant and low-cost elements [27] as well
as for its intrinsic low thermal conductivity [14, 17]. Furthermore, being a quaternary
sulfide, it is characterized by a certain crystallographic complexity leading to poly-
morphism and diverse kinds of defects and disorder [14]. This makes the material
interesting for the possibility of tuning electronic and thermal properties through
defect engineering. When obtained from high-energy mechanical alloying, CZTS
presents a disordered cubic F-43 m crystal structure. This is similar to a sphalerite
ZnS structure where the cation site is randomly occupied by Cu, Zn and Sn (2:1:1),
coordinated with the sulfur sublattice. This polymorph, stable up to ~650 K, has been
discovered recently [14, 17, 28] and shown to display interesting thermoelectric prop-
erties [14]. The generally reported crystallographic structure of kesterite is instead
the tetragonal, and assumes an ordered tetragonal crystal structure (s.g. I–4) below
533 K, and a disordered tetragonal (I–42m) above. The phase transition at 533 K
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is known as order-disorder phase transition and causes the Cu+ and Zn2+ cations
in the intermediate planes to completely randomize their positions. This causes a
remarkable effect on the Seebeck coefficient, which presents a sharp increase at the
transition [12]. Recently, we have demonstrated that the transition to the disordered
tetragonal polymorph increases the symmetry of the crystal structure thus promoting
band convergence (NV ) and flatness, both responsible for the Seebeck enhancement
[13].

Due to the low formation energy of theCuZn and ZnCu antisites [29, 30], ambient
temperature CZTS always reports some degree of disorder, the amount being depen-
dent on the thermal history of the sample [31]. This transition has been thoroughly
investigated for photovoltaic CZTS because deemed responsible for a loss in the
open circuit voltage. For this reason, many groups have focused on methods to
observe the order-disorder transition and quantify disorder. Some of the techniques
that have been proposed are Raman spectroscopy [31, 32], bandgap measurements
[33], neutron scattering [34] and solid-state nuclearmagnetic resonance [32], but they
all involve either expensive and sophisticated instruments, or a low accuracy. Even
with neutron scattering techniques, the transition is just visible as a smooth increase
in the cell parameters [34, 35]. In this sense the Seebeck coefficient measurement
proves to be a simple and effective method [12]. Furthermore, it reveals efficient in
observing the transition, as well as estimating the degree of order and phase purity,
both affecting the steepness of the increase.

The aim of this work is to provide insights into the order-disorder transition
of tetragonal CZTS and to highlight, also through a comparison with literature
results, how the effect of the transition on Seebeck coefficient depends on phase
purity and degree of order in the sample. Dually, we aim at showing how the ther-
mopower measurement can be used to quantify secondary phases and estimate an
order parameter.

Experimental Method

Kesterite sintered disks were produced according to previously described proce-
dures [12, 17], starting from reactive ball milling of the elementary components, i.e.,
metals and sulfur in stoichiometric proportions. Some of the samples undergone a
quenching process in air after the thermal treatment, either starting from the sintering
temperature of 560 °C, or from a lower temperature reached with natural cooling, to
room temperature. Absolute Seebeck coefficient measurements have been performed
in 4-contact configuration and with Pt standard with a Linseis LZT Meter. X-Ray
Diffraction (XRD) data have been collected using a Rigaku PMGdiffractometer with
Cu Kα radiation. A Rietveld refinement of XRD data has been performed with the
software TOPAS 7 [36].
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Results and Discussion

Thermoelectric Behavior of Kesterite Polymorphs

As mentioned in the introduction, CZTS shows polymorphism. Different arrange-
ments of atoms lead to changes in the chemical bonds inevitably resulting in
differences in the electronic and thermal properties. The novel polymorph of low-
temperature disordered cubic kesterite (F-43m), for example, presents an improve-
ment in all the thermoelectric properties with respect to the ordered phases. This
favorable but extremely uncommon condition in thermoelectricity seems to arise
from a change in the chemical bond between some Sn atoms and sulfur. Indeed,
disorder promotes a lone-pair localization in these Sn atoms leading to a rattling
behavior that suppresses the thermal conductivity to ultra-low values. Simultane-
ously, this localization leads to electron-poorSn-Sbondswhichdeficiency is compen-
sated by Cu electrons. This favors both the electronic properties as it causes sharp
and localized gap states (improving the Seebeck coefficient) acting as acceptors,
increasing carrier concentration and conduction, similarly to a p-type doping [14]
(Figs. 1, 2 and 3).

Tetragonal kesterite, the commonly reported form, displays instead an order-
disorder phase transition at ~533 K from the ordered I-4 to the disordered I-42m
tetragonal structures [31, 37]. It is a second-order and reversible transition [12],
consisting in a full occupational disorder of Cu and Zn cations in the 4d Wyckoff
positions. This transition appears to have a beneficial role for thermoelectric CZTS.
Indeed, the measurement of Seebeck coefficient displays a sharp increase around the
transition temperature, larger than 100 μV/K for our latest samples (see Fig. 4a in
Ref. [12]). Many research groups have pointed out that there might be a connection
between an increase in the symmetry of a crystal structure and band convergence,
leading to a higher thermopower [5, 11, 38]. We have demonstrated that the order-
disorder transition of CZTS is an example of this behavior [13]. Indeed, the increase
in crystal structure symmetry for the disordered tetragonal polymorphs leads to a
modification in the structure of the electronic bands, which tend to converge and
flatten. This improves band degeneracy and increases the inertial effective mass of
charge carriers, thus justifying the sharp growth of the Seebeck coefficient [12, 13].
As it will be discussed in the following, the manifestation of the order-disorder tran-
sition in the Seebeck trend is influenced by the amount of secondary phases and
order degree in kesterite samples. These dependences can be used to derive an order
parameter from the trend of Seebeck in temperature.

Dependence of Seebeck Coefficient on Phase Purity

Phase purity of samples affects the Seebeck coefficient curve and the appearance
of the order-disorder transition. Sample 1, 2, 3, and 4 present different quantities of
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Fig. 1 XRDpatterns collected for CZTS samples characterized by a different quantity of secondary
phases (From sample 1–4 decreasing CZTS phase purity). Data partially reproduced from Refs.
[12, 17]. (Color figure online)

secondary phases, as visible in the XRD patterns of Fig. 1. The samples have been
obtained through the same production route, but the CZTS precursor powders were
characterized by different levels of humidity. Humidity led to the development of
cassiterite SnO2 during the sintering process, and due to stoichiometry unbalances,
CZTShas partially decomposed forming also copper sulfides such as digeniteCu7,2S4
and chalcociteCu2S. Sphalerite ZnS is probably present aswell, to balance the overall
stoichiometry, but the reflections of ZnS overlap with those of CZTS so it is not easy
to distinguish the two phases with XRD.

A Rietveld refinement was performed on the XRD data and allowed to provide an
estimate of the weight fraction for the different phases, visible in Table 1. Fractions
of CZTS, tin oxide, and copper sulfides were obtained by the refinement procedure.
For a more realistic estimate of CZTS purity, we have assumed a ZnS formation
that would balance stoichiometrically the formation of the other secondary phases,
and we have deducted this amount from the refined weight fraction of kesterite. The
resulting phase purities for CZTS are reported in Table 1, and can be quantified as
81%, 76%, 68%, and 58%, respectively for samples 1, 2, 3 and 4. The main kesterite
phase could have resent the formation of secondary phases and therefore partially be
off-stoichiometric. A clue in this direction can be noticed in the relative intensity of
the diffraction peaks of kesterite: for the less pure sample (sample 4) the first peak is
less intense, which can be explained with a lower occupancy of the cation sites (Sn
occupation is mainly affecting that peak intensity).
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Table 1 Weight fractions (with standard deviation) for the different phases in CZTS samples
obtained with a Rietveld refinement of XRD data

CZTS
(refined)

SnO2 (refined) Cu7,2S4 (refined) Cu2S
(refined)

ZnS
(estimated)

CZTS
(estimated)

Sample
1

87(2) 9(1) 4(1) – 7(3) 81(5)

Sample
2

84(2) 11(1) 5(1) – 8(3) 76(5)

Sample
3

79(2) 11(1) 10(1) – 11(2) 68(4)

Sample
4

72(3) 14(4) 7(2) 7(1) 14(4) 58(7)

A corrected CZTS weight fraction has been estimated by subtracting from the refined CZTS phase
purity the weight fraction of ZnS, in turn obtained from stoichiometric balance. See text for details

Fig. 2 aAbsolute Seebeck coefficientmeasured for CZTS samples characterized by different phase
purities (quantity in legend). The increase of Seebeck coefficient due to order-disorder transition gets
suppressed as phase purity decreases, and a concurrent general depression of the curve occurs. Data
partially reproduced fromRefs. [12, 17].bCZTSphase purity versus increase in Seebeck coefficient
at the transition temperature (circularmarkers, solid black trend line) and over thewhole temperature
range (squared markers, solid green trend line) for the different samples. In the inset, trend lines of
Seebeck coefficient for the different samples in the lower and upper temperature regions; the vertical
displacements in Seebeck coefficient at the order-disorder transition temperature and through the
whole temperature range have been highlighted with a dashed line. (Color figure online)

This dilution of themainCZTSphase has a remarkable effect onSeebeck (Fig. 2a):
the order-disorder transition increase appears to be maximum for the purest sample,
while it gets dampened as secondary phases increase, up to the point where the
order-disorder transition is not visible anymore (sample 4). Furthermore, secondary
phases cause a general and evident decrease in the Seebeck coefficient: a decrease
of ~20% in the phase purity leads to values that are four times lower (see sample 1
and 4). It is to be stressed that Seebeck measurements of Fig. 2a are performed on
samples that have undergone the same cooling history, so are possibly characterized
by the same degree of order (see discussion in the next section). These considerations
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assume that the formation of secondary phases leaves behind a roughly stoichiometric
kesterite. Things might be different, as the remaining CZTS could instead partially
be off-stoichiometric and therefore turn into a phase that does not display the order-
disorder transition. This would further reduce the weight fraction of pure kesterite
and help explaining the strong dependence of Seebeck coefficient on phase purity.
Moreover,we are treating secondary phases as a dilution effectwithout distinguishing
between them, which is a coarse simplification as they contribute differently to elec-
trical properties such as thermopower. Nevertheless, this provides the idea of using
the dependence to retrieve information on the phase purity of sample. Conversely,
achieving a higher phase purity proves to be crucial to improve the thermoelectric
performance.

To highlight the dependence of the Seebeck coefficient curve with phase purity,
we have evaluated the increase in Seebeck both at the transition and through the
whole temperature range. As visible in the inset of Fig. 2b, for each sample it was
considered a linear trend of Seebeck coefficient in the lower and upper temperature
regions unaffected by the transition, and the vertical displacement at 533 K was
taken as the increase of Seebeck at the transition. The general increase of Seebeckwas
instead determined as the vertical displacement through thewhole temperature range.
Figure 2b shows the relationship between these vertical displacements and kesterite
phase purity. Although we should not treat secondary phases merely as a dilution
effect, as thingsmight change according to the kind of secondary phases, these trends
give an idea of what is the general effect of a lower phase purity. Furthermore, they
could be used to estimate the phase purity of a sample from a Seebeck curve, which
is a relatively simple and straightforward measurement.

Retrieval of an Order Parameter from Seebeck Curve

Kesterite is currently subject of intense studies as a possible absorber layer for thin
film photovoltaic cells. In this sector, several studies have been conducted to identify
the most suitable methods to estimate the degree of order of the samples, as disorder
is considered one of the major causes of solar-cell efficiency losses. Anyway, it has
proved hard to find an appropriate method to clearly distinguish between samples
with different degrees of order. Indeed, diffraction is unsuitable to observe Cu-Zn
disorder, as Cu+ and Zn2+ are isoelectronic, so appear identical to X-rays. Other
proposed techniques rely either on relatively weak signals, as Raman spectroscopy
(via the quantification of the relative intensity of secondary peaks) [31, 37, 39, 40]
and optical measurements [33, 41] (through slight differences in the bandgap), or
require complex and expensive setups, as solid-state nuclearmagnetic resonance [32]
and neutron scattering [34]. In this context, we propose the Seebeck coefficient to
identify and possibly quantify order in CZTS.

Experimental results show that the extent of the transition depends on the initial
degree of order in the sample. Figure 3a shows the trends of Seebeck coefficient for
some CZTS samples that have undergone different cooling processes, as the thermal
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Fig. 3 aAbsolute Seebeck coefficientα for someCZTS samples: quenched from560 °C to preserve
the disordered state, for the same sample after water cooling, for the same sample after an ordering
treatment at 120 °C for 100 h, and for a another sample (sample 5), characterized by an intermediate
disorder state. Data partially reproduced from Refs. [12, 13] with permission fromMDPI and ACS.
Copyright 2020 American Chemical Society. b Determination of the relationship between increase
in Seebeck coefficient at the transition and order parameter S. The degree of order of the first and last
points of the graph is given, and a linear relationship is assumed. This allows the determination of S
for the other two samples. The golden area gives the confidence interval of results that is achieved
assuming for sample 1 after the ordering treatment S in the range 0.6-0.8 (see text for further details).
In the inset, trend lines of thermopower in the lower and upper temperature regions are plotted to
show how the vertical displacement in Seebeck at the order-disorder transition temperature has been
calculated (dashed lines). (Color figure online)

history of a sample greatly influences the degree of order [31, 37]. Sample 1 has
been quenched from the sintering temperature of 560 °C to retain a fully disordered
state. Indeed the sample, when heated up for the measurement, displays a flat trend of
Seebeck coefficient with no sign of transition [12]. After the measurement, this same
sample was cooled down slowly to room temperature (water cooled furnace, ~2 h
long). On a second measurement, the Seebeck coefficient exhibits a sharp increase
at the transition, pointing out that the slow cooling promoted a more ordered state in
sample 1. Sample 5 has instead been obtained by natural cooling from the sintering
temperature to 450 °C, followed by quenching to ambient temperature. This process
leads to a partly disordered state, as the Seebeck coefficient curve shows only a
small increase at the transition. It is to be remarked that sample 1–quenched, sample
1–after water cooling and sample 5–quenched, all present a comparable kesterite
phase purity (~81% in weight). An ordering treatment has then been performed on
sample 1 following literature guidelines [31] (annealing at 120 °C for 100 h in N2

atmosphere). The measurement after this treatment displays the largest increment in
the Seebeck coefficient at the transition, but generally depressed values with respect
to the previousmeasurements.We attribute this to a development of secondary phases
during the thermopower measurements and/or long annealing treatment (confirmed
by XRD measurements of Fig. 4, see following discussion).

A long-range order parameter S can be introduced to express the degree of order,
which ranges from S =0, meaning full disorder, to S =1, perfect order. It is defined
in Eq. (1), where P(Cu2c) is the probability of a Cu atom to be in its original 2c site,
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Fig. 4 Rietveld refinement of XRD data performed for sample 1-after the ordering treatment to
allow for a phase purity estimation. Measured data (dotted blue), calculated profile (solid red) and
difference (dashed black) are shown. (Color figure online)

P(Zn2d) is the probability of a Zn atom to be in its original 2d site (being for both
cases 0.5 for disordered, 1 for ordered), and a2c is the total fraction of 2c site in the
intermediate planes (at z = 1/4 and z = 3/4), being equal to 0.5 for a stoichiometric
material [31].

S = P(Cu2c) − a2c
1 − a2c

= 2P(Cu2c) − 1 = 2P(Zn2d) − 1 (1)

The maximum order that a sample can achieve depends on the temperature and
thermal history, and perfect order is thought to be achieved only in the limit of an
infinitely long cooling process down to 0 K [37]. The model that we propose to esti-
mate the order parameter uses the increase of Seebeck coefficient at the transition
as a second-order parameter. A linear interpolation of the lower and upper tempera-
ture regions of the Seebeck curve is used to determine the increase of thermopower
at 533 K (see inset of Fig. 3b, where the trend lines and increase at transition are
sketched). Sample 1 after the quenching from560 °Chas been assumed to be in a fully
disordered state, therefore the order parameter is S =0, And the increase in Seebeck
at the transition for this sample is in fact 0 μV/K. For sample 1 after the ordering
treatment, instead, an order parameter of S =0.7(1) was hypothesized, following the
literature results for samples that undergone comparable ordering treatments [31].
A large confidence range has been considered to account for the effect of secondary
phases and of a different production route with respect to the literature. The XRD
pattern with Rietveld refinement for sample 1-after the ordering treatment is shown
in Fig. 4. The estimated kesterite phase purity is 78(5)%, while, to be consistent with
the other data of Fig. 3, the phase purity should have been 81%. For this reason,
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in the determination of the Seebeck increase at the transition for sample 1-after the
ordering treatment, we have added to the measured value (150 μV/K), an additional
quota of 19 μV/K to compensate for this loss in phase purity, as illustrated in Fig. 2b
(additional quota shown in orange). The trend of the order parameter, assuming a
linear relationship with the increase in Seebeck coefficient, is shown in Fig. 3b. The
solid black line is obtained with the assumption of S =0.7 for sample 1-after the
ordering treatment, while the golden area is the confidence interval of the results
obtained assuming S in the range 0.6–0.8. This relationship allows us to estimate an
order parameter of S =0.53(8) for sample 1-after water cooling and of S =0.36(5) for
sample 2.

Seebeck Coefficient as an Effective Method to Observe
and Distinguish the Effects of Phase Purity and Degree
of Order

Both degree of order and phase purity appear to influence the behaviour of Seebeck
coefficient in temperature. In the literature, different trends are reported for the
Seebeck coefficient of CZTS, ranging from a flat curves (Liu et al. [18] and Yang
et Al. [19]) to trends where the order-disorder transition increase is instead clearly
visible (Sharma et al. [21, 22]). Given the experimental evidence presented here,
we believe the cause of this divergence of results to be connected with differences
in the degree of order and phase purity. Samples from the literature, characterized
by different production processes and thermal histories, would differ in terms of
degree of order and phase purity leading to diverse shaping of the Seebeck curve.
Nevertheless, these strong dependences can be exploited to retrieve information on
the sample. The Seebeck coefficient measurement proves to be suitable to not only
to observe the transition, but also to estimate degree of order and phase purity. It is
worth noticing that this method allows to distinguish among the two cases. In fact, a
lower degree of order alone dampens the thermopower steepness at the transition (or,
specifically, dampens the second derivative) but has little or no effects on the high-
temperature values of Seebeck. Inversely, secondary phases appear to affect more
the overall steepness of the curve, as they cause a general decrease in thermopower,
if nothing else, for a dilution effect of the main CZTS phase.

Conclusion

In this work we have examined the effects of the order-disorder transition of CZTS
on thermopower, which displays a sharp increase around 533 K.We have highlighted
and distinguished the influence of degree of order and presence of secondary phases.
A different level of order causes the increase of Seebeck coefficient characteristic of
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the transition to be more (for more ordered) or less (for less ordered) sharp, up to
disappear for completely disordered samples. This feature alone appears to not have
an influence on the low and high-temperature values of Seebeck coefficient. A higher
amount of secondary phases, instead, generally lowers the Seebeck coefficient curve
and dampens the increase of the order-disorder transition. The curve of samples with
a phase purity that is ~58% look almost flat and the maximum value of Seebeck
coefficient is four times lower than the value of Seebeck for an 81% pure sample.
These dependences help to understand why different authors in the literature report
different trends for the Seebeck coefficient of CZTS, where not always the order-
disorder transition is visible. Themeasurement of Seebeck coefficient has revealed to
be a simple and efficient method to observe the order-disorder transition of kesterite.
With this work we put forward it can also be a used to estimate the phase purity and,
separately, to evaluate the degree of order through the retrieval of an order parameter.
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Effect of Cobalt Metal
on the Microstructure of Titanium Foam

Hanghang Zhou, Guibao Qiu, Ding Yang, and Tengfei Lu

Abstract Titanium foam has good biocompatibility and mechanical properties, and
is often used as a bone replacement material. Cobalt can improve the density of
titanium foam cell walls and help improve mechanical properties. In this paper, the
effect of different cobalt contents on themicrostructure of titanium foamwas studied.
Six sets of comparative experiments with different cobalt contents were carried out.
The sintering temperature was 1100 °C and the holding time was 1.5 h. The samples
were subjected to metallographic and SEM inspection. Between 0 and 10%, with
the increase of cobalt content, the pores gradually become denser, which helps to
improve the mechanical properties. Excessive cobalt powder will lead to the closure
of microscopic pores, and the connectivity between the pores becomes poor. When
the cobalt content increases from 10 to 14%, the porosity of titanium foam decreases
from 45% to about 20%.

Keywords Titanium · Cobalt · Powder metallurgy · Porosity

Introduction

Metal titanium is often used in aerospace, automotive, biomedicine and other fields
due to its advantages of low density, high specific strength, non-magnetic, corrosion
resistance, good biocompatibility, and easier processing and forming [1–3]. With
the advancement of science, higher requirements have been placed on the perfor-
mance ofmaterials. Titanium-based compositematerial is formed by adding a certain
low-density, high-modulus and high-strength material as a reinforcement to a tita-
nium alloy matrix [4, 5]. Compared with traditional titanium alloys, titanium-based
composite materials have been enhanced in terms of specific strength, corrosion
resistance, high temperature performance and biocompatibility, and can be used as
structural materials in more complex environments, expanding the application of
titanium materials field [6–9].
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The shortcomings of pure titanium are poorwear resistance and fracture resistance
[10], but the addition of alloy elements can effectively improve the wear resistance
and fracture resistance, and other properties will be further improved. The porous
titanium alloymaterial has a structure of connected pores, allowing the growth of new
bone cell tissue and the transmission of human tissue fluid. The three-dimensional
porous structure can promote the growth of osteoblasts on the surface and pores of
titanium and titanium alloy materials, and new bone tissue is implanted The growth
in the implant pores forms a staggered link state, which can strengthen the bonding
strength between the implant and the human bone [11–13].

Metal cobalt is a metal with strong wear resistance, which can effectively improve
the shortcomings of poor wear resistance of pure titanium [14]. In the preparation
process of porous titanium, cobalt is used as an alloy element, which can make
the porous titanium alloy matrix contain uniformly distributed titanium-cobalt inter-
metallic compounds, which can play a strengthening role. On the other hand, cobalt
is the main component of vitamin B12, has hematopoietic function, can promote
the metabolism of various substances, and is listed as an essential trace element for
the human body [15, 16]. No matter from the point of view of medical application
or material strengthening, metallic cobalt is a very suitable alloying element. This
paper uses powder metallurgy to prepare titanium-cobalt alloy materials, and studies
the effect of metallic cobalt on the microstructure of titanium foam.

Experimental

In this paper, urea is selected as the pore former, and the volume fraction of urea
is controlled to 60%. In order to study the effect of different metal cobalt content
on the microstructure of titanium alloys, 6 sets of experiments with different cobalt
content were designed, and the cobalt mass fractions were 0, 6, 8, 10, 12, 14 wt%, as
shown in Table 1, at the same time each group of experiments were repeated 3 times
to reduce the experimental error. In order to mix the titanium and cobalt powders
uniformly, a ball mill was used to mix the prepared powders at a rate of 200 r/min

Table 1 The compositions of porous titanium cobalt alloys

Sample number Nominal compositions Mass fraction (wt%) Urea content
(vol%)Ti Co

1# Ti-0Co 100 0 60

2# Ti-6Co 94 6

3# Ti-8Co 92 8

4# Ti-10Co 90 10

5# Ti-12Co 88 12

6# Ti-14Co 86 14
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for 2 h to make the cobalt and titanium powders uniformly mixed. At the same time,
argon gas is used to protect it to prevent titanium and cobalt from being oxidized.

The uniformly mixed materials are pressed into a shape under a pressing pressure
of 150 MPa, and a layer of zinc stearate is applied as a lubricant when using the
mold. Finally, the obtained green compacts with different alloy compositions were
raised from room temperature to 400 °C in a vacuum carbon tube furnace and held
for 60 min to ensure complete removal of urea. After that, the temperature was raised
to 1100 °C for high temperature sintering for 1.5 h, and the furnace cooled to obtain
porous The temperature rise curve of titanium-cobalt alloy is shown in Fig. 1.

The sintered samples are shown in Fig. 2. From left to right in the figure are 1#
~ 6# samples. The surface of the material has a metallic luster and good quality,
indicating that it was not contaminated during the sintering process. At the same
time, it can be seen that the surface is distributed with small pores, and the material

Fig. 1 Heating profile of
porous material preparation

Fig. 2 Macroscopic
morphology of porous
titanium and porous
titanium-cobalt alloys.
(Color figure online)
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has obvious pore characteristics, and as the cobalt content increases, the number of
pores that can be observed on the surface is also greater. In addition, with the increase
of the cobalt content, the volume of the sample has a tendency to gradually shrink,
especially the 6# sample shrinks the most.

Results and Discussion

The sample obtained after sintering was cut in half transversely, and the internal
microstructure was observed by SEM. Figure 3 is a diagram of the pore wall structure
of the porous material. In the figure, a, b, c, and d are the SEM observation results of
the addition of cobalt powder at 0 wt%, 6 wt%, 10 wt%, and 12 wt% respectively.
As shown in the figure, as the content of cobalt powder increases, the number of
microscopic pores in the pore wall of the porous material gradually decreases, and
the pores on the pore wall also have a tendency to grow. The thickness of the pore
wall increases when the cobalt content is less than 10 wt% The general trend is not
obvious, but when the cobalt powder content reaches 12 wt%, the pore wall thickness
increases significantly. There are a large number of irregular pores and micropores
distributed on the pore wall of pure porous titanium. With the increase of alloying
elements, the pore wall can be clearly seen (the arrow refers to the figure): 1. Small

Fig. 3 Change of porewall structure of porousmaterials a Ti-0Co;bTi-6Co; cTi-10Co;dTi-12Co.
(Color figure online)
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holes on the pore wall The pores are enlarged bymutual fusion, and a large number of
microscopic pores are closed. The positions a and b in the figure show the state of pore
fusion just finished. 2. The diffusion of atoms promotes the continuous smoothing
of the edge of the hole, and also makes the small holes on the edge of the hole wall
merge with each other. At the same time, it gradually approaches and merges to
the large hole, changing from a closed cell to a structure with more than two holes
interconnected., D shows this change process. Therefore, when the content of cobalt
is less than 10 wt%, although in the pore structure, the small pores and micropores
on the pore wall merge and close together so that the porosity decreases, but the size
of the macroscopic macropores increases to a certain extent. Structural connectivity
has improved. When the added amount of cobalt powder reaches 12 wt%, there are
almost no microscopic pores in the pore wall, and the size of macroscopic pores is
also greatly reduced.

Figure 4 shows the influence of different amounts of cobalt powder on the
microstructure of porous materials. In the figure, a, b, c, d, e, and f correspond
to the mass fractions of cobalt powder as 0 wt%, 6 wt%, 8 wt%, 10 wt%, 12 wt%,
respectively. Samples prepared under 14 wt%.

The porous materials are all sintered under the same process. In the figure, a is the
microstructure of pure porous titanium after sintering. The particles are connected to
each other by sintering necks of different thicknesses, and there is a large amount of
uneven distribution between the sintering necks. Microscopic pores of various sizes.
In the microscopic group of samples b, c, and d, it can be seen that with the addition

Fig. 4 Effect of different cobalt content onmicrostructure aTi-0Co;bTi-6Co; cTi-8Co;dTi-10Co;
e Ti-12Co; f Ti-14Co
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of cobalt, the sintering neck between the powder particles gradually becomes larger,
themutual fusion between the particles ismore obvious, and the edges are passivated.
The effect continues to increase, and the edges of the holes are further smoothed;
a large number of microscopic pores left by the sintering of powder particles are
closed and even merged with each other, as indicated by the arrow in the figure. The
results show that with the addition of cobalt powder, the sintering quality is good,
and the density of the pore walls increases. However, when the mass fraction of
cobalt powder reaches 12 wt% and 14 wt%, the sintered neck structure formed by
the granular connection is almost invisible on the pore wall, showing a smooth entire
surface connection state, indicating that more liquid is produced during the sintering
process. Phase, the atom has undergone a violent diffusion phenomenon.

From the analysis of the microstructure of the porous titanium-cobalt alloy, it
can be seen that when the added mass fraction of cobalt powder is between 0 and
10 wt%, the sintering quality of the porous material has been significantly improved.
This improvement effectmainly comes from the result ofmutual diffusion of titanium
and cobalt atoms at high temperatures. When 1020 °C, Co can be dissolved in β-
Ti to a maximum of 14.5%, which makes the maximum amount of 14 wt% cobalt
fully dissolved in β-Ti when the sintering temperature is 1100 °C, while adding
alloy The element cobalt reduces the liquidus of the alloy, and the presence of cobalt
increases the diffusion coefficient of the system at any temperature. Therefore, the
diffusion coefficient of the alloy increases sharply with the increase of the cobalt
content. The solute element cobalt can quickly fill the microscopic pores between
the sintering necks, or promote the convective diffusion of solvent atoms and solute
atoms to make the microscopic pores move, merge with each other or merge. Into
the macroscopic large pores, but when the cobalt element is excessive, the severity
of the above process will be greatly increased, and the sintering neck formed at the
initial stage of sintering will be rapidly coarsened, and even the surface of a large
number of particles will melt. Generally speaking, an appropriate amount of cobalt
can promote the densification of the tissue while maintaining a good pore structure.

Conclusions

The addition of the alloying element cobalt can effectively increase the diffusion
coefficient of the system.

(1) The cobalt content is between 0 and 10 wt%. The macroscopic macropores of
porousmaterials have little tendency to change,mainly reflected in the shrinkage
and closure of small pores and micropores on the pore wall. With the increase
of cobalt content, the pores The sintering neck on the wall is getting bigger and
bigger, the micropores tend to be spheroidized, the number of small holes and
micropores is greatly reduced.
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(2) When the cobalt content is 12 wt%, there are almost no microscopic pores on
the pore wall, and the macroscopic pores tend to shrink, the pore wall is smooth,
and the sintering neck tends to melt.

(3) However, when the cobalt content is further increased to 14wt%, a large amount
of liquid phase is generated in the system, which causes a large number of
macroscopic pores to shrink and close, and a large loss of porosity.
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Non-destructive Correlative 3D
Characterization of Nuclear Graphite:
From the Micro-scale to the Nano-scale

Stephen Kelly, Robin White, William Harris, Tobias Volkenandt,
Benjamin Tordoff, Giuliano Laudone, Katie Jones, and Ben Veater

Abstract Graphite is a key material in the design and operation of a wide range of
nuclear reactors because of its attractive combination of thermal, mechanical, and
neutron interaction properties. In all its applications, the microstructural evolution
of nuclear graphite under operating conditions will strongly influence reactor life-
time and performance. However, measuring the 3Dmicrostructural characteristics of
nuclear graphite has traditionally faced many challenges. X-ray tomographic tech-
niques face limitations in achievable resolution on bulk (mm-sized) specimens while
serial sectioning techniques like FIB-SEM struggle to achieve adequate milling rates
for tomographic imaging over representative volumes. To address these shortcom-
ings, we present here a multiscale, targeted, correlative microstructural characteri-
zation workflow for nuclear graphite employing micro-scale and nano-scale x-ray
microscopy with a connected laser milling step in between the two modalities. We
present details of the microstructure, including porosity analysis, spanning orders of
magnitude in feature size for nuclear graphite samples including IG-110.

Keywords Graphite · X-ray tomography · Porosity · Multiscale

Introduction

The advent of the femtosecond (fs) laser and its application to material ablation tasks
has proven to be a game changer for materials research. With their extremely rapid
milling rates (orders of magnitude faster than traditional ion beam approaches) and
minimal heat affected zone (HAZ), the fs-laser has brought about a renaissance in
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advanced materials characterization capabilities. Recently, a fs-laser mill has been
integrated into a commercial focused ion beam and scanning electron microscope
(FIB-SEM) instrument, enabling numerous new capabilities, including access to
deeply buried structures as well as production of extremely large trenches, cross
sections, pillars, and TEM H-bars, all while preserving microstructure and avoiding
or reducing FIB polishing. In addition to workflows utilizing the FIB-SEM instru-
ment, this capability enables workflows that span between multiple instruments and
the instrument can act as a rapid, targeted sample preparation station to enable a wide
range of such workflows. For example, workflows moving from 3D imaging with
x-ray microscopy (XRM) into high resolution 2D or 3D imaging with the FIB-SEM
can now target deeply buried (more than 50–100µmbelow the surface) structures for
high resolution analysis via FIB-SEM. Also, workflows moving from micro-scale
3D XRM (samples generally a few millimetres in size) into nano-scale 3D XRM
(samples generally ~100 µm in size) can leverage the instrument to rapidly prepare
nano-scale XRM samples in a targeted manner. This latter workflow is the subject
of this work.

As a testbed for this workflow development and implementation, we use nuclear
grade graphite. Nuclear grade graphites are high purity forms of graphite that have
been engineered for several critical uses in a range of nuclear reactors. Graphite
has a unique combination of properties that make it attractive for uses in nuclear
energy generation, including robust thermal and mechanical properties, and attrac-
tive neutron interaction cross sections. Graphite finds uses as, for example, neutron
moderators and structural components infission reactors such as the high-temperature
gas-cooled design, and neutron reflectors in developing fusion reactor designs.

In all these applications, the specific 3Dmicrostructural properties of the graphite
used can significantly affect the performance of the reactor and the ageing and degra-
dation properties of the graphite itself. For example, the internal porosity of the
graphite material can significantly affect several important material parameters rele-
vant to reactor operation. The amount of porosity can affect the mechanical proper-
ties and thermal transport properties of the graphite. The structure and shape of the
porosity can affect the way in which the graphite corrodes and oxidizes in the reactor,
leading to a compromise in its integrity.As such, understanding the 3Dmicrostructure
of nuclear grade graphite is essential to understanding the performance and ageing
characteristics of this critical material and providing insight for ways to engineer
new forms of graphite through modelling and to improve performance in the future.
Porosity in nuclear grade graphite and its evolution with exposure to operating condi-
tions, including that studied here, has been studied extensively both computationally
and experimentally [1, 2].

At the same time, however, nuclear grade graphite poses several challenges to
traditional materials imaging techniques. First, the pore structure is highly multi-
scale in nature, spanning over several orders of magnitude in pore size. Second, the
low sputtering yields and extreme hardness of the material make large scale material
removal, such as that leveraged in this workflow, impractical with ion beam based
approaches.
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The workflow and results outlined in this work overcome these challenges in two
ways. The challenge of multi-scale pore structure imaging is addressed by lever-
aging both micro-scale and nano-scale XRM to provide the needed resolutions for
comprehensive 3D imaging. Meanwhile, the material removal and sample prepara-
tion challenges are addressedby leveraging the capabilities of a connected, correlative
fs-laser mill integrated into a FIB-SEM instrument to prepare a portion of the sample
imaged with micro-scale XRM for subsequent imaging with nano-scale XRM.

Together, this 3D-to-3D x-ray imaging workflow spans over 10x in observable
length scales and sample volumes imaged and enables a holistic multi-scale analysis
not possible with one modality alone. While the analysis presented here reveals
microstructural characteristics of nuclear graphite, the workflow itself is general
enough to be applied to many other systems across materials science.

Methods

Materials

Commercial nuclear grade graphite of type IG-110 (Toyo Tanso Co., Ltd., Japan) was
used for these experiments presented here. IG-110 is an isotropic graphite derived
from petroleum coke and is manufactured by cold isotropic molding (isomolding)
producing needle-shaped filler particles of ≈ 20 µm. IG-110 grade graphite is used
as a neutron moderator and reflector in components for high temperature gas-cooled
reactors [3] and is currently in use in the High Temperature engineering Test Reactor
(HTTR) in Japan [4] and the HTR-10 in China [5].

Sample Preparation

To facilitate the sample preparation, roughly 1 × 1 × 1 mm sized pieces were
manually cut from the bulk material using an IsoMet low speed precision cutter
(Buehler, Lake Bluff, IL). Using 5-min epoxy, single pieces were glued on separate
standard 5 mm SEM stubs for further sample preparation using Zeiss Crossbeam
350 laser (LaserFIB) (Carl Zeiss Microscopy GmbH, Jena, Germany). The LaserFIB
features an integrated femtosecond laser for targeted laser preparation in a dedicated
chamber attached to the airlock of the main FIB-SEM. After co-registering the laser
and FIB-SEM sample chamber coordinate systems and selecting a region of interest
by SEM imaging, the samplewas transferred to the laser chamber and a two-step laser
preparation process was carried out. Firstly, laser scanning pattern was setup using
CAD software so that a layer of about 300µm thickness was removed top-down over
the whole sample area of about 1 mm2, leaving out a circular area of about 200 µm
in diameter. This resulted in a remaining rough pillar of 300 µm in height protruding
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from the sample surface. This pillar was laser polished towards suitable dimensions
in the second step. Here, a ring-shaped (“donut”) laser pattern with a chosen inner
diameter to give a final diameter of 50µm at the top was positioned around the pillar.
While the pattern of the first step was rastered line-wise with a rotation of the line
direction by 19° after each complete layer to achieve homogeneousmaterial removal,
the second step used a spiral raster from outside to inside to polish the shape of the
pillar. 250 raster layers at a scan speed of 200 mm/s were used in the rough milling
step and the polishing step consisted of 300 raster layers at 50 mm/s. The laser power
was set to 8 W and the pulse frequency to 50 kHz in both cases.

Micro-scale X-ray Imaging

X-ray tomographic imaging was performed using Zeiss Xradia 620 Versa X-ray
Microscope (XRM) (Carl Zeiss X-ray Microscopy Inc., Pleasanton, CA). The XRM
employs a tungsten target anode with potential accelerating voltage range of 30 kV
to 160 kV. Here, an accelerating voltage of 60 kV was used. During the tomography,
2401 projection images were acquired over an angle range of-94 to +94 degrees
utilizing the 4x optical magnification objective with an exposure of 10 s per image.
This resulted in a pixel size 0.7 µm and field-of-view of 1.4 mm. Reconstruction
was performed using commercial software packageXMReconstructor (Carl Zeiss X-
ray Microscopy Inc., Pleasanton, CA) utilizing a cone-beam filtered back-projection
algorithm.

Nano-scale X-ray Imaging

High resolution X-ray tomographic imaging was performed using Zeiss Xradia 810
UltraX-rayMicroscope (XRM) (Carl ZeissX-rayMicroscopy Inc., Pleasanton, CA).
The unique architecture of theXRMuses a sequence of x-ray optics to achieve spatial
resolution of 50 nm or below allowing for high resolution imaging and high contrast
sensitivity to nondestructively visualize the internal morphology. The XRM employs
a Chromium target anode with pseudo-monochromatic x-rays at 5.4 keV, as well,
Zernike phase contrast imaging was performed. Images were acquired with 64 nm
pixels and a 64µmfield of view. For the tomography, 901 projection images collected
at 60 s each were acquired. Reconstruction was performed using commercial soft-
ware packageXMReconstructor (Carl Zeiss X-rayMicroscopy Inc., Pleasanton, CA)
utilizing a parallel-beam filtered back-projection algorithm (Figs. 1, 2 and 3).
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Fig. 1 SEM micrographs of the pillar preparation process. a the initial surface of the millimeter
sized chunk, b after milling the ~200 µm diameter pillar into the surface, c after laser polishing to
reduce the diameter to a suitable size for nano-scale XRM, d shows a side view of the pillar with the
entire chunk in the background, e shows the completed pillar in detail, including the clean sidewalls
resulting from the laser ablation. Scale bars in a–d are 100 µm

Image Processing/Analysis/Visualization

All visualization and image processing was performed using Dragonfly Pro software
(ORS, Montreal, Canada). Versa and Ultra datasets were manually aligned. Large
grains observed in the Versa data were isolated using a combination of grayscale
thresholding, morphological operations, and a distance map transform to approxi-
mate the grain boundaries. Initially, pores were segmented by thresholding greyscale
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Fig. 2 Micro-scale and nano-scale XRM results, a shows a 3D rendering of the micro-scale (left)
and nano-scale (right) XRM data, b shows a representative slice through the interior of the micro-
scale XRM data, c shows the pillar region prepared via laser milling in both the micro-scale (left)
and nano-scale (right) XRM data. (Color figure online)

values. Following this, an opening operationwas used to remove small pores. Closing
and dilation steps were performed to identify regions of high porosity density which
define boundaries for the targeted grain regions. A pixel wise distance map was then
calculated. This distance transform was segmented to form seeds of visual centers
of the grain regions. A watershed transform was subsequently performed to grow
the grain boundaries over the defined solid space. Porosity was quantified using
grayscale thresholding followed by pore segmentation using the OpenPNM library
implemented in Dragonfly Pro [6] for both Versa and Ultra datasets.

Results

As described in Sect. “Sample Preparation”, the millimeter-sized chunk of graphite
was milled to form a pillar at the top of the sample suitable for measurement with
nano-scale XRM. The steps taken to produce the pillar are shown in Fig. 1a–d, while
the resulting pillar can be seen in Fig. 1e. The top portion of the pillar is < 50 µm in
diameter, ideal for imaging with nano-scale XRM. The graphite grain structure and
porosity can be seen on the surface of the pillar, indicating the high quality of the
laser-prepared surface. Total laser ablation time to produce the pillar was 750 s.
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Fig. 3 Comparison of porosity segmented and measured in the same region for a micro-scale
XRM and b nano-scale XRM. The lower images show an example slice through the data revealing
the segmentation results in detail. The upper images show a connectivity diagram for the pore
networks segmented in each volume where colored balls represent the pores and the sticks represent
connectivity between the pores. (Color figure online)

Figure 2 shows the results of both the micro-scale and nano-scale XRMmeasure-
ments on the IG-110 graphite sample. While the micro-scale XRM data captured
information across the entire sample volume, the nano-scale XRM data is localized
within the prepared pillar. Figure 2a shows a 3D rendering of the entire sample
volume, with the side artificially clipped to reveal the interior of the millimeter sized
base. The dotted blue and red insets show the regions highlighted in b) and c),
respectively. Figure 2b shows the internal microstructure of the IG-110 graphite in
detail. Distinct regions are visible in the image that represent high density graphite
grains separated by a more porous region where the binder material has bound them
together in the formation process. Very little porosity is visible in the more dense
regions in themicro-scaleXRMdata. In Fig. 2c the resolution improvements between
the micro-scale and nano-scale XRM are shown in detail.

Strikingly, the area shows a high degree of internal porosity in the nano-scale
data which is not visible in the micro-scale XRM data. As a further example of
the additional information revealed with the nano-scale XRM, Fig. 3a–b show pore
segmentation for the same volume across both micro-scale and nano-scale XRM,
respectively. The lower images of Fig. 3 clearly show the additional resolved porosity
obtained in the nano-scale XRM data. Table 1 lists porosity values for this volume
as measured in both the micro-scale and nano-scale XRM data. The micro-scale
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Fig. 4 Multiscale data analysis on the measured pore network. Part a shows the segmented dense
grain regions (colored blocks in the rear) along with the 3D pore network model of the porosity in
the micro-scale XRM data while the plot to the right shows the segmented grain size distribution.
Part b shows the result of the grain segmentation overlaid in color (bottom) onto a single slice taken
from the micro-scale XRM data (top). Part c shows the pore network model from the nano-scale
XRM data. (Color figure online)

Table 1 Porosity metrics for the data described here

Dataset Analysis sub
volume (µm)

Porosity (%) Grain Volume
Fraction (%)

Total Interpolated
Porosity (%)

Micro-scale XRM 740 × 730 ×
1055

12.8 49.5 19.7

Micro-scale XRM 24 × 24 × 56 6.5

Nano-scale XRM 24 × 24 × 56 15.5
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XRM data would indicate that this dense region contains only 6.5% porosity, while
the (more accurate) nano-scale XRM data reveals the porosity to be over twice
that amount at 15.5%. Furthermore, the pore network models of the two segmented
data sets in the upper images of Fig. 3 reveal that not only are the larger pores
from the micro-scale XRM data actually composed of several smaller pores, but
that the micro-scale XRM data does not capture the connectivity of the pore network
(absence of sticks connecting the spheres) while that character is well captured in the
nano-scale XRM data. The connectivity and pore network character for the nano-
scale XRM measurement is shown in more detail in Fig. 4c where the ball color
represents the pore size and the stick color represents the pore separation distance.
The connectivity of the pore network is an essential characteristic for understanding
degradation properties in nuclear grade graphite as it dictates how gases can move
through the structure and potentially react with the material.

Importantly, the volume analyzed by nano-scale XRM is from the interior of one
of the dense grains visible from the micro-scale XRM images. As such, the metrics
derived from this region can be used to enhance the metrics across the entire volume
of the micro-scale XRM data to gain a much more complete picture of the overall
material microstructure. To do this, the dense grain regions were first segmented
from the porous regions in the micro-scale XRM data. This segmentation can be
seen in the 2D images shown in Fig. 4b where the colored patches in the lower image
represent the identified grains within thematerial. These grains are represented as the
colored blocks in the background of the 3D rendering of Fig. 4a, with the grain size
distribution plotted on the right side of Fig. 4a. The grain regions represent 49.5%
of the total analyzed volume, while the total porosity measured in the micro-scale
XRM data is found to be 12.8%, as tabulated in Table 1. Assuming the dense grain
regions contain similar levels of porosity, we can take the 15.5% porosity metric
from the nano-scale XRM data and use that to correct the measured 12.8% porosity
from the micro-scale XRM data. For the grain regions, we assume the porosity is
15.5% (as measured from the nano-scale XRM data). For the porous regions, we
use the porosity value measured from the micro-scale XRM data and assume this
captures most of the porosity in this region. Then we sum the pore volume for the
entire volume and rescale to the total analyzed volume to report a corrected porosity.

Table 1 summarizes the holistic,multiscale porosity analysis undertaken here. The
total interpolated porosity measured with this approach is 19.7%, which matches
well with the tabulated literature porosity value for IG-110 of 22.7% [7, 8]. The
discrepancy between the twomeasurements could be due to segmentation variations,
the particular regions analyzed, or finer scale porosity not captured by the nano-scale
XRM data.

Aside from simply measuring the porosity value in this material, this multi-scale
analysis approach delivers a comprehensive microstructural understanding of the
pore network structure in nuclear graphite. This information is critical in developing
a theoretical understanding of this critical material in its complex service environ-
ment. Additionally, as the sample is still intact following analysis, this approach can
be used to track microstructure evolution with exposure to elevated temperatures,
neutron irradiation, or corrosive environments. Future work will focus on refining
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this workflow to deliver a more accurate microstructural representation, exploring
other nuclear graphite forms, and extending the application of this method to other
systems across materials science.

Conclusions

In conclusion, we present here a targeted, multiscale, correlative 3D imaging work-
flow spanning between micro-scale and nano-scale XRM and linked by the rapid
sample preparation capabilities afforded by a fs-laser mill integrated onto a FIB-
SEM instrument. The workflow has been used to analyze the multiscale porosity
network present in the nuclear grade graphite IG-110. The measured porosity value
of 19.7% from thismethod closelymatches the reported literature value of 22.7% that
was obtained from other methods, but yields a more complete picture of the porosity
structure than can be obtained by non-imaging methods. The resulting multi-scale
porosity representation makes useful input for modelling approaches that simulate
the response of nuclear graphite to different operational conditions.
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A Parametric Study of Grain Size and Its
Volume Fraction Effect on Heterogeneous
Materials Mechanical Properties

Khaled Adam and Tarek Belgasam

Abstract Tailoring the fraction and distribution of microstructural features compu-
tationally to achieve an optimized strength-ductility combination in heterogeneous
materials is gaining importance. These microstructural features include grain size
(GZ), geometrically necessary dislocation (GND), and crystallographic texture,
among others. However, it is challenging to find the influence of an individual
microstructural feature on the mechanical response experimentally due to cost limi-
tations. In the current work, computational approaches and comprehensive statistical
parametric study using response surface methodology (RSM)were combined to esti-
mate the optimum fraction and distribution of microstructural features for coveted
mechanical properties.

Keywords Heterogeneous structures · Grain size and fraction ·Monte carlo potts ·
Model response surface methodology (RMS)

Introduction

In polycrystalline materials, high strength and ductility are commonly contradicting
properties [1]. In a single-phase material the strength can be improved either by
work hardening, or by finding the grain size or by performing the two techniques
together. The large plastic deformation techniques, such as accumulative roll bonding
(ARB), equal channel angular pressing (ECAP), or high-pressure torsion (HPT) can
yield submicron grain size materials with tremendously high strength. Conversely,
the large strength often was accompanied by low ductility [2]. However, creating a
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heterogeneous material that constitutes of domains of different phases or the same
material of different structures can give a good strength and acceptable ductility [3].

Experiments have revealed that different grain size distributions can give rise
to different material strengths particularly if the material is heterogeneous [4]. For
single-phase materials, a spatial grain size gradient can origin local concentration
and hardening, which in turn can cause a different strength [3]. In the present work, a
combination of modeling and statistical techniques was proposed to analyze material
behavior with include the effects of microstructural features such as grain size, and
its volume fraction.

To generate themicrostructurewith a specific grain size distribution, we employed
the Monte Carlo Potts model developed in references [5]. Then, by using a
ViscoPlastic Fast Fourier Transformer model (VPFFT) the strain and stress distri-
bution are determined [6]. We also performed a series of simulations for different
grain size distributions and different spatial distributions, and we picked the most
appropriate to present in the current study. All in all, this work also delivers a nonde-
structive means of approximating the macroscopic properties of a heterogeneous
material [4].

Methodology

Response Surface Methodology (RSM)

Recently, the response surface methodology (RSM) has been utilized as a compre-
hensive statistical tool for parametric study and optimization in various kinds of
analytical science fields and industrial processes in which a response is affected
by many variables, and the purpose is to maximize/minimize this response [7]. For
example, a strength-ductility combination in heterogeneous materials is affected by
grain size of the small grains “SGZ” (x1), grain size of the large grains “LGZ” (x2), and
their volume fraction of large grains “VFLG” (x3). In this case, the strength-ductility
combination (y) is the response variable and it is a function of the microstructure
parameters as follows:

y = f (x1, x2, x3) + e (1)

where the variables x1, x2, and x3 are independent variables and e is the experimental
error, which the response y relies on them. This experimental error represents any
estimates error on the response, as well as other type of variation not counted in the
function f , which is a statistical error that is supposed to distribute data normally with
zero average and variance. In this study, a statistical analysis of the RSM numeri-
cally and graphically was conducted using Minitab software. The calculations in
matrix form were accomplished by faced CCD design where each RSM model was
performed by detailed analysis (the number of factors and ranges) of each case study
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Fig. 1 RSM model steps.
(Color figure online)

as shown in Fig. 1. The details of the used RSM technique for generation a para-
metric function (e.g., quadratic function, exponential function, logarithmic function)
that models the output of interest (mechanical properties) as a function of the inputs
(microstructure properties) are presented in the author’s previous work [8–11].

Monte Carlo Potts Model

Monte Carlo method has been used considerably to simulate recrystallization, grain
growth and texture evolution [12, 13]. In general, Monte Carlo also uses a discretized
representation ofmicrostructure; though, site interactions are energetically governed.
Each lattice site is given a number, Si, which resembles to the orientation of the
grain in which it is embedded. Lattice sites that are next to sites having distinct
grain orientations are viewed as being separated by a grain boundary, however a site
bounded by sites with the similar orientation is in the grain inside. Each different
couple of adjacent neighbors participates a unit of grain boundary free energy J to
the system as already described in equation which called Hamiltonian, Eq. (1), is
over all N sites in the system. The structure evolution is modeled by choosing a site
and a new orientation at random from the set of allowable values. The change in
total system energy �E for reorienting the site is calculated, and the reorientation is
fulfilled with the transition probability Eq (2).

E =
N∑

i=1

Z∑

j=1

γ
(
Si , Sj

)
(2)
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where Jmax and Mmax are the maximum boundary energy and mobility in the
system respectively. In the current simulation, we use Jmax = 1 and Mmax = 1.
The lattice temperature (kT ) was set to 0.2–0.3

(
Si , Sj ,�E, T

) =
⎧
⎨

⎩

J(Si ,Sj)
Jmax

M(Si ,Sj)
Mmax �E ≤ 0

J(Si ,Sj)
Jmax

M(Si ,Sj)
Mmax exp

(−�E
kT

)
�E > 0

(3)

Results and Discussion

Potts Model simulation results are shown below in Fig. 2. The evolved structure is
featured by multimodal distribution of grain sizes. The three-dimensional heteroge-
neous structure reveals that coarse grains are inconsistently distributed in fine grain
structure in all directions. Figure 2b shows the grain size distribution with average
in between 300 voxels for small grains and 3000 voxels for coarse grains, respec-
tively (Fig. 2b). The grain size distribution, Fig. 1b, certifies the bimodality. As it is
known that these coarse-grained comparatively have low strength, but high ductility.
Whereas thefine size grains are characterizedwith high strength and lowductility, and
this effect is normally comprehended in terms of the Hall– Petch effect of grain size

Fig. 2 Shows a heterogeneous grainswith trans-modal grained structurewith a uniformdistribution
of grain sizes in between 300 voxels and 3000 voxels. Grain is colored according to its orientation
assigned randomly, b grain size distribution, c Engineering stress-strain curves of heterogeneous
structure d Strain distribution, e stress distribution. (Color figure online)
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strengthening. Thus, creating a material contains large grains randomly embedded
among fine grains can provide enhanced combinations of strength and ductility that
are not accessible to their homogeneous counterparts. Additionally, these developed
digital heterogeneous microstructures are used for further analysis by microstruc-
ture sensitive computational models such as VPFFT [6]. However, to determine the
deformation behavior of heterogeneous material, an investigation based on quan-
titative experimental results should be achieved. Lately, heterogeneous structure
were studied in metals and alloys, and displayed excellent mechanical properties to
their homogeneous counterparts [9]. Figure 1c displays the engineering stress–strain
curves of the heterogeneous microstructures, indicating the heterogeneous structure
has an excellent combination of strength and ductility compared to the homogeneous
counterparts. Figure 2c and d shows the vonMises equivalent plastic strain and stress
distribution in heterogeneous structure, measured by VPFFT. The results reveal clear
strain partitioning along the fine and coarse boundary. More strain is determined on
the coarse grain region than the fine grain region, which conveys a much lesser strain
than the average. This strain partitioning between coarse grain and fine grain makes
a benefit on the ductility. Normally, GNDs are produced adjacent grain boundaries
to preserve the physical continuity between adjacent grains of dissimilar orientations
since the directions of their slip systems are miscellaneous. Normally, once a mate-
rial is toughened by grain refinement, the higher grain boundary fraction acts as a
further barrier to dislocation movement.

Conclusion

The results show that introducing large grains randomly into finematrix can be useful
to enhance the strength and ductility of the material compared with its equivalent
homogeneousmicrostructure.Also, itwas found that grain sizes and volume fractions
of both coarse and fine grains regions have a direct effect on mechanical properties
of heterogeneous structure materials. This way of simulation has the benefit of being
able to control the fraction and even spatial distribution of the coarse grains and
fine grains regions. The deformation gradient appears along the fine/coarse grain
boundary, since there are disparities in mechanical properties triggered by different
grain sizes.
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Computational Multi-scale Modeling
of Segregation and Microstructure
Evolution During the Solidification
of A356 Ingots Processed via a 2-Zone
Induction Melting Furnace

Aqi Dong and Laurentiu Nastac

Abstract In the current study, a stochastic mesoscopic model was applied to predict
the evolution of theA356microstructure (e.g., dendriticmorphologies and columnar-
to-equiaxed transition formation) in a 2-Zone induction melting and solidification
furnace. The influence of process and material parameters on microstructure, such as
initial melting temperature, ultrasonic stirring and cavitation, fluid flow conditions,
cooling rate, temperature gradient, and nucleation and growth kinetics parameters
for both equiaxed and columnar phases, is studied. In addition, the initial transient of
the macro-segregation of silicon during solidification of A356 in the crucible is also
simulated. The results will be helpful for determining the solidification structure,
mushy zone evolution in the crucible and assist in developing of comprehensive
solidification maps of alloys used in additive manufacturing.

Keywords Segregation · 2-zone furnace ·Microstructure · Numerical model ·
Solidification map

Introduction

Solidification of aluminum alloys is quite complex but vital to cast alloys because it is
strongly affecting the mechanical properties of the processed alloys. Thus, modeling
of the dendritic growth morphologies including the formation of the columnar-to-
equiaxed transition (CET) during solidification is one of the most studied fields.
Several solidification models were developed to study the nucleation and growth of
dendrites, and CET formation in solidifying alloys [1–5]. These models can be used
to visualize the evolution of solidification microstructures in relatively short time
and make it possible to predict, evaluate and compare data against experiments.

Themain objective of this research is to simulate the solidification process ofA356
in bottom water-cooled graphite crucible and to study the effect of various process
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parameters such as initial melting temperature, geometry effect, boundary condi-
tions, fluid flow conditions, cooling rate, temperature gradient, as well as nucleation
and growth kinetics parameters of both equiaxed and columnar phases. In addition,
themacro-segregation of silicon during solidification of A356 in the crucible is simu-
lated. The results also include microstructure predictions, which are verified by the
current experimental work.

Modelling and Experiment Settings

ANSYS’s Fluent has been applied to simulate macro-segregation of silicon during
solidification of A356 in a bottom water-cooled crucible, which is part of a 2-
Zone induction melting and solidification furnace. The macro-segregation model
is explained in detail in [6]. The geometry of the model is the graphite crucible size,
and the modelling parameters is as follows: Height and diameter of the crucible are
305 and 75 mm, respectively, initial Si concentration in the melt is 7.0 wt%, alloy
thermal conductivity is 90 w/(m k), alloy viscosity is 0.03 kg/(m k), the eutectic
temperature (TE) and liquidus temperature (TL) are 565 °C and 617 °C, respec-
tively. The alloy density is described as a piece-wise linear relationship with the
temperature. The bottom and top coils are a mixed (e.g., convection and radiation)
wall type with a heat transfer coefficient of 10 w/(m k) and an external emissivity
of 0.9. External radiation temperature as measured during the current experiments is
423.15 K. The other wall is set as stationary wall with zero heat flux.

The Meso 2D software [2, 5] was employed to simulate the evolution of the
A356 solidification microstructure in the crucible. The parameters used in the
microstructure simulation are shown in Table 1.

Table 1 Parameters for
microstructure simulation

Parameters Value Parameters Value

Ingot height 0.305 m Initial
temperature

650 °C

Ingot
diameter

0.075 m Liquidus
temperature

617 °C

Specific heat 963 J/kg/K Initial Si
concentration

7.0 wt%

Thermal
conductivity

90 W/m/K Partition
coefficient

0.14

Latent heat 389,000 J/kg Liquid
diffusivity

3.0 × 10−9

m2/s

Density 2490 kg/m3 Solid
diffusivity

1.0 × 10−12

m2/s
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Fig. 1 a Sketch of the 2-Zone furnace system and b position of the thermocouples in the crucible.
(Color figure online)

A schematic diagram of the 2-Zoneone furnace is shown in Fig. 1a. 4 K-type
thermocouples were inserted at different positions inside the crucible to record the
temperature profiles, as shown in Fig. 1b.

Results and Discussion

The Macro-Segregation of Silicon

The initial temperature contour of the ingot is shown in Fig. 2a, where the temper-
ature gradient between the top and bottom is about 600 K/m, and the temperature
gradient between the bottom thermocouples 1 and 2 is about 1700 K/m. The initial
large gradient in the liquid is helpful to create a large mushy zone during the solidi-
fication/cooling process. The simulation shown in Fig. 2a was previously validated
using the experimental cooling curves obtained with the setup in Fig. 1b [7]. After
50 s, the temperature contour is presented in Fig. 2b, which shows that the bottom
portion of the A356 ingot started to solidify. Figure 3 shows the temperature profile
of A356 ingot along the crucible. It can be seen the temperature decreases as the
position approaches to the bottom and drops sharply as the temperature drops below
the melting point. Figure 4 shows the liquid fraction and silicon concentration after
50 s at 3 different positions (ingot edge, ingot middle radius and ingot center) across
the ingot diameter. Figure 5 shows the liquid fraction and silicon concentration plots
after 50 s. As shown in Figs. 4 and 5, the L/S interface is at about 10 mm from the
bottom after 50 s. The velocity magnitude, velocity vectors and the stream function
during solidification of the vertical ingot after 50 s are presented in Fig. 6. The effect
of the gap between the two induction coils can be clearly seen in Fig. 6. As also
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Fig. 2 Temperature plots at 0 s and after 50 s. (Color figure online)

Fig. 3 Temperature plot of A356 along the crucible after 50 s. (Color figure online)
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Fig. 4 a Liquid fraction and b silicon concentration profiles after 50 s. (Color figure online)

Fig. 5 a Liquid fraction and b silicon concentration (in wt%) contour plots after 50 s. (Color figure
online)

shown in Fig. 6, the fluid flow dynamics is quite complex, which affects strongly the
Si concentration (Figs. 4b and 5b).
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Fig. 6 a Velocity magnitude and velocity vectors and b stream function after 50 s. (Color figure
online)

Microstructure Evolution

Simulated A356microstructures with different parameters in a 2D domain are shown
in Fig. 7. Based on the current simulation conditions (Fig. 7a is the morphology of
the control group), CET is established around 25 mm from the bottom of the crucible
and the simulated grain size in the middle of the ingot is about 500 µ.

It can be shown that with the decrease of the thermal gradient at the S/L interface,
the CET region disappears gradually. Based on the current process conditions, the
critical thermal gradient for CET formation, fluid flow, nucleation parameters for
equiaxed and columnar grains, and the initial melt temperature are relevant param-
eters for solidification and CET formation. The microstructure shown in Fig. 7a is
close to the real situation (Fig. 8).

Concluding Remarks

ANSYS’s Fluent was used to develop a fully coupled segregation model to simulate
the initial transient of the macro-segregation of silicon during solidification of A356
in a water-cooled graphite crucible. The Si segregation, mushy zone evolution and
fluid flow dynamics during the initial solidification in the crucible are shown to be
quite complex. In addition, a stochasticmesoscopicmodel had been applied to predict
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Fig. 7 Microstructure evolution with three different critical thermal gradients at the S/L interface
for CET formation: a 5000 °C/m, b 3000 °C/m and c 1000 °C/m. (Color figure online)

Fig. 8 Comparison of A356 microstructures at three different crucible positions. (Color figure
online)
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the evolution of the A356 microstructures and CET in the crucible. The influence of
process and material parameters on the solidification microstructure, such as initial
melting temperature, fluid flow conditions, cooling rate, temperature gradient, and
nucleation and growth kinetics parameters for both equiaxed and columnar phases,
is analyzed. It was found that, for the current solidification conditions, the critical
temperature gradient at the S/L interface for CET formation is about 5000 K/m. The
next step is to study the effect of ultrasonic stirring (see Fig. 1a) on the CET formation
and macro-segregation of Si under similar process conditions. These results will be
used to develop solidification maps for aluminum alloys processed with and without
ultrasonic stirring.
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Effect of Nozzle Injection Mode on Initial
Transfer Behavior of Round Bloom

PuWang, Liang Li, Da-tong Zhao, Wei-dong Liu, Song-wei Wang,
Hai-yan Tang, and Jia-quan Zhang

Abstract A coupled three-dimensional numerical model combining fluid flow, heat
transfer, and solidification has been established to study the effect of two types of
nozzle on the internal quality of LZ50 steel in a ϕ 690 mm sized continuously
cast round bloom. The model is validated by measured data of the strand surface
temperature for plant tests. According to the simulation and experimental results, it
is found that the larger tangential velocity on meniscus and the higher vortex depth in
the six-port nozzle is beneficial to melting mold powder and the floating removal of
inclusions. When the injection mode is the six-port nozzle, the level fluctuation was
an effective control to avoid slag entrapment, and the washing effect with multiple
swirling flow reinforces both the heat exchange through the solidification front and
the dendrite re-melting or fragmenting, stimulating the formation of an equiaxed
crystal at the round bloom center. As the injection mode changes from the five-port
nozzle to the six-port nozzle, the superheat degree in the round bloom center at the
mold exit decreases by 9.3 K, which is one of the resulting increase in the center
equiaxed crystal ratio is about 4.3% and the length of columnar decreases by 20 mm.
A weaker impingement of the outlet flow on the shell has been observed as well,
which can be expected to eliminate the popular subsurface white band phenomenon
with an even shell thickness in the mold region. This suggests that the six-port nozzle
can effectively improve the quality of large round bloom casting.

Keywords Nozzle injection mode · Level fluctuation · Superheat dissipation ·
Center equiaxed crystal ratio · Shell thickness
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Introduction

Since the C content of LZ50 railway axle steel for the production of large-sized round
bloom bars is about 0.50%, its solidification end and columnar crystals were well
developed prone to severe central shrinkage [1]. Given that mold electromagnetic
stirring (M-EMS) is ineffective on casters with larger sized and the higher installation
andmaintenance costs of equipment. The new nozzle structure was designed tomake
the molten steel from a swirling flow in the mold, which has became an important
research direction for improving the internal quality of the strand [2, 3].

Fang et al. [4] designed and installed a ceramic blade in the straight-through nozzle
channel to obtain a horizontal rotating flowof themolten steel. The blade is difficult to
process, but also to withstand the erosion of the molten steel, which can easily cause
clogging of the nozzle and affect the stability of production. Wang et al. [5] found
that a horizontal swirling flow can also be obtained by changing the outflow direction
of the quad-furcated radial nozzle, which is conducive to the uniform growth of the
initial solidified shell and the stability of the meniscus. Sun et al. [6] compared the
flow and solidification behavior of molten steel in the mold with different nozzle
types, and it is found that the quad-furcated swirling flow nozzle (SFN) can produce
horizontal swirling flow in the mold and obtain the metallurgical effects similar to
those of M-EMS. Currently, the SFN has been applied to a certain extent in special
steel plants such as LW steel, which has effectively improved the internal quality of
strand [7]. In numerical and physical simulation word on lager-sized round bloom
casting, Wang et al. [8] found that the SFN is more beneficial than straight nozzle for
superheat dissipation of molten steel and the melting of mold powder. Cheng et al.
[9] carried out the comparison of the application effect of the straight-through nozzle
and the SFN in bloom production practice. The SFN can significantly increase the
center equiaxed crystal ratio of the strand, which can improve the center segregation,
porosity and shrinkage. Wang et al. [10] combined numerical simulation with plant
trials, and they found that the effect of five-port nozzle withoutM-EMS in improving
the internal quality of the strand is far greater than that of straight-through nozzles
plus M-EMS.

It has been shown that LZ50 steel has severe internal shrinkage defects when
the five-port nozzle is used for large-sized round bloom casting, indicating that the
size effect of the strand has an effect on the use of the nozzles. Taking the LZ50
steel of F 690 mm round bloom continuous casting as an example, based on the
three-dimensional coupling model with fluid flow, heat transfer and solidification in
the mold region, the level fluctuation and solidification behavior of the molten steel
in the five-port and six-port nozzle injection mode are studied in order to provide
theoretical guidance for the application of injection mode technology in the process
of large-section special steel producing.
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Model Description

Model Assumption and Governing Equations

In the continuous casting process, both the processing equipment and transport
phenomena are very complex. To simplify the flow, heat transfer and solidification
behavior of molten steel in the upper turbulent flow zone of the continuous casting,
the following reasonable assumptions are necessary.

(1) Regarding the constant casting speed and normal casting conditions, it is
regarded as a steady-state process, and the low Reynolds number k-e model
is used to simulate the turbulence effect of molten steel.

(2) Themolten steel is assumed to be an incompressibleNewtonianfluid, the density
during casting and solidification conforms to Boussinesq approximation, and
other thermophysical parameters are regarded as average constants.

(3) Since the latent heat of solid phase change of steel is much smaller than the
latent heat of solidification, the arc in the upper turbulent zone of continuous
casting is very small, and the influence of phase change and the arc of the caster
is ignored.

(4) Regarding the mushy zone as a porous medium zone, the flow of molten steel
in the mushy zone obeys Darcy’s law.

The mathematical details of the momentum conservation and energy equations
in the casting strand are described in the previous publications [11, 12]. During the
continuous casting process, the position of the solidification front changes continu-
ously with the solidification and growth of the shell, and the position of the solid–
liquid interface cannot be predicted in advance. The wall function is difficult to use
rationally for the high Reynolds number standard k-e turbulence model. The low
Reynolds number k-e turbulence model can be better applied to calculate the flow
and solidification phenomena in the continuous casting process [13].

Boundary Condition and Solution Modes

Figure 1 presents the structures diagram of the five-port nozzle and the new six-
port nozzle of the round bloom, and the main chemical composition of LZ50 steel
is shown in Table 1. This continuous casting turbulence flow zone model uses a
Cartesian coordinate system, where the Z-direction is the casting direction, and the
X- and Y-directions are along the strand radial direction and parallel to the center
line of the side port on the five-port nozzle.

In order to ensure the full development of turbulence flow, a total of 1.9 m in the
mold region, foot roll zone and part of the secondary cooling zone is selected as
the calculation domain. The molten LZ50 is assumed to enter the domain from the
inlet with a constant velocity and a constant pouring temperature. The inlet velocity
is calculated by the quantity of steel passing through the conservation of mass, and
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Fig. 1 Geometry structure diagram. a Five-port nozzle; b Six-port nozzle. (Color figure online)

Table 1 Main chemical composition of LZ50 steel (mass fraction, %)

C Si Mn P S Cr Mo

0.48–0.52 0.24–0.26 ≤0.77 ≤0.01 ≤0.002 ≤0.24 ≤0.01

the inlet temperature is the sum of the superheat and the liquidus temperature of
the molten steel. The turbulent kinetic energy and turbulent energy dissipation are
calculated by semi-empirical formulas [14]. To maintain the pouring temperature on
the free surface of the pool, the adiabatic condition is applied to the surface with zero
shear fore. The copper mold is applied on the side wall with a heat flux density [15].
When the round bloom is pulled out of the mold, the heat transfer coefficient of side
wall is recommended in Refs. [16, 17]. The fully developed boundary conditions at
the outlet of computational domain and solidified region continuously pull out the
domain at a constant casting speed. Table 2 lists the physical parameters of material
and the continuous casting process parameters of the round bloom.

Table 2 Continuous casting process parameters of round bloom and thermal properties of LZ50
steel

Parameters Values Parameters Values

Section dimension
ID, OD of nozzle

690mm
50mm, 105mm

Thermal conductivity
Density

39W
7020 kg/m3

Submergence length 125mm Viscosity 0.0055 kg/(m · s)

Nozzle angle 15◦, upward Liquidus temperature 1756K

Side port 32mm × 45mm Solidus temperature 1694K

Mold working length 620mm Specific heat 755 J/(kg · K)

Bottom port 24mm Laten heat 270000 J/kg

Casting speed 0.22m/min Superheat degree 30K
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In order to apply the lowReynolds number turbulence flowmodelmore accurately,
the grids are encrypted in areas with intense transmission intensity such as the nozzle
boundary layer and solidification region. Around 470,000,0 hexahedral cells with a
minimummesh size of 1mmare generated inside the calculation domain for all of the
mathematical simulations. Grid-independent converged solutions are obtained using
380,000,0 cells. Considering that when the coefficient of the mushy zone is large, the
residual curve is prone to oscillating and difficult to converge. The couple algorithm
is used for pressure–velocity coupling. The discretization models for calculating
the gradient, pressure and convection are green-Gauss cell-based, PRESTO and the
PISO, separately. For the rest, the second-order upwind is sued as the discretization
model. The time step is gradually increased from 0.0005 to 0.01 s, and the total
calculation time is 200 s. It should be mentioned that the residual values for energy
are smaller than 10–6 and others are smaller than 10–4 in ANSYS Fluent 16.0 was
used to judge the convergence during the calculation.

These comparisons between simulation and experiment indicate that results using
present model have relatively high reliability [11–13]. Thus, the present numerical
models of the flow, heat transfer and solidification behavior were used for further
calculations.

Results and Discussion

Flow and Meniscus Behavior

Figure 2 reveals the molten steel streamline and phase distribution contour on the
symmetry plane of the strand under different injection modes. It can be seen that the
molten steel under the six-port nozzle outflows through the side ports to impact on
the mold wall, and two recirculation zones are formed above and below the impact
point, and the bottom port of the five-port nozzle also produces a recirculation zone.
When the injection modes are five-port nozzle and six-port nozzle, respectively, the
vortex core depth of the molten steel at the lower part of the mold is 0.68 m and
0.30 m, respectively. The circulation at the lower part of the nozzle helps to agitate
the molten steel in the lower part of the mold, promote the movement of inclusions
and bubbles, the higher the depth of the vortex is, more favorable the floating and
removal of bubbles and inclusions [18].

Figure 3 shows the flow of molten steel on 150 mm below the meniscus under
different injectionmodes. Themaximum tangential velocity ofmolten steel is 0.1m/s
for five-port nozzle and 0.12 m/s for six-port nozzle. The higher tangential velocity
with six-port nozzle of the solidification front helps to break the dendrite front, which
is beneficial to generate more free crystal nuclei, and the broken dendrites flow freely
in the molten steel to increase the equiaxed crystal nucleation opportunity [19].

The tangential velocity on the center line of the meniscus under different injection
modes is shown in Fig. 4. As the injection modes are from the five-port to six-port
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Fig. 2 Molten steel streamline and phase distribution contour on the symmetry plane of the strand.
a Five-port nozzle; b Six-port nozzle. (Color figure online)

Fig. 3 Flow of molten steel in a cross section on 150 mm below the meniscus. a Five-port nozzle;
b Six-port nozzle. (Color figure online)

nozzle, the maximum tangential velocity increases from 0.006 to 0.013 m/s. The
tangential velocity of the molten steel at meniscus is too small that is easy to cause
the meniscus to be too calm, which is not conducive to the melting of the mold
powder. The tangential velocity of the molten steel at meniscus is too large that is
easy to cause the surface of molten steel to be exposed, which can cause secondary
oxidation and slag entrapment [17].

The fluctuation of molten steel at the meniscus of the mold can be described by
the relative height difference �h between the node and the free surface [20]. It can
be observed in Fig. 5 that the maximum wave height difference of the liquid level is
4.5 mm fall to 1.3 mm under five-port and six-port nozzle. The upward jet flow from
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Fig. 4 Tangential velocity on the center line ofmeniscus under different cases. (Color figure online)

Fig. 5 Mold meniscus fluctuation. a Five-port nozzle; b Six-port nozzle. (Color figure online)

the side ports of the five-port nozzle leads to violent liquid-level fluctuations, which
can easily cause the occurrence of slag entrapment influence on the surface quality
of the strand.

Heat Transfer and Solidification Behavior

In Fig. 6, it can be seen that the distribution of the central molten steel temperature is
in the casting direction under different injection modes. The temperature of molten
steel at the mold exit is decreased from 1765.3 to 1756.0 K as the injection mode
from five to six-port nozzle. The molten steel from the side ports of the six-port
nozzle directly impacts the initial solidified shell for forced heat exchange, resulting
in extremely fast superheat dissipation of the molten steel, which is beneficial to the
formation of the central equiaxed crystal.
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Fig. 6 Temperature distribution of molten steel on the strand centerline along the casting direction.
(Color figure online)

Figure 7 indicates the comparison of the shell distribution under different injection
modes, in which the liquid-phase fraction of 0.3 is defined as the solidification front.
The results indicate that the shell thicknesses for injection modes five- and six-port
nozzle are 25.6 and 31.1 mm, respectively. Meanwhile, the extreme difference of the
circumferential shell is reduced by 0.4 mm from five to six-port nozzle. The jet flow
of six-port nozzle has a certain angle, which effectively reduces the impact on the
initial solidified shell and avoids the occurrence of the shell re-melting phenomenon
caused by the direct impact of the five-port nozzle, it is of great significance to control
strand depression and longitudinal cracks [21].
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Plant Trial Results

The morphologies of as cast round bloom cross sections with center region and outer
arc side of strand under different injection modes are displayed in Figs. 8 and 9,
respectively. The length of the equiaxed crystal zone on the inner arc side of the
strand increases from 20 mm at five-port nozzle to 35 mm at six-port nozzle. The
length and deflection angles of columnar crystals on the outer arc side decrease from
107 to 97 mm and increase from 17° to 20°, respectively, under five- and six-port
nozzles. Define the center equiaxed crystal rate of the strand: Re = De/D, then the
equiaxed crystal rate is 5.8% and 10.1%, respectively.

Xu et al. [19] believe that the erosion of the solidification front by the molten steel
may cause the melting of the dendrite arms, and the broken dendrite arms provide
nucleation particles for the formation of equiaxed crystals, the certain strength of
swirling flow can strengthen heat exchange of the molten steel with the initial solid-
ified shell, which can promote superheat dissipation. Combined with the numerical

Fig. 8 Morphologies of as cast round bloom cross section with center region. a Five-port nozzle;
b Six-port nozzle. (Color figure online)

Fig. 9 Morphologies of as cast round bloom cross section at outer arc side. a Five-port nozzle;
b Six-port nozzle. (Color figure online)
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simulation results, it can be seen that the equiaxed crystal nucleation chance of
the six-port nozzle is greater than the five-port nozzle. The solute washing effect
will reduce the content of local elements and increase the temperature of the local
liquidus, which is conducive to the liquid phase in the solidification front being in a
state of supercooled composition and hindering the growth of columnar crystals [22].
The columnar crystals grow obliquely to the swirling direction, and deflect angles
increase with flow rate [23].

Conclusions

Combined numerical simulation and plant trials, the effect of initial transfer behavior
and macro-structure evolution were studied. The main conclusions are as follows:

(1) The six-port nozzle keeps the meniscus of the mold at a certain tangential
velocity, increases the depth of the vortex, which is beneficial to the floating
and removal of inclusions and bubbles. It can also control the fluctuation range
of the liquid level, avoid the occurrence of slag entrapment and improve the
surface quality of the strand.

(2) The side port of the six-port nozzle has a certain angle, which can effectively
reduce the impact of the initial solidified shell by the side port jet flow, prevent
the shell from re-melting, which can avoid breakout accidents and improve the
surface depression of the strand.

(3) The six-port nozzle can introduce more stranger swirling flow ahead of the
solidification front than five-port nozzle, promoting the superheat dissipation of
molten steel and columnar to equiaxed transition (CET).
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Study on the In-mold Flow Behavior
Driven by a Subsurface Electromagnetic
Stirring for IF Steel Slab Casting
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Abstract A three-dimensional numerical model coupling the electromagnetic field,
fluid flow, and level fluctuation has been developed to investigate the flow behavior
of molten steel in a slab continuous casting mold for interstitial-free (IF) steel.
According to the industrial and modeling results, the swirls are generated on the
cross-section due to the electromagnetic force (EMF) and its number relies on the
magnetic pole pairs of electromagnetic fields.With the increase in current frequency,
the EMF reaches the maximum at the current frequency of 4.5 Hz and then grad-
ually decreases. When the current intensity increases from 0 to 600 A, the rate of
slag entrapment related to the billet defects is decreased from 7.46 to 1.09%, but it
increases to 6.09% when the current intensity reaches 650 A. The study suggests
that the optimized current intensity of mold-electromagnetic stirring (M-EMS) can
effectively prevent surface or subsurface defects for clean steel production.
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Introduction

With the development of clean steel production, the quality requirements for contin-
uous casting products are becoming increasingly strict [1]. For interstitial-free (IF)
steel production, which is widely used in the automobile industry due to its excel-
lent deep-drawing property, the surface defects such as slivers and pencil blisters
are the most frequent problems leading to rejections and downgrading of their final
sheet products [2]. It is especially important to control the mold liquid level fluctu-
ation during casting, and to avoid the subsurface inclusions collection related to the
hook shell characteristic of the steels at the meniscus. In the recent decades, mold-
electromagnetic stirring (M-EMS) has been recognized as an effective flow control
technology, to improve surface qualities of both bloom and slab castings [3–5]. It
is very difficult to investigate the molten steel flow with M-EMS by plant measure-
ments and physical experiments, but the numerical simulation is a flexible way to
provide an insight into the overall transport process. To reveal the characteristics in
slab continuous casting process with M-EMS, much work on electromagnetic and
flow fields of M-EMS has been carried out to date. In a series of work from Fujisaki
and his co-authors [6–8], three-dimensional (3D) magnetohydrodynamic calculation
models were well established to evaluate the characteristics of molten metal with the
consideration of fluid flow, heat transfer, and solidification as well as free surface
in a linear M-EMS for slab casters. The results revealed that the electromagnetic
force (EMF) was eddy distributed, while the velocity was uniform at surface in case
of the rotating stirring mold. The electromagnetic stirring makes the solidified shell
more uniform with stable temperature deviation. Jin et al. [9] established a 3D math-
ematical model to calculate the fluid flow in the mold under electromagnetic stirring
force and to compare the flow pattern and distribution characteristics under different
continuous casting parameters and stirring electric current. Yin et al. [10] simulated
the electromagnetic field, flow and solidification in a slab continuous casting mold
with M-EMS, and discussed the influence mechanism of M-EMS on the fluid flow,
initial solidification, and large inclusion capture.

Moreover, combined the application of numerical simulation and industrial plant
trials withM-EMS for slab casting has been rarely reported. A newM-EMS has been
introduced which can produce swirling stirring to clean the popular hook collected
inclusions; coupledmagnetohydrodynamicsmodel has been developed to analyze the
characteristics of the three-dimensional electromagnetic field, fluid flow, and level
fluctuation phenomena in the 0.23 m × 1.6 m slab mold. The relationships between
the EMF and the current intensity or frequency have been analyzed in detail. The
influence of stirring current and stirrer position on the level fluctuation ofmolten steel
is also studied. Finally, the various M-EMS parameters of coil current intensity are
compared through a combined analysis to the mold flow behavior and the feedback
from industrial plant trials.
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Fig. 1 Geometry model and finite element mesh: a electromagnetic simulation; b flow simulation.
(Color figure online)

Model Description

Three-Dimensional Geometrical Model of M-EMS

The geometry model and finite element mesh in a slab strand with a traveling-wave
electromagnetic stirrer are shown in Fig. 1. The model of M-EMS mainly includes
molten steel, copper mold, stainless backboard, iron core, stirring coil, and air (not
shown). The whole model except air adopts hexahedron element in the meshing
process. The origin of the coordinates is at the center of the meniscus, and the casting
direction is along the negative direction of Z-axis. Traveling-wave electromagnetic
stirrer with 24 pairs of coils around the straight iron cores has been designed to stir the
molten steel in the mold. All the coils are connected to three-phase AC current. The
copper plate of the mold is 30 mm in thickness. As shown in Fig. 1b, a full geometry
model has been developed for the flow simulation, a slab (0.9 m in mold, 1.5 m in
second cooling zone) with a size of 1.6 m × 0.23 m × 2.4 m is divided into cells of
which the minimum and maximum sizes are 0.001 m and 0.01 m, respectively. The
mid-plane of the stirrer is located at Z = −0.12m. The submerged depth of the nozzle
is 0.26 m, and the nozzle inner diameter 0.08 m. The SEN port is rectangular, with
a height of 0.08 m, a width of 0.065 m and pointing 15° down-wards. To simulate
the level fluctuation in the mold, a liquid slag layer which is 30 mm in thickness is
involved in the computation domain.

Basic Assumptions and Equations

To simplify the numerical model, the present work includes the following assump-
tions:

(1) the molten steel is an incompressible and isotropic Newton fluid, and the slab
is regarded as liquid state entirely.
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(2) the current frequency applied inM-EMS is usually <10Hz, so themagnetic field
is quasi-static and the displacement current in Maxwell’s equations is ignored.

(3) the influence of molten steel movement on electromagnetic field is ignored.
(4) the molten steel flow in the mold is regarded as steady state.
(5) the time variant EMF (EMF) is replaced by the time-averaged EMF.
(6) the effects of the taper and vibration of the mold are not considered.

Electromagnetic field equations:
At the low frequency of M-EMS, the Maxwell’s equations can be simplified as

[11]:

∇ × E = −∂B

∂τ
(1)

∇ × H = J + ∂E

∂τ
(2)

∇ · B = 0 (3)

J = σ [E + (U + B)] (4)

B = μH (5)

Assuming that the electromagnetic field is harmonic, the EMF can be decomposed
into time dependent and time-independent components. Because the electromagnetic
field period ismuch shorter than themomentum response time of themolten steel, the
time-averaged value can be used to couple with other variables. The time-averaged
EMF is defined as follows:

F→
mag = 1

2
Re(

→
j × →

B) (6)

where
→
B is conjugate complex number of B, and Re is the real part of a complex

quantity.
Flow field equations include:
Continuity equation:

∂

∂χ i
(ρui ) = 0 (7)

where ρ is the density (kg/m3), u is the flow velocity (m/s), and x is the coordinate
system (m).
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k and ε are turbulent kinetic energy and turbulent energy dissipation rate, respectively,
which are calculated by the standard k − ε turbulence model written in tensor form
as follows:

∂

∂τ

(ρl k) + ρl(∇k u→) = ∇ · [(μ + μτ

σk
)∇k] + Gk − ρlε (8)

∂

∂τ

(ρl k) + ρl(∇ε u→) = ∇ · [(μ + μτ

σk
)∇ε] + c1

ε

k
Gk − c2ρl

ε2

k
(9)

where Gk represents the production of turbulence kinetic energy due to the mean
velocity gradients:

Gk = −ρu
′
i u

′
j

∂u j

∂ui
(10)

and C1, C2, Ck , Cε are constants given by B. E. Launder and D. B. Spalding [12] as
follows:

C1 = 1.44C2 = 1.92Ck = 1.0Cz = 1.3 (11)

The volume of fluid (VOF)model [13] can simulate two ormore immiscible fluids
by solving a single set of momentum equations and tracking the volume fraction of
each of the fluids throughout the computational domain. Ignoring the flux layer, there
is an obvious interface between steel and slag, where the VOF model is competent
to track the wave.

Boundary Conditions and Solution Methods

During the calculation of electromagnetic field, three-phase alternating current is
connected to the coils of M-EMS, and the phase difference is 120°. The boundary
condition of electromagnetic field is assumed that the magnetic lines of force are
parallel to the outer surface of the air surrounding the stirrer. The distribution of
electromagnetic field is solved by the method of magnetic vector potential. Prepared
for the calculation of flow field in the next step, the time-averaged EMF needs
to be extracted. During the calculation of flow field, the boundary conditions of
electromagnetic field are as follows:

(1) the inlet: the inlet velocity is converted from casting speed by the continuity
equation; the turbulent kinetic energy and the dissipation rate at the inlet are
calculated by the semi-empirical equations [14].

(2) the outlet: the boundary condition of mass flow is adopted to guarantee the mass
conservation of molten steel.
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Table 1 Geometry and material properties for the numerical simulation

Parameter Values Units

Mold cross-section 1.6 × 0.23 m2

Mold thickness 0.03 m

Mold length 0.9 m

Stainless backboard thickness 0.07 m

Second cooling zone length in geometry model 1.5 m

Casting speed 0.02 m s−1

Length of stirrer 2.0 m

Width of stirrer 0.3 m

Liquid steel magnetic conductivity 1.257e-6 H m−1

Liquid steel electric conductivity 7.14e5 S m−1

Steel density 7020 kg m−3

Slag density 2700 kg m−3

Molecular viscosity of the molten steel 0.0055 kg s−1 m−1

Molecular viscosity of the liquid slag 0.2 kg s−1 m−1

Specific heat of steel 680 J kg−1 K−1

Thermal conductivity 31 W m−1 K−1

(3) the top surface: the normal derivatives of all variables are set to zero at the free
surface.

(4) the wall surface: the non-slip boundary condition is utilized.

The geometry and material properties used in the present work are listed
in Table 1.

The geometry and material properties used in the present work are listed
in Table 1.

Results and Discussion

Validity of Developed Model

To ensure the validity of the mathematical model, the computed results for the
magnetic flux density along Y = 0.1 m line at the mid-plane of the stirrer were
compared with the measured data in a plant, which is shown in Fig. 2. The measured
data was obtained by the Hunan Zhongke Electric Co., Ltd through a Lake Shore
475 DSP Gauss meter. From this figure, the tendencies of the magnetic flux density
are centrally symmetrical distribution. The calculated results are in good agreement
with the measured data, which indicates that the developed mathematic model is
reasonable for this stirring system and the calculated results could be used to provide
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Fig. 2 Comparison between the calculated and measured values of magnetic flux intensity. (Color
figure online)

theoretical guidance for optimizing stirring operation parameters in actual produc-
tion. Besides, themeasuredmagnetic flux density is a little lower than that calculated,
owing to the magnetic field leakage and measured or computed error. However, this
error is small and can be neglected.

Magnetic Flux Density

Figure 3 shows the magnetic flux density along lines for Y = −0.1 m (BF), Y =
0.1 m (BL), Y = 0 m (B0) at the mid-plane of the stirrer with and without stainless
backboard. It can be observed that the BF is almost equal to BL. For the case with the
stainless backboard in Fig. 3a, its magnetic flux density is more uniform and smaller
than that without stainless backboard, which plays a role of electromagnetic shield
from the coils. The average values of BF are, respectively, 61.92 mT and 122.26
mT for with and without stainless backboard, so it is not accurate to ignore stainless
backboard in the M-EMS geometry model.

Fig.3 Magnetic flux density (BF, BL, BO). a with stainless backboard; b without stainless
backboard. (Color figure online)
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Fig. 4 Distribution of magnetic flux density on the stirrer mid-plane (Z = −0.12 m). a Vector;
b contour. (Color figure online)

Fig. 5 Vector and contour plots of time-averaged EMF on the stirrer mid-plane (Z = −0.12 m).
a vector; b contour. (Color figure online)

Figure 4 shows the vector and contour plots of magnetic flux density at the mid-
plane of the stirrer (Z = −0.12 m). It is seen that the vector and contour of magnetic
flux density of the initial phase distribute centrosymmetric. Themagnetic flux density
is larger at the edge of wide face, and it decreases gradually from the exterior to the
interior. The maximums are located in the vicinity of the mold wide edge (Y =
0.125 m or Y = −0.125 m).

Figure 5 shows the vector and contour of the time-averaged EMF on the stirrer
mid-plane (Z = −0.12 m). It is seen that the distribution of EMF is centrosymmetric
due to the centrosymmetric distribution of the magnetic flux density. The tangential
components of the EMFs in the vicinity of the edges are greater than that in the
inner part of the cross-section, and the tangential components of the EMFs at the
two parallel edges of the wide face are equal in value with opposite direction. Four
transverse swirls of the time-averaged EMF exist in the interior of cross-section. The
maximum of the time-averaged EMF is 9000 N/m3, which appears at the points X
= 0.57 m, Y = 0.125 m and X = −0.57 m, Y = −0.125 m. The minimum of the
time-averaged EMF is lower than 1000 N/m3, which appears in the interior.

Figure 6a shows the distribution of magnetic flux density for different current at
4.5 Hz. The magnetic flux density increases with the increasing current intensity,
and they are in approximate proportional relationship. Figure 6b shows the distri-
bution of tangential EMF for different current frequencies at 600 A. In the range of
applied current frequencies for M-EMS (1.0–5.5 Hz) at 600 A, the tangential EMF
increases with the increasing current frequency and reaches the maximum at the
current frequency 4.5 Hz and then decreases gradually.
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Fig. 6 Distribution of magnetic flux density and tangential EMF. a different currents; b different
frequencies. (Color figure online)

Fig. 7 Comparison of three-dimensional level fluctuations: a M-EMS off; b with M-EMS, Z = −
0.42 m; c with M-EMS, Z = −0.27 m; d with M-EMS, Z = −0.12 m. (Color figure online)

Figure 7 shows the three-dimensional level fluctuations under different positions
of stirrer mid-plane, in which the plane of steel volume fraction value 0.5 is chosen
to express the status of level fluctuation. It can be intuitively seen that the steel/slag
interface is nearly flat as the M-EMS off. The swirling flow from the effect of M-
EMS increases the fluctuation of the free surface, and the highest-level fluctuations
for M-EMS happen at four corners of the mold-free surface. In the local regions, the
maximum height of level fluctuation forM-EMS at Z = −0.42m,−0.27m,−0.12m
are 1.0 mm, 2.4 mm, and 2.9 mm, respectively. The height of the stirrer increases,
which can easily induce the fluctuation of the free surface. The results indicate
that as the height of the stirrer is increased, the level fluctuation is aggravated. The
largest value of level fluctuation under M-EMS at Z = −0.12 m is acceptable for the
movement of slag, which the range of level fluctuation within ±4 mm is acceptable
for plant [15]. Therefore, the optimum stirrer position for the mid-plane of M-EMS
is at Z = −0.12 m below the meniscus.

Figure 8 indicates the effect of stirring current on the level fluctuation. With
the increase of stirring current, the level fluctuation is intensified due to the obvious
transversal swirling flow induced by theM-EMS,whichmay lead to slag entrapment.
In the local regions, themaximumheight of level fluctuation for current 500A, 550A,
600 A, 650 A are 2.1 mm, 2.8 mm, 3.6 mm, and 4.2 mm, respectively. When the
current is 650 A, the level fluctuation exceeds ±4 mm, the aggravation of the level
fluctuation may lead to the slag entrapment.
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Fig. 8 Comparison of three-dimensional level fluctuations: a 500 A; b 550 A; c 600 A; d 650 A.
(Color figure online)

Fig. 9 Vector distribution at the center of EMS a 500 A; b 550 A; c 600 A; d 650 A. (Color figure
online)

Figure 9 reveals the flow pattern on the mid-plane of M-EMS under various
currents. The tangential velocity rises with the increasing current intensity. Four
transverse swirls of the molten steel are symmetrically distributed, which almost
coincide with the four magnetic pole pairs.

Quality of Slab with Different Process Parameters

According to the simulation results above, four current intensities were chosen to
test for a interstitial-free steel slab produced by a steel plant in China, the blocking
rate of slag entrapment was counted in Table 2, which is one of the main sources
of inclusions in the final product, and will greatly harm the clean steel production.
When the M-EMS is powered on, the blocking rate of flux entrainment obviously
decreases. At the current intensity 600 A, the blocking rate of slag entrapment is
only 1.09%, which is decreased by 85% compared with the situation M-EMS off.
Therefore, the industrial results agree well with the calculated results, and thus verify
the success of the present model.

Table 2 Blocking rate for slag entrapment with different current intensities

Stirring current intensity 0 A 500 A 550 A 600 A 650 A

Blocking rate of slag entrapment (%) 7.46 6.86 2.80 1.09 6.90
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Conclusions

Combined numerical simulation and plant trials, the effect of M-EMS on the electro-
magnetic field, fluid flow, and level fluctuation were studied. The main conclusions
are as follows:

(1) The magnetic flux density and the EMF distribute centrally symmetrical on the
wide face of mold. The EMF generates the swirls on the cross-section and its
number is corresponding to the magnetic pole pairs of electromagnetic field.
With the increase in current frequency, the EMF reaches the maximum at the
current frequency of 4.5 Hz and then gradually decreases.

(2) With the increase in the height of the stirrer position, the level fluctuation aggra-
vates, which may lead to the flux entrainment. When the mid-plane of M-EMS
is at Z = −0.12 m, the level fluctuation is ±4 mm, which is accepted by the
plant.

(3) According to the statistical results of the entrainment blocking rate for different
process parameters in industrial plant trials, the optimized current intensity is
600A, and at this current intensity, the blocking rate of slag entrapment is only
1.09%, far lower than the case with M-EMS off.
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Corrosion Investigations of Materials
in Antimony–Tin
and Antimony–Bismuth Alloys
for Liquid Metal Batteries

Tianru Zhang, Annette Heinzel, Adrian Jianu, Alfons Weisenburger,
and Georg Müller

Abstract Liquidmetal batteries are discussed as stationary electrical energy storage
for renewable energies, in order to compensate their fluctuating supply of energy.
A liquid metal battery consists of three different liquids, which stay segregated due
to density differences and mutual immiscibility. The negative electrode is the low-
density liquid metal, and in our case sodium, a medium density molten salt, is the
electrolyte and positive electrode is a high-density liquid metal. For the latter, Sb–Sn
and Sb–Bi alloys are selected. However, one issue is the compatibility of structural
materials with the used liquids. In a first step, the behavior of potential structural
materials in Sb3Sn7 and SbBi9 at the temperature of 450 °C up to 750 h was tested.
The results showed that the corrosion in SbBi9 was significantly less than in Sb3Sn7
and the most promising materials were molybdenum meta and Max-phase coatings.

Keywords Corrosion · Sb–Sn alloy · Sb–Bi alloy · Liquid metal batteries

Introduction

Liquidmetal batteries (LMBs) are an intriguing energy storage technology because of
their advantages including low cost, simply assembly, high kinetics on liquid–liquid
boundaries, potential for large capacity and long lifespan, etc. [1, 2]. Nowadays, it
has attracted great interest to be applied as one of the most promising large-scale
electricity storage devices to smooth over the intermittency of renewable energy
production such as wind and solar, in order to integrate them into grid [3–6].

Despite the excellent electrochemical performance of Li-based LMBs, lithium is
not an abundant element, and there are considerable concerns about the rare natural
resources of lithium in theEarth’s crust (only 0.0017wt%), uneven global distribution
(predominantly in Chile, Bolivia, and China) of lithium, and expected increasing cost
of lithium-ion-containing minerals (Li2CO3) [7, 8], which make low-cost Na-based
LMBs more competitive in large-scale energy storage for the future energy system.
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Therefore, the aim of our research is to realize low-cost Na-based LMBs with good
electrochemical performance and long lifetime.

Based on recent researches, Sb is the most promising positive electrode candi-
date because of its low cost and relatively higher cell voltage, but its high melting
point (631 °C) requires undesirable higher cell operating temperature and herein
results in higher corrosion rates. Some researchers found that alloying Sb with Pb
can significantly decrease the melting point of positive electrode as well as the cell
operating temperature without a decrease in cell voltage [3, 6]. However, consid-
ering about the potential environmental concerns might be brought by large-scale
application of Pb, Sn and Bi were selected to alloy with Sb, to create an environ-
mentally friendly positive electrode material, with promising thermodynamic and
electrochemical performance [6].

The higher operating temperature (usually above 300 °C) of LMBs brings one of
the biggest scientific issues to be solved: the compatibility of structuralmaterials with
those effective compositions/corrosion behavior of structural materials with heavy
liquid metal, molten salt, and liquid sodium as well.

Up to now, 10 kinds ofmaterials: T91 steel, 304 steel, 316L steel, 4J33 alloy, high-
entropy alloy (HEA), Mo metal, Cr metal, 3 max-phase coatings on Al2O3 substrate
(Ti2AlC, Ti3AlC2 and Cr2AlC) were chosen to evaluate their corrosion resistance
against heavy liquid metal Sb3Sn7 and SbBi9, respectively [6], at 450 °C with the
duration of 1 month, in order to investigate their potential to be applied as positive
current collector (PCC) material in LMBs.

Experimental

Except for those three kinds of max-phases, all test materials were ground before
exposure.All specimenswerefixedon anAl2O3 holder byMowires and then exposed
to liquid Sb3Sn7 and SbBi9, respectively.

The used facility for this corrosion test is the COSTA facility in the Insti-
tute of High power and Microwave Technology/Karlsruhe Institute of Technology
(IHM/KIT) laboratory [9]. It consists of a furnace, which is applied to regulate the
isothermal condition for the exposure, and two separately quartz tubes, which are
set inside the furnace. The quartz tubes are connected with a gas control system and
flow meters to adjust the gas flow and to control the atmosphere.

At the first step, an appropriate temperature gradient was regulated in the three-
zone furnace of COSTA facility to achieve the largest possible uniform temperature
distribution inside the quartz tubes at the temperature of 450 °C.

The used composition of heavy metal was gained by mixing the individual heavy
metals Sb, Sn, and Bi in their solid forms together (90 g for both Sb3Sn7 and SbBi9)
in Al2O3-crucibles. For this, granular of the metals was used. In the case of Sn,
the granular had a size of 2–4 mm and a purity of 99.99%. It was delivered by the
company HMW Hauner GmbH & Co. KG; Sb and Bi were delivered by Haines &
Maassen. The Sb granular had a purity of 99.65% and a size of 1–10 mm, and the Bi
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granular had a purity of 99.99% and a size of 1–3 mm. Unfortunately, the surface of
the Bi granular was a bit oxidized, so it had been first melted in a Mo-crucible and
the slag layer on top was removed. After that, the desired amount of molten Bi was
poured into the Al2O3-crucibles and cooled down in room temperature.

After the crucibles were filled, they were put into the furnace at room temper-
ature. Additionally, the atmosphere inside the quartz tubes were pre-purged with
100 ml/min Ar5%H2 for 2 days. Then, the temperature was raised up to 700 °C to
melt as well the Sb (melting point: 631 °C) which has the highest melting point of the
three metals. The high temperature was hold for 2 h, afterward the temperature was
decreased to the test temperature of 450 °C. To get a reducing environment inside
the liquid metal, it was hold under 100 ml/min Ar5%H2 gas flow.

For loading and unloading of the specimens, a glove box was connected to the
quartz tubes. To maintain the atmosphere inside the furnace, the globe box was
also purged before with Ar5%H2 gas until an oxygen content of 2 × 10–14 ppm was
reached. For the exposure, each specimenwas put into the glove box, separately added
and full-immersed/sub-immersed (depends on the shape and size of specimens) in
one Al2O3-crucible through the globe box with inert atmosphere. Then all Al2O3-
crucibles were set back into COSTA facility and held isothermally at 450 °C for
exposure duration of 750 h.

After 750 h exposure in Sb3Sn7 and SbBi9, all specimens were extracted from
the COSTA facility, cooled down in glove box to room temperature and analyzed by
XRD, LOM, and SEM with EDX.

Results and Discussion

The appearance of all samples after exposure to liquid Sb3Sn7 and SbBi9, respec-
tively, are shown in Fig. 1a, b. As shown in this graph, regardless of the two different
compositions of the liquid metal systems, the immersed part of all metallic samples
was more or less covered by a layer of liquid metal. In contrast, all three kinds of
max-phases showed no attachment of liquid metal and all retained their original
appearance.

The SEM images of all samples after expose are shown in following paragraphs.
After the exposure, all metallic tested specimens (Mo, Cr, steels, and alloys) were cut,

Fig. 1 Appearance of all samples after exposure in the circumstance of (a) Sb3Sn7 and b SbBi9.
(Color figure online)
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embedded into resin, ground, and then polished for the observation and examination
of cross sections with the help of SEM. Due to the fact, that nearly no heavy metals
was sticking on the three kinds of max-phases, an investigation of the surface of
these materials after exposure was possible and done, an investigation of the cross
section was not done so far.

The observation and examination of cross sections of specimens reveal the
microstructure of the interface between the specimen surface and the layer attached
and/or formed on the specimen surface during the exposure,which indicates the pene-
tration of heavy liquid metals and the dissolution/destruction of specimen during the
exposure likewise.

The elemental mapping/point scanning/line scanning on cross sections or on
surfacemorphologies determines the distribution of diverse elements including liquid
metals at certain spots in specimens.

304 Steel

304 steel was taken as an example, and other metallic samples (all the other steels,
4J33 alloy, HEA, and Cr) showed similar corrosive performance like 304 steel in
Sb3Sn7 and in SbBi9 environment, expect forMo,which has an outstanding corrosion
resistance in both environments.

In Sb3Sn7 Environment

Figure 2 shows the cross sections of 304 steel specimen and its EDX elemental
mapping analysis after exposure in Sb3Sn7. A layer of heavy liquid metal (bright part
in the first image) was attached on the steel surface and showed on one side a partly
enormous penetration into 304 steel. After 750 h exposure in Sb3Sn7, the maximal
penetration depth in 304 steel is larger than 1 mm. EDX elemental maps reveal that
Fe, Cr, and Ni were intensively dissolved after exposure in Sb3Sn7. Furthermore,
both Sb and Sn in Sb3Sn7 showed evident penetration into 304 steel.

In SbBi9 Environment

As shown in Fig. 3, the surface of 304 steel specimen immersed in SbBi9 was attached
by a layer of heavy liquid metal (bright part in the first image) as well. Furthermore,
these images also indicate that 304 steel specimen suffered distinct dissolution attack
during exposure in SbBi9; however, compared with Sb3Sn7, SbBi9 exhibited much
slighter penetration into 304 steel, themaximal penetration depth after 750 h exposure
is around 20 µm.

EDX elemental mapping analysis across the specimen surface indicates that
compared with the specimen in Sb3Sn7, dissolution and destruction of 304 steel



Corrosion Investigations of Materials in Antimony–Tin … 609

Fig. 2 Cross sections and elemental maps of 304 steel after exposure in Sb3Sn7

occurred during the exposure in SbBi9 is more drastic; however, compared with the
Sb3Sn7, both Sb and Bi in SbBi9 did not show severe penetration into 304 steel;
furthermore, in comparison to Sb, Bi showed less penetration depth into 304 steel.

Mo Metal

In Sb3Sn7 Environment

Figure 4 shows the cross sections of Mo specimen and its EDX elemental mapping
analysis after exposure in Sb3Sn7. Obviously, a layer of heavy liquid metal was
attached on the surface of Mo metal; however, no penetration of Sb3Sn7 or develop-
ment of second phases can be observed into Mo metal. In addition, EDX elemental
maps clarify that Mo metal suffered no dissolution attack during the exposure in
Sb3Sn7 for 750 h. Furthermore, those images also indicate that both Sb and Sn in
Sb3Sn7 showed no penetration into Mo metal.
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Fig. 3 Cross sections and elemental maps of 304 steel after exposure in SbBi9

Fig. 4 Cross sections and elemental maps of Mo after exposure in Sb3Sn7
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In SbBi9 Environment

Figure 5 presents the cross sections and the elemental mapping analysis of Mo after
exposure in SbBi9, the surface of Mo specimen immersed in SbBi9 was attached by
an extremely thin layer of heavy liquid metal. Similarly, no penetration of SbBi9 can
be observed into Mo metal in this case. In addition, these images also indicate that
Mo metal specimen suffered no dissolution attack and developed no second phases
during the 750 h exposure in SbBi9 as well. Furthermore, both Sb and Bi in SbBi9
showed no penetration into Mo metal.

Figure 6 shows the line scan across the surface layer of Mo metal after exposed
in SbBi9 for 750 h, which also reveals that both Sb and Bi in SbBi9 showed no
penetration into Mo metal. The Mo specimen surface was still in good condition
after exposure. Therefore, the Mo attached on sample surface might come from Mo
powder generated when the sample was cut.

Cr2AlC–Al2O3 (Max-Phase on Al2O3 Substrate)

Cr2AlC coated on Al2O3 substrate was also cited as an example, since the other 2
Max-phases showed great similarities on corrosion performance to Cr2AlC–Al2O3

after exposure in those two heavy liquid metal environments.

Fig. 5 Cross sections and elemental maps of Mo after exposure in Sb3Sn7. (Color figure online)
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Fig. 6 Line scan across the surface layer of Mo after exposure in SbBi9. (Color figure online)

In Sb3Sn7 Environment

Figure 7 presents the surface morphology of Cr2AlC coated on Al2O3 substrate after
exposure in Sb3Sn7. It can be seen from this figure that the surface of Cr2AlC–Al2O3

specimen kept perfect and smooth; no dissolution attack or penetration of liquidmetal
were observed after exposure in Sb3Sn7. Obviously, some small, bright particleswere
attached on specimen surface, which were evidenced by EDX elemental mapping
analysis, are drops of Sb and Sn.

In SbBi9 Environment

As shown in Fig. 8, the surface morphology of Cr2AlC coated on Al2O3 substrate
immersed in SbBi9 also remained perfect and smooth. No dissolution attack or pene-
tration of liquid metal was observed on Cr2AlC–Al2O3 specimen after exposure in
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Fig. 7 Surface morphology
of Cr2AlC–Al2O3 after
exposure in Sb3Sn7

Fig. 8 Surface morphology
of Cr2AlC–Al2O3 after
exposure in SbBi9

SbBi9. However, compared with Sb3Sn7, the amount of small and bright particles
attached on specimen surface in the circumstance of SbBi9 was much less. Those
drops were confirmed by qualitative EDX analysis, as remained Sb and Bi drops.

Conclusion

It can be seen from the results of all specimens after 750 h exposure in these two
different heavy liquid metal systems (Sb3Sn7 and SbBi9) at 450 °C that each compo-
sition of heavy liquid metal system has its own corrosion property. In comparison
to the Sb-Bi system, the Sb–Sn system is highly aggressive and corrosive, which
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also indicate that it is necessary for us to compare their electrochemical performance
when applied as positive electrode in future experiments.

Among all the test materials, all specimens of steels and alloys (T91 steel, 304
steel, 316L steel, HEA, 4J33 alloy) as well as Cr could not meet the corrosion
resistance requirements in such heavy liquid metal environments. One exception is
Mo, the only tested metallic material which shows outstanding corrosion-resistant
performance during the exposure; however, for the application ofMo, its higher price
($ 26,000/ton) has to be taken into consideration, which makes the coating of Mo on
steel substrate the appropriate method.

All 3max-phases (Ti2AlC, Ti3AlC2 andCr2AlC) also present promising corrosion
resistance in those heavy liquid metal environments. The coating of those Max-
phases on steel substrate could also be possible; however, the electrical conductivity,
thermal conductivity and mechanical properties of those Max-phases must also be
under consideration.

In summary, the results of our present research confirms that among all test mate-
rials, Mo metal and those 3 kinds of Max-phases (Ti2AlC, Ti3AlC2 and Cr2AlC) are
themost promising candidates to be applied as PCCmaterial in liquidmetal batteries.
In addition, considering about the price and manufacture of the battery cell, coating
of those promising materials on a suitable substrate might be the most economically
reasonable method.
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Engineering Model of the Kinetics
of the Steel Oxide Layer in a Flow
of a Heavy Liquid Metal Coolant Under
Various Oxygen Conditions

A. V. Avdeenkov, A. I. Orlov, and Nafees Kabir

Abstract An engineering model is presented for a self-consistent calculation of the
growth of an oxide film in circulation loops with a heavy liquid metal coolant and
concentrations of impurities using STAR-CCM+ software complex. Themodeling of
thermohydraulic and physicochemical processes is based on solving the associated
three-dimensional equations of hydrodynamics, heat transfer, convective-diffusive
transport, and the formation of chemically interacting impurity components in the
coolant volume, and on the surface of steels. The parabolic constant, which is deter-
mined by the degree of steel oxygen consumption, obviously significantly depends
on this steel grade. For a more adequate justification of the evolution of the oxide
film, a semi-empirical model is proposed for using the empirical parameterization
of the parabolic constant not only in the equation for changing the thickness of the
oxide film but also in the mass balance equation associated with it.

Keywords Coolant · Corrosion · Films · Heavy liquid metal coolant · Impurities ·
Lead · Lead–bismuth · Mass transfer

Kinetics of corrosion processes of steel components in a heavy liquid metal coolant
(HLMC) is determined by the associated processes of hydrodynamics and the inter-
action of dissolved components, primarily such as oxygen and iron. Justification and
appropriatemodeling of these processes is an important component for substantiating
heavy liquid metal coolant technology [1–18].

The use of commercial CFD (STARCCM+ in the present case) codes in this area
has not yet been widely applied because of the need to build some apparatus of user
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functions for coordinated calculation of thermal hydraulics and processes of interac-
tion and formation of impurities. For example, theworks [19, 20] onmodeling physic-
ochemical processes in lead coolant show the possibility of using this approach. At
the same time, the general accuracy of the calculations is mainly determined by the
accuracy of the equations of physicochemical processes.

Oxidative kinetics leading to the parabolic law of growth of an oxide film is
usually used when the effective diffusion of reagents is independent of time and size
of the film. The oxidation mechanism of ferritic-martensitic steels is determined by
the diffusion of Fe ions in the direction of the coolant and variations in the oxygen
potential. In this approach, oxidation of the surface of steels is described by the
parabolic velocity equation with the rate constant predicted by Wagner’s theory if
the resulting oxide film has an “ideal” crystal lattice, and ion diffusion is dominant.

For simplicity, we consider the growth of a single-layer film. In the developed
[21–23] model of the growth of a single-layer film, at the first stage, the iron flux
“remaining” in the wall layer is determined as the difference between the fluxes
through the oxide film and the flux that has gone into the coolant. The “oncoming”
oxygen flow from the coolant is determined according to the stoichiometry of the
resulting magnetite.

In this approximation, it is unambiguously assumed that the growth of the film
(magnetite) occurs due to the reaction on the surface of the oxide layer:

3Fe + 4PbO ⇔ Fe3O4 + 4Pb, (1)

and at the same time, all four components of the reaction are in chemical equilibrium.
Since the rate of chemical reactions is much higher than the characteristic rates of all
other physical processes, the chemical equilibrium can be considered steady in the
volume of the coolant at each moment of time and the distribution of components
substantially depends on thermohydraulic processes.

Let us consider a model assuming the presence of a diffusion “reaction” layer
at the interface between the oxide film and the coolant. The main components
interacting with oxygen are iron and lead. We consider the oxide film as a single
layer and consisting of magnetite. At the steel-coolant boundary, we distinguish four
subregions: steel (conventionally Fe), oxide, an intermediate diffusion layer, and
HLMC.

Intermediate layer is a virtual layer where the surface reaction (1) is carried
out. For flows of components and sources of impurities in the media, we use the
notation:J β

O,Fe—oxygen (PbO), iron flux in the coolant; J δ
O,Fe—oxygen, iron flux

in oxide film; J γ

O,Fe ∼ ∂ν
γ

O,Fe

∂t —oxygen, iron flux (source) in the intermediate layer;
ν

γ

O,Fe—the amount of oxygen and iron in the intermediate layer.
The condition of chemical equilibrium in the intermediate layer during the

formation of magnetite:

ν
γ

O

ν
γ

Fe

= ∂ν
γ

O

∂ν
γ

Fe

= 4

3
= J γ

O

J γ

Fe

(2)
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The formulas for the sources of oxygen and iron in the surface layer γ , Jγ0 and J
γ

Fe,

are proportional to the growth rate (or degradation) of this “reaction” layer, which in
turn is proportional to the amount of oxygen and iron substance in it.

The source of oxygen in the system is the coolant (oxygen content is regulated
through external sources). Therefore, “diffusion” of oxygen from the coolant to
the steel-coolant surface section and the formation of a conventional oxide film
(magnetite in our model) are initially assumed.

Using standard definitions for fluxes, we get:

4MO

3MFe

(
Dδ

Fe

Cδ
Fe − Cγ

Fe

δ
− χFe

(
Cγ

Fe − Cβ

Fe

))
= χO

(
Cβ

O − Cγ

O

)

− 2Dδ
O

Cδ
O − Cγ

O

δ
, (3)

whereCδ
Fe—iron concentration in the layer δ,Cβ

Fe—iron concentration in the coolant
flow, Cγ

Fe—iron concentration in the layer γ , Cβ

O—oxygen concentration in the
coolant flow, Cδ

O—oxygen concentration in the layer δ, where χFe,O—iron, and
oxygen mass transfer coefficient [24–26].

Using relation (3) and the relationship between the activities of oxygen and iron
in the wall layer γ , we can obtain a nonlinear equation for the concentration (or
activity) of oxygen in the wall layer in which the concentrations of iron and oxygen,
Cβ

Fe and Cβ

O , are calculated with use of STAR CCM + hydrodynamics module.
Concentrations Cδ

Fe and Cδ
O are calculated based on the properties of magnetite,

namely the activity of iron in magnetite is assumed equal to one. The activity of
oxygen in magnetite is found from the condition of chemical equilibrium. Thus, the
equation obtained from relation (3) will contain one unknown parameter, namely the
film thickness δ. Note that the obtained equation for the concentration Cγ

O (or the
activity corresponding to it) parametrically depends only on the concentrations in
other regions (β and δ), which in turn depend on time.

Then the film growth equation takes the following form:

dδ

dt
= Kp

2δ
− χFe(C

γ

Fe − Cβ

Fe)

Cδ
Fe

(4)

The derivation of the film growth rate constant of the parabolic law is based on
the model [27], where, when modeling the diffusion of iron cations, the assumption
was made that the concentration of vacancies and interstitial ion concentrations are
independent of porosity and grain size of magnetite, that is, ion diffusion within the
framework of the vacancy model for ideal “magnetite [28]. Such models are quite
fundamental in nature and allow one to calculate the diffusion coefficient of iron ions,
which is necessary for calculating the film growth rate constant in the framework of
the Wagner model. The main result of the model [27] and similar ones [29] is that
in the region of low partial oxygen pressures Kp ∼ P2/3

O2
∼ (aγ

O)4/3. Experimental
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studies of film growth on various alloys show slightly different dependences of the
film growth constant on the partial pressure of oxygen than was obtained for pure
magnetite using models of the type [27, 28].

Since in reality the film for the overwhelming majority of materials under consid-
eration is not pure magnetite, but is at least two-layer, the models developed in [27,
28] it is not necessary to describe the dependence of the film growth rate constant
(conditional name) on the partial oxygen pressure like Kp ∼ P2/3

O2
. Since in theworks

[30–33], the dependencies P0.145
O2

, P0.135
O2

, P0.141
O2

and P0.279;0.313
O2

have been experi-
mentally found for different types of steel correspondingly. These empirical estimates
imply the fulfillment of the parabolic law of film growth (31), i.e., without taking
into account possible mass transfer processes leading to its dissolution (corrosion).
The latter was taken into account in (33) and for large times provides a nonparabolic
change in the growth of the oxide film. Such a different dependence of the film
velocity constant is determined by both the composition of the metal so that by the
properties of the grains, which leads to the failure of the theoretical dependence
Kp ∼ P2/3

O2
, characteristic to the “ideal” magnetite [29]. In [33], it was assumed that

the film growth rate constant is generally determined by the diffusion of chromium
ions in chromium oxide, the theoretical dependence of which Kp ∼ P3/16

O2
, which,

in principle, is somewhat closer to the experimental values.
Note that in [29–33], the oxidation of steel surface was carried out at low partial

oxygen pressures typical for partial pressures in liquid lead, but in a gaseousmedium.
Therefore, the processes of film dissolution and erosion, in principle, could not play
a significant role. The results of experiments in a stationary coolant [10, 11] led to an
empirical dependence P0.125

O2
for steels EP823 and E302. For T91 steel, the available

experimental data shows a dependence of the type P0.11
O2

.
The parabolic dependence of the film growth, in principle, is quite well confirmed

experimentally, if corrosion-erosion processes have low intensity (for example, in a
gaseousmedium), and theWagner approach is currently the only reasonably substan-
tiated approximation. Deviations from the parabolic law can be explained within the
framework of the approach [34, 35].

In the general case, the film growth constant can be written as:

Kp = A exp

(
− Q

RT

)((
Pγ

O2

)n − (
Pδ
O2

)n)
(5)

Pγ

O2
, Pδ

O2
—partial oxygen pressure at the interface between the coolant-oxide

and steel oxide media, respectively, while unknown parameters are determined
empirically.

The value of the partial pressure at the oxide-steel interface is much smaller than
the value of the partial pressure of oxygen at the surface and can be neglected [2]. In
the case of lead–bismuth coolant, it can be estimated that since the binding energy
of bismuth oxide is much lower than the binding energy of lead oxide, the formation
of the former does not occur until a significant amount of lead oxide is formed.
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Therefore, in all calculations, the formation of bismuth oxide is neglected for its
smallness.

When describing the film growth constant using formula (4), the ratio of fluxes
at the boundary (3) takes the following form:

4MOCδ
Fe

3MFe

(
Kp

2δ
− χFe(C

γ

Fe − Cβ

Fe)

Cδ
Fe

)
≈ χ0

(
Cβ

0 − Cγ

0

)
(6)

That is, upon reaching the maximum value of the film δc = Kp/(2
χFe(C

γ

Fe−Cβ

Fe)

Cδ
Fe

),
the oxygen concentrations in the film and in the volume are equal. That is, the global
isoconcentration regime is established.

In the empirical determination of the parameters of the parabolic constant, the
assumption of a parabolic growth of the oxide film in the static mode is fundamental.
This assumption works fine provided that the diffusion yield of steel components in
the coolant is small. In passivation mode in the initial period of formation of oxide
films [36], the diffusionyield ofmetal components into the coolant is very intense, and
its fraction can reach ~50% and the diffusion flux does not have to be proportional to
the oxygen flux. According to the data of [36], for an oxidation duration of more than
400 h, the proportion of steel components entering the coolant of the total amount of
oxidized is ~1% and less, with an oxidation duration of 200–400 h, this proportion is
~10%. Therefore, during long campaigns, at least more than several hundred hours,
oxygen consumption occurs only on the surface and parabolic film growth in static
experiments should be manifested to a greater extent than, for example, in dynamic
ones. Thus, the empirical determination of the parabolic constant in the best way can
be made by the thickness of the film after a sufficiently long oxidation (more than
~400 h) and when using the static mode. Unfortunately, there are extremely few such
experimental data.

Such experimentswere carried out at JSC “SSCRF-IPPE” [10], where a technique
was developed that made it possible to estimate the flows of oxygen consumed for the
oxidation of the steel surface under variations in temperature and oxygen conditions
of the coolant. There is a matrix of various experimental values of the flow of oxygen
consumed for steel oxidation, and the temperature and partial pressure of oxygen in
the coolant [10, 11].

Based on the available experimental data [10, 11], the following dependence was
proposed for EP-832 steel:

(7)

Similar experimental studies, by definition, were also carried out for EP-302 steel.
The following dependence is proposed for a parabolic constant:

(8)
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For comparison, we present the dependences of parabolic constants for the basic
oxygen regime, obtained in [10], based on an analysis of the available experimental
data [1, 2, 13–18, 37].

In [24], the following dependences were also obtained for HT9 and T91 steels
that take into account the partial pressure at the interface between media, namely
steel T91:

(9)

where c0(ppm, millionth share)—mass fraction of oxygen.
The joint solution of Eqs. (4) and (6) within the framework of the point model,

that is, without taking into account the exact geometry (Tadmon’s approach), allows
a reasonable accuracy to estimate the film growth rate depending on temperature and
coolant velocity. For this, we used the film growth parameters selected for EP-823
steel, since for this grade of steel, there is a fairly large amount of experimental data.

Figure 1 shows the calculations for steels EP-823, T91 for which both static and
dynamic experiments were performed [18, 37, 38], which allow a consistent analysis
of these data, that is, the same parameterization of the parabolic constant is used for
both types of tests. The coolant speed in the dynamic test is 1.9 m/s. Below is an
analysis for T = 600 °C. Taking into account the numerical errors from the variation
of the parameters, we obtain fairly good agreement with the experimental data. An
interesting feature of the above calculations and experimental data is that although
the steels EP-823 and T91 are quite close to each other in composition, the growth
and thickness of the film for them is significantly different, which determines the
adequacy of our engineering approach.

Test calculations of the elementary model of HLMC flow in a pipe were carried
out using the commercial StarCCM + code and MASKA-LM code of own design.

The STAR CCM + code interface allows you to use user-defined functions to
model certain physical and chemical processes. The system of Eqs. (4), (6), functions
dependent on them, and semi-empirical dependencies of type (7–9) were incorpo-
rated into the code for joint solutionwith the STARCCM+ thermohydraulicmodels.
For numerical analysis, a simple model was chosen for the flow of lead coolant of a
given temperature in the pipe of EP-823 steel: the length of the computational domain
is 1 m; diameter 50 mm; design; Reynolds number is 105; input mass concentration
of oxygen 10–8 kg/kg.

Figures 2 and 3 show the calculations for different temperatures, oxygen concen-
trations, and average speeds in the pipe using the MASKA-LM and STAR CCM +
codes.

Figure 2 shows film growth versus time. All models, in accordance with Zhang’s
approach, demonstrate the approximation of the film thickness to the maximum
possible value. The calculation shown by the black solid line is made taking into
account only the parabolic constant (there is no dependence on the coolant speed
through taking into account mass transfer). As can be seen, for calculations at a
speed of 1.8 m/s, the film growth rate close to the parabolic behavior is observed
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Fig. 1 Calculated results and experimental data for oxide film growth based on static and dynamic
experiments for steel EP-823 and T91. The calculated error is 55% for a dynamic experiment and
30% for a static. (Color figure online)
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Fig. 2 Results of calculations of film growth carried out with MASKA-LM, STAR-CCM + , and
the solution of the Tedmon’s approach at a temperature of T = 650 °C. Mass oxygen concentration
−10−8 kg/kg. (Color figure online)

Fig. 3 Results of calculations of film growth carried out in the framework of MASKA-LM, STAR-
CCM + at temperatures T = 650 °C and T = 500 °C. Mass oxygen content is −10–8 kg/kg. The
curves are trimmed after the thickness of the films reaches the saturation value. (Color figure online)
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only from about 1 to 50 h, while at a speed of 0.1 m/s, it is observed up to several
thousand hours. The Tedmon’s approach fairly well describes only areas close to
saturation in film growth.

Figure 3 shows the calculation results for the thickness of the oxide film at various
temperatures. As in the previous case, the difference in the obtained calculations does
not exceed 20%.

In conclusion, the change in the thickness of the oxide film on the metal surface
and the corresponding exit of steel components into the coolant substantially depend
on the steel grade. For a more adequate justification of the evolution of the oxide
film, a semi-empirical model is proposed for using the empirical parameterization
of the parabolic constant not only in the equation for changing the thickness of the
oxide film but also in the mass balance equation associated with it. The parabolic
constant, which is determined by the degree of oxygen consumption by the steel,
obviously significantly depends on the type of this steel and on the method of its
preparation. Therefore, the direct application of the Wagner approach is unlikely
to adequately describe such differences in steels, while the experimental parametric
dependences on oxygen consumption by steel depending on temperature and oxygen
partial pressure are obviously unique for each steel.

For an adequate experimental determination of the parametric dependences for a
parabolic constant, at least two conditions are necessary: the experiment should be
carried out for a static case or the average coolant velocity should be low in order to
exclude the influence of corrosion-erosion processes; steel should have a sufficient
initial oxide film to exclude the influence of the initial large flow of iron, and possibly
corrosion of steel, since with a large yield of iron the film growth does not have to
obey the parabolic law even in the static case.

The developed approach regarding accounting for the main physical and chemical
processes is used not only in our MASKA-LM code but is also implemented as user-
defined functions in the STAR CCM + code. The cross-verification calculations of
the two test models showed a fairly good agreement between the results in terms of
describing the increase in the thickness of the oxide film.
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Exposure Tests of Different Materials
in Liquid Lead for LFRs: Effect
of the Dissolved Oxygen on Corrosion
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D. Martelli, M. R. Ickes, P. Ferroni, I. Di Piazza, and M. Tarantino

Abstract Corrosion studies in high-temperature liquid Pb of conventional materials
such as Fe–Cr and Fe–Cr–Ni steels for LFRs have demonstrated that they are prone to
corrode affecting their structural integrity. Corrosion isminimized by using oxygen in
Pb to form a protective Fe–Cr oxide layer on steels, but its protectiveness works well
only up to 450–480 °C limiting their applicability in LFRs. The present work shows
preliminary corrosion results of alternativematerials (Ni alloys, FeCrAl ODS, Zr and
Mo alloys, and SiC) for potential use in Pb, obtained by ENEA and Westinghouse
Electric Company. Tests were performed in static Pb at 550 and 750 °C and different
oxygen concentrations. The results demonstrated the potential availability in Pb of
some of these materials and confirmed the key influence of oxygen on corrosion,
imposing oxygen control in Pb coolant to prevent critical damage of materials. About
oxygen control, some ENEA activities will be illustrated.

Keywords LFR · Lead corrosion · Oxygen control

Introduction

One of the major issues in the development of commercial LFRs (lead-cooled fast
reactors) lies in the compatibility of the component structures with the Pb coolant.
Conventional steels—such as T91 ferritic/martensitic steel and 316L austenitic stain-
less steel—in contact with liquid Pb suffer from corrosion phenomena due to disso-
lution of the constituting alloying elements (Ni, Cr, Fe) and oxidation of the surface
with formation of an oxide scale [1]. Both phenomena are detrimental since they
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affect the structural integrity of the components and create slugs which may cause
occlusions in the cold and narrow sections of the reactor. Oxide scale formation may
also reduce the heat transfer capability [1].

Corrosion phenomena are strongly dependent on the oxygen content dissolved in
Pb [2–4]. Dissolution in particular could be reduced by operating with an “active
oxygen” concentration range, which consists of having continuously a sufficient
amount of oxygen in Pb capable to form a protective oxide layer over the steel
structures (passivation). The oxide layer, made of external Fe3O4 magnetite and
internal Fe–Cr spinel oxide, acts as a barrier against dissolution corrosion. However,
steel passivation with “active oxygen” seems to be effective against dissolution only
when the structures are exposed below to a critical temperature, which in lead–
bismuth eutectic (LBE) is identified around 450 °C, whereas in Pb reasonably lies
around 450–480 °C [2–4]. Below this temperature, it is possible the formation of a
protective oxide layer able to slow down the diffusion of ionic species inwards and
outwards. On the contrary, if the steel is exposed to Pb above this temperature, the
oxide formed loses its effectiveness as diffusion barrier.

The combination of temperature and oxygen concentration is thus a key point
for the compatibility of steels and materials in Pb [4, 5]. On the importance of the
oxygen, several efforts were undertaken in the last years by the international research
community to implement methods aimed at controlling its concentration in Pb/LBE
to a target optimal value [6]. Potentiometric oxygen sensors based on ceramic solid
electrolytes were developed for laboratory use and for loop facilities to monitor the
oxygen concentration during the operation. Gas-phase control methods such as the
injection of H2/O2 and H2/H2O mixture and solid-phase methods such as oxygen
getters and dissolution of PbO particles were investigated for laboratory and loop
facility scale [6]. Studies about sensors and control methods are still ongoing to
transfer the present knowledge to larger-scale facilities.

Nevertheless, in spite of the strategy based on oxygen control, the corrosion of
steels above 450–480 °C in Pb coolant is a big issue which limits their applicability
in LFR. The present paper investigates the corrosion behavior of alternativematerials
and alloys for the potential use in high-temperature Pb, such as Ni-based alloys, Fe–
Cr–Al ODS alloy, Zr and Mo refractory metal alloys, and SiC material. Screening
exposure tests have been performed in static Pb at high temperature and different
oxygen concentrations to investigate the effect of the combination of oxygen and
temperature, in the frame of a collaboration between ENEA andWestinghouse Elec-
tric Company. The results demonstrated the potential availability of some of these
materials, in terms of corrosion, for the employment in high-temperature Pb, and
show also the effect of oxygen on the corrosion of materials different from conven-
tional steels, confirming the need for controlling oxygen during LFR operation. R&D
activities carried out by ENEA in the last years on oxygen sensors and gas-phase
control methods are illustrated and discussed.
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Corrosion of Materials in Lead

Materials and Methods

Thematerials exposed to liquid Pb are enlisted in Table 1 together with the elemental
composition detected by EDX (energy-dispersion X-ray spectrometry, EDAX—
Genesis). The list of materials comprises two Ni-based alloys (HAYNES 214 and
242), a ferritic FeCrAl ODS (oxide-dispersion-strengthened alloy,MA 956), twoMo
alloys (pure Moly and TZM), three Zr alloys (Zr IV, Zr 702 and 704), and a SiC alloy
(SiC Hexaloy). The samples were in the form of plates about 40 mm long with a hole
(3.5 mm) at one of the end. Ra values were between 0.5 and 1.8 µm, evaluated by a
profilometer (Mahr) on virgin samples.

The tests in liquid Pbwere performed inRACHEL laboratory inENEABrasimone
inside large capsules for the exposure in static liquidmetals up to 750 °C.The capsules
consist of a stainless steel cylinder (h= 500mm) heated on the outer surface. A large
alumina crucible (d = 110 mm, h = 220 mm) is placed at the bottom of the steel
cylinder to prevent the contact with the steel walls of the capsule. Solid pieces of Pb
from ingots (about 5.5 kg) are introduced inside the alumina crucible, then melted
and heated up to theworking temperature (heating rate 0.5 °C/min). The Pb used has a
nominal purity of 99.99%. The cover lid of the capsule is equipped with penetrations
for the insertion of components in the melt: K-type thermocouple inside an alumina
one-end closed tube, alumina open tube for gas bubbling in Pb, fitting for the outgas,
oxygen sensor, and sample-holder bars in stainless steel. The gas injection to manage
the oxygen concentration in Pb is provided to the capsules by means of a gas line fed
with Ar–H2 mixture for tests at low oxygen, Ar gas for tests at oxygen saturation,

Table 1 Elemental composition by EDX (% wt.) and Ra value (µm) of the materials tested in
liquid Pb

Material Al Cr Fe Ni Mo Zr Y Ti C Si Sn Nb Ra (µm)

HAYNES
214

4.9 16.2 3.9 75 1.80

HAYNES
242

7.2 1.3 55.4 36.2 1.20

MA 956 5.2 20.1 73.8 0.3 0.6 1.41

Moly 100.0 1.54

TZM
Moly

94.1 0.9 0.4 1.76

Zr IV 0.4 97.8 1.8 0.80

Zr 702 0.2 98.7 1.30

Zr 705 0.2 94.4 3.9 1.32

SiC
Hexaloy

37 63 0.52
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and Ar–H2–O2 mixture for tests at medium oxygen. Oxygen sensors with YPSZ tube
(Yttria Partially Stabilized Zirconia, L = 700 mm) and air reference electrode were
used to monitor the oxygen concentration in the Pb during the tests. The sensors
were all equipped with a stainless steel sheet tube, used to distribute the heat along
the ceramic tube and prevent thermal shocks.

The samples were exposed under different conditions of temperature and oxygen
concentration as follows:

(1) 550 °C, 1000 h, high oxygen 10–3% wt. (all the materials)
(2) 550 °C, 1000 h, low oxygen 10–8–10–10% wt.; (HAYNES 214, HAYNES 242,

MA 956, TZM, SiC)
(3) 550 °C, 1000 h, very low oxygen 10–18–10–20% wt.; (Zr IV, Zr 702, Zr 705,

Moly)
(4) 750 °C, 670 h, high oxygen 10–3% wt.; (Zr IV, Moly, TZM, SiC)
(5) 750 °C, 660–690 h, medium oxygen 10–6% wt. (all the materials).

In some tests at 550 °C, oxygen deviates from the target concentration (10–8–
10–10% wt.) and reached values 10–18–10–20% wt. After the exposure tests, sample
cross sections were mechanically prepared by cutting, embedding in conductive
resin, grinding with abrasive papers and polishing with diamond suspensions, and
then analyzed by scanning electron microscopy (SEM) and EDX. X-ray diffraction
(XRD) analysis was performed on some samples after removing residual Pb from the
surfaces with the chemical solution acetic acid/hydrogen peroxide/ethanol in ratio
1:1:1 diluted at 50% vol.

Corrosion Results

Ni-Based Alloys

HAYNES 214 and 242 samples were exposed to Pb at 550 °C for about 1000 h at
high oxygen concentration (1 × 10–3% wt.). Figure 1 illustrates the cross-sectional
morphology for the materials. The surface of both HAYNES 214 and 242 alloys
is affected by deep Pb penetration and dissolution attack (120–160 and 50 µm,
respectively). Within the dissolution area, there are several layers or islands made of
Ni and Fe elements only. EDX analysis indicates that Ni is almost completely absent
near the surface (high solubility of Ni in Pb) and, although the high Al content makes
HAYNES 214 material a potential alumina-forming alloy, no effective alumina layer
has been detected but only a non-protective layer of a mixed oxide of Al, Cr, and Fe.
In HAYNES 242 sample, the oxygen is present across the whole layer, and there is
an external area where Fe, Cr, and Ni are present in a stratified structure.

HAYNES 214 and 242 samples were exposed to Pb at 550 °C for 1000 h at low
oxygen concentration (3× 10–10% wt.). The results are shown in Fig. 2. Concerning
HAYNES 214, no oxide layer seems to be present but only an outer Ni-depleted area
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Fig. 1 SEM images of a HAYNES 214 and b HAYNES 242 exposed in Pb at 550 °C for 1000 h
with high oxygen. (Color figure online)

Fig. 2 SEM images of a HAYNES 214 and b, c HAYNES 242 exposed in Pb at 550 °C for 1000 h
with low oxygen. (Color figure online)
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(10–15µm thick) attacked by Pb and rich in Cr and Fe, and an inner one (about 7µm
thick)wherePbpenetration is lower and fromwhich is separated by a thinFe-depleted
layer (<2µm) (Fig. 2a). For HAYNES 242, a considerable Pb penetrationwith strong
Ni leaching, up to approximately 1 mm of depth (about half of the thickness of the
sample), has been observed in a large area (Fig. 2b). Analyzing carefully the regions
where the dissolution attack is not so deep, it is possible to observe some areas,
placed above the Ni-depleted layer, rich in Cr (Fig. 2c).

HAYNES 214 and 242 samples exposed in Pb for 660 h at 750 °C and medium
oxygen concentration (6 × 10–7% wt.) were found completely dissolved for the
portion dipped in the Pb melt.

FeCrAl ODS Alloy (MA 956)

MA 956 was exposed to Pb at 550 °C for about 1000 h at high (1 × 10–3% wt.) and
low oxygen concentrations (3× 10–10%wt.). For the test at high oxygen (Fig. 3b), no
Pb penetration and chemical modifications have been detected on the entire surface.
EDX analysis (here not reported) did not show elemental gradients along the cross
section, and the composition near the surface is the same as the bulk. Even after the
exposure at low oxygen concentration (Fig. 3c), no general corrosion or localized
attack sites have been found, and again, the surface of the MA 956 sample seems
the same as the one observed before the exposure in Pb (Fig. 3a). The excellent
performances of this material are likely due to a very thin alumina layer, which
protects from dissolution and which unfortunately was not possible to identify and
detect with our SEM–EDX due to resolution limits.

Mo Alloys

Moly and TZM samples were exposed to Pb at 550 °C for 1000 h at high oxygen (1×
10–3%wt.). ConcerningMoly samples, no Pb penetration occurs in the bulkmaterial.
Two oxide layers were formed: a thin film 2–3.5µm thick at the Pb/bulk interface and
an outer crystalline layer 22–26 µm thick (see Fig. 4a). XRD analysis on the sample
confirmed that these layers correspond to MoO2 and PbMoO4. Similar results have
been observed for TZM samples: no Pb penetration or elemental gradients along the
cross section has been detected. Over the entire analyzed surface, a layer 2–3 µm
thick of MoO2 mixed with Pb is detected at the Pb/bulk interface and above a thicker
crystalline layer of about 8–11 µm, corresponding to PbMoO4.

Exposure in Pb at 550 °C and low oxygen concentration for about 1000 h was
performed for Moly and TZM samples. During the Moly test, the oxygen concen-
tration deviated from the fixed target and reached a value between 10–18 and 10–20%
wt., whereas, during the TZM test, the average concentration was 1 × 10–8% wt.
Figure 5 shows the cross-sectional SEM images of the samples after the exposure.
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There is no appreciable difference in the surface before and after the exposure in
Pb for both materials: No oxide layer has been detected and no signs of degradation
appear on the surface (negligible solubility of Mo in Pb). However, Moly surface is
entirely covered by adherent Pb, whereas TZMappears completely free from residual
Pb. This is likely due to the different oxygen conditions to which the materials were
exposed, as the low oxygen condition generally promotes wetting.

Moly and TZM samples were then exposed to Pb at 750 °C for 670 h at high
oxygen concentration (4 × 10–3% wt.) and 667 h at medium oxygen concentration
(1 × 10–6% wt.). Concerning the test at high oxygen concentration, the results for
bothmaterials are similar to those obtained at 550 °C and high oxygen concentration.
No Pb penetration has been detected, and the elemental composition near the surface
is the same as the bulk (see Fig. 6).

Again, there does not seem to be any evidence of corrosion damages both for
Moly and TZM samples (see Fig. 7). However, no compact oxide film was detected
but only small traces of MoO2 at the bulk/Pb interface and above a crystalline layer

Fig. 3 SEM images of MA 956 a as virgin material, and after exposure in Pb at 550 °C for 1000 h,
b with high oxygen and c with low oxygen. No corrosion or chemical degradation of the surface
observed
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Fig. 4 SEM images of Moly exposed in Pb at 550 °C for 1000 h with high oxygen at low and high
magnification. (Color figure online)

Fig. 5 SEM images of TZM a before and b after the exposure in Pb at 550 °C for 1000 h with
low oxygen and c SEM image of Moly after the exposure in Pb at 550 °C for 1000 h with very low
oxygen. (Color figure online)
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Fig. 6 SEM images of Moly a and TZM b exposed in Pb at 750 °C for 670 h with high oxygen.
In TZM bulk sample, it is possible to see dark spots enriched in Zr. (Color figure online)

Fig. 7 SEM images of Moly a and TZM b exposed in Pb at 750 °C for 667 h with medium oxygen.
In TZM bulk sample, it is possible to see dark spots enriched in Zr and Ti. (Color figure online)

about 70 and 50 µm thick, respectively, for Moly and TZM samples, most likely
PbMoO4, whereas, at 550 °C, this layer has been found thick between 8 and 26 µm.
Interestingly, after the exposure at 750 °C and medium oxygen, traces of MoO2 layer
are still detectable in several points at the Pb/bulk interface in the TZM sample. In
addition, all the surfaces are covered by solid Pb, indicating a good wetting of the
samples in these operating conditions.
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Zr Alloys

Zr IV, Zr 702, and Zr 704 samples were exposed to Pb at 550 °C for 1000 h at high
(1 × 10–3% wt.) and very low oxygen concentrations (10–18–10–20% wt.). Cross-
sectional morphologies are reported in Fig. 8 for Zr IV and Zr 702, respectively, in
high and low oxygen conditions. Similar results were obtained by all the Zr alloys
for a specific condition, in spite of the differences in the bulk concentration. In the
high oxygen test, the materials do not show dissolution and Pb penetration, and the
surface is covered by a uniform oxide layer of ZrO2 with thickness from 8 to 16 µm
(Fig. 8a).

At very low oxygen concentration (Fig. 8b), a very thin oxide layer of a fewµm is
detected but completely spalled off from the interface. Below this oxide layer, there is
a thick Pb layer with a Zr content which gradually increases from the detached oxide
to the Zr bulk interface. This appearance may due to the weird oxygen conditions
obtained in Pb during the test: After the first 150 h when the oxygen concentration
was sufficiently high to form the Zr oxide layer (about 10–8% wt.), the gettering
effect of Zr prevails, lowering the oxygen concentration down to value which cannot
provide the stability of ZrO2 layer (10–18–10–20% wt.). Here, Pb penetrated through
the oxide layer interactingwith Zr bulk below. In addition, at the bulk/oxide interface,
there are black areas with a significant fluorine %. These F-rich areas have also been
detected in cavities or cracks on the virgin surface before the exposure in Pb, and
their presence is most likely due to the manufacturing process of the alloy.

Figure 9 shows the results for Zr IV and Zr 702 exposed to Pb at 750 °C, respec-
tively, for 670 h at high oxygen (4 × 10–3% wt.) and 667 h at medium oxygen (1 ×
10–6 wt.). Again, the high oxygen promotes the formation of a ZrO2 layer 70–120µm
thick, which is spalled off from the surface. Near the interface, a Zr concentration
gradient is visible, indicating some dissolution in Pb at high temperature (Fig. 9a).

Fig. 8 SEM images of a Zr IV exposed in Pb at 550 °C for 1000 h at high oxygen, and b Zr 702
exposed in Pb at 550 °C for 1000 h at very low oxygen. F-enriched areas are detected in the bulk
below the oxide layer. (Color figure online)
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Fig. 9 SEM images in Pb at 750 °C of a Zr IV for 670 h at high oxygen, and b Zr 702 for 667 h
at medium oxygen. (Color figure online)

Unfortunately, solubility data in literature about Zr in liquid Pb are scarce. Reference
[7] gives only one data point of solubility, 1.2× 10−9% wt. at 500 °C, which appears
to be low if compared to the present results. Similar results were obtained at low
oxygen, where the detached Zr oxide layer is only a few µm thick (Fig. 9b).

SiC Hexaloy

In all the testing conditions—550 °C with high (1 × 10–3% wt.) and low oxygen
concentrations (2× 10–8% wt.) for 1000 h (Fig. 10), and 750 °C for 670 h with high
oxygen (4× 10–3%wt.) and 690 h inmediumoxygen (1× 10–6%wt.) (Fig. 11)—SiC
samples seem not to show any chemical degradation of the surface or Pb penetration.

Fig. 10 SEM images of SiC Hexaloy after exposure in Pb at 550 °C for 1000 h, awith high oxygen
and b with low oxygen. (Color figure online)
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Fig. 11 SiC Hexaloy after exposure in Pb at 750 °C, a, b appearance of the sample and SEM
images after the exposure with high oxygen for 670 h, and c with low oxygen for 690 h. (Color
figure online)

However, after the exposure at 750 °C in high oxygen, the sample was heavily
thinned for almost about 30% of the thickness (Fig. 11a). This is likely ascribable
to strong oxidation undergone at high oxygen concentration in Pb at 750 °C, with
formation of volatile SiO and CO. Traces of SiO2 have been found in the surfaces,
detected by XRD.
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Oxygen Control Activities in Pb Alloys

Fromsomeyears, ENEAhas been involved inPb chemistry activities and in particular
about oxygen monitoring and control. Potentiometric sensors based on ceramic solid
electrolytes, measuring an electric voltage at null current, are the devices devoted
to the monitoring the oxygen concentration in Pb coolant, and several types with
different configurations were implemented and tested for different scale systems
(laboratory scale, loop and pool facility). For laboratory scale and capsules, small
oxygen sensorswith length 400mmwere calibrated and tested using different internal
reference electrodes (Pt-air, Bi/Bi2O3, and Cu/Cu2O) and using YPSZ as solid
ceramic O2− conductive material [8]. The type of internal reference electrodes used
influences the “minimumreading temperature” inPb/LBE, and the internal electrodes
investigated were Cu/Cu2O (200 °C) < Bi/Bi2O3 (300 °C) < Pt-air (400–450 °C).
Alternative internal air-based references such asLanthanum-Strontium-Manganite—
Godolinium-Doped Ceria (LSM-GDC) and Lanthanum-Strontium-Cobalt-Ferrite—
Godolinium-Doped Ceria (LSCF-GDC) powders were recently tested in 400 mm
sensors improving the minimum reading temperature compared to Pt-air reference
(Fig. 12). The result of the calibration, performed in oxygen-saturated LBE, shows
that LSM-GDC and LSFC-GDC sensors exhibit an electric voltage E in agreement
with the expected theoretical voltage down to 220 and 260 °C, respectively, whereas
the minimum reading temperature of the Pt-air sensor is above 400 °C.

Scale-up of sensors is fundamental to investigate oxygen controlmethods in larger
facilities such as large Pb/LBE pools and in view of its application in LFR systems.
ENEA started to work on sensors for the operation in large pools and storage tanks
and tested a sensor prototype with Pt-air reference 1100 mm long [9]. Although the
configuration needs some improvements (e.g. in electrode connection and tightness),
the sensor was successfully tested in Pb storage tank containing a large volume of
Pb (about 285 L), with good calibration results in the range 400–480 °C (Fig. 13).

Fig. 12 Calibration of air-based sensors 400 mm long with LSM-GDC, LSFC-GDC, and Pt-air
reference electrodes and YPSZ solid electrolyte in oxygen-saturated LBE in the range 200–550 °C
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Fig. 13 Calibration of Pt-air sensors 1100mm long in oxygen-saturatedPb in the range 380–480 °C.
(Color figure online)

About control methods, gas injection with H2 and O2 is a solution to have almost
instantaneous oxygen control, and it is now under implementation in ENEA facili-
ties. In particular, the combination H2 + O2 diluted in argon seems to be effective
in balancing the concentration, by exploiting automated injection based on sensor
voltage. On the contrary, single Ar-H2 injection is not able to control the oxygen
concentration since it is not able to balance the oxygen gettering effect of mate-
rials, which tend to capture oxygen from Pb to passivate. An example is given by
the oxygen concentration obtained during the corrosion tests here reported. Tests of
Zr alloys and Moly samples at 550 °C reach a very low oxygen concentration (see
Fig. 14a), which did not increase even by bubbling pure Ar gas during the tests.
To the opposite, Ar–H2 + O2 gas used during exposure tests at 750 °C was able to
perfectly control the concentration to the target value of 10–6% wt. (Fig. 14b).

Conclusions

Different materials were exposed to Pb up to 1000 h at different temperatures—550
and 750 °C—and oxygen concentrations—from 10–3% to very low oxygen 10–20%
wt.—to investigate the effect of oxygen on corrosion behavior, and to assess their
potential applicability as structural materials in high-temperature LFR units. The
results of the exposures are summarized as follows:

• HAYNES 214 and 242 Ni-based alloys show strong dissolution at 550 °C at both
high and low oxygen concentrations and completely dissolve at 750 °C, due to
the high solubility of Ni in liquid Pb. The 5% of Al content in HAYNES 214 is
not able to form a protective alumina layer protective against dissolution.

• MA 956 FeCrAl ODS exhibits excellent corrosion behavior at 550 °C in both
high and low oxygen conditions, showing no dissolution. Exposure at 750 °C is
required to investigate the behavior at very high temperature.

• Moly and TZM alloys exhibit good corrosion resistance at 550 and 750 °C in low
and very low oxygen thanks to the low solubility of Mo in Pb. In high oxygen
conditions, the formation of a thick layer of PbMoO4 was detected.
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Fig. 14 Oxygen sensor output during exposure tests in Pb showing a very lowoxygen concentration
for Zr and Moly samples at 550 °C with Ar–H2/Ar gas and b precise oxygen control during the test
at 750 °C with Ar–H2–O2 gas. (Color figure online)

• Zr alloys exhibit oxidation and no dissolution at 550 °C in high oxygen, and some
dissolution effects in very low oxygen at 550 °C and in high/medium oxygen at
750 °C.

• SiC alloy shows good resistance in medium/low oxygen conditions at 550 and
750 °C. In high oxygen at 750 °C, the alloys show break-way oxidation with high
consumption of sample.
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The results obtained show that materials such asMo alloys, FeCrAl ODS, and SiC
alloy are promising for the use in high-temperature Pb, and the effect of oxygen on
the corrosion resistance of these materials is confirmed. The need for monitoring and
controlling oxygen during LFR operation is then mandatory, and R&D activities on
oxygen monitoring with potentiometric sensors and oxygen control with gas-phase
methods are ongoing in ENEA to manage this issue.
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Fundamental Interactions of Steels
and Nickel-based Alloys with Lead-based
Liquid Alloys or Liquid Tin

Carsten Schroer

Abstract The solution of elements from metallic alloys is analysed and compared
with observations for steels and nickel-based alloys after exposure to lead-based
liquid alloys or liquid tin. Furthermore, the influence of dissolved oxygen and
formation of intermetallic compounds are addressed.

Keywords Liquid metal · Corrosion · Solution · Selective leaching · Oxidation ·
Intermetallic phase

Introduction

Application of lead (Pb)-based liquid alloys or liquid tin (Sn) to thermal energy
conversion or storage opens the avenue to compact in design, highly efficient compo-
nents in the high-temperature section of respective plants, however, at the cost
of increased corrosion of metallic materials of construction, namely nickel (Ni)-
containing steels or Ni-based alloys. Experimental studies and corresponding theo-
retical work identify selective leaching of constituent parts, especially Ni, as an
intermediate stage of complete dissolution [1], with the near-surface depletion zone
originating in the solid alloys being dependent on the alloy composition [2, 3], the
liquid metal [3] and temperature [1–3]. If the oxygen content in the liquid allows,
formation of solid oxides is likely to interfere with the leaching process or even
changes the corrosion mode to oxidation. A similar role intermetallic compound
may play.

As to fundamental interactions, the focus is on the transfer to and transport in
the liquid metal of dissimilar metals [4]. The dissimilarity primarily refers to the
solubility or maximum enrichment the elements may achieve if dissolving from the
pure solid, and this solid constitutes the thermodynamically stable solid modification
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of the element under consideration. However, in the case of metals dissolving from
an alloy, concentrations in the liquid metal cannot reach the solubility, except for
the element that would remain at the solid/liquid interface after complete leaching
of the other elements. Of major alloying elements in steels or Ni-based alloys, the
possible enrichment of Ni in liquid metals typically is clearly higher than for iron
(Fe) or chromium (Cr), which is illustrated in Fig. 1 for liquid lead–bismuth eutectic
(LBE) [5–7].

After analysing the elemental steps that result in the transition of alloying elements
to the bulk of the liquid, whilst others stay behind, the theoretical implications are
compared to experimental observations. The influence of oxygen dissolved in the
liquid metal and the formation of intermetallic compounds are relatively briefly
discussed. The observations evaluated with respect to fundamental interactions stem
from experiments in Pb-based alloys [1, 3, 8–19] and liquid Sn [20–23] at 400–750
and 500–1000 °C, respectively.

Fig. 1 Solubility of Fe [5], Cr [6] and Ni [6, 7] in LBE as a function of temperature. The solid
section of the data plots indicates the temperature range in which experimental data is actually
available. It should be noted that at temperature less than about 450 °C, the thermodynamically
stable Ni-containing solid is intermetallic NiBi rather than pure nickel [2, 7]. (Color figure online)
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Metal Solution and Selective Leaching from Alloys

Analysis of Element Transfer, Transport and Re-Precipitation

The most typical interaction between liquid metals and solid metallic materials
certainly is the solution of material elements in the liquid. In the case of alloys,
it seems reasonable to assume that the elements initially dissolve in proportion to
their concentration in the alloy (general solution of the alloy), so that, after transfer
of i mol of alloy to j mol of liquid, the mole fraction x in the liquid is

x = i

i + j
y + j

i + j
x0 (1)

Equation (1) applies to each element with mole fraction y in the solid alloy and initial
concentration x0 in the liquid. A restriction to general solution arises when for one
of the alloying elements the thermodynamic activity in the liquid phase approaches
that in the solid, or

f × y = x

xs
(2)

f is the activity coefficient in the solid corresponding to y, and the inverse of the solu-
bility xs of the element under consideration replaces the activity coefficient in the ideal
diluted liquid solution that is assumed to form. For negligible initial concentrations
x0, inserting Eq. (1) in (2) and rearranging gives

i = f × xs
1 − f × xs

j (3)

Equation (3) implies f × xs < 1 (i, j > 0), and that the element with smallest f ×
xs (smallest i) first imposes a limit to general solution of the alloy. Especially, in the
Cr–Fe–Ni system, activity coefficients in solid alloys seem to be < 5 [2, 24] so that
for differences in solubility of more than about half an order of magnitude, it is the
alloying element with lowest solubility that is likely to stop general solution. The
influence of concentration in the alloy is relatively weak. The criterion for negligible
x0 is

x0
f × y

� xs (4)

the violation of which means that the limit to general solution occurs earlier, at
smaller i than predicted by Eq. (3). This is again more likely for the element with
lowest solubility xs, and especially if its concentration in the alloy is low.
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The process of solution in a certain volume of liquid metal, however, involves
not only the transfer across the solid/liquid interface but also diffusion of the trans-
ferring elements in the liquid. The analysis so far tacitly assumes that either the
liquid volume is small or diffusion fast enough for absorbed elements to disperse
uniformly. Any delay in element transport in the liquid leads to accumulation at the
solid/liquid interface so that, at this interface, the activity in the liquid approaches
the limit earlier. If the diffusion flux into the bulk of the liquid is proportional to the
alloy composition just like element transfer in the case of general solution, only the
effective volume (j in Eqs. (1) and (4)) becomes smaller, and the equality of activ-
ities at the interface is reached earlier. If the diffusion coefficients in the liquid of
the transferred elements have similar value, the flux is higher for elements with high
concentration in the solid, especially for the parent element of the alloy (generally
highest concentration in the liquid at the interface). For the parent element having
the lowest solubility in the liquid, this means that another constituent of the solid
alloy may equally be responsible for a transition from general to selective solution,
possibly the one with the next highest solubility. According to the hydrodynamic
approach to diffusion (Stokes–Einstein), the case of similar diffusion coefficients in
the liquid is likely to apply to Cr–Fe–Ni alloys, because the atoms have approxi-
mately same size. Experimental evidence is available for the diffusion coefficients
of Fe and Ni in LBE [25].

At the point of one element prohibiting further solution in proportion to the
concentrations in the alloy, somethingmust change. The first andmost obvious option
is disproportionate, i.e. preferential solution of the other elements that accordingly
deplete in the near-surface zone of the solid (depletion zone). At the same time,
thermodynamic limits alter with the change in alloy composition, and especially, the
element that once has stopped general solution will continue to dissolve as it enriches
in the solid at the solid/liquid interface. Furthermore, this element tends to diffuse in
the solid towards the bulk of the alloy, whereas the elements that deplete diffuse from
the bulk towards the surface. If counterdiffusion is balanced, the surface of the deple-
tion zone recedes rather than porosity develops (Fig. 2a). As diffusion in the solid
is likely to be slow in contrast to diffusion in the liquid phase and probably also in
comparisonwith element transfer across the solid/liquid interface. Thismeans, selec-
tive solution tends to retard and concentration gradients develop between the bulk
of the alloy and the solid/liquid interface. Element transfer across the solid/liquid
interface being generally faster than diffusion in the liquid leads to the elements
approaching the equality of activity on both sides of the interface one by one. For
similar diffusion coefficients in the liquid, the transport away from the interface that
is necessary for further solution is relatively fast for elements that are able to enrich
in the liquid more than others do, which increases the selectivity of solution for
elements with high solubility. The latter naturally applies only if concentrations in
the bulk of the liquid are, respectively, low.

Figure 2b extends the view to possible formation of voids in the depletion zone and
preferential progress along grain boundaries. Because of crystallographic mismatch
between abutting grains and, respectively, stretched or compressed bonds, the atoms
at grain boundaries are more likely to transfer to the liquid in contrast to the interior
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Fig. 2 Schematic illustration of depletion zones as expected to develop in the course of selective
leaching for a disproportionate element transfer with balanced counterdiffusion in the depletion
zone, b preferential progress along grain boundaries, and voids forming both at the surface and
inside the depletion zone, and c re-precipitation of elements of low solubility. (Color figure online)

of the grains. This gives rise to intergranular solution and penetration as especially
evident for pure Fe in flowing LBE at 400 [8] and 450 °C [9], but the principle will
not change if the material exposed to the liquid is an alloy. In case of disproportionate
transfer, the grains deplete in the preferentially transferred elements on both sides of
the boundary, and depletion proceeds from this boundary into the adjacent grains.
Transport in the finite volume of liquid that penetrates the grain boundary eventually
limits further element transfer so that the process of solution retards and the share
of intragranular consumption of the alloy gradually increases. However, the notion
that solution and especially penetration of the liquid have begun at grain boundaries
may persist. Relatively slow diffusion of the elements of low solubility towards
the unaffected alloy, i.e. fast diffusion of highly soluble elements in the opposite
direction, is likely to maintain voids in the surface as well as create porosity inside
the depletion zone. The higher the porosity inside the depletion zone, the smaller the
(average) surface recession, which equally applies to concentration in the solid of
elements of high solubility being high or low. Pores may allow the liquid to penetrate
the depletion zone in addition to the grain boundaries. But the necessary prerequisite
for the liquid reaching the alloy in original composition by this means is a continuous
network of pores crossing the depletion zone.

The alternative to dispersion in the bulk of the liquid is re-precipitation, possibly
after some short-range diffusion [1]. Re-precipitation of elements nearby the site of
solution necessitates that, through solution from the alloy, these elements achieve a
concentration or activity in the liquid that is higher than in a solid phase that may
newly form. For precipitation of a pure solid element, this means enrichment to
above solubility or activity >1, whereas the required element activity is lower if an
alloy precipitates. Activity >1 in the liquid implies activity >1 also in the original
solid alloy that, for the primarily settled element, then is a metastable modification
such as austenite for Fe at temperature less than about 900 °C. Thermochemical
data suggests a value of 1.2 for Fe activity in hypothetic pure γ–Fe (austenite) at
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800 K (527 °C) [26], a temperature at which α–Fe (ferrite) clearly is the stable
modification. If re-precipitation at a minimum of diffusion is an option especially
for elements that have only low solubility in the liquid, they are less likely to restrain
proportional transfer across the solid/liquid interface. In this case, the depletion zone
does not originate from disproportionate solution as such but through precipitation
along with dispersion in the liquid of those elements that enter the newly formed
solid in only minor amounts. This solid being interspersed with the liquid is inherent
to the formation mechanism, and a thin layer of liquid separating it from the original
alloy is probably characteristic [1]. Allotropic transformation, however, is not an
exclusive feature of re-precipitation, but possible also if the elements stabilising a
metastable original alloy preferentially transfer to the liquid.

Figure 2c illustrates the re-precipitation of elements of low solubility after element
transfer to the liquid in proportion to the alloy composition. The grain boundaries are
again the sites where the processes most likely start. Necessary element transport,
especially of the highly soluble alloying elements, in the liquid volume that penetrates
the grain boundaries is hampered by the first precipitates of the newly formed phase.
Consequently, the solution and subsequent precipitation on the grain face gain in
importance. The precipitates above the interior of the grains are likely to be large in
comparison with particles forming at and especially inside the limited space along
grain boundaries, so that the original alloy microstructure is traced through small
between large precipitates. Growth of large at the cost of small particles (Ostwald
ripening) may clear the former grain boundaries from precipitates, by which the
original alloy structure becomes evenmore apparent in the depletion zone. In contrast
to depletion by disproportionate transfer to the liquid, there is no diffusion towards
the alloy of the elements remaining in the depletion zone, because their activity in
the precipitating solid is at most equal if not less than in the alloy. Accordingly, for
the surface of the depletion zone to recede, repeated transfer to and dispersion in the
liquid are required [1]. As mentioned above, the presence of a newly formed phase is
not distinctive for the re-precipitation mechanism. It rather is the missing depletion
below the deepest penetration of the liquid that excludes disproportionate element
transfer to the liquid. A film of liquid separating precipitated particles from the alloy
is a necessary indication for short-range diffusion in the liquid before precipitation,
but also establishes if nucleation occurs immediately on the alloy surface and further
solution proceeds around the formed particle. The latter is an option especially in the
initial stage, whereas, in the long run, the growth of the existing particles is likely to
be more favourable.

Observations from Experiments

A large part of experimental investigations in which material solution in liquid metal
is evident has been performed on steels. Significantly different solubility of themajor
alloying elements, as illustrated in Fig. 1 for LBE, especially occurs in the case of
austenitic grades. At moderately high temperature, namely <900 °C, ferrite is the
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Fig. 3 Surface of 15–15 Ti
steel 1.4970 (40% cold work,
flat surface, polished) after
exposure for about 5000 h to
flowing LBE at 400 °C and
10–7% dissolved oxygen [10]

generallymore stablemodification of the parent element of the alloy, so that, from the
purely thermodynamic point of view, selective element transfer or the precipitation
primarily of Fe is equally likely to occur. An indication of the latter (Fig. 3) has
been found in 15–15 Ti steel 1.4970 after exposure to flowing LBE at 400 °C, on the
flat, polished surface of the material both in the solution annealed and cold-worked
(40%) state [10]. In the particular experiment, the LBE contained 10–7% (by mass)
oxygen so that the solution typical for the interaction with liquid metal competes
with surface oxidation. Figure 3 constitutes an early stage of solution that has started
after a period dominated by the formation of surface oxides. As other materials,
especially technically pure Fe [8], have been tested in the same experimental run,
it may not be excluded that the accumulated Fe has partially deposited from the
flowing liquid metal, the temperature of which may (slightly) decrease as it passes
the exposed samples one after another. However, the interaction of the austenitic steel
and the liquid metal is obvious from cross-sectional analyses, especially for grain
and subgrain boundaries [10], and re-precipitation of Fe seems all the more required
for maintaining proportional element transfer from the steel if the Fe concentration
in the liquid is already high.

Figure 3 also exhibits indications of preferential attack along grain and subgrain
boundaries. Accelerated element transfer and liquid–metal penetration facilitated
by high local defect density in the solid are generally more likely to occur at high-
angle grain boundaries, for which the crystallographic mismatch of the neighbouring
grains certainly is largest. However, solution and penetration may be clearly more
apparent along subgrain boundaries, most notably the deformation twins in cold-
worked austenitic steels that have been exposed to LBE at 450 [11] or 500 °C [12].
While highest potential energy or highest mobility of atoms cannot immediately
explain this striking observation, the formation of low-energy liquid/solid interfaces
possibly favours the penetration of liquid into a subgrain boundary if this boundary
divides the grain parallel to crystallographic planes with special affinity to the liquid.
Along former twin boundaries and where the latter would intersect each other, elec-
tron microscopy [11] reveals ferrite with reduced Ni and Cr content in comparison
with the original steel, always enclosed by solidified LBE. Transport of Ni and Cr
in the penetrated liquid is evident, whereas element depletion on the side remote
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from the ferrite is not apparent from the presented elemental maps and other micro-
analyses, and not particularly addressed in the evaluations. A mechanism has been
proposed for depletion and transformation into ferrite of narrow twins of submicron
thickness, starting with penetration of the liquid metal along two almost adjacent
twin boundaries [11]. The idea that a narrow austenite twin widens through selective
leaching of elements, which opens the space for further ingress of liquid metal [11],
may apply analogously for a single twin boundary, considering the loss of material
in connection with the removal of atoms via the penetrating liquid. An advanced
state of selective leaching in austenitic steel is exemplified in Fig. 4 that stems from
experiments in oxygen-containing flowing LBE at 550 °C [13]. Liquid metal that has
penetrated the depletion zone seems to trace at least a part of the grain boundaries in

Fig. 4 Cross section of a
depletion zone that has
formed in austenitic steel
1.4571 during exposure for
5012 h to oxygen-containing
flowing LBE at 550 °C [13]
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the original microstructure of the steel, but progress at the depletion zone/steel inter-
face is largely transgranular. The results from energy-dispersive X-ray spectroscopy
(EDS) performed across the near-surface portion of the steel imply that depletion
is confined by the deepest penetration of the liquid metal. The particular shape of
the depletion zone/steel interface depends on temperature [1], the concentration and
orientation of deformation twins in the material [12] or other special features of the
microstructure of the steel [14]. The formed surface oxide (Fig. 4) may have retarded
[1] but could obviously not suppress selective leaching.

Most notably if the oxygen concentration (activity) in the liquid metal suffices to
stabilise oxides of the material elements, solution needs an incubation period during
which surface oxides are destroyed. For austenitic steel exposed to static LBE at
500 °C [3] or flowing LBE at 400–550 °C [15], the kinetics of the processes that then
take placemay initially be described by a linear rate law. In the long run, however, the
instantaneous velocity with which selective leaching consumes the steel decreases
with time [1, 14]. The duration of apparently linear degradation depends on temper-
ature and the specific austenitic material under consideration [15]. Albeit different in
the quantitative outcome, weight change as a function of time determined at 700 °C
in flowing sodium (Na) corroborates that, on average, the rate of selective leaching
decreases with time for various austenitic steels [27–29]. The identification of the
rate determining elemental step in the overall process naturally depends on themech-
anism that is presumed being active, but, as a basic principle, it must be the slowest
of the subprocesses that are necessary to maintain element transfer from the solid
to the liquid phase. For selective element transfer, this would be either diffusion in
the gradually depleting steel towards or transport of the preferentially dissolving
elements in the liquid. A network of former grain boundaries and, possibly, pores
that are penetrated by the liquid (Fig. 2b) reduces the distance to cover by means of
diffusion in the solid state. In the case of the re-precipitation mechanism (Fig. 2c),
again the transport in the liquid phase imposes a limit on continuing (non-selective)
element transfer, but, in the effect of removing dissolved elements from the liquid
at the site of dissolution, is supported by the precipitation of the elements of low
solubility [1]. Finally, it cannot be excluded that depending on local pre-requisites
for dispersion via the liquid (thickness of liquid films), resupply through diffusion
in the depleting solid (microstructure, element concentration) or re-precipitation
(available space) temporarily take turns, which seems all the more likely if selec-
tive leaching preferentially proceeds along grain boundaries or narrow subgrains. In
general, however, non-selective element transfer along with re-precipitation should
enable faster progress, because it works without solid-state diffusion [1]. Austenitic
steels are predestined to gradually dissolve according to this mechanism especially
at temperature at which austenite is the metastable solid modification of Fe.

Austenitic steel exposed to liquid Sn [20] shows ferrite formation only at >650 °C
and most notably at >840 °C. Both Cr in the steel and Sn stabilise the ferritc phase
that is still observed at >1050 °C. At >1050 °C, not only the surface recession of
the depletion zone becomes prominent but also the formed ferrite tends to recrys-
tallise into a continuous layer. Additionally, a preference for Ni removal and phase
transformation near twins in the austenitic structure is found. The habitus of ferrite
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Fig. 5 Selective leaching in Ni-based alloy 2.4663 (Ni–22Cr–12Co–9Mo) after contact with static
liquid Sn a for 25 h at 700 °C and b for 50 h at 1000 °C. c Detail of the innermost part of the
depletion zone in Fig. 5a [21]

changes from globular to columnar if conditions are adverse to the removal of Ni, i.e.
after pre-saturation of the liquid with Ni, for comparatively small volume of liquid
or decreasing temperature. Ferrite interspersed with liquid is most obvious in the
temperature range from 950 to 1050 °C and occurs for both shapes of ferrite grains.
Especially at <950 °C, the austenite at the interface with columnar ferrite does not
show Ni depletion [20], which complies with slow Ni transport in the austenite in
contrast to diffusion across the ferritic zone even in the absence of penetrated liquid.
Besides the presence of intermetallic compounds, e.g. Ni3Sn2 that seems to have
formed at up to 1050 °C [20], Sn entering and stabilizing the ferritic phase is likely
to influence the detailed mechanism of ferrite formation. At >900 °C, solid-state
diffusion becomes increasingly faster, whereas the precipitation of Fe-rich ferrite
from the liquid is rather improbable.

Figure 5 presents examples of selective leaching in Ni-based alloy as observed
after exposure to static liquid Sn at 700 and 1000 °C, respectively [21]. At 700 °C
(Fig. 5a), the body of the depletion zone mainly consists of a conglomerate of Sn–Ni
and Cr–molybdenum (Mo) phases. The Sn–Ni part is likely to be at least partially
liquid at 700 °C, whereas Cr and Mo are major alloying elements of low solu-
bility in the particular Ni-based material. The microstructure of the original alloy
is largely conserved. In the outer portion, Cr–Mo has more clearly separated from
Sn–Ni and accumulated in the domains that appear dark in the backscatter electron
(BSE) micrograph depicted in Fig. 5a. The latter certainly results from ageing of the
depletion zone. At 1000 °C (Fig. 5b), three subzones can be distinguished: (A) the
innermost part, showing columnar Cr–Mo interspersed with Sn–Ni; (B) a transition
zone characterised by high percentage of Sn–Ni and small particles that seem to
have originated from disintegration of the columnar Cr–Mo in subzone A; and (C)
comparatively large particles enclosed by Sn–Ni. The large particles have gained
in size partly through absorption of Fe from the liquid Sn [21]. The most obvious
difference between the two scales is the percentage of Sn–Ni via which Ni and other
alloying elements of rather high solubility in Sn, such as cobalt (Co), defect from
the original alloy. Columnar Cr–Mo formed at 1000 °C is reminiscent of the ferrite
structure attributed to relatively low velocity of Ni transfer to the bulk of the liquid
metal [20]. At 300 °C lower temperature, at which the original microstructure of
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the alloy is conserved, not only the rate of element removal is significantly reduced
but also the capacity of the liquid Sn for dissolving Ni as well as other alloying
elements is clearly lower. Both favour elements of low solubility staying behind in
the depletion zone. The re-precipitation mechanism could explain the generally fine
dispersion but accumulation of Sn along the grain boundaries of the original alloy
(Fig. 5c), and precipitation of Cr–Mo after transport only over a short distance would
comply with reproduction of the original microstructure.

Influence of Dissolved Oxygen

At the time of the first exposure to the liquid metal, the surface of solid metallic
materials is rarely clean in the sense that there is no adsorption layer or precursor of
a surface scale formed during storage and handling. Surface oxides are of particular
importance in this respect.Dependingon theoxygen concentration, ormore precisely,
oxygen activity in the liquid metal, they tend to degrade, grow or transform. Surface
oxide that is stable under the prevailing conditions may effectively suppress the
interaction with the liquid metal [16]. However, along with growth of an oxide film,
defects accumulate which renders the oxide prone to local failure [30, 31], i.e. the
interaction with the liquid metal is only delayed [17] rather than completely avoided.

The influence of oxygen that is dissolved in the liquid metal is not confined to
the formation of surface oxides. Where such an oxide scale remains discontinuous
or locally loses its protective properties, solid oxides may also form after transfer of
the respective material element to and transport in the liquid metal. This gives rise
to the precipitation of oxide in some distance from the site of element solution as,
e.g., observed for austenitic steel at 450 °C in the presence of static LBE containing
10–7% oxygen [17]. The formation of solid oxide is an alternative way of a dissolved
element leaving the solution, and the concentration of this element in the liquid
is rather low at the site where the precipitation occurs. Accordingly, concentration
gradients become steeper which supports element transport and, therefore, further
solution from the solid alloy. For selective leaching this means, oxidation improves
the conditions for transport in the liquid specifically for oxide-forming elements,
which suggests oxidation of Fe and Cr as an explanation for different ferrite contents
in depletion zones formed in austenitic steel at 450 and 550 °C, in flowing LBE with
10–6%dissolved oxygen in both cases [1]. Likewise, lower Cr content in the depletion
zone and overall higher material loss have been attributed to higher oxygen activity
in Pb–lithium (Li) alloys with different Li concentrations [18]. Oxide formation
may even reverse the situation as to selective leaching in the sense that elements
with generally high solubility stay in the alloy, whilst elements of low solubility
preferentially transfer to the liquid and subsequently precipitate. An example is the
performance of binary Ni–Cr alloys, especially Ni with 35% Cr in static liquid Pb
at 750 °C and 10–6% dissolved oxygen [19]. The EDS linescan presented in Fig. 6
indicates near-surface enrichment of Ni, and Cr depletion in the alloy, although Ni
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Fig. 6 Ni–35Cr model alloy
after exposure for 120 h to
oxygen-containing static Pb
at 750 °C: BSE micrograph
and results of qualitative
EDS analyses performed
along the indicated line [19].
(Color figure online)

solubility in Pb is clearly higher than the solubility of Cr [32]. Cr has re-precipitated
to form an oxide layer that finally encloses the liquid metal.

Oxygen enrichment above the threshold for the formation of oxides of the alloying
elements in steels and Ni-based alloys is also possible for liquid Sn, giving rise to
suppression of element solution as well as only local occurrence of solution [22].

Formation of Intermetallics

The formation of intermetallic compounds is particularly important in the Fe–Sn
[33] and Ni–Sn systems [34]. At temperature in the range of 500 °C, Ni in austenitic
steel primarily transfers to the liquid metal, but a significant share of Fe is retained
as FeSn2, and FeSn to lesser extent, in a solid surface scale on the steel [21–23].
Consumption of the steel is non-selective, which changes, if temperature increases
to around 700 °C. Furthermore, austenitic steels now develop the depletion zone at
the instantaneous surface that is typical for selective leaching especially of Ni. The
removal of Ni is likely to still occur through a solid intermetallic layer that, in this
temperature range, predominantly consists of FeSn [21–23]. This layer is interspersed
with particles that are rich in Cr and Mo. Their Fe content and size decrease with
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increasing distance from the alloy [21]. Ferrite that has formed in the depletion zone
is columnar, similar to Fig. 5b, and the notion that the particles enclosed by FeSn
have separated from the columnar ferrite equally arises. The removal of Ni through
the intermetallic layer requires an adequate solubility in FeSn2 or FeSn and is driven
by the high solubility of Ni in liquid Sn. Ni–Sn intermetallics alternatively form if
the bulk of the liquid is Ni-saturated. In pits originating from local initiation of the
interaction with liquid Sn, Cr–Mo forms a network, as the ratio of Sn available inside
the pit and active alloy surface area is rather small [22].

Also in the case of Ni-based alloys, the stability of intermetallic compounds
with Sn changes the initially liquid Sn/solid alloy interaction into a solid/solid inter-
action with Ni3Sn4 being the dominant intermetallic at 700 °C [21, 22]. As the
growth of Ni3Sn4 primarily consumes Ni, the qualitative outcome, i.e. formation of
a conglomerate of Sn–Ni and Cr–Mo similar to Fig. 5c, does not significantly change
in comparison with selective leaching caused by liquid Sn, but the consumption of
material is clearly lower if there is a Ni3Sn4 layer on the surface, as experiments
with Ni-saturated Sn show [22]. The solubility of Cr and Mo in the intermetallic
may be equally low or even lower than in liquid Sn, and diffusion of these elements
is slower. At high concentration of Fe in the alloy and temperature at which Fe–Sn
intermetallics are stable, the formation of the latter competes with the development
of ferrite that, for austenitic steel, completely vanishes at 500 [21, 22] or the amount
of which is reduced at 700 °C [21, 22].

In contrast to liquid Sn, the formation of intermetallic phases plays a negligible
role in the performance of steels or Ni-based alloys in the presence of liquid Pb
or LBE. This especially applies to the typical temperatures of interest. However,
precipitation of the bismuth (Bi)–Ni intermetallics NiBi or NiBi3 is to be taken into
account if LBE absorbs Ni from materials in a non-isothermal system.

Conclusions

The analysis of dissimilar metal transfer from a solid alloy to the bulk volume of
a liquid shows that the process becoming selective for certain alloying elements
depends on the solubility of the metals under consideration, but only weakly on their
concentration in the alloy. The re-precipitation of elements of low solubility is gener-
ally favoured over disproportionate transfer to the liquid if, for the re-precipitating
elements, the alloy is not the thermodynamically most stable modification under the
prevailing conditions such as austenite in the case of Fe at <900 °C. This especially
applies to temperature too low for significant diffusion in solids. Re-precipitation
is indicated by a film of liquid separating a zone depleted in the elements of high
solubility from the alloy in its original composition.

Experimental observations as to selective leaching are more numerous for
austenitic steel and Pb-based alloys, most notably LBE, if compared with Ni-based
alloys or liquid Sn. The results from high-resolutionmicroscopy available for narrow
twins [11] show the characteristics of re-precipitationmost clearly, for austenitic steel
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after exposure to LBE at 450 °C. Selective leaching caused by Sn without influence
of the formation of intermetallic phases is to be expected at temperatures high enough
for remarkable solid state diffusion, so that one of themain arguments against dispro-
portionate solution loses validity. Furthermore and unlike Pb or Bi, Sn contributes to
the ferritic phase that is the product of the decomposition of austenitic steels [20], so
that samemechanism of selective leaching as in LBE at moderately high temperature
is not amatter of course. The identification of re-precipitation as the prevailingmech-
anism for Ni-based alloy and Sn at 700 °C has, at this stage, preliminary character
and partly bases on the contrast to observations at 1000 °C.

Dissolved oxygen supports leaching of elements that form solid oxides. The
formation of intermetallic compounds of alloying elements that exhibit high solu-
bility in the liquid metal reduces the rate of selective leaching, but apparently has
weak influence on the structure of the depletion zone that develops. The latter is
in contrast to elements of low solubility forming intermetallics with the constituent
parts of the liquid metal.
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Numerical and Analytical Research
of the Formation and Accumulation
of Deposits on the Circuit with HLM
Coolant Within the Consistent Model
for Physical and Chemical Processes

A. V. Avdeenkov, O. I. Achakovsky, and A. I. Orlov

Abstract We analyze an engineering model for a self-consistent calculation of the
growth of an oxide film in circulation circuits with a heavy liquid metal coolant
and concentrations of impurities (oxygen, iron, magnetite) from the point of view of
possible uncertainty in determining the activity of oxygen. The modeling of thermo-
hydraulic and physicochemical processes is based on solving the associated three-
dimensional equations of hydrodynamics, convective-diffusive transport, and the
formation of chemically interacting impurity components in the coolant volume and
on the surface of steels. Model calculations of the influence of the uncertainty of
oxygen activity on the rate and integral yield of iron, which under the given condi-
tions of the oxygen regime after interaction with oxygen determine the appearance
of magnetite. It is numerically demonstrated that in the saturation mode, there is a
model-independent characteristic, which is determined by the parabolic constant and
thickness of the oxide film characteristic of steel.

Keywords Mass transfer · Impurities · Oxide film · Fast reactor · Lead coolant ·
MASKA-LM code · Iron yield · Oxygen regime · Saturation

Introduction

The experience of operating circulation loops with HLMC has shown that impuri-
ties enter the coolant that interact with each other, with the coolant and structural
materials, and the products of these interactions spread around the loop and could
localize in specific areas. As a result of these interactions andmass transfer processes,
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disruptions to the performance of the circuits are possible, which are expressed in
the following:

– deterioration of thermohydraulic characteristics due to the deposition on surfaces
of the circuit of phases containing oxides of coolant components and circuit
materials.

– violation of the tightness of the circuit or the appearance of various defects and
destruction of its materials due to the aggressive action of the coolant.

The composition, physical state, and amount of impurities largely depend on the
stage and operating conditions of circuits. The presence of particles of structural
materials (SM) in slags is associated with the release of materials from them due to
the occurrence of diffusion and corrosion–erosion processes during the contact of
HLMCwith SM.As shown by the results of numerous studies of the composition and
chemical properties of slags in most cases, the bulk share consists of the components
of the phases PbO, Pb (and Bi for Pb-Bi HLMC). Slag also contains oxide phases
from Bi2O3, Fe3O4, Fe2O3 and oxides of other elements.

The purpose of this work is to study only one, but an important component of the
formation of impurities, namely the yield of iron and the formation of magnetite,
since this process is precisely due to the specificity of self-consistent physicochemical
processes in the oxide film and at the interface between the media, while the other
processes are due to the specifics of the design and operation of the circuits.

Thepaper presentsmodel calculations of the influenceof the uncertainty of oxygen
activity on the rate and integral yield of iron, which, under the given conditions of
the oxygen regime, after interaction with oxygen, causes the formation of magnetite.

Since at the moment, there is no sufficient amount of data on the behavior of
magnetite in the circuit (the degree of deposition, coagulation, solubility), modeling
allows us to make only calculated estimates of the rate of its generation and its
integral amount in the circuit by the emission of iron into a circuit.

When calculating and analyzing physicochemical processes, it is necessary to
take into account that oxygen activity can be measured (indirectly calculated) only
with some error.

The article presents the results of corrosion processes kinetics and changes in
the oxide layer modeling using MASKA-LM software complex. The complex is
intended for numerical simulation of three-dimensional non-stationary processes
of mass transfer and interaction of impurity components in a heavy liquid metal
coolant (HLMC: lead, lead–bismuth). The software complex is based on numerical
solution of coupled three-dimensional equations of hydrodynamics, heat transfer,
formation and convective-diffusive transport of chemically interacting components
of impurities.

A system of three-dimensional equations of an incompressible multicomponent
medium in aCartesian coordinate systemwas used to describe the processes of forma-
tion, transformation, and transfer of impurities in the primary circuit of a reactor with
HLMC. The system includes hydrodynamic equations in the Boussinesq approxima-
tion, equations of conservation and transfer of thermal energy, equations of physic-
ochemical kinetics of impurities [1–4], equations of conservation, and transfer of
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components of a multicomponent medium. The system of equations is solved by
finite-difference methods.

For simplicity, a system is considered only with the formation of magnetite and
the release of iron. This approach is fully justified, since the mobility of iron is an
order of magnitude higher than that of, for example, chromium, and its release into
the coolant is at least an order of magnitude more intense. In the developed model,
at the first stage, the iron flux “remaining” in the near-wall layer is determined as the
difference between the fluxes through the oxide film and the flux that has gone into the
coolant. The “counter” flow of oxygen from the coolant is determined according to
the stoichiometry of themagnetite formed. In this approximation, it is unambiguously
assumed that the growth of the film (magnetite) occurs due to the reaction on the
surface of the oxide layer:

3Fe + 4PbO ⇔ Fe3O4 + 4Pb,

and at the same time, all four components of the reaction are in chemical equi-
librium. Since the rate of chemical reactions is much higher than the character-
istic rates of all other physical processes, then in the volume of the coolant at each
moment of time, chemical equilibrium can be considered steady and the distribution
of components depends significantly on thermohydraulic processes.

Basic equations of the model for the growth of a conventionally single-layer film
δ, fluxes, and concentrations of impurities at the steel–coolant interface:

4MO

3MFe
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J δ
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where

J β,δ

O,Fe oxygen and iron flows in the coolant flow and the film, respectively,
Cδ

Fe concentration of iron in the oxide film (designation δ),
Cβ

Fe iron concentration in the coolant flow,
Cγ

Fe concentration of iron on the surface of the oxide layer due to the reaction
(designation γ),

Cβ

O oxygen concentration in the coolant flow,
Cδ

O oxygen concentration in the oxide film,
χFe, χO mass transfer coefficients for iron and oxygen, MO, MFe—molar masses

of oxygen and iron, Kp—parabolic constant.
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Parametrizations of parabolic constants for EP-823, T91, 316L and others are
given in [5–11].

From expression (2), it follows that the film thickness reaches its limit value
(saturation thickness):

δc = Kp

2 χFe(C
γ

Fe−Cβ

Fe)

Cδ
Fe

(3)

The joint solution of the equations of thermal hydraulics, the equations of chem-
ical equilibrium processes describing the formation of oxide, and the equations of
film change (1a, 1b, 2) of the MASKA-LM code make it possible to determine the
thickness of the oxide film and the fluxes of impurities at the interfaces at any time.

Model Calculations for Different Steels

For numerical analysis, a simple model of the flow of lead coolant of a given temper-
ature in a pipe was chosen: the length of the computational domain is 1 m; diameter
50 mm; Reynolds number 105, which corresponds to the coolant flow velocity v =
1.736 m/s. Pipe surface area S = 0.157 m2.

To estimate the iron yield, it is sufficient to know its flux at the boundary of the
oxide filmJ β

Fe, which can be obtained from the solution of the above-describedmodel
equations. Knowing the flow, it is possible to determine the total yield of iron from
the surface per unit of time and its integral yield as a function of time.

In further calculations, the scatter of oxygen concentration values is assumed:
±20 and ±50% [12].

In the present analysis, most of the model calculations were carried out for the
basic mode and coolant temperature of 650 °C to assess the scale of iron release into
the coolant.

As is well known, the oxygen regime for the coolant is selected based on currently
available experimental material for bench tests of structural steels and can be further
adjusted. The upper limit of the range is selected based on prevention of conditions
for formation of a solid phase of lead oxide in the “cold” part of the circuit. The
lower limit is determined based on the oxygen content corresponding to the level of
potential destruction of the outer layer of protective oxide coatings on the surfaces
of structural steels. When the concentration of dissolved oxygen in the coolant drops
below the critical value, i.e., less than the lower limit of the concentration range,
reliable anti-corrosion protection of structural steels is not provided. Exceeding the
upper limit of the concentration range, i.e., the presence of a significant amount of
oxygen in the loop, can lead to the accumulation of an unacceptable amount of slag
deposits on the heat exchange surfaces of the loop and equipment.

Figure 1 shows the rate of iron yield, its integral yield, and the spread of values
with an uncertainty of oxygen concentration up to±50%. Just as for the thickness of
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Fig. 1 Spread of values of iron yield rate rate(left panel) and integral yield (right panel) in the tube
made of EP-823 steel with the spread of oxygen concentration values ±20 and ±50% of the base
value 10–6 mass%. T = 650 °C. (Color figure online)

the oxide film, the numerical range of the studied values is from ~30 to ~100% for
the lower and upper values. Figure 2 shows the results of comparative calculations of
the amount of iron in the film and the amount of iron released into the coolant. The
released iron, due to the constancy of the maintained oxygen concentration, quickly
reacts with oxygen, forming magnetite, which in the form of deposits can stay in
the circuit. The results show that most of the iron is released into the coolant, which
obviously needs constant filtration.

Figure 2 shows the results of calculations of the release of iron into the coolant
at different temperatures. At a temperature of 500° C, the integral yield of iron
is approximately three orders of magnitude less than at 650° C, which is obviously
explained by the highermobility of iron cations in steel and film at high temperatures.

Figure 3 show the same as Fig. 1, but for increased oxygen concentration. The
proportions in uncertainty of 30 and 100% are also the same as for the basic oxygen

Fig. 2 Comparison of integral yield of iron in the film with the amount of iron released into the
coolant. Steel EP-823 (left panel). Integral iron yield at different temperatures for EP-823 steel
(right panel). T = 650 °C. (Color figure online)
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Fig. 3 Spread of the values of iron yield rate and the integral yield in a tube made of EP-823 steel
with the spread of the oxygen concentration values ±20% and ±50% from 4 × 10−5 mass%. T =
650 °C. (Color figure online)

regime. A significant difference from the basic oxygen regime is the result that a
comparable part of iron goes into the oxide film, and the actual release of iron into
the coolant is several orders ofmagnitude smaller, then at the basic oxygen regime for
the same times. It should be noted here that at an increased oxygen concentration, the
film grows for a long time (up to tens of thousands of hours) according to a parabolic
law and reaches values of up to several millimeters, which, based on the available
experimental data and general concepts, is hardly possible, since erosion processes
should “rip off” such thick film. But now, the model does not take into account the
erosive processes of film stripping due to the lack of experimental information.

Figures 4, 5 and 6 show the results of comparative calculations of the iron yield
for different steels at different temperatures and different rates of coolants. All the
carried-out calculations confirm the above observations and conclusions for other
steels as well. But here it is necessary to make an essential remark. As can be seen
from these figures, starting from a certain moment in time, the rate of release of iron

Fig. 4 Comparison of values of iron yield rate (left panel) and the integral yield (right panel) for
different steels. T = 650 °C. (Color figure online)
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Fig. 5 Comparison of values of iron yield rate (left panel) and the integral yield (right panel) for
different steels. T = 500 °C. (Color figure online)

Fig. 6 Comparison of values iron yield rate (left panel) and the integral yield (right panel) for
different steels. T = 650 °C at an average speed of the coolant v = 0.1 m/s. (Color figure online)

no longer depends on the type of steel and is the same for all of them. This moment
in time is the moment when the thickness of the oxide film reaches the saturation
value. For different steels, this moment occurs at different times.

It is obvious that the result obtained is a consequence of the assumption that the
film is the same for all steels, that is, magnetite. And since upon reaching saturation,
the film thicknesses no longer change, the differences in the properties of the steels
behind the film no longer affect the iron yield, and it is determined by magnetite
itself. It is also obvious that if we consider that for each steel, its film will have a
different composition, then such an exact coincidence will not happen. It should be
noted that since the density of spinel and the density of magnetite differ quite slightly
(less than 10%), the expected differences will also be insignificant.

Calculations confirm the statement about the consistency of the value
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J β

Fe

S · Cδ
Fe

= Kp

S · 2δc (4)

and reaching a certain constant rate of iron release, which is determined by the ratio
of the parabolic constant and the thickness of the oxide film in saturation mode,
Kp/δc.

For the considered example of the growth of an oxide film in a tube, the ratio
of the volume of the coolant in the tube to the steel surface area is rather large and
amounts to ~12.5 mm. We considered another example, where this ratio is much
smaller (~2.7 mm), namely a bundle of rods in a triangular package with a diameter
of 10 mm, a length of 0.97 m, with a pitch of 14 mm. The results obtained with an
accuracy of the ratio of the surface areas of steels of these two geometries repeat the
results for the tube.

Thus, as for the thickness of the oxide film, the geometry itself has no significant
effect on the magnitude and rate of iron release, and small differences are determined
by a small difference in the coolant flow rate. However, this is obviously the expected
result that the properties of the coolant (velocity and temperature fields) determine the
features of physicochemical processes at the steel–coolant interface and are necessary
preliminary data obtained directly from 3D thermohydraulic calculations.

Estimation of Relative Loss of Iron in Steel

The calculated values of the rate of iron yield and the integral yield of iron obtained
above can be used in assessing the conditionally removed steel material. The iron
left from the sample can be converted to the volume of the removed steel. For a tube,
this volume can be equivalently converted to the “eaten” steel thickness by diameter.
For a tube with a diameter of 50 mm, the “expansion” of the tube due to the loss of
steel lies in the region of 5 mm for different steels at T = 650 °C (Table 1). In this
case, the contribution of iron transferred into the film is insignificant in comparison
with the contribution of iron released into the coolant. Thus, the yield of iron with
such parameters is very noticeable.

Table 1 Iron loss from the tube surface

Tube, diameter 50 mm, v = 1.736 m/s, T = 650 °C, oxygen concentration 10–6 mass%, surface
square S = 0.157 m2

Steel Total flow of iron into the
coolant at a moment in time
10,000 h, kg/s

Iron, kg «Eatable» thickness, mm

EP-823 1.72E-7 6.2 5.05

T91 1.72E-7 6.45 5.25

316L 1.72E-7 6.15 5.0
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Table 2 Iron loss from the tube surface at low coolant velocity

Tube, diameter 50 mm, v = 0.1 m/s, T = 650 °C, surface square S = 0.157 m2

Steel Total flow of iron into the
coolant, kg/s

Iron, kg «Eatable» thickness, mm

EP-823 1.55E-8 9.1E-01 7.45E-01

T91 3.5E-08 2.2 1.8

316L 1.45E-08 6.2E-01 5.05E-01

Table 3 Iron loss from the tube surface at T = 500 °C

Tube, diameter 50 mm, v = 1.736 m/s, T = 500 °C, surface square S = 0.157 m2

Steel Total flow of iron into the
coolant, kg/s

Iron, kg «Eatable» thickness, mm

EP-823 2.6E-10 1.00E-2 8.2E-3

T91 2.75E-10 3.70E-02 3.0E-02

316L 2.60E-10 1.20E-2 9.8E-3

At low speed of coolant (Table 2), the “eatable” tube thickness is much smaller,
while the thickness of the oxide film is much larger. This is quite understandable,
since the main amount of iron comes out already after the oxide film reaches the
saturation value and according to the ratio (3)

J β

Fe ∼ 1/
δc

(3)

At a temperature of 500 °C (Table 3) , the iron yield is almost three orders of
magnitude lower than at 650 °C and the thinning of steel is only 8–10 microns after
10,000 h.

It should be noted that the numbers are approximate since they do not take into
account, for example, the yield of chromium and the change in material properties
in time. It is possible that structural changes in steel occurring over time due to the
release of iron also affect the rate of formation and structure of the film, which in
turn affects the rate of release of iron. But for the implementation of these processes
now, there is not enough experimental data.

Conclusion

The release of iron and the formation of magnetite is managed by the specificity of
self-consistent physicochemical processes in the oxide film and at the interface.

Model calculations of the influence of the uncertainty of oxygen activity on the
rate and integral yield of iron have been carried out, which, under given conditions of
the oxygen regime, after interaction with oxygen, causes the formation of magnetite.
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The scatter of the calculated values of iron yield is essentially determined by the
accuracy of measurements of oxygen activity and varies from several tens of percent
to values close to one hundred percent in case of unsatisfactory calibration of the
oxygen sensor. The calculated values of the release of iron from the coolant have the
same errors as the thickness of the oxide at a given oxygen regime and temperature.

It is numerically demonstrated that temperature significantly affects the yield of
iron and can make significant influence on the changes in the structure of steel due
to the high intensity of the process.

It is numerically demonstrated that in the saturation mode, there is a model-
independent characteristic, which is determined by the parabolic constant and the
thickness of the oxide film typical to this steel.

A simple model relationship is proposed for assessing the power of the mass
transfer apparatus.
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Analysis of Al 6061 and Mild Steel Joints
from Rotary Friction Welding

Nikhil Gotawala and Amber Shrivastava

Abstract This work focuses on the microstructure evolution upon rotary friction
welding of Al 6061 tomild steel and resulting joint strength.Material deforms plasti-
cally during rotary frictionwelding; however, temperatures are low enough to prevent
melting, which limits intermetallic compound formation. Displacement-controlled
rotary friction welding of circular workpieces is performed with combinations of
three friction times (48, 24 and 16 s) and two rotation speeds (1200 and 1400 rpm).
Significant grain refinement is observed at the centre onAl 6061 side, which indicates
dynamic recrystallization. However, only recovery is observed at the mild steel side,
which is attributed to low temperatures. The maximum joint strength of 136 MPa
is achieved. The fractured surfaces from tensile tests reveal sticking of Al 6061 on
mild steel at the centre region. The fractured surfaces suggest ductile fracture in the
centre region and brittle fracture close to the periphery.

Keywords Rotary friction welding · Dissimilar material joining · Dynamic
recrystallization

Introduction

Many industries like aerospace, automotive, marine, etc. desire to reduce the
fuel consumption, for achieving lower operational cost and environmental impact.
Lightweighting of structures without compromising strength is a potential way
forward. Al alloys are light in weight with high specific strength. However, complete
replacement of steel components by Al alloys is difficult due to higher price of Al
alloys. This makes it desirable to join Al alloys and steel. Fusion welding of Al
alloys and steels leads to large amount of brittle intermetallic compounds (IMC) in
the joint, which deteriorate the joint’s mechanical performance [1, 2]. The solid-state
joining techniques, such as friction stir welding can be used for joining dissimilar
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materials [3]. Many researchers have successfully joined aluminium alloys and steel
using friction stir welding [4, 5]. However, friction stir welding is limited to sheet-
or plate-type components. Rotary friction welding (RFW) is a solid-state joining
process, which can be used for joining circular components [6]. During RFW, one
of the workpiece rotates about its axis and plunges into the stationary workpiece.
The friction at the interface of the two workpeices leads to heat generation and the
temperature rises, material deforms plastically and workpieces are forged together to
create the joint. For dissimilar materials, the diffusion between two materials at the
interface leads to the formation of IMC [7]. Further in the vicinity of the interface,
dynamic recrystallization due to high temperature plastic deformation results in the
grain refinement [8].

Over the last decade, many researchers have tried RFW with different combi-
nations of materials. Liag et al. RFWed Al 1060 and Mg AZ 31 alloys at different
friction pressures. Al3Mg2 and Al12Mg17 IMCs were observed at the interface and
the joint tensile strength improved with increase in friction pressure up to a certain
value [9]. Guo et al. also found Al3Mg2 and Al12Mg17 IMCs in RFWed joints of
7A04 Al alloy and Mg AZ 31 alloy [10]. The IMC thickness decreased significantly
with increase in friction pressure. Ma et al. successfully joined 1045 carbon steel
and 304 stainless steel with RFW, and analysed formation of carbide layer (CrC and
Cr23C6) at the interface due to diffusion [11]. Similarly, Celik et al. performed RFW
of AISI 4140 and AISI 1050 steels. The joint tensile strength was comparable to the
parent materials and hardness improved near interface due to grain refinement [12].
Satyanarayana et al. optimized the tensile strength of RFWed austenitic and ferritic
steel with respect to process parameters [13]. Li et al. studied effect of tool rotation
speed on RFW Ti alloy and stainless steel joints [14]. The joint strength increased
with increase in tool rotational speed up to a critical value and decreased thereafter.
FeTi and Fe2Ti IMCswere reported at the interface of Ti alloy and stainless steel [14].
Dev et al. also observed comparable joint strength of RFWed Ti and SS 304 joints as
compared against the Ti. However ductility was extremely poor upon bend test due
to presence of IMCs at the interface. Post-weld heat treatment led to improvement
in the ductility of the RFWed joints [15].

Some researchers have also attempted to weld aluminium alloys with steels using
RFW. Sundaresan et al. performed RFW of aluminium alloy and austenitic stainless
steel [16]. Fe2Al5 and FeAl3 IMCs were reported at the joint interface [16]. Taban
et al. reported Fe2Al5 and FeAl IMCs in RFWed joints of Al 6061 and AISI 1081
steel [17]. Fukumoto et al. noticed Fe2Al5, FeAl3 and FeAl IMCs at the interface
of Al 1050 and austenitic stainless steel joints from RFW [18]. The elongation of
aluminium grains was observed in the vicinity of weld interface due to deformation
during process. The flying surface of stainless steel also underwent austenite to
martensite phase transformation [18]. Fukumoto et al. observed that the joint tensile
strength is maximum for a certain friction time and decreases on either increasing or
decreasing the friction time, for RFWed Al 5052 and SS 304 joints [19]. Fukumoto
et al. also found an amorphous layer at the interface of Al 5052 and SS 304 RFWed
joints [20]. For majority of the existing work, RFW is performed in the pressure
control mode. In the present work, RFW of Al 6061 and mild steel is attempted
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with displacement control. The RFWed joints of Al 6061 and mild steel are prepared
with different rotation speeds and friction times. The RFWed joints are subjected to
tensile test and microstructure at the joint interface is analysed. The fracture surfaces
of tensile specimens are also studied to determine the fracture mechanism of the
weld.

Experimental Work

RFW of Al 6061 and mild steel were performed on three-axis CNC mill (LMW
LV55). The length and diameter of the mild steel and Al 6061 rods are 100 mm and
12 mm, respectively. Figure 1 shows the schematic diagram of RFW of Al 6061
and mild steel. During RFW, mild steel rod was rotating and Al 6061 rod was held
stationary. A dwell time of 5 s was provided to remove initial oxide layer and improve
the heat generation. Next, the rotating mild steel rod was plunged to a depth of 8 mm
into the Al 6061 rod (Friction action). The RFWed joints were created with three
feed rates during ‘Friction action’: 10 mm/min, 20 mm/min, and 30 mm/min, which
corresponded to friction times of 48 s, 24 s, and 16 s, respectively (for plunge to
a depth of 8 mm). After ‘Friction action’, mild steel rod stopped rotating motion
and plunged further by 10 mm into the Al 6061 rod at a feed rate of 100 mm/min
(Forging action). Finally, the joint is allowed to cool. The Al 6061-mild steel RFW
joints were performed at two rotation speeds: 1200 and 1400 rpm.

To determine the joint strength, tensile test was performed as per ASTM E8/E8M
standard on Instron tensile testing machine. The gauge length and diameter of the
tensile test specimen were 45 mm and 6 mm, respectively. Welding specimen cross
section cut using wire EDM to see microstructure at interface of both material.
The joints were cross-sectioned and polished. These samples were electro-polished
used as a final polising. Electro polishing performed on Buehler Electromet 4 with
electrolyte (700 ml ethanol + 200 ml perchloric acid + 100 ml butanol) at 15 V and

Fig. 1 Schematic of rotary friction welding of Al 6061 and mild steel
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−10 °C for 20 s. Electron back scattered diffraction (EBSD) was done to analyse
the microstructure at the joint interface. Gemini SEM 300 with EBSD detector was
used for EBSD scans. EBSD scan was performed over 250 µm × 250 µm with step
size of 0.5 µm. Aztec HKL was used to analyse the EBSD scans.

Results and Discussion

Microstructure Evolution at Al 6061 and Mild Steel Interface

Figures 2 and 3 show the EBSD results at the interface of Al 6061 and mild steel
RFWed joint prepared with rotation speed of 1200 rpm and friction time of (a)
48 s (b) 24 s (c) 16 s. For this analysis, a misorientation angle greater than 10

◦

is considered as for identifying grains. Al 6061 and mild steel sides are shown in
red and blue colours, respectively. A variation in grain size from interface towards
Al 6061 side can be noticed. This is attributed to the dynamic recrystallization due
to high temperature plastic deformation et al. 6061 side during RFW. In a similar
observation, Winiczenko et al. also noticed dynamic recrystallization of Al 5454
alloy upon RFW with a tungsten heavy alloy [21]. From Figs. 2 and 3, finer grains
can be noticed near the interface at the Al 6061 side. From the samples welded at
1200 rpm rotation speed and friction time of 48 s, 24 s, and 16 s, the average size
of Al 6061 alloy grains are 3.3 µm, 3.4 µm, and 5.2 µm, respectively. Similarly,
from the samples welded at 1400 rpm rotation speed and friction time of 48 s, 24 s,
and 16 s, the average size of Al 6061 alloy grains are 6.1 µm, 5.3 µm, and 4.4 µm,
respectively.

During RFW, higher rotation speed and friction times lead to higher temperatures
[9, 14], which encourage grain growth after recrystallization. Also, higher rotation
speed and friction times lead to more accumulation of strain, which promotes grain
refinement [22]. The interplay of these effects is well reflected by the average grain
size of Al 6061 (near joint interface) across the RFWed Al 6061-mild steel joints.
At higher rotation speed of 1400 rpm, the average Al 6061 grain size increases with
increase in friction time, and this suggests that the grain growth owing to higher
temperatures is significant. At the lower rotation speed of 1200 rpm, the grain size
reduces as the friction time increases from 16 to 24 s. This suggests that the accumu-
lation for strain at higher friction time of 24 s is more pronounced than the additional
grain growth that would be achieved due to increased temperature (compared to fric-
tion time of 16 s at 1200 rpm). However further increase in friction time to 48 s from
24 s at 1200 rpm affects the average Al 6061 grain size minimally. This suggests that
the increased accumulation of strain at higher friction time of 48 s is countered by
the additional grain growth owing to higher temperature (compared to friction time
of 24 s at 1200 rpm).

At the steel side of the joint interface, a non-indexed region is observed in EBSD
scans of all the RFWed joint samples. This is expected to be a high dislocation density
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Fig. 2 EBSD et al. 6061 andmild steel interface of RFWed joint performed at 1200 rpm and friction
time of a 48 s b 24 s and c 16 s. (Color figure online)

region on the steel side of the joint interface. The non-indexed region suggests that
there was no dynamic recrystallization on the steel side. This is suspected due to
process temperatures lower than the dynamic recrystallization temperature for steel.
For the joints RFWed at 1200 rpm rotation speed and friction times of 48 s, 24 s,
and 16 s, the average width of the non-indexed regions are 53.8 µm, 34.6 µm, and
28.9 µm, respectively. Similarly, for the joints RFWed at 1400 rpm rotation speed
and friction times of 48 s, 24 s, and 16 s, the average width of the non-indexed regions
are 18.3 µm, 9.9 µm, and 5.6 µm, respectively. The width of the non-indexed region
reduced with increase in rotation speed. This is anticipated due to more recovery at
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Fig. 3 EBSD et al. 6061 andmild steel interface of RFWed joint performed at 1400 rpm and friction
time of a 48 s b 24 s and c 16 s. (Color figure online)

higher temperature with increase in rotation speed. There is also reduction in non-
indexed regionwith decrease in friction time. This is due to reduction in accumulation
of strain with decrease in friction time.

Tensile Strength and Fracture Surface Analysis

Figure 4 shows tensile strength of RFWed joints prepared with different rotation
speeds and friction times. The maximum tensile strength of observed all the joint
samples is 136 MPa. As figure shows the tensile strength of weld is higher for the
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Fig. 4 Tensile strength of RFWed joints prepared with different rotation speeds and friction times

samples joined at 1200 rpm as compared to the samples jointed at 1400 rpm, for all
the friction times. This may be due to smaller amount of brittle IMC formation at
lower temperatures, owing to lower rotation speed. With respect to friction time, the
maximum tensile strength is recorded for the samples joined with 24 s, for both the
rotation speeds. This suggests that diffusion at Al6061-steel interface is not sufficient
at lower friction time (16 s), while excessive diffusion at higher friction (48 s) would
have led to more brittle IMCs.

Fracture surfaces from tensile tests are analysed to study the nature of failure.
Figure 5a–c shows the fracturedAl6061 surfaces from the joints prepared at 1200 rpm
with friction time of 48 s, 24 s, and 16 s, respectively. Similarly, Fig. 6(a–c) shows
the fractured Al6061 surfaces from the joints prepared at 1400 rpmwith friction time
of 48 s, 24 s, and 16 s, respectively. Circular marks can be noticed at the fractured
surfaces of all the samples. Circular marks appear to follow the material flow during
the process and rough surface indicates towards possible brittle failure. FromFigs. 5b

Fig. 5 Fractured Al6061 surface from the joint prepared at 1200 rpm with friction time of a 48 s
b 24 s and c 16 s
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Fig. 6 Fractured Al6061 surface from the joint prepared at 1400 with friction time of a 48 s b 24 s
and c 16 s

and 6b, it can be noticed that the chunk of aluminium alloy broke away from the
centre region (location A). Figures 7 and 8 shows the locations A of Fig. 5a and
6a at higher magnification. The presence of dimple features at locations A suggests

Fig. 7 Fractured Al6061
surface at location A of the
joint prepared with 1200 and
24 s friction time

Fig. 8 Fractured Al6061
surface at location A of the
joint prepared with 1400 and
24 s friction time
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the ductile nature of failure at the centre and nearby regions of the samples joined
with 24 s friction time. This implies that the ductile fracture occurred at the centre
and brittle fracture occurred at the peripheral locations, for the sample with the
maximum tensile strength in this study. This observation is consistent with variation
in IMC thickness observed by Fukumoto et al. along the radius for RFWed samples
[20]: minimum IMCs at the centre and along the radial direction increase towards
periphery. This can be attributed to lower heat generation in the centre region due to
slower relative motion between two materials.

Conclusions

The present work is focused on RFW of Al 6061 and steel with the displacement
control mode. The RFWwas performedwith the combinations of two rotation speeds
(1200 and 1400 rpm) and three friction times (48, 24 and 16 s). Microstructural anal-
ysis by EBSD at the Al6061-steel interface of the joints suggests dynamic recrys-
tallization et al. 6061 side and grain size of Al 6061 in the vicinity of the interface
depends on the RFW process parameters. However, recrystallization is not observed
at the steel side of theAl6061–steel interface. Instead, a non-indexed region is noticed
at the steel side next to the joint interface. This is expected due to accumulation of
strains uponplastic deformation duringRFW.The size of non-indexed region reduced
with increase in rotation speed, due to improved recovery at higher temperatures at
higher rotation speed. The maximum tensile strength of 136 MPa is recorded for the
joint prepared at 1200 rpm rotation speed and 24 s friction time. The inspection of
fracture surface revealed that ductile fracture occurred at the centre and brittle fracture
occurred at the peripheral locations, for the samplewith themaximum tensile strength
in this study. This observation is consistent with the variation in IMC thickness along
the radius for RFWed samples observed in previous study.
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Investigation of Mechanical Properties
and Microstructural Valuation Under
Different Heat Treatment Parameters
of AA6060 Alloy Used in Crash Boxes

Murat Konar, Salim Aslanlar, Erdinç Ilhan, Cagatay Bölükbaşı,
Melih Kekik, Mehmet Buğra Güner, and Görkem Ozcelik

Abstract The crash boxes used in cars are the connection elements that absorb
the impact energy that occurs in the event of an accident and provide the energy
released by the accident to the car at the minimum level (Sharifi et al. in Thin-
Walled Structures 89:42–53, 2015). In the study, the effects of heat treatments on
the mechanical properties of the crash boxes were investigated in order to reach the
optimum levels of AA6060 alloy box profiles produced by extrusion method. F, T4,
T5,T6, andT7heat treatmentswere applied to crash boxes.As a result of compression
loads, force–displacement graphs were obtained and total absorbed energies were
calculated from these graphs. Samples that were able to absorb the highest energy in
samples produced for use in crash boxes were obtained in T6 heat treatment.

Keywords Aluminum · Crash box · Energy absorption

Introduction

Crash boxes are one of the fastening elements that absorb the impact first in the event
of a front or rear impact accident, and ensure that the energy is not transmitted to the
interior of the automobile at the lowest possible level. US-NCAP and EURO-NCAP
(New Car Assessment Program), which are accepted as important references by
automobile manufacturers and have international validity with their data, determined
the distribution of the energy generated as a result of a crash test according to the
parts on the vehicle. As seen in Fig. 1, crash boxes absorb a significant portion of
this energy [1].
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Fig. 1 Energy distribution
on different parts of
automobiles during crash.
(Color figure online)

Various studies have been carried out frompast to present for increasing the energy
absorption capacity of crash boxes [2–9]. The crash boxes used in the studies gener-
ally have circular, square, and rectangular cross-sections. Aktay et al. [10] filled the
circular cross-section crash boxes with honeycomb structure and investigated their
energy absorption capacity under applied loads. Isaac et al. [11] studied the effect
on the energy absorption capacity of circular cross-section crash boxes against axial
and different angle deformation loads. Langseth and Hopperstad [12] investigated
the performance of square cross-sections extruded at different tempering temper-
atures and with different wall thicknesses under static and dynamic loads. Nagel
and Thanbiratman [13] examined the changes in energy absorption capacity under
dynamic loads at different speeds by changing the wall thickness and cone angles
of rectangular crash boxes. In some studies [14–17], energy absorption capacities of
crash boxes with different geometries were investigated by using different parame-
ters (wall thickness, cone angle etc.). Various changes have been made to improve
the performance of the crash boxes. One of them is to cut holes on crash boxes. It
is known that the initial deformation force required for the initiation of folding in
crash boxes is reduced by the opened cavities and accordingly the crushing force
efficiency is increased [18, 19].

Crash boxes have an important place on the automobile in terms of the task they
have undertaken. Various R & D studies have been carried out to increase the energy
absorption capacity of crash boxes from past to present. In these studies, variable

Fig. 2 Empty and foam
filled aluminum crash boxes.
(Color figure online)
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parameters such as wall thickness, geometric properties and material used of crash
boxes were used. Metallic foam materials are placed in crash boxes as shown in
Fig. 2, due to their high energy absorption capacity and lightness in recent years
[10].

Materials and Methods

The 6XXX series contains magnesium (Mg) and silicon (Si) as the main alloying
elements, but like every alloy, there are different elements in trace amounts other than
magnesium and silicon. Chemical composition of AA6060 alloy is given in Table 1
[4].

Thanks to the precipitate phases (Mg2Si) formed by the magnesium and silicon
elements in AA6060; it turns into an alloy that can be hardened by precipitation
hardening and as a result, good mechanical properties are revealed. Mechanical
properties for AA6060 alloy are given in the related literature as in Table 2.

The square prisms we obtained from extrusion, with dimensions of 80 × 80 ×
300 mm, consisting of EN AW 6060 material whose chemical composition is given
in Table 2, have a wall thickness of 2 mm. The samples were subjected to T4, T5, T6,
T7 heat treatments in the temperature-controlled Nabertherm furnace. A total of 16
samples, four samples for each heat treatment, were heat treated. Comparisons with
condition F will be made to interpret the effects of heat treatment. The experiment
plan is given in Table 3.

Samples for T4 heat treatment; They were solutionized at 540 °C for half an hour,
then quenched and left at room temperature for 1 week to allow natural aging.

Samples for T5 heat treatment; They were kept at 490 °C for 15 min and then
quenched and kept at 180 °C for 6 h for artificial aging.

Table 1 Chemical composition limits of EN AW 6060

Si Fe Cu Mn Mg Cr Al

EN 573–3 0.3–0.6 0.1–0.3 0.10 0.10 0.35–0.6 0.05 Rem

Table 2 Mechanical properties of EN AW 6060

Temper Yield stress (MPa)
min–max

Tensile stress (MPa)
min–max

Elongation A50%
min–max

Brinell hardness
min–max

F 50 100 26 25

T4 90 160 21 50

T5 110–175 150–215 12 60

T6 170–210 205–245 12 75

T7 240 260 9 80
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Table 3 Heat treatment parameters on experimental study

Sample Heat treatment Heat treatment condition

N1 F As extruded

N2 F As extruded

N3 F As extruded

N4 F As extruded

N5 T4 Solutionizing on 540 °C for 30 min + quenching + natural aging

N6 T4 Solutionizing on 540 °C for 30 min + quenching + natural aging

N7 T4 Solutionizing on 540 °C for 30 min + quenching + natural aging

N8 T4 Solutionizing on 540 °C for 30 min + quenching + natural aging

N9 T5 Solutionizing on 490 °C for 15 min + quenching + artificial aging at
185 °C for 5.30 h

N10 T5 Solutionizing on 490 °C for 15 min + quenching + artificial aging at
185 °C for 5.30 h

N11 T5 Solutionizing on 490 °C for 15 min + quenching + artificial aging at
185 °C for 5.30 h

N12 T5 Solutionizing on 490 °C for 15 min + quenching + artificial aging at
185 °C for 5.30 h

N13 T6 Solutionizing on 540 °C for 30 min + quenching + artificial aging at
185 °C for 5.30 h

N14 T6 Solutionizing on 540 °C for 30 min + quenching + artificial aging at
185 °C for 5.30 h

N15 T6 Solutionizing on 540 °C for 30 min + quenching + artificial aging at
185 °C for 5.30 h

N16 T6 Solutionizing on 540 °C for 30 min + quenching + artificial aging at
185 °C for 5.30 h

N17 T7 Solutionizing on 540 °C for 30 min + quenching + artificial aging at
200 °C for 4 h

N18 T7 Solutionizing on 540 °C for 30 min + quenching + artificial aging at
200 °C for 4 h

N19 T7 Solutionizing on 540 °C for 30 min + quenching + artificial aging at
200 °C for 4 h

N20 T7 Solutionizing on 540 °C for 30 min + quenching + artificial aging at
200 °C for 4 h

The process applied to samples subjected to T6 heat treatment; After keeping
them at 540 °C for half an hour, quenching was carried out and then it was held at
180 °C for 6 h.

In T7 heat treatment; They were solutionized at 540 °C for half an hour, then
quenching was carried out and it was kept at 200 °C for 4 h.

On Zwick/Roell Allround Series Z250 universal tensile testing divice, 15 pieces
300 mm length specimens were subjected to compression loads along 200 mm. Tests
were carried out according to the standards of international automotive OEMs and
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Fig. 3 Compression test of
box profiles. (Color figure
online)

tested under a maximum load of 250 kN. Then the results of the load/displacement
data were exported (Fig. 3).

From the samples subjected to F, T4, T5, T6, T7 heat treatments, one profile is
separated for hardness test. The diameter of the ball in the Brinell hardness device is
2.5 mm. Then, the hardness of the samples was measured from three different parts
and reported.

Results and Discussion

Compression test chart for Condition F is given in Fig. 4. Condition F is the same as
it is produced, so its mechanical properties are expected to be low. When the average
of the total energies absorbed is taken, the value of 5794.265 J was reached; this

Fig. 4 Compression test
plot for F conditioned
profile. (Color figure online)
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Fig. 5 Compression test
plot for T4 conditioned
profile. (Color figure online)

value is the lowest among the values obtained in other samples. When the hardness
values were averaged, higher values were obtained than the data in the literature.
Brinell hardness value is 35.3 HBW. Since the important detail in Crash Boxes is the
absorbed energy, it is not appropriate to use the F condition in crash boxes.

The compression graph obtained as a result of T4 heat treatment is given in Fig. 5.
After quenching is done and then natural aging is performed. The longer the natural
aging time, the better the solutionswill disperse. In this study, the natural aging period
is 1 week and gave sufficient results for this period and hardness; the hardness results
are on average 49.7 HBW. Hardness value of 45 HBW was given for brinell T4 heat
treatment in the literature. The total absorbed energy increased to 6667.207 J. It is
approximately 1000 J higher than the F condition, but these results are not sufficient
for crash boxes when compared with the data from other samples.

The compression graph obtained for the T5 heat treatment is given in Fig. 6
Solutionizing was done at 490° C for 15 min + quenching + 185 °C for 5.30 h.
As a result of the T5 heat treatment, the hardness value reached approximately 48
HBW. The hardness value is given as 50 HBW in the literature. As a result of the
compression test, the total energy absorbed increased to 8018,547 J. This value is
the highest value after T6 heat treatment. It is a desirable feature since its hardness
is not very high, does not show brittle behavior, and there is no breakage. For this
reason, the results obtained gave much better results than other treatments except T6
condition. Nevertheless, the more energy absorbed, the more the energy released as a
result of the accident is absorbed, and both vehicle and passenger safety are ensured.
Therefore, T5 is not the preferred heat treatment.

Fig. 6 Compression test
plot for T5 conditioned
profile. (Color figure online)



Investigation of Mechanical Properties and Microstructural Valuation … 685

Fig. 7 Compression test
plot for T6 conditioned
profile. (Color figure online)

For the T6 heat treatment, half an hour of solutionizing at 540 °C+ quenching+
185 °C for 5.30 h of artificial aging was carried out. The compression plot obtained
for the compression test after T6 heat treatment is given in Fig. 7. As a result of the
compression test, the arithmetic average of the energies that three separate samples
can absorb is 9656,138 J. This value is the highest value obtained among the F,
T4, T5, and T7 samples. The average of brinell hardness values taken from three
different points was 80 HBW. The hardness value is higher than the values given
in the literature, but this situation did not cause any brittleness or cracking on the
surface of the crash boxes. As a result of the T6 heat treatment in this study, it is
understood that more efficient energy absorbers are obtained.

The compression graph obtained for T7 heat treatment is given in Fig. 8. The
processes applied for T7 heat treatment are solution heat treatment + quenching
and then artificial over-aging. As a result of T7 heat treatment, the average of Brinell
hardness values taken from three different parts of the samples separated for hardness
were measured as 53.16 HBW. The hardness value was lower than the value given
in the literature for T7 heat treatment. However, the highest hardness value obtained
after T6 was obtained in T7 heat treatment. The total energy absorbed as a result of
this heat treatment is on average 7045,166 J. This value is lower than T6 and T5 heat
treatment. However, even if higher values were obtained than T4 and F conditions,
this value is not sufficient for using crash boxes.

In this study, the effect of heat treatment parameters (solution temperature, aging
temperature and time) on the mechanical properties (hardness) and impact perfor-
mance of AA6060 alloy were investigated. The targeted result aims to find the most

Fig. 8 Compression test
plot for T6 conditioned
profile. (Color figure online)
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Table 4 Total absorbed
energies during compression
tests and hardness values

Sample Absorbed energy (J) Hardness (HBW)

F1 5405 33,9

F2 6252 35

F3 5725 37

T4-1 6103 49.3

T4-2 7226 50

T4-3 6672 49,8

T5-1 7977 47.4

T5-2 8182 45,8

T5-3 7896 47

T6-1 9769 82

T6-2 9352 78

T6-3 9846 80

T7-1 6968 52.9

T7-2 7152 53.5

T7-3 7014 53.1

suitable heat treatment for crash boxes by comparing the energies that AA6060 alloy
can absorb as a result of F, T4, T5, T6, andT7 heat treatments. Total energies absorbed
as a result of compression test are given in Table 4 and brinell hardness measurement
results are given in Table 5. In TL 116 Standards, it is required to comply with DIN
EN 755–1 standards for surface texture. No problem was encountered in the surface
texture. No tearing was observed in the folding areas as a result of the compression
test. Total energies absorbed as a result of compression test;
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On Interface Formation in Zr-Based
BMG/6061 Al Interconnects Joined
by µFSSW

David Yan and Logan Vahlstrom

Abstract Bulk metallic glasses (BMGs) are very attractive to a range of micro-
electronic applications including sensing elements, precision optics, and micro-
geared motors due to their high strength, elasticity, corrosion resistance, and soft
magnetic properties. Although joining BMGs to dissimilar materials to manufac-
ture interconnects for micro-electronic devices is a great challenge, micro-friction
stir spot welding (μFSSW) is a novel solid-state joining process which makes it
a strong candidate for joining BMGs or BMGs to other crystalline materials to
fabricate various types of interconnects. However, studies on the dissimilar μFSSW
of BMGs to aluminum (Al) alloys are limited. This paper presents experimental
investigations on interface formation in μFSSW of dissimilar Zr-based BMGs (i.e.
LM105) to 6061 Al alloys. A series of μFSSW of dissimilar 1.5 mm thick LM105
BMGs-to-6061Al-T6 sheets trials were conducted and the stir zone temperature was
measured. The obtained joint cross sections were characterized by scanning electron
microscopy equipped with energy dispersive X-ray spectroscopy, and the effect of
μFSSW conditions on the joint interface’s microstructure evolution was evaluated.
It has been found that the BMGs materials were stirred into the Al side in the stir
zone and reacted with the Al to form the Al-rich phase.

Keywords Dissimilar joining · BMG/Al interconnects · Joint interface
microstructure ·Micro-friction stir spot welding

Introduction

Bulk metallic glasses have origins of long-range disordered atomic configurations
and multicomponent characteristics. Thus, they possess superior properties such as
high strength and hardness, wide elasticity range, excellent wearing and corrosion
resistance, and suitable magnetic properties [1, 2]. Joining of dissimilar materials is

D. Yan (B) · L. Vahlstrom
Department of Aviation and Technology, San José State University, One Washington Sq, San Jose,
CA 95192, USA
e-mail: david.yan@sjsu.edu

© The Minerals, Metals & Materials Society 2021
TMS 2021 150th Annual Meeting & Exhibition Supplemental Proceedings,
The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-030-65261-6_62

691

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65261-6_62&domain=pdf
mailto:david.yan@sjsu.edu
https://doi.org/10.1007/978-3-030-65261-6_62


692 D. Yan and L. Vahlstrom

often required for semiconductor industrial and micro-electronic applications due to
the demand for hybrid components and interconnects made of different materials [3].
For example, a diameter of 4 mm micro-geared motor made of the Zr-based BMGs
gears in conjunction with various types of connection adapters of curved sections and
circularly piping has been used in advanced medical equipment, including micro-
pump, precision optics, and micro-machines [4]. Therefore, joining BMGs to crys-
talline metallic materials is an important method for broadening the applications of
the BMGs [5]. However, BMGs are generally regarded as non-weldable materials,
which greatly limit their applications as engineering materials [6]. Recently, joining
of BMGs by various welding methods has been developed, generally speaking, both
liquid phase and solid state welding methods have been used for the welding of
BMGs. Nevertheless, the liquid phase approach could induce the crystallization
from the amorphous structure or change of chemical composition in the BMGs as its
processing temperature reaches the BMGs’ crystallization temperature. Therefore,
the solid-state welding method such as friction stir welding (FSW) is a promising
solid-state technique for joining BMGs, as the temperature increase is relatively low
and an excellent metallurgical joint can be achieved without any crystallization in
the BMGs [7].

Sun et al. [8] successfully carried out dissimilar FSW of Zr-based BMGs to
pure Al (A1050-H24) under various welding conditions. They found that a clear and
straight BMG/Al interfacewas formed and no intermetallic compounds caused either
by chemical reaction or crystallization from the amorphous phase can be detected
within the entire stir zone. Li et al. [7] joined a 2 mm thick Zr-based BMGs plate to a
4.5 mm thick pure Al plate by FSW and found that some BMGs particles were stirred
into the Al side in the stir zone and reacted with the Al to form the Al-rich phase. The
residues of the BMGs particles still maintained the amorphous structure. However,
no crystallization and reaction layer were detected at the interface between the BMGs
and Al. Shin [9] conducted dissimilar friction stir spot welding (FSSW) of Zr-based
BMGs (Vit-1) to Al alloy (A5052-H32) and evaluated the effect of tool geometry
on the weld zone temperature in relation to the crystallization of the BMGs. Shin
reported that by using the round pin tool, the vertical load increased with friction
time, but it dropped suddenly in magnitude when the pin contacted to the lower-
positioned BMG sheet, because the temperature at the stirred zone had reached its
supercooled liquid state wherein the BMG starts to show a superplastic deformation.

Moreover, Shin et al. [10] performed dissimilar friction stir spot welding (FSSW)
of Zr-based BMGs (LM-1) to Mg alloy (AZ31B) to study the influence of welding
conditions on the weld zone temperature. They reported that by using the round
pin tool, the increment in the tool rotation speed increased the heat input into the
stir zone and, as a result, produced a higher temperature around the stir region. As
for the micro-friction stir spot welding (μFSSW), it is a spot-like joining process
utilizing a tool shoulder, with or without tool pin, to generate frictional heat and
join multilayer materials under the solid-state condition. However, μFSSW of Zr-
based BMGs such as LM 105 and 6061 Al plates is limited and has still not been
systematically investigated.
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In this study, experimental studies were performed on μFSSW of 1.5 mm thick
Zr-based BMGs-LM 105 and 1.5 mm thick 6061Al-T6 plates. The mechanism of the
joint interface formationwas investigated, and the effect ofμFSSWconditions on the
joint microstructure evolution was studied in relation to the processing temperature.

Experimental Procedure

A HAAS CNC mill (TM-1) was employed to perform μFSSW trials with a custom-
made rigid clamping and steel backing. A non-tilted tool including one scroll flat
shoulder with diameter of 6 mm and cylindrical thread pin at diameter of 2.5 mm
and length of 1.5 mm was made of heat-treated H13 tool steel and utilized during
μFSSW. Zr-based BMGs-LM 105 and 6061Al-T6 plates, both with the thickness of
1.5 mm and width of 15 mm, were selected to form a dissimilar workpiece used in
μFSSW trials. Per the Liquidmetal Technologies Inc., Zr-based BMGs-LM 105 has
a composition (in wt. %) of: Zr 65.7, Cu 15.6, Ni 11.7, Al 3.7, Ti 3.3 with 399 °C of
glass transition temperature (T g) and 468 °C of crystallization temperature (T x).

These two plates were overlapped by 15 mm in length with the Al plate on the
top and μFSSW was conducted in the center of the overlapped area. A series of
μFSSW trials were conducted when the tool was rotating at rotational speed (ω)
of 3000 and 3600 rpm, respectively, and plunging into the workpiece at a constant
speed of 3 mm/min (V) with tool dwell time (T) of 2 s. A constant 0.5 mm depth
of shoulder plunging (D) was used in all experiments. Figure 1 shows experimental
setup, a scroll tool, and a dissimilar BMGs-to-Al weldment joined by μFSSW.

The stir zone temperaturewasmeasured by embedding a tip of 0.127mmdiameter
thermocouple wire (OMEGA5TC-TT-E-36–72) at the faying surface of the Zr-based
BMGs and Al plates, with 2.75 mm away from the welding centerline. After each
μFSSW trial, the produced BMGs-to-Al weldments were sectioned in the transverse
direction through the welding centerline. All cross-sectional samples were mounted
and polished with standard metallographic practice followed with 0.3 μm alumina–
water slurry for final polishing, and then etched using Kroll’s etchant (2 ml HF and
6 ml HNO3 in 100 ml H2O). Subsequently, the etched samples were examined via
optical microscope and scanning electron microscope (SEM) equipped with energy
dispersive spectroscopy (EDS).

Results and Discussion

Post-Joint Profile and Cross-Sectional Configuration

Figure 2a–d shows two post-joint profiles and lowermagnification SEMmicrographs
of joint cross sections made using scroll tool with rotational speed (ω) of 3000 and
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Fig. 1 Photographs of a μFSSW experimental setup, b a scroll tool, c and d front and back view
of BMGs-to-Al weldment joined via μFSSW. (Color figure online)

3600 rpm, respectively, at a constant tool plunging speed (V) of 3 mm/min, 0.5 mm
depth of shoulder plunging (D) and dwell time (T) of 2 s. Observation of these
two post-joint profiles shows that surface-defect-free joints were achieved under the
current μFSSW conditions. It can also be seen from Fig. 2a, c that some Al metals
were extruded outside the stir zone by the high-speed rotating tool to form flash due
to the overwhelming softening of the materials induced during μFSSW, though the
position control mode, i.e. a constant depth of 0.5 mm plunging was used.

Examination using SEM in Fig. 2b, d has shown the common features in μFSSW
such as stir zone (SZ) and hook structures. It can be found that a BMGs hook was
extruded upward from the lower BMGs plate into the upper Al plate, and the shape of
the hook varied due to different tool rotational speeds as depicted in the figure. In fact,
at a lower tool rotating speed, a smaller hook is formed at the interface due to smaller
amount of frictional heat input compared to a larger hook developed under a higher
tool rotating speed. Also, the geometry of BMGs-to-Al interface is quite different, in
which a flat feature was formed under the lower tool rotating speed while a concave
nature was generated at the higher tool rotating speed. The appearances of these
two post-joint profiles and cross-sectional structures were similar to the findings of
Shin et al. [10], although they performed dissimilar FSSW of Zr-based BMGs (LM-
1) to Mg alloy (AZ31B). Apparently, a continuous metallurgical bonding could be
achieved under suitable μFSSW conditions.
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Fig. 2 Photographs of two post-joint profiles obtained at a ω = 3000 rpm and c ω = 3600 rpm, and
two SEM micrographs of joint cross sections produced at b ω = 3000 rpm, showing a flat BMGs-
to-Al interface, and d ω = 3600 rpm, showing a concave BMGs-to-Al interface, in conjunction
with V = 3 mm/min, D = 0.22 mm and T = 2 s used during μFSSW. (Color figure online)

Stir Zone Temperature History Relating to Joint Interface
Formation

It is crucial to study the thermal history during μFSSW of BMGs or BMGs to
other crystalline materials, as the elevated temperature is the most critical parameter
to case BMGs’ structural relaxation and crystallization of the original amorphous
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structure [6, 8]. The temperature histories of above two joints corresponding to the
tool rotational speed of 3000 and 3600 rpm were plotted in Fig. 3a, b. It can be seen
from the figure that the peak temperature of 170 °C was recorded at tool rotational
speed of 3000 rpm, while the maximum temperature of 125 °C was obtained at
tool rotational speed of 3000 rpm. Thus, our study has shown that increasing tool
rotational speed led to a higher peak temperature. These stir zone temperature records
also indicated that no structural relaxation and crystallization occurred along the
interface produced during μFSSW of BMGs to Al in this present study. As the glass
transition temperature (Tg) and crystallization temperature (Tx) for BMGs-LM 105
are 399 and 468 °C, respectively, according to the data provided by the BMGs
manufacturer.

Fig. 3 Stir zone temperature history during μFSSW obtained at a ω = 3000 rpm, and b ω =
3600 rpm, showing the effect of tool rotational speed on the peak temperature of stir zone, in
conjunction with V = 3 mm/min, D = 0.22 mm and T = 2 s. (Color figure online)
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The stir zone temperature curves shown in Fig. 3a, b indicated that the temperature
increasing included two-steep rises. The first steep rise was due to the initial contact
between the scroll tool pin and upper surface of the Al plate that generated a large
amount of frictional heat. While the second steep increase was a result of the contact
between the scroll tool shoulder and the upper surface of the Al plate and partial
softened Al workpiece, in which the frictional area was more than five times larger
than that of the first steep rise after comparing the diameters of the tool shoulder and
pin.

Compositional Analysis of BMGs-to-Al Joint Interface

Figure 4a presents a higher magnification SEM micrograph of area A marked in
Fig. 2b, showing a hook structure and some bright particles near the interface in the
Al side, and (b) back scattering SEM micrograph of area A marked in (a), showing
a clear interface between the BMGs and Al. Energy dispersive spectroscopy (EDS)
analyses were conducted at two different spots: A is at the BMGs side and B is along
the BMGs-to-Al joint interface marked in Fig. 4c, and the EDS spectra at these two
spots are shown in Fig. 4d.

The EDS analysis results revealed that the spot A contains 68.06%Zr, 14.70%Cu,
13.1%Ni, 4.14%Al (in wt. %), while the spot B contains 55.62%Al, 18.4%Zr,
16.74%Cu, 7.14%Ni, 2.1%Ti (in wt. %). By comparing the composition of the orig-
inal (as received) BMGs-LM105 (Zr 65.7, Cu 15.6, Ni 11.7, Al 3.7, Ti 3.3 in wt.
%) with the results at spot A, it can be found that the composition at A is almost
identical to the composition of the original BMGs-LM105 matrix. However, after
comparing the composition of the spot B, original BMGs-LM105 and 6061Al-T6
(Al 97.33, Mg 1.17, Si 0.57, Cu 0.26, Fe 0.45, Cr 0.22 in wt. %), there is significant
composition difference at the spot B, i.e. BMGs-to-Al joint interface in relation to
those two original BMGs and Al alloy. This result indicated that a larger degree of
stirring and mixing between the BMGs and Al during μFSSW that resulted in some
BMGs being stirred and reacted with the Al. Consequently, the Al-rich phase with
the obtained chemical composition was formed in the BMGs-to-Al joint interface.
The finding of this present study was consistent with the results of Li et al. during
FSW of Zr-based BMGs to pure Al alloy [7].

Evolution of BMGs-to-Al Joint Interface

Figure 5a shows a highermagnification SEMmicrograph of areaAmarked in Fig. 2d,
showing a hook structure and some workpiece fragments appeared within the hook
region, and (b) backscattering SEM micrograph of area A marked in (a), showing a
clear and straight BMGs-to-Al interface. Energy dispersive spectroscopy (EDS) line
scan analysis was conducted across the BMGs-to-Al interface illustrated in Fig. 5c,
and the EDS line scan result was shown in Fig. 5d.
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Fig. 4 a Higher magnification SEM micrograph of area A marked in Fig. 2b, showing a hook
structure, b back scattering SEM micrograph of area A marked in a, showing the BMGs-to-Al
interface, c higher magnification image of b, indicating A and B spots selected for EDS analysis,
d EDS spectra at A and B spots marked in c, respectively, showing the chemical compositions.
(Color figure online)

Apparently, higher BMGs signal count and lower Al signal count were observed
along the interface on the BMGs side in Fig. 5d and different elemental gradients
and interface thicknesses can be observed as well. The redistribution of elements
suggested that Zr element from the BMGs side diffused into theAl side. The different
chemical composition from Fig. 5d confirmed that there was a reaction layer with
width of 9μmacross theBMGs-to-Al interface. The distinct decrease ofZr signal and
increase of Al signal also revealed the boundaries of the diffusion zone in relation to
the BMGs and Al matrix. The results of line scan analysis obtained from this current
study was similar to the finding of Shin et al. [10] during FSSW of BMGs to Mg
alloy.
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Fig. 5 a higher magnification SEM micrograph of area A marked in Fig. 2 d, showing a hook
structure, b backscattering SEM micrograph of area A marked in a, showing the BMGs-to-Al
interface, c higher magnification image of b, indicating the location selected for EDS line scan
analysis, and d the result of EDS line scan analysis, illustrating variation in elemental composition
across the BMGs-to-Al interface. (Color figure online)

Conclusions

The dissimilar Zr-based BMGs and 6061 Al plates were successfully joined utilizing
μFSSW and the effect of μFSSW conditions on the joint microstructure evolution
was studied in relation to the processing temperature. Based on the results obtained
from this present study, the following conclusions can be drawn:

1. Two μFSSW joints possess a BMG hook extruded upward by the tool pin from
the lower BMGs plate into the upper Al plate.

2. BMGs materials were stirred into the Al side in the stir zone and reacted with
the Al to form the Al-rich phase.

3. No crystallization and reaction layer can be detected at theBMGs-to-Al interface.
4. The higher tool rotational speed and the higher peak temperature in the stir zone.

Acknowledgements The authors are grateful to the Undergraduate Research Grants of San Jose
State University for the financial support.
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Reliability Evaluation of Ag
Sinter-Joining Die Attach Under a Harsh
Thermal Cycling Test

Zheng Zhang, Chuantong Chen, Aiji Suetake, Ming-Chun Hsieh, Aya Iwaki,
and Katsuaki Suganuma

Abstract Ag sinter-joining is an ideal connection technique for next-generation
power electronics packaging due to its excellent high-temperature stability and excel-
lent thermal conductivity. In this work, we applied Ag sinter-joining to die attach of
power electronics and focused reliability of Ag sinter-joining under a harsh thermal
cycling condition, which ranges from − 50 to 250 °C. The bonding quality of as-
sintered die attach had a shear strength of over 45 MPa and remained over 25 MPa
after a 500-cycle test. However, the shear strength drastically degraded to less than
10 MPa due to a failure of metallization layer detachment between dummy chip
and sputtering layer after 750 cycles. Meanwhile, thermal resistance of die attach
with different bonding materials was also evaluated by a T3ster, which suggests the
Ag sinter-joining owns a superior property of thermal conduction than the tradi-
tional solder joining. This investigation indicates that the Ag sinter-joining has a
long lifetime under a severe operating condition of power electronics.

Keywords Ag paste sinter-joining · Thermal cycling test · Reliability · Thermal
resistance · Die attach

Introduction

Wide bandgap (WBG) semiconductors such as SiC andGaN are important in dealing
with an increasing power density and cutting down power losses due to their excel-
lent physical properties such as high breakdown voltage, high junction temperature,
and low on-resistance [1]. In the last decade, the rapid development of production
process ofWBG semiconductors allows a widespread application ofWBG semicon-
ductors in more scenarios like aerospace, electric vehicles, and even a tiny super-fast
charger. However, a higher junction temperature of WBG semiconductors, even up
to 250 °C, brings new challenges for packaging of power electronics, especially
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for the packaging of die attach that is the most critical component in the power
electronics. Typically, the WBG semiconductor bonds to a substrate or lead frame
via solder or conductive adhesive. Although a preferable bonding quality can be
achieved by these traditional die attach materials, it is almost incapable of dealing
with the severe junction temperature. Currently, Ag sinter-joining technique, which
has excellent high-temperature resistance and electrical properties, is regarded as
one of promising approaches for the WBG die attach in power electronics [2, 3].

Ag sinter-joining technique is based on sintering of Ag paste to realize inter-
connection between die and substrate. The Ag paste, consisting of Ag particles and
organic solvents, owns a low sintering temperature of below 250 °C, whereas it can
withstand severe high temperature even over 900 °C after being sintered into amicron
porous structure. The sintered Ag structure has low electrical resistance in the order
of 1 × 10−5 �·cm and high thermal conductivity of over 200 W/m·K on account of
superior electrical and thermal properties of Ag [4, 5]. Besides, the Ag sinter-joining
technique can bare various chemical conditions due to the stability of Ag. These
merits perfectly meet the requirements for WBG die attach packaging, making the
Ag sinter-joining technique increasingly important in the packaging of power elec-
tronics. Currently, massive efforts have been made on the Ag sinter-joining. For
instance, Ag paste exhibits feasible bond-abilities on various surface metallizations
like Ag, Au, Ni, and Al, which significantly extend application scenarios of Ag paste
sintering [6–8]. Bonding quality of die attach with Ag sinter-joining reaches a shear
strength of over 40MPa, showing a better bonding quality than soldering or adhesive
joining. However, there is still limited knowledge on the reliability variation of Ag
sinter-joining after a harsh thermal reliability test.

In this work, we took an in-depth investigation of reliability changes of Ag sinter-
joining after a series of harsh thermal cycling test (TCT, −50 to 250 °C). Die attach
was achieved by sintering a micron Ag flake paste. Sintering behavior of the Ag flake
paste was initially investigated through TG–DTA curves, and thermal diffusivity of
the sintered structure was measured through a flash method. Shear strength of die
attach after the TCT and thermal resistance of die attach were studied as well.

Experiments

Ag flake paste, consisting of micron-sized Ag flakes (Fukuda Metal Foil and Powder
Co. Ltd) and organic solvent (Daicel Corporation), was applied as Ag sinter-joining
material. Thermal properties of the Ag flake paste were investigated through a
thermogravimetric (TG)-differential thermal analysis (DTA) equipment (2000SE
Netzsch, Germany) and LFA 467 Hyperflash (Netzsch, Germany). Figure 1a shows
a schematic drawing of the die attach with the Ag paste sinter-joining. Dummy Si die
(3mm× 3mm) andAMB substrate (30mm× 30mm)were sputtered with Ni/Ti/Ag
coating and then used for die attach packaging. The sintering process was conducted
on a hotplate at the ambient atmosphere at a sintering temperature of 250 °C for
60 min. The prepared die attaches were put on a thermal cycling machine (ESPEC
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Fig. 1 a Schematic drawing of die attach structure with Ag sinter-joining; b Diagram of thermal
cycling condition. (Color figure online)

CORP.) with a temperature range from −50 to 250 °C. The dwell time in each zone
is 30 min as shown in Fig. 1b. Shear strength of sintered die attachment was tested by
a shear tester (Dage 4000, Japan) with a shear speed at 50 µm/s and a shear height at
100µm.Cross sections of die attach before and after thermal cycling test (TCT)were
prepared via ion milling (IM-4000; Hitachi, Japan) initially and then observed by
a scanning electron microscopy (SU-8020 Hitachi, Japan). Au80Sn20 and SAC305
were also selected as die attach materials for a comparison thermal resistance of die
attach. SiC Schottky Body Diode (SBD) with a size of 5 mm× 5 mm was packaged
on active metal brazing (AMB) substrate and then bonded through Al ribbons for a
topside connection. The thermal resistance of die attach was measured by a T3Ster
(Mentor Graphics).

Results and Discussion

Figure 2a shows an SEM observation of the original morphology of Ag flakes. The
Ag flakes achieved via a cold-working process exhibit a compressed structure with
an irregular and shape edges. Figure 2b presents a cross section of Ag paste after
sintering at 250 °C for 1 h. These Ag flakes merge entirely into a uniform porous
structure, suggesting full sintering of Ag flakes. In order to further investigate the
sintering behavior of theAgflake paste, TG–DTAof theAgflake pastewas conducted
and shown in Fig. 2c. A noticeable weight loss can be found from 50 to 125 °C in the
TG curve, which is attributed to evaporation and decomposition of organic solvents
in the paste. The DTA curve reveals a tiny exothermic peak at around 125 °C and a
significant exothermic at 275 °C, respectively. The slight exothermic peak is mainly
due to the decomposition of the organic solvent at low temperature.With the increase
of temperature, the Ag grains in flakes begin to recrystallize and grow under the
affection of oxygen along with an extraordinary thermal release as observed in the
DTA curve [9, 10]. The TG–DTA curves confirm theAg flake paste owns a preferable
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Fig. 2 Original morphology of Ag flakes; b Cross section of sintered Ag paste; c TG–DTA curves
of Ag paste; d thermal diffusivity of sintered Ag, SAC305, and alumina from 25 to 175 °C. (Color
figure online)

sinter-ability at a low-temperature sintering condition. Figure 2d shows a comparison
of thermal diffusivity of sintered Ag structure, SAC305, and alumina from room
temperature to 175 °C. Even though the thermal diffusivity of sintered Ag degrades
due to a porous structure, it remains at 105 mm2/s at room temperature(solid Ag
160 mm2/s), which is over twice as much as the SAC305 solder and almost ten times
of alumina (11 mm2/s) [11]. Thermal diffusivity of different materials is reduced
as an increase in temperature. However, the sintered Ag structure still possesses a
high thermal diffusivity of around 100 mm2/s, suggesting an excellent performance
in thermal conduction even at high temperatures.

Shear strength of die attach before and after thermal cycling test is presented in
Fig. 3. The initial shear strength of die attach is over 45 MPa, which is superior
to solder joining or adhesive bonding [12]. The shear strength gradually decreases
as the cycle number increases, and the shear strength of the die attach is still over
30 MPa after 500 cycles. However, a drastic decrease in shear strength occurs after
500 cycles. The shear strength degrades to 10 MPa after 750 cycles. In order to
understand this degradation, the structure of die attach was investigated via CT and
SEM cross-sectional images.

Figure 4 presents CT images and cross-sectional SEM images of the die attach
structure before and after the TCT. It can be seen that the sintered Ag appears as
a uniform layer with very few voids inside. After 750 TCT, the sintered layer has
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Fig. 3 Shear strength variation of die attach after different cycle numbers

Fig. 4 CT and cross-sectional SEM images of die attach structure before a–d and after 750 cycles
e, h

become a crazing structure with obvious cracks at the edges of chip. The cracks and
crazing structure generated during the TCT are ascribed to massive stress induced
during the harsh cycling condition [13].

In the cross section of the initial die attach specimen, Ag appears as a well sintered
porous structure (Fig. 4b). With a magnified observation of top and bottom bonding
interface (Fig. 4c, d), it can be observed that the sinteredAghas completely connected
to surface metallization of substrate and chip, which is in accordance with the supe-
rior initial bonding strength of over 45MPa. After 750 cycles, the die attach structure
presents dramatic changes (Fig. 4f). The sinteredAg structure exhibits denser connec-
tion necks and larger pore size compared with the initial Ag structure. An apparent
crack can also be observed in the cycled Ag structure due to the severe cycling stress,
and the substrate is drastically deformed as well. Figure 4e, f gives a detailed view
of the top and bottom bonding interface. A delamination layer occurs between the
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Fig. 5 Schematic graph of
module for thermal
resistance measurement.
(Color figure online)

dummy die and the sputtering layer. At the bottom bonding interface, the sintered Ag
still intimately connects to the surface metallization even through significant defor-
mation happened to the substrate. Due to different material properties of metal and
Si, massive stress generates during the cycling process, which leads to deformation
and cracks in the die attach structure. However, it is worth to notice that the failure
of die attach is attributed to the delimitation layer between the sputtering layer and
the die rather than the sintered layer. The figures in the die attach structure suggest
that the Ag sintered layer is capable of withstanding harsh thermal cycling condition
even from −50 to 250 °C.

The thermal resistance of die attach with Ag paste joining is tested via a T3Ster
and compared with solder sintered die attaches. Figure 5 shows a schematic diagram
of a packaged module for the thermal resistance measurement. A 5 mm × 5 mm
SiC (SBD) die bonds with an AMB substrate by using Ag flake paste, Au80Sn20
solder, and SAC305 solder, separately. The topside connection is realized by Al
ribbon bonding. The packaged module was set on an isothermal cooling plate and
heated via a stress current of 20 A. Cooling curve of the module is acquired by a
sensing current of 50 mA.

Figure 6a shows a cumulative structure function of the cooling process. The cumu-
lative structure function shows an identical variation initially, which is ascribed to the
same SiC SBD die structure. There is a significant increase in thermal resistance of
die attach with Au80Sn20 and SAC305 solder. Then, the cumulative structure func-
tions appear as a similar variation once again. The difference of cumulative structure
function is arguably attributed to the different die attach material since the packaged
die attach structure has the same design except for the die attach materials. Figure 6b

Fig. 6 Cumulative structure function a and differential structure function b of the module with Ag
paste, Au80Sn20, and SAC 305. (Color figure online)
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depicts differential structure functions of the different modules. The curves present
two obvious peaks with different gap distances at the initial stage, which is due to the
different thermal diffusivity die attach materials. Thermal resistance of the sintered
Ag paste layer is 0.050 K/W, which is much lower that of AuSn (0.177 K/W) and
SAC305 (0.123 K/W).

Conclusions

In this work, we systematically investigated the bonding performance and thermal
performance of the Ag flake paste sinter-joining. The Ag flake paste possesses a
superior sinter-ability at low sintering temperature, which provides a precondition for
a reliable die attach structure. The die attach structure with the Ag flake sinter-joining
has an excellent initial shear strength of over 45MPa and remain at 30MPa after 500
cycles TCT. However, due to a delamination layer between the chip and sputtering
layer, the bonding quality was severely degraded after 750 cycles. Meanwhile, the
sinteredAg structure has lower thermal resistance (0.05K/W) than the soldering layer
due to the excellent thermal diffusivity. The Ag paste sinter-joining can be regarded
as an ideal candidate for the die attach packaging in high-temperature applications.
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AMultiphysics Model of Synergistic
Environmental Exposure-Assisted
Damage of Composite Using
Homogenization-Based Degradation
Variables

Zhiye Li and Michael Lepech

Abstract The adoption of fossil-based hydrocarbon polymer composites has been
successful in both the automotive and aircraft industries and is rapidly expanding
into buildings and civil infrastructure. One challenge to broader adoption of polymer
composites in buildings and civil infrastructure is a limited ability to model the
synergistic effects of the combined physical/chemical processes of environmental
exposure and mechanical loading. Unlike other building materials, long-term expe-
rience and field performance data of polymer composites in buildings and civil
infrastructure applications do not exist. The first and largest composite building
system used in a high-rise exterior in the USA is the facade of the San Francisco
MuseumofModernArt (SFMOMA)completed in 2015. Since historical, experience-
based service life models for composite building applications are not available, it is
crucial to build multi-physical-based models in order to predict composite service
life performance on a semi-centennial or centennial time scale. This study is to build
a physics-based model to predict synergistic effect of environmental exposure to
damage of the composite. Based on the authors’ previous UV/moisture exposure
experiment-computational study, this extended study couples degradation-induced
material weakening to continuum damage model. Results of this study indicate that
the synergistic effect of combined UV and moisture exposure on composite mate-
rial degradation is more severe than simple linear superposition of each exposure’s
damage. A comparison and analysis of UV andmoisture exposure degradationmech-
anisms indicate that these environmental exposures caused material degradation by
weakening the polymer matrix, along with weakening the interface between the
polymer matrix and fiber reinforcing yarns. Moreover, the interface weakening is
more critical than the former one.
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Introduction

Thedegradationoffiber-reinforcedpolymer (FRP) compositematerials used in build-
ings and other civil infrastructure is the synergistic result of a number of physical
loads, chemical loads, ultraviolet (UV) exposures, and other mechanisms of deteri-
oration acting simultaneously over decades of service life. Such synergistic material
degradation exacerbates creep and fatigue [1–3] of structural members and limits the
accuracy of existing phenomenological service life prediction tools [2].

Thefirst and largest architectural application of fiberglass-reinforcedplastic (FRP)
in the USA is the facade of the San Francisco Museum of Modern Art (SFMOMA)
completed in 2015. The SFMOMA enclosure, which has won many awards, is the
result of a collaborative union between architect Snøhetta, leading FRP manufac-
turer Kreysler & Associates of American Canyon, California, and Enclos, one of the
largest facade contractors in the USA [4, 5]. When predicting the sustainability of
this newmaterial in a very long future time span, a lack of long-term historical perfor-
mance data limits the application of experience-based design tools, prevents reliance
on long-standing design heuristics (i.e., “rules of thumb”), and calls into question
the reliability of predictions or assessments of future in-service performance. Due
to these circumstances, the development of multiphysics and multiscale models of
material and structural degradation phenomena can be crucial to assessing the safety
and durability of newly adopted or proposed material and structural systems. [1, 2]

In this paper, a multiscale modeling technique is used to upscale the usage of
material model prediction into structural and system levels. In the multiscale compu-
tational model, there are two levels: materials level and structure level. The material
level model has the smallest length scale. It consists of woven fiber microstructure,
periodic boundary conditions, and coupled multi-physical processes (radiation heat
transfer, moisture condensation, polymer deterioration, and solid material behavior),
which ultimately affect the mechanical performance of the material. In a previous
study [6], thesemechanismswere computationallymodeled usingCOMSOL®Multi-
physics modeling software. An equivalent homogenized model is generated from
previous research [6], so that it can be used at the structural level efficiently while
maintaining the same accuracy. The micromechanics RVE model has been validated
by UV/moisture exposure and mechanical experiment.

In Section “Results and Discussion”, a computational model of the SFMOMA
façade panels is constructed, including all of deterioration mechanisms and solid
continuum damage mechanism applied simultaneously. This effort consists of three
steps: (i) use the theory of synergistic effects between ultraviolet exposure and mois-
ture exposure degradation processes developed by the authors to generate a residual
deterioration induced damage variable field, (ii) implement the residual damage field
as the initiation of continuumdamagemodel (CDM) at structure length scale, and (iii)
recreate one 3D façade plate of the SFMOMA and perform parametric damage anal-
ysis. In the long term, the models developed in this study will be combined with life-
cycle assessment (LCA) tools to better support sustainability focused design of new
material, thus reducing costs and environmental impacts of the built environment.

More broadly, this paper expands the physics-basedmodeling thrust of the sustain-
able integrated materials, structures, and systems (SIMSS) framework proposed by
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Fig. 1 Sustainable integrated materials, structures, and systems (SIMSS) framework adapted from
[2]. (Color figure online)

Lepech et al. [2] and shown in Fig. 1. As seen, the SIMSS framework integratesmulti-
physics andmultiscale considerations in the design of sustainable built environments.
Specifically, themultiphysicsmodels developed in this paper provide a foundation for
the consideration and performance prediction of new buildingmaterials and elements
(i.e., fiber-reinforced polymer composite elements) at the micromechanics level of
the SIMSS paradigm, further advancing the fundamental design of sustainable built
environments.

In Fig. 1, at the material level of the research, water condensation and polymer
degradation models are established and calibrated separately. The synthetic model is
calibrated after a single physics model is validated. From a comparative study of the
three control groups, researchers discovered that the synthetic effect of moisture on
polymer degradation can be fit into aWeibull cumulative distribution function family
[7]. Hierarchical homogenized models [6] have been widely used to study damage in
composites and guide design in structural components. However, their application in
multiphysics models, which are as complicated as the proposed research, still waits
to be explored and cultivated.

Multiphysics Modeling of GFRPS

Moisture Transportation

The model for moisture absorption used in this study is based on the conservation of
mass, provided as Eq. (1)
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∂c

∂t
+ ∇ · (−D∇c) = R (1)

where c is the moisture concentration, and R is the internal generation of moisture
per unit volume per unit time. In this study, R is equal to zero since no moisture is
internally generated within the composite materials. The diffusion coefficient tensor,
D, is a diagonal matrix with its components calibrated with data obtained from
homogenizing micromechanical state variables in [6, 7].

Hygroscopic swelling is an internal straining of the polymer composite caused
by changes in moisture content. This strain can be calculated as shown in Eq. (2).

ε
(hs)
i j = βhMm

(
cmo − cmo,ref

)
δi j (2)

where βh is the coefficient of hygroscopic swelling, Mm is the molar mass of the
polymer resin, cmo is themoisture concentration, and cmo,ref is the strain-free reference
moisture concentration. δi j is the Kronecker delta function.

UV Radiation Model

Internal damage due to ultraviolet radiation exposure is caused by radiative heating,
and the associated internal strains are caused by this internal heating. The net inward
radiative heat flux, q rad, is the difference between the irradiation,G, and the radiosity,
J, shown in Eq. (3).

q rad = G − J (3)

The overall heat flux is then transferred to the solid material, following Eq. (4).

ρCP
∂T

∂t
+ ∇q = Q with q = −k∇T (4)

where CP is the specific heat capacity of the polymer material, and q is the heat flux
by conduction. Since inward heat flux and heat conduction both lead to temperature
change, the total thermal strain can then be calculated following [8], and shown as
Eq. (5).

ε
(T )
i j = α(T − T0)δi j (5)

where α is coefficient of thermal expansion of the polymer composite and T0 is a
reference temperature.
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Solid Mechanics Model at Structural Level

To calculate the induced stress field resulting frommoisture absorption andUVexpo-
sure, it is assumed that both the polymermatrix and fiber are isotropic, homogeneous,
and elastic. Thus, the constitutive law follows [9] and is shown as Eq. (6) through
Eq. (9)

σi j = Ci jklεkl (6)

where σij and εi j in Eq. (6) are the Cauchy stresses and strain components, respec-
tively. The fourth-order stiffness tensor Ci jkl is a function of the elastic modulus,
Ei , Poisson’s ratio, νi , the shear modulus, Gi . The strain is the superposition of
mechanical, thermal, and chemical strain tensor [7].

εi j = ε
(M)
i j + ε

(T )
i j + ε

(hs)
i j (7)

Strain-Based Fatigue Model

The strain-based fatiguemodel can be described by a relation between stain amplitude
εa = ε/2 and fatigue life N. In this paper, a combined Basquin and Coffin-Manson
model with Morrow’s mean stress correction is applied to study the continuum
damage model-related fatigue life. Morrow proposed a mean stress correction to
the Basquin part of the combined Basquin and Coffin-Manson relation according to

εa = σ
′
f − σm

E
· (
2N f

)b + ε
′
f · (

2N f
)c

(8)

where σ
′
f is the fatigue strength coefficient, σm = σmin+σmax

2 is the mean stress of the

load cycle, b is the fatigue strength exponent, ε
′
f is the fatigue ductility coefficient,

c is the fatigue ductility exponent, and E is the Young’s modulus. N f is the number
of load reversals, and thus 2N f is the number of full cycles. In Eq. (8)

ε =
{

ε1, ε1 ≥ |ε3|
ε3, ε1 < |ε3| (9)

and

σ =
{

σ1, σ1 ≥ |σ3|
σ3, σ1 < |σ3| (10)
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Results and Discussion

In this section, a finite element (FEM) model (see Fig. 2) of a SFMOMA façade
plate is established, with its geometry model recreated based on a CAD model.
The CAD model is imported from the building information model (BIM) of the
SFMOMA façade. The analysis consists of three steps: (I) solves for curvilinear
coordinates filed. (II) solves the thermo-chemical–mechanical problem of the model
subject to1000 hours of cyclic UV/moisture exposure for a scalar damage variable
field. (III) solves the damage-fatigue problem of the deteriorated plate model under
cyclic deformation. The equivalent outdoor exposure time can be correlated from
laboratory exposure time and UV settings. Simplified UV correlation for accelerated
UV experiments and natural weathering can be found in [10]. In previous study
[11], the author has discussed how to solve step (I) and (II) on a sample plate. Also,

Fig. 2 a Geometry of one
SFMOMA façade plate and
displacement load. The load
is applied in Y direction of
global coordinates. b Left:
Top view (XY view in global
coordinates). Right: Side
view (YZ view in global
coordinates). (Color figure
online)
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the previous study discussed the continuum damage behavior of plate under time-
dependent deformation loading using time dependent solver. In this study, a strain-
based fatigue model is added to the previous model. As a result, damage-fatigue
behavior is discussed in the step (III) using static solver (Fig. 3).

It is easy to see in Fig. 2, each SFMOMA façade plate is designed as an elegant
surface but has very complicated curvature everywhere. However, in this situation,
anisotropic material parameter tensor in all physics introduced in Section “Multi-
physics Modeling of GFRPS” needs to be defined along the streamline where the
global coordinate system is inapplicable. In the step (I), a coordinate system following
the curves of the geometry is solved. In this coordinate system shown in Fig. 4,
anisotropic material properties, anisotropic constrains and anisotropic physics can
be defined in step (II) and (III).

In step (II) of this paper, only the irreversible degradation of the polymeric matrix
is assumed to affect the material performance of the composites. Reversible mois-
ture absorption and desorption are assumed to not play a role in weakening the
material. To implement these assumptions, moisture causes strain and the stress field
change is isolated from the data, solved from step (II), that will be imported to step
(III) as the initiation of step (III). The deterioration model in Section “Multiphysics
Modeling of GFRPS” is implemented in the FEMmodel. Diffusion coefficient tensor
Di j is homogenized from material length scale model in [6]. In previous research
[6], the multiphysics model, which was experimentally calibrated and validated by
the authors in [7] (see Fig. 3a), is used to build an RVE model for a single-layer,
plain weave, woven polymer composite (see Fig. 3b) used in the construction of
the facade of SFMOMA. The microstructure of the RVE is built using details of
the micromorphology of the fiber-reinforced polymer composite panels supplied by
Kreysler Associates for the SFMOMA façade [4, 5]. For the interface of this RVE, it

Fig. 3 aExperimentally determined and computationally simulatedmass changeoffiber-reinforced
polymer composite specimens, as a function of time, subjected cyclic exposure in 6-h increments
to both UV radiation and water condensation (experimental results from [17]). The comparison
shows that the multiphysics model is able to capture the underlying synergy of these combined
deterioration phenomena [7]. b Geometry of plain woven RVE [6]. (Color figure online)
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Fig. 4 Curvilinear
Coordinates. Red: vector
field in material frame. Blue:
Second basis vector (Y-axis)
in curvilinear coordinates.
(Color figure online)

is assumed that the glass fiber yarn and matrix are perfectly bonded. The model does
not include the protective gel coat used in the actual building. Detailed parameter
references can be found in Table 1.

In the model of step (III), the top and bottom surfaces are fully constrained.
The two lateral surfaces are constrained by symmetric boundary conditions. The
specific boundary where displacement is applied is shown in Fig. 2a. The applied
displacement is 0, 5, −5, and 0 mm for one cycle. The continuum damage model is
implemented in a COMSOL external material library written in C code [16].

The authorswant to emphasize that the target of Step (III) is to test the properties of
only the GFRPs plate, not the façade-steel frame system. In reality, the façade is fixed
on a steel frame. Displacement loads in 4 are very large and they will rarely occur. As

Table 1 Material parameters of the orthotropic woven glass fiber-reinforced polymeric composite
model at structural length scale

Parameters References

Stiffness tensor Ci jkl [12]

Diffusion coefficient tensor Di j [6, 7]

Evolution function of scalar damage variable SD [8, 13]

Material parameter for CDM [14, 15]

Material parameter for combined Basquin and Coffin-Manson model [6, 7, 16]
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a starting point for more broadly parametric studies, the damage initiation threshold
of effective strain in this example is arbitrarily set to be a very low value at 1.05e-4. In
future studies, the damage parameters should be calibrated from experiments. Also,
the simulation in step (II) assumes a situation that the GFRPs plate is not protected
by gel coat.

The result of material degradation after step (II) and step (III) is shown in Figs. 5
and 6, respectively. The scalar damage variable SD represents the defects in the
local material. The damage variable is bounded by 0 and 1. SD = 0 represents the
undamaged material, while SD = 1 means fully broken material into two parts. In
the time-dependent deformation process, the damage variable SD increases accumu-
latively and irreversibly. Figure 6 shows the contour of SD on the surface of plate
in both front and back view at the end of first cycle loading in step (III). From the
back-surface view of Fig. 5, it shows that there is slightly deformation concentrated
at the back of the plate. The damage variables is in this region are less than 0.4.

After a full cycle of deformation, the much more severe damage accumulates
at the two lateral sides and propagates into the center of the plate. Figure 7 shows
the number of cycles to failure base on strain-life fatigue model in Eq. (8). In the
figures, the location and minimum number of cycles to failure is labeled. Compare
the contour of failure cyclic number with the damage contour after one cycle of
displacement load, it is obvious that the weakest point from fatigue model falls in
the high damage area (SD > 0.8).

In future studies, the non-local effects of damage increment can be implemented
into the CDM model to get mesh independent non-local damage analysis results.
And the damage-fatigue model should be calibrated from experiments. This model
is ready for further development to predict the performance of GFRPS under very
high cycle fatigue.

Fig. 5 Contour of scalar damage variable SD (unit: 1) after environmental exposure, without
prescribed deformation. Left: Top surface. Right: back surface. (Color figure online)
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Fig. 6 Contour of scalar damage variable SD (unit: 1) after environmental exposure and prescribed
deformation. Left: Top surface. Right: back surface. (Color figure online)

Fig. 7 Number of cycles to failure in log10. Left: Top surface. Right: back surface. (Color figure
online)

Conclusion

This paper develops a thermo-chemical–mechanical model at the structural length
scale of SFMOMA facade, using diffusion coefficient tensor and stiffness tensor
homogenized from a plain-woven RVE at mesoscale length scale. The results show
that environmental exposure causes material degradation, which leads to mild mate-
rial performance weakening after 1000 h of accelerated cyclical UV/moisture expo-
sure. Although these local material weakening are not fatal in limited hours, in the
long term, their effect on the structural stability and the nucleation and propagation of
fatal damage is considerable. Theminimumnumber of cyclic loads from strain-based
fatigue model is calculated and the weakest point is highlighted for the sample plate.
Compare the contour of failure cyclic number with the damage contour after one
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cycle of displacement load, it is obvious that the weakest point from fatigue model
falls in the high damage area. This model can be incorporated into many commercial
finite element codes for a sustainability study of composite structures/systems, e.g.,
[3]. In future work, the models developed in this study will be combined with life-
cycle assessment (LCA) tools to better support sustainability focused design of new
material, thus reducing costs and environmental impacts of the built environment.
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Assessing the Susceptibility of Existing
Pipelines to Hydrogen Embrittlement

Tim Boot, Ton Riemslag, Elise Reinton, Ping Liu, Carey L. Walters,
and Vera Popovich

Abstract With fossil fuels being phased out and growing global interest in a hydro-
gen economy, there is demand for re-purposing existing pipelines for transportation
of hydrogen gas. However, hydrogen embrittlement (HE) can limit pipeline steel’s
performance. In this study, the effect of hydrogen on the mechanical properties
of an X60 base metal (polygonal ferrite/pearlite) and its girth weld (acicular fer-
rite/pearlite) was measured with a novel slow strain rate tensile (SSRT) test in which
hollow pipe-like specimens were internally pressurised with nitrogen and hydrogen
gas from 0 to 100 bars. Results showed that exposure to H2 gas at 100 bars reduced
the ductility of the base metal by up to 40% and the weld metal by 14%. Reduction
in cross-sectional area (%RA) reduced by up to 28% in the base metal and 11% in
the weld metal. Fracture surface analysis showed micro-void coalescence as well as
quasi-cleavage fracture characteristic of HE. Susceptibility to HE was also observed
in the form of secondary longitudinal and internal transverse cracks.

Keywords Hydrogen embrittlement · Pipeline steel · In situ testing · Fractography

Introduction

Hydrogen has never been as relevant globally as it is today since it is a cost-effective
and energy-efficient way of transporting and storing energy sustainably. Implemen-
tation of hydrogen as an energy carrier is now being pushed for on a global scale like
in the European Green Deal [1]. A cost and material-efficient way of transporting
hydrogen would be to use existing natural gas pipelines. Since natural gas is expected
to be phased out in the coming decades, these pipelines would become available to
transport hydrogen instead. However, current knowledge of the effect of hydrogen
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gas on pipeline steels and especially their weldments is lacking. This research studies
the effects of hydrogen gas on the mechanical properties of X60 pipeline steel and
its girth weld and assesses the HE susceptibility of both.

Through several mechanisms, gaseous hydrogen that is absorbed into a steel will
embrittle it, reducing its ductility and possibly its strength. This is called hydrogen
embrittlement (HE). Because hydrogen diffuses towards regions of high stress triax-
iality like notches and areas in front of crack tips, they can cause extra deterioration
of mechanical properties leading to a loss of strength [2]. The fracture mechanisms
related to HE can be fundamentally plastic in nature, even though the behaviour that
is observed in the material on a larger scale appears to be brittle [3–5]. Standardised
tests to assess HE susceptibility of metals are listed in, for example, ASTM F1624
[6], which describes an incremental step loading technique to assess a HE threshold
stress, and ASTM G142, which describes a slow strain rate tensile (SSRT) test to
assess HE susceptibility [7]. Both tests are performed in situ in a hydrogen environ-
ment to eliminate any desorption of hydrogen during the test. SSRT or constant load
tests are preferred since a high strain rate can limit HE, because sufficient hydro-
gen diffusion towards regions of high stress triaxiality is required in order to cause
HE [8]. Many studies in the literature test their materials in situ in an electrochem-
ical charging environment. This environment is often not representative of gaseous
hydrogen environments because the hydrogen concentrations are often much higher
in an electrochemical charging environment, as shown by Zhao et al. [9].

To assess the susceptibility of pipelines that are used to transport gaseous hydro-
gen, it is necessary to adequately represent the hydrogen environment that would be
in place during operation. Therefore, in situ SSRT testing in a high-pressure gaseous
hydrogen environment is desired. In this research, a novel test setupwas designed that
allows for assessment of both the base and weld metals to HE. The design removes
the need of a pressure vessel around the sample to charge it with hydrogen, thereby
providing an easy and cost-effective way of testingmetals in a hydrogen environment
and greatly reducing the amount of gas required. Fracture surface investigation by
microscopy (SEM) was used in this study to determine HE mechanisms.

Materials

This research considers an X60 pipeline steel, including a girth weld that was made
according to industrial pipeline welding procedures. The alloy contents of both steels
are listed inTable 1. The start\stop regions of the girthweld aswell as the longitudinal
weld regions were both excluded from the research. The base metal as shown in
Figure 1a consists of mainly polygonal ferrite with small regions of pearlite with
an average grain size on the order of 10 µm. The weld metal, shown in Figure 1b,
has a microstructure consisting of mainly acicular ferrite and pearlite with grain
boundary Widmanstätten ferrite. The acicular ferrite phase makes up the bulk of the
weld microstructure with an average grain size on the order of 1 µm. The base metal
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Table 1 Alloy contents the base and weld metals in weight %, where rest is Fe

Element C Mn Si Cr Nb Al P S Rest

Base
metal

0.06 1.66 0.26 0.06 0.04 0.04 <0.01 <0.01 97.88

Weld
metal

0.07 1.45 0.58 0.05 0.01 0.01 0.01 0.01 97.81

Fig. 1 a Microstructure of the base metal with ferrite (white) and pearlite (black) regions, and b
the weld metal where the acicular andWidmanstätten structures are indicated. (Color figure online)

and weld metal have an HV1 hardness of 200± 3.7 and 248± 9.9, respectively. The
X60 base metal has a yield strength of 461 MPa.

Methods

A novel test setup and specimen were designed in this research. The specimens,
shown in Fig. 2, were machined from the X60 pipeline wall in longitudinal direction.
Both specimens consisting of just the base metal as well as specimens including the
girth weld zone were manufactured, in which case the weld metal was present in the
notch region. The blunt notch was introduced to the specimen to enforce fracture in
the weld zone without causing high stress triaxialities that will result in exaggeration
of the HE susceptibility. A blind hole was machined into the specimen, so that it can
be charged with hydrogen gas from the inside. In this way, the specimen acts as a
miniature pipe where hydrogen gas is present on the inside, while the outside is left
open to the laboratory environment. The specimens are machined in such a way that
the girth weld remains in the same orientation as in the pipeline.

SSRT testing was performed on smooth base metal specimens, notched base
metal andweldmetal specimens under the following conditions: without any internal
pressure, at 100 bar N2 pressure and at different levels (0–100 bar) of H2 pressures.
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Fig. 2 Schematic drawing of the samples used in this research. Dotted lines in the notch represent
the measurements of smooth samples

Every test was performed at a cross-head displacement speed of 1.5 mm/h, which
translates to a strain rate of 10-5 s−1 for smooth (un-notched) specimens. Tests that
were performed in H2 gas also included a pre-charging step in which the sample was
kept at the testing pressure for 17 h before the start of the test. At least three repetitions
were tested for each combination of sample type and pressure, after which the tensile
data was analysed. Fractographic analysis was performed in a SEM to highlight the
differences in fracture behaviour between the different specimens. Furthermore, the
area of each fracture surface was measured using a digital optical microscope so that
reduction in cross-sectional area (%RA) could be calculated.

In addition to the experimental setup, two FEAmodels were created to support the
design. Both models use the same geometry based upon an axisymmetric mesh type
to model the cylindrical notched specimen. A diffusion model was used to estimate
the pre-charging time, and a deformation model was created to model the behaviour
of the sample during the tensile test. The deformation model shows the emergence
of a zone inside the specimen wall where the stress triaxiality approaches 0.75 as a
consequence of the notch and the axisymmetry of the specimen.

Results and Discussion

A significant influence of H2 on the base metal and weld metal was found from
tensile data and SEM fractography.

Effect of Hydrogen on Mechanical Properties

Representative tensile curves of the different specimens are shown in Fig. 3. The
most prominent effect of hydrogen that was found is a reduction in ductility of both
the base and weld metal. As can also be seen in Table 2, no apparent influence of the
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Fig. 3 a Tensile curves of smooth BM samples tested in 100 bar N2 and 100 bar H2, and b tensile
curves of notched BM and notchedWM samples tested in 100 bar N2 and 100 bar H2. (Color figure
online)

hydrogen on either the yield strength or the UTS of the specimens was discovered.
The notched base metal specimens lost 40.4% in ductility when subjected to 100 bar
hydrogen gas. This is higher than that of the smooth specimens (27%), because of the
higher stress triaxialities present in the notch root compared to a smooth specimen.
Both the yield strength and the UTS of the weld metal exceed that of the base metal
by approximately 30%.Moreover, the elongation of the weldmetal samples at failure
is 1.72 mm compared to 1.08 mm for the base metal. This means the weld metal is
stronger and more ductile than the base metal, but still retains much more ductility
when subjected to gaseous hydrogen. The specimens only lose 14% in ductility at 100
bar of H2 pressure. This is because the weld metal has a more refined microstructure
of small interlocking acicular ferrite grains and a high grain boundary density. This
structure creates maximum resistance to brittle crack propagation which leads to a
smaller reduction in elongation under influence of hydrogen compared to the base
metal.

Thenotchedbasemetal specimens showeda28%reduced%RAinH2 as compared
to N2. The weld metal specimens show an 11% decrease in %RA in H2 compared
to N2. The %RA values for the weld metal were constant over different pressures,
meaning that the trend that was observed of a reduction in elongation with increasing
hydrogen pressure is not present in the%RAvalues. This can be explained by looking
at the fracture surfaces.

Fractography

The reduction in %RA values for both steels in hydrogen is a direct consequence of
the HE fracture mechanisms. Martin et al. study characteristic smooth features and
ridges that arise on so-called quasi-cleavage (QC) fracture surfaces that is typical of
hydrogen enhanced fracture [4, 5]. They observe nanoscale dimples on the smooth
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Table 2 Yield strength, UTS, elongation until failure and %RA values for the notched base metal
(BM) and weld metal (WM) specimens. Values are averages ± standard deviations of each set

Notched BM 100
bar N2

Notched BM
100 bar H2

Notched WM
100 bar N2

Notched WM
100 bar H2

Yield strength
(MPa)

626 ± 24.6 631 ± 18.3 810 ± 5.9 812 ± 4.8

UTS (MPa) 674 ± 15.1 677 ± 12.9 857 ± 6.4 861 ± 1.5

Elongation at
failure (mm)

1.08 ± 0.04 0.64 ± 0.06 1.72 ± 0.16 1.48 ± 0.11

Reduction (%) – 40.4 – 14.0

%RA 72.1 ± 1.0 52.0 ± 2.0 48.2 ± 1.5 43.0 ± 3.0

Reduction (%) – 28.0 – 10.8

QC areas and a high density of dislocations under the fracture surface, pointing to
a very localised ductile mode of failure rather than a brittle one. As can be seen in
Fig. 4a, similar features were found on the base metal samples tested under 100 bar
H2 pressure. Such highly localised ductile failure acts before larger-scale necking
and causes a reduction in %RA for the specimens. Both smooth and notched base
metal specimens showed near identical %RA values, which could be explained by
their fracture surfaces that were both QC dominated. It was also found that notched
specimens show more secondary cracking perpendicular to the fracture surface in
the zones of large triaxiality, but this does not influence the cross-sectional area.

As shown in Fig. 4b, weld specimens were found to only partially fracture in the
QC mode before reverting back to a more ductile microvoid coalescence (MVC)
mode near the outer surface. The size of the QC fracture area was found similar for

Fig. 4 a SEM image of the fracture surface of a smooth base metal sample tested in 100 bar H2 gas
showing smooth quasi-cleavage (QC) facets with ridges and secondary cracking, and b an overview
of the fracture surface of a weld sample tested in 100 bar H2 gas showing partial QC and partial
microvoid coalescence (MVC) cracking. (Color figure online)
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weld specimens tested in different hydrogen pressures, which could explain their
similar %RA values. Because of the weld metal’s small grain size, no characteristic
QC features could be identified on their fracture surfaces. The fact that there is a
transformation from QC to MVC fracture could be attributed to a more abruptly
occurring fracture in the weld metal specimens. The base metal specimens showed a
more gradual decrease in force before failure, pointing to a slower advancing crack
front, while a faster advancing crack in the weld specimens might not have allowed
the QC fracture mode to form over the entire fracture surface.

Secondary cracking (of up to 100 µm) parallel to the fracture surface was fre-
quently observed in smooth samples tested in H2 gas. In a gaseous hydrogen environ-
ment, the sensitivity of the material to sharp defects increases, and crack initiation
can be accelerated. It is suspected that the secondary cracks initiated from machin-
ing defects. Although the inside surface of the smooth samples was mechanically
reamed, it was still sensitive to accelerated cracking in a hydrogen environment.
The outside surface, which was not reamed, did not show any signs of secondary
cracking. It should be noted that notched specimens showed less secondary cracking,
likely because strain in these samples was localised to the notch root where fracture
occurred.

Conclusions

The following conclusions can be drawn from this research:

• A novel SSRT setup featuring in situ hydrogen gas and samples representing
miniature pipelines was successfully applied for assessing HE susceptibility of
both base and weld metals of pipeline steels.

• Both the base and weld metal were found susceptible to HE. Although the
behaviour before fracture (yield strength and UTS) was found to be unaffected
by H2, a substantial reduction in ductility of 40% for base and 14% for weld metal
under 100 bar H2 was observed.

• The weld metal was found less susceptible to HE due to its fine acicular ferrite
microstructure with its inherent resistance to crack propagation.

• Reduction in elongation of the weld specimens showed an increasing trend with
increasing H2 pressure. It should also be noted that %RA values did not show this
trend, which indicates that %RA is not a suitable parameter to assess the effect of
hydrogen pressure on the extent of HE.

Some aspects that are essential for the assessment of pipelines to HE were not
researched in this work, but remain as recommendations for future work:

• Pipelines rarely operate in high plastic strain regimes, but rather at lower strains
in cyclic loading. Therefore, cyclic testing is necessary to fully characterise the
effect of HE on a pipeline in its application environment.
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• Existing pipelines can have existing defects. These could be simulated by altering
the notch geometry in the samples discussed in this work and thus result in useful
fracture toughness data.

Details regarding the development of the test setupwill be discussed in a follow-up
journal paper.
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Combined Ab Initio and Experimental
Study of Hydrogen Sorption
in Dual-Phase Steels

Saurabh Sagar, Vera Popovich, Pascal Kömmelt, and Poulumi Dey

Abstract Controlling the detrimental effect of hydrogen on the mechanical
behaviour of advanced high strength steels is decisive for their application. Precip-
itates in steels can be useful in irreversibly trapping the hydrogen atoms, thereby
preventing their diffusion to critical regions in the microstructure where they can be
most detrimental. In this work, the capability of precipitates of transition metals in
limiting the amount of diffusible hydrogen has been examined.A combined ab initio–
experimental approach was used to study the hydrogen sorption in two DP800 steel
grades with different concentrations of titanium and vanadium using cyclic voltam-
metry. Under the same charging conditions, diffusible hydrogen concentration was
found to be higher in the vanadium grade as compared to the titanium grade. Scan-
ning electron microscope characterisation revealed a more compact layer of oxide on
the vanadium grade which contributed to more hydrogen absorption on the surface.
Density Functional Theory calculations were performed to determine the trapping
strength of precipitates of titanium and vanadium. C vacancy in titanium carbide
was found to be the strongest hydrogen trap, but the C vacancy formation energy
was much lower in vanadium carbide. At finite temperatures, however, both precip-
itates are experimentally known to be off-stoichiometric. Our DFT-based finding of
the titanium grade being irreversible hydrogen trap is thus in agreement with the
experimental results.
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Keywords Advanced high strength steels · Hydrogen trapping · Cyclic
voltammetry · Density functional theory

Introduction

Advanced High Strength Steels are widely used for manufacturing structural compo-
nents in the automotive industry owing to their high strength and ductility [1, 2]. It
has been well documented that when hydrogen is absorbed in steels, even in small
concentrations of the order of 1 ppm, it causes a severe loss in strength and ductility
[3–6]. The intricate phenomena of deterioration of mechanical properties of a mate-
rial in the presence of hydrogen is commonly referred as hydrogen embrittlement
(HE). The exact role of hydrogen in causing embrittlement is ambiguous and various
mechanisms of embrittlement have been proposed to explain instances of hydrogen
embrittlement [7]. However, it is understood that diffusible hydrogen which can
evolve out from specimens during exposure at service temperature is responsible for
HE of high strength steels [6]. Diffusible hydrogen tends to migrate towards crit-
ical regions in the microstructure such as the crack tip zone or voids surrounding
inclusions, where it exerts its deleterious effect. One possible solution to improving
a material’s resistivity to hydrogen embrittlement is to limit the amount of diffusible
hydrogen by introducing benign hydrogen traps in the microstructure [6, 8].

Microstructural features such as defects or impurities play a crucial role in HE. A
hydrogen atom interacts with the distinct electrostatic fields around defects and can
possibly bind to such a location. When the hydrogen atom is strongly bound at a site,
such that it does not diffuse out upon the applied conditions of stress and temperature,
it is said to be irreversibly trapped. On the other hand, reversibly trapped hydrogen
atoms can diffuse out at ambient conditions and contribute to embrittlement. The
distinction between a reversible and irreversible trap is not exact and depends upon
the environment that the material is in. However, it has been established that defects
such as grain boundaries and dislocations are reversible traps [9, 10], while second
phase particles such as precipitates of alloying elements may be irreversible traps
depending upon several factors such as size, stoichiometry and type of interface [11,
12]. It has been reported in a number of experimental studies [11, 13] that steels
with uniform distributions of fine carbide and nitride precipitates indeed have a
lower susceptibility to HE. Therefore, carbides and nitrides of transition metals seem
to be prime candidates for improving resistivity to HE of steels and consequently
significant research has been dedicated to this aspect. Takahashi et al. directly imaged
hydrogen isotopes in VC and TiC precipitates using atom probe tomography [14].
These studies revealed that most hydrogen atoms are located within the precipitate
and along the broad interfaces of these precipitates. Laureys et al. [12] compared
the trapping capability of TiC and VC precipitates through hot and melt extraction
in generic Fe-C-Ti and Fe-C-V steel specimen. It was observed that hydrogen was
trapped more strongly in Fe-C-Ti than in the Fe-C-V alloy, indicating that TiC was
a stronger trap. However, a direct comparison of trapping capacity of TiC and VC
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precipitates could not be obtained through these methods. In a first-principles study
on the interaction of hydrogen with TiC precipitates in α-Fe, Di Stefano et al. found
that a large variety of possible trapping sites for hydrogen are possible [15]. Such
sites can be associated with the particle-matrix interface, misfit dislocation cores
and other defects at the interface as well as interstices and carbon vacancies within
the precipitate. Trapping at the semi-coherent interfaces was moderate while carbon
vacancies in the interior of the precipitate were the strongest traps.

While atomistic simulations have been able to provide fundamental insights into
the trapping of hydrogen, a direct correlation between the theoretical and experi-
mental findings has not been established thus far. In the present work, we validate the
potential usability of precipitates of titanium and vanadium in irreversibly trapping
absorbed hydrogen in dual-phase steels, thereby limiting the amount of diffusible
hydrogen. Trapping of hydrogen in TiC, TiN, VC and VNwas studied using Density
Functional Theory (DFT)-based ab initio calculations and the precipitate with better
trapping efficiency was identified. Simultaneously, two steel grades with different
concentrations of titanium and vanadium were loaded with hydrogen under the same
conditions and the amount of diffusible hydrogen was subsequently measured using
Cyclic Voltammetry (CV). CV has recently been applied for measuring diffusible
hydrogen in electrochemically hydrogen charged specimen [16–18]. The method
is relatively fast and simple and can be performed with in situ hydrogen charging,
which is a big advantage over hot extraction methods in which a large proportion of
hydrogen can diffuse out between the charging and measurement steps [18].

Materials and Methods

Two commercial grades of DP800 steel with different concentrations of titanium and
vanadium were chosen for this study. The chemical composition of the two grades
is listed in Table 1. As can be seen, the grade with higher titanium concentration
has been referred to as T-Grade while the other is called V-Grade. By selecting
steel grades with these specific compositions, it was possible to ensure that a high
number density of titanium carbides and nitrides would be present in the T-grade and
similarly vanadium precipitates in V-grade. Carbides in dual phase steel are known
to be in the size range of 4 nm up to 50 nm for (semi) coherent nano-precipitates
while incoherent precipitates ranging up to 150 nm have been reported [19, 20].

Dual-phase (DP) steels studied herein have a microstructure of mainly soft ferrite
with islands of hard martensite dispersed throughout the matrix. For both materials,

Table 1 Concentration of elements of interest in the two DP800 steel grades

C (wt%) N (ppm) Ti (wt%) V (wt%)

Grade T 0.148 45 0.020 0.004

Grade V 0.158 44 0.009 0.062
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grain sizes were in the range of 5–10 μm. Semi-quantitative XRD analysis of the
steel samples revealed a microstructure consisting of 4 ± 1% retained austenite for
both grades.

Experimental Approach

CV experiments with in situ hydrogen charging were conducted on both mate-
rials to compare the amount of diffusible hydrogen sorbed under specified charging
conditions. The as-received material had been hot-dip galvanised beforehand. For
performing electrochemical experiments, the steel specimens were de-coated by
immersing in 1:1 HCl solution following which they were rinsed with isopropanol.
One side of the sample, which was to be exposed to the electrolyte was sanded and
polished to a surface finish of 1 μm. A three-electrode setup was used with the
steel sample as the working electrode, a double junction saturated Ag/AgCl refer-
ence electrode (+0.197 V versus SHE) and a platinum mesh as counter electrode. A
circular area of diameter 1 cm on the sample surface was exposed to the electrolyte.
The electrolyte consisted of a solution of 8 g/l thiourea in 1 M NaOH. Thiourea is an
organo-sulphur compound with the formula SC[NH2]2 which is known to function
as a recombination poison. It facilitates the retention of protons in the electrolyte
during the test thereby promoting the ability of atomic hydrogen to enter steel.

Electrochemical measurements were performed with a Bio-Logic VSP300 poten-
tiostat. The test consisted of three steps—(i) two initial cyclic voltammetry scans from
−1.25V to−0.2V at a scan rate of 10mV/s. The first scanwas done to ensure that the
sample surfacewas consistent for all tests, while the second scanwas used to generate
a baseline. (ii) Immediately after the second CV scan, cathodic hydrogen charging
was carried out by applying a constant potential of −1.25 V. Charging was done
for three different durations of 30, 60 and 120 min. (iii) For detecting the absorbed
hydrogen, hydrogen charging was followed by two CV scans. For quantifying the
amount of hydrogen, instead of the CV scans, a static potential of −0.9 V versus
Ag/AgCl was applied to the cell after hydrogen charging. The choice of this potential
was based on results from CV experiments and will be explained later. Three sets of
tests were performed for each grade.

Theoretical Approach

DFT calculations were performed to compute the trapping efficiency of TiC, TiN,
VC and VN. All DFT calculations were carried out using the Vienna Ab initio
simulation package (VASP) [21, 22]. The generalised gradient approximation (GGA)
parameterised by Perdew, Burke and Ernzerhof [23] was employed for exchange
correlation. The Methfessel-Paxton method [24] with a smearing width of 0.15 eV
has been used for the Fermi surface smearing. The single-electron wave functions
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were expanded by using plane waves up to an energy cutoff of 500 eV. All lattice
vectors and atomic positions were relaxed until the residual forces acting on each
atom were below 0.01 eV/Å. An energy tolerance of 10−6 eV was defined as a
convergence criterion for the self-consistent electronic loop. The Brillouin zone was
sampled using Monkhorst-Pack grids [25] with a 24 × 24 × 24 grid for the 8 atom
unitcell and 6 × 6 × 6 grid for the 64 atom supercell.

The formation energy of studied compounds was calculated as the difference
between the total energy of the compound phase and that of its constituent elements.
Equation 1 depicts this relation, whereM is the metal atom, X is a carbon or nitrogen
atom and a and b are the number of atoms of the two constituents of the compound.

E f = E[MaXb]−aE[M]−bE[X ] (1)

To determine the propensity of the compounds to form vacancies, the vacancy
formation energy was calculated as:

Ev = E
[
MXvacancy

] − E
[
MXperfect

] + µ0
X (2)

where µ0
X is the chemical potential of an X atom in BCC iron. Hydrogen trapping

was characterised by the solution energy of hydrogen at a trap site. Solution energy
was calculated at interstitial sites and vacancies according to:

EH = E[MXH ]− E[MX ]− 1

2
µ0

H2
(3)

where µ0
H2

is the ground state energy of a hydrogen molecule. The energies used in
Eqs. 1, 2 and 3 were obtained from DFT calculations.

Results and Discussion

Experimental Results

The voltammograms obtained for the both materials, before and after hydrogen
charging are shown in Fig. 1. The shape of the voltammogram was similar for both
materials which was to be expected owing to the similarity in composition of the
materials. For the uncharged specimen, two peaks were formed in the anodic direc-
tion. The first peak, labelled as A1 occurs at a potential of −0.86 V. This peak was
also observed in the work of Ozdirik et al. and was determined to be arising from
thiourea related oxidation processes [18]. The second peak, A2, was observed at
a potential of −0.7 V and is attributed to the oxidation of iron. Oxidation of iron
was visible on the sample as a reddish-brown layer over the exposed area. When the
sweep direction was reversed, peak B1 formed in the cathodic branch at a potential
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Fig. 1 CV plots obtained a T-grade and a V-grade sample. Baseline scan was done on uncharged
samples followed by two scans after 30 min of hydrogen charging. (Color figure online)

of−1.04 V. The areas of peak A2 and B1 were found to be quite similar. Thus, peak
B1 was arising due to the reduction of iron which was oxidised during the forward
scan.

For the hydrogen charged samples, peaks A1, A2 and B1 occurred at exactly at
the same potentials as the uncharged case. However, a previously unknown peak A3
was formed at a potential of−0.9 V for both materials. This potential corresponds to
the evolution of hydrogen. During the charging step, hydrogen was evolved from the
electrolyte. The hydrogen atoms were first adsorbed or chemisorbed on the sample
surface and subsurface followed by diffusion into the bulk where it may get trapped.
Thus, peakA3 is attributed to diffusible hydrogen that is desorbed from the specimen.
Hydrogen that is detected via this method includes contributions from surface and
subsurface sites and possibly reversible traps, such as grain boundaries, in the bulk
of the specimen. Upon subsequent scanning, the hydrogen related peak disappeared,
which suggested that hydrogen was completely desorbed during the previous scan.
Peak A1 which was attributed to thiourea is also diminished significantly. This is to
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be expected as some thiourea from the electrolyte is consumed to prevent hydrogen
recombination.

For quantification of the absorbed hydrogen, current transients obtained from
the potentiostatic discharging step were integrated. The potential was chosen as
−0.9 V, which was the potential at which the hydrogen peak had formed. Although
discharging was done for a duration of 30 min, after an instantaneous rise in current,
it began to drop significantly and within 100 s, it was almost zero. For this reason, the
current-time plot was integrated up to 100 s. The surface charge density thus obtained
was divided by the charge on an electron to obtain the number density of electrons.
As each electron reacts with one hydrogen atom, the number of hydrogen atoms is
equal to that of electrons. The number density of hydrogen atoms was then divided
by the atomic density of iron to yield the concentration of hydrogen in atomic ppm.
A comparison of hydrogen content with charging duration for the two materials is
presented in Fig. 2. The observed diffusible hydrogen content in V-grade steel was
consistently higher (by around 25%) than in T-grade. Since the phase compositions
are similar for both materials, the bulk diffusion constants for hydrogen in both
materials is expected to be the same. Hence, kinetics of diffusion does not play a
role in the observed difference in hydrogen concentration. It is also notable that the
scatter in values obtained for T-grade was consistently higher than that in V-grade.

SEM imaging of the sample post experiments revealed an oxide layer on both
materials are shown in Fig. 3. The thickness of the oxide layer was around 2 μm for
both materials. However, V-grade steels exhibited a uniform oxide layer throughout
the activated area while that for T-grade steels was sparse and irregular. Upon
contrasting the oxide film morphology against the measured hydrogen content,
it was seen that the material with a larger scatter in data had a more irregular
oxide morphology. As the oxide layer on T-grade was more susceptible to irreg-
ularities, the number density of hydrogen trap sites on the surface would also vary
significantly between multiple samples, which possibly led to a large scatter in the

Fig. 2 Comparison of diffusible hydrogen content in both grades as measured from potentiostatic
discharging experiments. Hydrogen content in V grade was consistently higher than in T grade
samples. (Color figure online)
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Fig. 3 Oxide layer morphology on samples of both grades. The arrows on T-grade indicate voids
at the oxide-metal interface. (Color figure online)

measured hydrogen content. This observation therefore offers evidence for trapping
of hydrogen by the oxide layer. Additionally, the dense layer on V-grade would offer
more trap sites, and correspondingly, more hydrogen was absorbed by this grade.

DFT Results

Both titanium carbide/nitride and vanadium carbide/nitride crystallise in the rock
salt crystal structure (Fig. 4). The equilibrium lattice parameters, formation energy
and vacancy formation energy obtained for the four compounds are listed in Table 2.
The values obtained for lattice parameter and formation enthalpy are comparable
with previously reported works [26–28] and the references used therein. The forma-
tion of each compound is exothermic indicating the phases are stable. However, the
vacancy formation energy in both titanium compounds as well as VN is endothermic,
indicating that these compounds would remain stoichiometric (with respect to C and
N) in the absence of any kind of applied plastic strain and at zero temperature. This

Fig. 4 aUnit cell of the studied compounds depicting the rocksalt type crystal structure. Simulations
were carried out on 2× 2× 2 supercells (b) generated by repeating the unit cells twice along each
lattice vector. (Color figure online)
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Table 2 Structural parameters and energies of the studied compounds from calculations on a 2 ×
2 × 2 supercell

Parameter Compound

TiC VC TiN VN

Lattice Constant (Å) 4.33 4.15 4.25 4.12

Structure Formation Energy (eV/f.u) −9.44 −6.32 −14.08 −8.16

Vacancy Formation Energy (eV) 1.29 −0.24 2.44 1.16

is in contrast to VC, which is known to precipitate in the off-stoichiometric V4C3

composition [29].
Hydrogen solution energies in the studied compounds were firstly calculated at

the interstitial sites. As the octahedral sites are fully occupied by C or N atoms, only
the tetrahedral sites can accommodate hydrogen atoms. As can be seen from Table 3,
hydrogen solubility at interstitial sites was endothermic, indicating that occupation
of these sites by hydrogen is a thermally activated process. Hydrogen solubility in a
C/N vacancy within the precipitate was also calculated according to Eq. 3. Hydrogen
solution energy is negative for all compounds, indicating exothermic dissolution in
vacancies. Comparison with interstitial sites clearly shows that vacancies within a
precipitate are stronger traps for a hydrogen atom as compared to tetrahedral inter-
stices. A carbon vacancy in TiC is seen to have the strongest affinity for hydrogen.
Vacancy-hydrogen complex formation energy is the energy required to form a C/N
vacancy in the compound and the energy required to dissolve a hydrogen atom in
the vacancy. The C vacancy formation in VC was found to be exothermic, unlike the
other compounds (refer to Table 2).

The values obtained for vacancy-hydrogen complex formation energy would
suggest that irreversible trapping during hydrogen charging should be more effective
in the V-grade material, and consequently, the amount of diffusible hydrogen should
be lesser than the T-grade. This is, however, in contradiction to the experimental
results. Following are the key factors for the observed contradiction between theory
and experiments. It has already been mentioned that the oxide layer is contributing
to some reversible hydrogen trapping which can alter the results of the experiments.
Other possible reasons are the finite temperature effects and/or the elastic strain
between coherent precipitates and matrix. To elaborate, C (N) vacancy formation is
energetically feasible at finite temperatures because of configurational entropy,which

Table 3 Hydrogen trapping related energetics in studied compounds for a 2 × 2 × 2 supercell

Parameter Compound

TiC VC TiN VN

H-Solution energy in interstices (eV) 1.33 1.99 2.30 1.23

H-Solution energy in vacancy (eV) −0.96 −0.06 −0.38 −0.26

Vacancy-H complex formation energy (eV) 0.33 −0.30 2.06 0.90
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holds true for both Ti and V precipitates. Furthermore, the elastic strain between
coherent precipitates embedded in matrix plays a significant role in driving out C
or N atoms from the precipitates to the surrounding matrix, even at zero tempera-
ture. Hence, Ti and V precipitates are expected to be off-stoichiometric with respect
to C or N. It is worthwhile to mention here that the Ti or V precipitates are indeed
experimentally observed to be off-stoichiometric [29, 30]. This implies that the DFT-
based finding of TiC and TiN precipitates being stronger hydrogen traps than their
V counterpart is consistent with the experimental observation.

Conclusions

This work was focused on examining the capability of precipitates in trapping
hydrogen thereby limiting the amount of diffusible hydrogen in the material. CV
results showed that the amount of diffusible hydrogen after two hours of hydrogen
charging was approximately 25% higher in V-grade steel than in T-grade steel.
However, the method has a shortcoming since the oxide layer formed during CV
scans can also contribute to reversible trapping of hydrogen. It is thus recommended
that for establishing the method for measuring hydrogen sorption, the contribution of
oxide layer to trapping needs to be quantified. DFT calculations were carried out to
compare the hydrogen trapping efficiency of carbides and nitrides of vanadium and
titanium. It was observed that H solubility in interstitial sites was endothermic, indi-
cating that trapping was unfavourable. However, H solubility in a C/N vacancy was
found to be exothermic. C vacancy in TiC was found to be the stronger trap than that
in VC (−0.91 eV versus−0.06 eV for VC). This was, however, counterbalanced by
the high C vacancy formation energy in TiC. It is noteworthy that both compounds
are experimentally known to be off stoichiometric. It is thus concluded form our
combined ab initio—experimental approach that the contribution of precipitates of
Ti in irreversible hydrogen trapping is higher in T-grade steel, than the corresponding
role played by V precipitates in the V-grade steel.
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Stress Corrosion Cracking of TRIP
Fe39Mn20Co20Cr15Si5Al1 (at.%) High
Entropy Alloy

P. Varshney, R. S. Mishra, and N. Kumar

Abstract Stress corrosion cracking (SCC) can adversely affect the life of any engi-
neering component. The studyof high entropy alloys (HEA) shows excellentmechan-
ical properties but SCC susceptibility is unknown. We have studied SCC behavior of
a transformation-induced-plasticity (TRIP) Fe39Mn20Co20Cr15Si5Al1 (at.%) HEA in
3.5wt%NaCl solution using slow strain-rate tensile testing (SSRT) on smooth tensile
specimens along with the electrochemical behavior of the alloy. The microstructural
characterization of the alloy was carried out in as-received condition and after corro-
sion test using advanced characterization tools including X-ray photoelectron spec-
troscopy. The polarization test of the alloy done in 3.5 wt% NaCl solution revealed
corrosion current density as 8.05× 10−8 A/cm2, markedly lower than the 304 stain-
less steel (76 × 10−8 A/cm2). The pitting potential of the alloy was 0.089 V. The
SSRT result shows a decrease in the elongation and ultimate tensile strength. Further,
experiments are in-progress to understand mechanistic origin of decrease in ductility
of the alloy.
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Introduction

Stress corrosion cracking (SCC) is a phenomenon in which corrosive environment
and tensile stress (internal or external) acting on the material play a crucial role
in the material deformation or fracture [1]. External stresses include monotonic
load, low amplitude cycling whereas internal stresses correspond to the stresses
introduced during processing of the material, i.e., cold working, welding. The SCC
mechanism suggests that cracks nucleate and coalesce together to form a bigger
crack and propagate through the material leading up to fracture of a material. The
failure in SCC is sudden and poses a significant threat to structures and life [2, 3]. For
instance, in nuclear power plants, the operating temperature is very high and high-
energy radiation environment that provides satisfactory conditions for the SCC [4].
The failure of any component due to SCC may lead to radiation leakage and sudden
fracture of the material can cost even human lives. To counter SCC, researchers have
designed advanced alloys [5]. For instance, Dutta et al. mention in their work that
nuclear power plants use austenitic steels (304, 316), Alloy 600, Alloy 800, and
Alloy 690 as the tube materials for steam generators. However, in austenitic steels,
chloride-induced SCC is a major concern that led to replacement of some of these
alloys with better alloys [6]. Zinkle et al. in their published work have stated that
Alloy 600 contains 78% Ni and is highly susceptible to SCC even in pure water that
led to the use of Alloy 690 in place of Alloy 600 as it provided better resistance to
SCC [5].

Conventionally, the alloy contains one principal element, and the remaining
elements are present in minor proportion. For instance, Al 2045 alloy, contains
aluminium as its principal alloying element. Similarly, different alloys like Mg, Ti,
Cu, Ni alloys have one principal element. In 1995, a new alloying concept emerged
considering multiple principal alloying elements and led to the development of a
new class of alloys referred to as high-entropy alloys (HEA) [7]. The HEAs show the
excellent properties that make these alloys potential candidates for various critical
applications. A review of published literature on HEA over one and half decades
suggests that some of the HEAs show an excellent combination of mechanical
and electrochemical properties [8–10]. However, to date, there is no work reported
addressing SCC behavior of HEAs.

In this work, we studied a newly designed Fe39Mn20Co20Cr15Si5Al1 TRIP HEA.
The published work so far on this alloy suggests that the alloy contains hcp (ε) and
fcc (γ ) phase. The hcp (ε) phase is harder than fcc (γ ) phase and is responsible for
the increased strength. The studied HEA show excellent mechanical properties, but
many of the properties are still unexplored and need to be understood. The focus of the
current work is on the SCC behavior of the alloy. To understand the SCC behavior, we
have carried out experiments using linear polarization technique, scanning electron
microscopy technique, and slow strain-rate testing (SSRT), and corresponding results
are reported here.
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Experimental

Material Processing Route

The HEA Fe39Mn20Co20Cr15Si5Al1 studied in this paper was produced by vacuum
arc melting in a cold-copper crucible. The chamber was filled with Ar at 1 atm before
melting the pure metals. The pure metal composition was Fe39Mn20Co20Cr15Si5Al1
(at. %). The as-cast alloy was homogenized at 900 °C for 2 h followed by water
quenching. The produced alloy was warm rolled at 500 °C until 70% reduction. The
dimensions of the rolled alloy plate were 50 × 25 × 5 mm3. The rolled alloy was
further cut into thin sheets of thickness 1.2–1.4 mm using wire electrical discharge
machining (EDM) from Mitsubishi for further characterization.

Microstructural, Electrochemical, and SCC Characterization

Microstructure

In this work, 1.5–2.0 mm thick sheets were used to machine out specimens of size
10 × 5 mm2, polished from 240 (abrasive grit size) to 0.05 μm surface finish using
colloidal silica solution. The polished specimen was etched using aqua regia etchant.
Optical micrographs (Amscope-ME520TA) were used for grain size determination.
Another polished specimen was characterized for the phase identification and phase
fraction determination using X-ray Diffraction (XRD) technique (Philips X’Pert
MRP) operated at 40 kV, 30 mA having a Cu source. The data was analyzed using
EVA software for phase determination and TOPAS software for the phase fraction
determination.

Linear Polarization and Passive Layer Characterization

A specimen of 22 mm diameter and 1.5 mm thickness size was used to study the
corrosion behavior by performing a linear polarization test using Gamry 1010 E. The
specimen was mirror-polished to 0.05 μm surface finish using colloidal silica. The
specimen was cleaned with acetone to remove impurity and grease content from the
surface before starting the test. The test was performed in 3.5 wt% NaCl solution
with potential ranging from −0.5 V to 1 V with a scan rate of 0.167 mV/s. The
corroded sample was characterized using scanning electron microscopy (SEM) of
APREO S to understand the microstructural characteristics of the corroded sample
including pit size and morphology.

The information concerning the chemical composition in the film was obtained
using X-ray photoelectron spectroscopy (XPS) of Kratos AXIS 165 having Al Kα

X-ray source, operated at 15 kV and 10 mA. The pressure maintained in the chamber
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was ~10−7 torr. The survey spectra were generated at 160 eV pass energy to get the
elemental information present in the corroded sample (linear polarized). The analysis
of the data was performed using CasaXPS software.

Slow Strain Rate Tensile Test (SSRT)

The specimen of gauge section 5.00 × 3.07 mm2 having a thickness of 1.2 mm was
machined out using a micro mill from the HEA sheet. The specimen was polished
using the standard metallographic technique from 240 (abrasive grit size) to 0.05μm
using a colloidal silica solution. The machined sample was tested using the universal
tensile testing set up of ADMET. One tensile specimen was tested in air and another
with the same dimension in the presence of 3.5 wt% NaCl solution. The cross-head
velocity for both the test was 6.45 × 10−5 mm/s.

Results and Discussion

Figure 1 shows the optical micrograph of the Fe39Mn20Co20Cr15Si5Al1 HEA, etched
with aqua regia. The analysis of the micrograph provided the average grain size as
220 μm. Figure 2 shows the XRD data plot for Fe39Mn20Co20Cr15Si5Al1 HEA. The
analysis of the XRD data revealed the existence of two phases, i.e., fcc (γ ) and hcp
(ε) phases consistent with information available in the published literature [11–15].
The phase fraction of γ and ε phases were ~24% and ~76%, respectively. The lattice
parameter for the γ phase was estimated to be a= 3.6 Å, and for ε phase a= 2.54 Å
and c = 4.12 Å. Nene et al. in his work on Fe39Mn20Co20Cr15Si5Al1 reported 2
phases, i.e., γ and ε. The phase fractions reported in their work was different from
what was observed in this work. It could be due to the difference in the processing
parameter used in the rolling of the as-cast alloy [7]. TRIP literature suggests that
the ε phase is hard and provides strength to the alloy [7, 14, 16].

Figure 3 shows the Tafel plot for the Fe39Mn20Co20Cr15Si5Al1 HEA. The obtained
corrosion potential (Ecorr) and corrosion current density (icorr) values were−0.185 V
and 8.05 × 10−8 A/cm2, respectively. The corrosion rate of the alloy was estimated
to be 1 × 10−3 mmpy or 0.04 mpy. The pitting potential (Epit) of the alloy was +
0.089V.TheEcorr and icorr value indicated better corrosion resistance in 3.5wt%NaCl
solution in comparison with conventional alloys and some of the HEAs reported in
the literature. The anodic polarization curve did not show the active-passive transition
and directly attains the passivation. This shows better corrosion resistance towards
uniform corrosion. Very close to Epit, we observe the current fluctuation that can
be attributed to the formation and repassivation of the metastable pits. The sudden
increase in the current after Epit relates to the formation of the stable pits. Kumar
et al. in their work on Al0.1CoCrFeNi HEA have mentioned the presence of current
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Fig. 1 Optical micrograph of the Fe39Mn20Co20Cr15Si5Al1 HEA after etching with aqua-regia.
(Color figure online)

Fig. 2 XRD plot for
Fe39Mn20Co20Cr15Si5Al1
HEA showing the two phases
present. (Color figure online)
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Fig. 3 Linear polarization
plot for
Fe39Mn20Co20Cr15Si5Al1
HEA in 3.5 wt% NaCl
solution. (Color figure
online)

fluctuation and attributed it to the formation and repassivation of the metastable pits
[17].

Figure 4 shows the SEM micrographs of the linear polarized sample that shows
the presence of a corrosion pit. The alloy showed extensive localized pitting. The size
of the pit varied considerably. The smaller pits had a perforated layer on the surface
whereas, in the bigger pit, we did not observe such layer. This might be due to the
fracture and dissolution of the layer in general. In general, the perforated layer acts
as a diffusion barrier and does not allow the dilution of the anolyte. This leads to the
growth of the pit. The perforated layer fractures when the pit depth becomes very
large and the growth conditions are sufficient for stable pit formation [18]. Pradhan
et al. in their work on austenitic 304 stainless steel observed the fracture layer on the
pit surface in case of larger pits [18].

The XPS is an effective method for the analysis of the elemental composition
and its chemical state present in the alloy surface or the passive layer formed. The

Fig. 4 SEM micrograph of the linear polarized sample showing the pits formed in 3.5 wt% NaCl
solution
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survey spectra give information about the elements present at the surface from a very
low thickness of ~5 nm. Figure 5 shows the XPS survey spectra for linear polarized
Fe39Mn20Co20Cr15Si5Al1 HEA. We observed the presence of Si, Cr, Mn, Co, Fe,
O, and C. The carbon position in the spectra on comparison with standard spectra
gives the accurate position of the other element and their oxidation states position.
The presence of the metal elements and oxygen indicates the presence of a metal
oxide layer. Biesinger et al. worked on the XPS analysis of the Cr, Mn, Fe, Co, and
Ni for their oxides and hydroxides formation and observed metal oxides [19]. The
in-depth analysis of the oxides present in the surface film and their quantification
requires core level information as the surface film plays an important role in the SCC
behavior of any alloy. Further analysis of the XPS spectra is currently underway to
characterize and quantify the chemical make-up of the passivation film.

Figure 6 shows the stress-strain curve of Fe39Mn20Co20Cr15Si5Al1 HEA obtained
after SSRT in air and 3.5 wt% NaCl solution. The yield strength (YS) and % elon-
gation of the alloy, tested in air, were found to be 299 MPa and 23.5%, respectively.
However, in 3.5 wt%NaCl solution, the YS and elongationwere noted to be 293MPa
and 19.7%, respectively. In air, the ultimate tensile strength (UTS) was 641 MPa
whereas in 3.5 wt% NaCl solution UTS was 586 MPa. So, we observed a decrease
in UTS and ductility. The YS of the alloy is more or less the same and the alloy
properties changed after the onset of plastic deformation. The decrease in elongation
and tensile strength of the alloymay be related to the rupture of the stable passive film
and subsequent SCC of the alloy. The rupture of the film will allow easy attacking of
the Cl− ion. Logan suggested the film rupture slip dissolution model and mentioned
that the film rupture took place during SCC and dissolution of the metal caused the
initiation of the crack [20].

Fig. 5 XPS survey spectra of Fe39Mn20Co20Cr15Si5Al1 HEA at 160 eV. (Color figure online)
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Fig. 6 Engineering
stress—engineering strain
curves obtained from the
slow strain rate tensile
test for
Fe39Mn20Co20Cr15Si5Al1
HEA tested in air and
3.5 wt.% NaCl solution;
initial strain-rate: 1.3 * 10-5

s-1. (Color figure online)

Conclusion

In this work, the Fe39Mn20Co20Cr15Si5Al1 HEA exhibited a coarse grain size of
220 μm. The HEA shows better corrosion resistance towards the uniform corrosion
resistance as corrosion current density is very low, i.e., 8.05 × 10−8 A/cm2 whereas
the alloy showed extensive pitting as evident from the presence of large pits formed
on the surface during the corrosion test. The XPS analysis showed the presence of
metal oxides on the surface that could be the reason for the better uniform corrosion
resistance. The SCC result showed a decrease in the UTS and % elongation that can
be attributed to the fracture of the passive film. The detailed surface and fractographic
study of the alloy will give a better understanding of the mechanism responsible for
SCC of the alloy.
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Microstructure and Fatigue Damage
Evolution in Additive-Manufactured
Metals Using Enhanced Measurement
Techniques and Modeling Approaches

M. Awd, F. Walther, S. Siddique, and A. Fatemi

Abstract Process-induced microstructures have a high impact on the fatigue
strength of engineering materials. Advanced materials testing builds the base for
the design and manufacturing of reliable, high-performance products for various
technical applications. Combining modern analytical and intermittent testing strate-
gies with applied enhanced measurement techniques, i.e., physical instrumentation
of testing specimens during loading, allows the characterization of process-structure-
property relationships in various fatigue damage stages. Further, in situ mechanical
testing in analytical devices like micro-computed tomography (µ-CT) enables the
immediate correlation ofmaterial’s physical reactionswith the applied loading condi-
tions. The focus of the presented studies.Using the proposed technique, the character-
ization of fatigue damage evolution and progression before failure depending on envi-
ronmental as well as material specific microstructural characteristics is carried out.
Investigations on additively manufactured Al alloys revealed the interaction between
porosity and microstructure under very high-cycle fatigue (VHCF) loading condi-
tions. Measurement-based fatigue damage tracking during testing of SLM aluminum
alloys revealed the interaction between porosity and microstructure under loading
in the very high-cycle fatigue (VHCF) regime. The grain boundary strengthening of
the microstructure increased VHCF strength by 33%.
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Introduction

Laser powder bed fusion processes (LPBF) to which selective laser melting (SLM)
belongs makes manufacturing of low volume overly complex components feasible,
which otherwise are extremely expensive by conventional methods such as forming
or machining [1]. SLM metallic parts are usually used in the aerospace industry
as well as medical implants such as hip replacement or ball joint replacement. The
highest advantage offered in these industries is the extremely short time from design
to functional products [2]. To prevent contamination of the melt pool and build-up
of impurities inside the structure, an inert gas such as argon is usually used [3]. The
minimization of geometrical deviation, residual stresses, and distortions imposed the
need of including support structures in the printing process. In addition, the platform
on which the structure is being built is similar material. The component cleaning
process follows by blowing air as well as separation from the support structure by
electrical discharge machining (EDM) [1].

The intricate interaction of process parameters in SLM inflicts detrimental influ-
ences on residual stresses, structural integrity, surface roughness, and consequently,
fatigue strength, and on-site service can enhance fatigue performance. Concerning
microstructure, the dendritic width in aluminum alloys can be down to sub-micron [4,
5]. In-process control measures such as platform heating reduce thermal gradients,
which promotes microstructural coarsening [6]. Secondly, porosity, which forms
from unstable melt pools, becomes a dominant fatigue failure source. The failure
mechanisms become highly influenced by stress concentration resulting from pores,
which is otherwise a microstructure dominated phenomenon [7]. Thirdly, residual
stresses come into play, which has the influence of accelerating or delaying the failure
progression by locally opening or closing cracks. Residual stresses are induced by the
local thermal gradient between the melt pool and the surrounding solids or powder
[8].

The intense dynamics ofmelt pools form porosity due to the entrapment of gas [9].
The total energy density being lower or higher than optimum leads to the formation
of linear or spherical porosity, both of which accelerate fatigue failure [10]. The
nature of pore formation with respect to size, shape, and location is highly statistical
in nature and imposes significant scatter on fatigue life [11]. Additionally, the layer
by layer nature of the SLM process imposes the stair-case morphology on specimens
and components, which means that for applications that require a smooth surface,
machining becomes necessary [12]. Aluminum silicon alloys are known for their
machinability and high specific strength as well as corrosion and wear resistance,
which promotes wide use in aerospace and automotive industries [13]. Frequently,
AlSi10Mg is used in SLMapplications since itsmicrostructure tolerates high thermal
gradients without hot cracking, unlike EN AW 7075 [14].

In this paper, the issue of the influence of microstructure and remnant porosity
on fatigue strength and failure mechanisms, especially in the very high-cycle fatigue
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regime, is revisited. By presenting two material batches of AlSi12, one of which
is built with platform heating, thermal gradients are reduced and dendritic growth
is enhanced which leads to the alternation of failure mechanisms in the low cycle
(LCF) to the very high cycle fatigue (VHCF) regime.

Materials and Methods

Cylindrical specimens of AlSi12 were manufactured perpendicular to the building
platform with powder provided by SLM solutions on the machine SLM 250HL.
Control of the laser source was achieved through SLM-AutoFabCAM software. The
build chamber was filled with argon gas to avoid contamination of melt pools with
impurities and oxides. Control over the cooling rate and microstructural thermal
history were achieved through platform heating up to 200 °C, which is approx. 30%
of the melting temperature of this alloy for batch B only as two batches are analyzed
according to Table 1.

Process-induced residual stresses and geometrical distortions were counter
measured by dividing the current layer into islands of perpendicular scanning vector
in a chessboard fashion, according to Fig. 1a. Every chessboard at the current layer n
is a rotation of the previous layer n− 1 by 79 °C, according to Fig. 1b. All specimen
was stress-relieved at 240 °C for four hours, followed by slow cooling in the oven.

The investigation and quantification of remnant gas porosity were carried out
by X-ray microcomputed tomography (µ-CT). The advantage provided by µ-CT is

Table 1 Scanning
parameters used of the current
specimen batches according
to [4]

Batch Factors

Energy density
[J/mm3]

Platform heating
[°C]

Stress-relief [°C]

A 39.6 0 240

B 39.6 200 240

 )b( )a(

Fig. 1 a The schematic of chessboard scanning strategy for specimen building [4]; b alternative
rotation of layers to minimize distortion [15]



756 M. Awd et al.

Fig. 2 Testing setup for ultrasonic fatigue testing [15]

the representation of internal defects in a three-dimensional fashion. The specimen
is 360° rotated by the manipulator. Meanwhile, a stream of electrons will excite a
tungsten target, which will subject the specimen to continuous X-rays penetration
that is projected on the panel. The footprint of the bulk of the specimen and the
internal defects is used for quantification in this analysis by VGStudio Max 2.2.

Tensile tests were carried out on machined specimens using an Instron 3369
system with a 50 kN load cell. For monitoring specimen extension and deduction of
strain, a 10 mm gauge length extensometer was applied at the specimen, which is
strained at 1.67·10−3 s−1. Fatigue tests are classified into continuous load increase
tests (C-LIT) and constant amplitude tests (CAT). In C-LIT, a cyclic test is started
at a stress amplitude, which is lower than the expected critical resolved shear stress
of the material, and the amplitude is gradually increased with a constant ramp. This
test is carried out along with CATs in early high-cycle fatigue at a Instron 8872
servohydraulic testing system with a load cell of 10 kN. The strain characteristics
of the specimens were monitored by a dynamic extensometer with a 10 mm gauge
length at stress ratio R = −1. The specimen geometry used in these tests is to be
seen in Fig. 3.

Very high-cycle fatigue tests were carried out at an ultrasonic fatigue testing
system of Shimadzu USF-2000A with a characteristic displacement amplitude of
±50 μm. The principle relies on the ultrasonic frequency actuation of a piezo-
electric sensor connected to a horn that excites the specimen at the frequency and
displacement amplitude, as shown in Fig. 2.

A special specimen geometry which relies on linear elastic properties is a prereq-
uisite to achieving ultrasonic resonance at this system. The specimen can be seen in
Fig. 4.
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Fig. 3 Technical drawing of specimen geometry in tensile testing and fatigue testing up to 20 Hz
[16]

Fig. 4 Technical drawing of specimen geometry in ultrasonic fatigue testing up to 20 kHz [17]

Results and Discussion

The three-dimensional scans of µ-CT enabled quantification of remnant porosity
associated with the cooling rate of which is influenced by the platform heating
that reduced thermal gradients significantly. In Fig. 5, batch A displays a signifi-
cantly higher amount of remnant porosity in addition to larger average defect size.
One mechanism responsible for this phenomenon would be the stabilized melt pool
induced by lower thermal gradients, which leads to longer cooling time.

Consequently, remnant gas from powder humidity due to storage is more likely
to escape the melt pool into the atmosphere of the building chamber. Moreover, the
increased stability implies that the sphericity of pores is higher, which undermines
the formation of pores with sharper corners or notches that are more likely to initiate

Fig. 5 Three-dimensional
defect distribution as
revealed by the
microcomputed tomography
(µ-CT): A (SR); B (SR +
PH). (Color figure online)
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(a) (b)

Fig. 6 Dendritic growth of the microstructure in the direction of building: a batch A (SR); b batch
B (SR + PH)

failure. However, another factor comes into effect in relation to cooling rates, which is
the growth of dendrites under lower cooling rates. In Fig. 6, a comparison is presented
between dendrites in the vertical direction of the specimen build-up following the Y-
axis in Fig. 6, where coarser columnar dendrites are observed for batch B, as revealed
by scanning electron microscopy (SEM).

The growth of themicrostructure compoundedby the decrease of remnant porosity
influences mechanical properties in the quasi-static and fatigue loading cases. In
Fig. 7a, higher elastic modulus, yield strength, and ultimate tensile strength are to
be seen in batch A although fracture strain was approximately 1% lower.

The latter observation is probably attributed to coarser columnar dendrites in the
build direction. In Fig. 7b, the accumulation of plastic strain amplitude is presented,
which shows a lower build-up of plasticity in batch B at earlier stages of the test that
is inherent from the microstructural morphology. Wider dendrites present a stronger
obstacle for movement of dislocations along with the Al matrix which delays macro-
plasticity build-up. However, as load amplitude increases, plastic strain accumulation
increases in batch B in the range between 100 and 140MPa that indicates a change in
the plastic deformation state in the microstructure and formation of physical cracks
across several grains. It has the effect of lower fatigue life in CATs at stress amplitude
of 140 MPa, as shown in Fig. 8a. The alternation of plastic deformation mechanisms
evident by the plastic strain amplitude accumulation in the LIT implied the existence
of a transition point in theWoehler curve were under the same frequency and loading
conditions, fatigue is very close in value,whichwe see in Fig. 8a at stress amplitude of
120 MPa. This is affected by the interaction of two factors, which are microstructure
and remnant porosity compensating each other in this load range. At lower loads
in very high-cycle fatigue tests (VHCF), Fig. 8b indicated the influence of remnant
porosity becomes more dominant to the extent that at 1E9 cycles, the run-out stress
drops by 30%.
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Fig. 8 a Experimental fatigue results for low-frequency testing at 20 Hz; b extension of Woehler
curves by ultrasonic fatigue testing at 20 kHz. (Color figure online)

Fig. 9 Crack initiation defects revealed by fractography for batch A in VHCF regime: a σa =
70 MPa, Nf = 1.6E6; b σa = 70 MPa, Nf = 3.2E8

Analysis of fracture surfaces of batch F in Fig. 9 shows that smaller size, more
uniform porosity that is spherical in shape, increase fatigue life in the VHCF region
by two orders of magnitude.

Conclusions and Outlook

The issue of interaction of the influence ofmicrostructure and remnant porosity on the
fatigue properties in high-cycle to very high-cycle fatigue is revisited. Two batches
of selective laser melted AlSi12 studied for which one of them platform heating was
applied to reveal the influence of thermal history. The study applied X-ray micro-
computed tomography, scanning electron microscopy as well as mechanical testing
in quasi-static and fatigue load cases. The reduced cooling rate by platform heating
led to stabilized melt pools. Consequently, remnant gas in the powder was allowed to
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escape, which decreased the number of pores. Additionally, the stabilized melt pools
avoided the formation of porosity with notched roots that are more detrimental to
fatigue strength. The microstructure was also coarsened by platform heating and the
reduced cooling rate. Consequently, platform-heated specimens had wider columnar
dendrites, which lead to higher fracture strain in the quasi-static tests. However,
fatigue strength in early high-cycle fatigue was lower. On the contrary, the combina-
tion of improved remnant porosity and coarse columnar dendrites led to significant
improvement of fatigue strength in very high-cycle fatigue. The study highlights the
possibility of tailor fatigue properties by the usage of in-process techniques such
as surface remelting. The influence of thermal history can be monitored by thermal
cameras to quantity a relation between thermal input in the melt pool and resulting
fatigue strength.
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Research on Solidification and Heat
Transfer Characteristics of Molten
Converter Slag in Air Quenching
Granulation Process

Wen-Feng Gu, Jiang Diao, Jing Lei, Liang Liu, and Bing Xie

Abstract Thephysical andmathematicalmodel ofmolten converter slag particle has
been established in this paper. The laws of solidification and heat transfer of molten
converter slag particles with the diameter of 2 mm in the process of air quenching
granulation at different air velocity have been simulated by FLUENT, which the
conclusion is as follows: the transformation order of molten converter slag particles
is upwind point → upper point and lower point → leeward point → center point.
When the air velocity is 200 m/s and 1 m/s, the time of temperature maintaining
phase transformation at the center point is about 0.5 s and 1 s, respectively. Under
the conditions of forced cooling and natural cooling, the maximum value of internal
temperature difference of converter slag particles is reached after 0.5 s and 2 s,
respectively. When v = 200 m/s and v = 1 m/s, the internal maximum temperature
differences of converter slag particles were 645K and 162K, respectively.Moreover,
themaximum internal temperature point is deviated to the right with different cooling
conditions. When the air velocity was 200 m/s and 1 m/s, the starting solidification
time was 0.05 s and 0.35 s, respectively, and it severally took 0.55 s and 1.80 s to
complete the solidification.

Keywords Molten converter slag · Air quenching granulation · Numerical
simulation · Waste heat recovery · Solidification and heat transfer

Introduction

Molten converter slag is a byproduct of the steelmaking process. Its waste heat also
has a high recovery value. The processing methods of molten converter slag can
directly affect heat recovery and the recycling of converter slag [1–3]. At present, the
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most widely used molten converter slag treatment processes are hot sealing method
and hot pouring method. Both of them have the advantages of high degree of mech-
anization and simple operation, but they could not realize the waste heat recovery
of molten converter slag. The air quenching granulation process of molten converter
slag can effectively granulate the molten converter slag. At the same time, the heat
of converter slag can be recovered with air as the medium, so that the converter
slag resources can be applied to the maximum extent [4, 5]. The process of air
quenching granulation is to use high-pressure air to impact molten converter slag.
The molten converter slag is broken into small droplets. The converter slag droplet
is cooled rapidly in the flight process, and then solidified into small particles. The
molten converter slag is granulated by high-pressure air and carries out convective
heat transfer with surrounding air during flight. Waste heat recovery is realized by
recycling high-temperature air. The injection air can be recycled, so that it has good
environmental friendliness [6, 7].

At present, most of the research is based on experimental methods to study heat
recovery of molten converter slag. However, such methods have a narrow range.
In addition, the results are mostly dependent on the experimental conditions and
the experimental conditions could not be widely changed. There are also errors in
the measurement. Moreover, such full scale experiments are extremely expensive
and often difficult to achieve [8–10]. Therefore, in this paper, the numerical simu-
lation method was used to simulate the cooling and solidification process of molten
converter slag particles, and the heat transfer law and the evolution law of liquid-
solid phase of molten converter slag under different cooling conditions are studied.
What’s more, the solidification time of molten converter slag particles is determined,
which was helpful for the control optimization of air quenching granulation process
and provided theoretical support for the heat of molten converter slag recycling.

Mathematical Modeling

Model Hypothesis

In the actual process of air quenching granulation, the solidification and phase trans-
formation process of molten converter slag was very complicated. In order to effi-
ciently solve the heat transfer problem, it was necessary to simplify some specific
conditions and made necessary assumptions. Based on the heat conduction model of
phase transformation in the process of converter slag granulation, this study has the
following assumption:

(1) Because of the small size of converter slag after air quenching granulating, it
was regarded as a small ball with uniform particle size and well-distributed
initial temperature inside the particles.
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(2) The phase transformation temperature of the molten converter slag particle was
constant. Since the latent heat of solid phase transformation was much less than
that of solidification, the effect of solid phase transformation was ignored;

(3) Heat transfer in phase transformation medium was dominated by heat conduc-
tion so that the influence of natural convection was ignored.

(4) The process of phase transformation started from the outer layer to the inner
layer and did not consider the floatation and deposition of central equiaxed
crystals.

Model Formulation

The flow of air in the process of air quenching granulation of molten converter
slag is three-dimensional turbulent flow. The selection models are Solidifica-
tion/Meltingmodel, k−ε turbulencemodel andDOmodel, which themass equation,
momentum equation, energy equation, and turbulent kinetic energy equation used in
the calculation are as follows:

Continuity equation:

∂ρ

∂t
+ ∂(∂ui )

∂xi
+ ∂(ρu j )

∂x j
= 0 (1)

Momentum equation:
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Energy equation related to temperature field calculation:
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Standrad k − ε equation describing the turbulent viscosity coefficient:

∂(ρk)

∂t
+ ∂(ρkui )

∂xi
= ∂

∂xi

[(
μ + μt

σk

)
∂k

∂xi

]
+ Gk − ρε (4)

∂(ρε)

∂t
+ ∂(ρεui )

∂xi
= ∂

∂xi

[(
μ + μt

σε

)
∂ε

∂xi

]
+ εC1ε

k
Gk − C2ερ
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(5)

where ρ is the density, kg m−3; ui and uj are the velocity of molten steel in the i and
j directions, m s−1; P is the pressure, Pa; μeff is the effective viscosity, kg m−1 s−1;
keff is the effective thermal conductivity, W m−1 K−1; C1ε, C2ε, σ k , σ ε, are empirical
constants, and their values are 1.44, 1.93, 1.0, 1.3.
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Simulation Scheme

Because the calculation of solidification heat transfer model was more complex in
three-dimensional space, in order to facilitate the calculation, the model was further
simplified into a two-dimensional axisymmetric plane model. The physical model
of molten converter slag with particle size of 2 mm was constructed by Gambit, as
shown in Fig. 1. The distances between the upper and lower wall surfaces, the left
inlet, and the slag droplet surface were 1 mm, and the distance between the right
outlet end and the slag particle surface was 3 mm. Due to the converter slag particles
will be affected by the air flow in the flight process, the inlet of the auxiliary area
was taken as the air inlet that the type was set as the speed inlet. The initial air speed,
respectively, was set to 200 m/s and 1 m/s under the forced cooling and natural
cooling state. The outlet was set as the pressure outlet, which the gauge pressure
was set to 0 Pa. The upper and lower boundary conditions were the default wall. The
simulation parameters involved in the numerical simulation were shown in Table 1.
In addition, the initial temperatures of air and molten converter slag particles were
set at 300 K and 1700 K, respectively.

Fig. 1 Geometry of
converter slag particle.
(Color figure online)

Table 1 Important physical parameters of molten converter slag

Parameters Values Parameters Values

Density 3200 kg m−3 Latent heat 209015 j kg−1

Cp 1340 j kg−1 K−1 Solidus temperature 1537 K

Thermal Conductivity 2.33 W m−1 K−1 Liquidus temperature 1557 K

Viscosity 0.06 kg m−1 s−1 – –
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Results and Discussion

The Temperature Distribution

Figures 2, 3 show the temperature field changes of molten converter slag particles
with diameter D = 2 mm at air velocity of 200 m/s and 1 m/s, respectively. It can be
seen from the figures that the convection heat transformation with the particles made
the temperature of the outside air on the particle surface increased rapidly when the
air flowed through the high temperature slag particles, so that the temperature of the
air near the particle surface and the flow wake area increased obviously. When the
air flow rate was 1 m/s, the particle surface temperature was even as high as 1600 K.
When the air flow rate is 200 m/s, the heat exchange air with slag particles was
heated and transferred rapidly resulted in the air for heat exchange with slag particles
is always kept at low temperature. Because the surface heat transfer coefficient of
molten converter slag particles changed along the direction of air flow, the internal
temperature distribution of molten converter slag particles varied greatly, which the
temperature of molten converter slag on the leeward side was lower than that on the
windward side.

The relationship between temperature and cooling time of molten converter slag
particles at different air flow rates was shown in Fig. 4. It can be seen from the figure
that the temperature reduction rate in different regions was obviously slowed down
when the temperature of converter slag particles reached the phase transformation
temperature, for the heat lost by the particles was compensated by the latent heat
in the solidification process. When the air velocity is 200 m/s and 1 m/s, the time
of maintaining phase transformation temperature at point 2 is about 0.5 s and 1 s,

Fig. 2 Distribution of temperature field at different time under v = 200 m/s. (Color figure online)
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Fig. 3 Distribution of temperature field at different time under v = 1 m/s. (Color figure online)

respectively. It can be seen that the solidification reaction of slag particles took place
from the outside to the inside,which the temperatures of upwind point (point 1), upper
point and lower point (point 4 and point 5), leeward point (point 3), and central point
(point 2) reached the phase transformation temperature in turn. The solidification of
slag particleswas not uniform to the internal development.Moreover, the temperature
difference inside the converter slag particles under forced cooling was significantly
higher than that under slow cooling.

The internal temperature difference of converter slag particles in the cooling and
solidification process tended to increase first and then decrease under different air
velocity conditions. When the cooling time is 0.5 s, the maximum internal tempera-
ture difference under 200m/s air velocity reached 645K. It was obviously higher than
the maximum internal temperature difference (162 K) at 2 s under 1 m/s air velocity.
What’s more, when the air velocity was 200m/s and 1m/s, the transverse coordinates
of the internal maximum temperature points were 2.08 mm and 2.14 mm, respec-
tively. Under the condition of natural cooling, the offset of the highest temperature
point was slightly higher than that of forced cooling.

Evolution Law of Liquid-Solid Phase

Figures 5, 6 show the distribution of liquid-solid phase during the solidification
process of molten converter slag particles with diameter of 2 mm. It can be seen from
Fig. 5 that when v = 200 m/s, the first 0.05 s was liquid cooling, the solidification
started at 0.05 s and solidification was completed in 0.6 s that took 0.55 s. As shown
in Fig. 6, when v = 1 m/s, the solidification started 0.35 s and the solidification was
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Fig. 4 Temperature curves of monitoring points: a v = 200 m/s; b v = 1 m/s. (Color figure online)

completed at 2.15 s that took 1.80 s. During forced cooling, the heat exchange of
air with converter slag particles was transferred rapidly after being heated resulting
in large temperature difference between converter slag particles and air, which is
conducive to the rapid cooling of converter slag particles. In natural cooling, due
to the low air velocity, it was easy to cause the accumulation of heat, which made
the temperature difference between converter slag particles and air smaller. There
was reduced heat transfer efficiency between converter slag particles and air so that
prolonged the solidification time of molten converter slag particles. In addition, the
temperature span on the same section is larger and the liquid-solid phase is relatively
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Fig. 5 Distribution of liquid-solid phase at different time under v = 200 m/s. (Color figure online)

Fig. 6 Distribution of liquid-solid phase at different time under v = 1 m/s. (Color figure online)
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clear under v = 200 m/s. When v = 1 m/s, the temperature on the same section
was almost the same, all around 1557 K, indicating that the boundary of liquid-solid
phase was fuzzy and it is mostly liquid-solid mixture before the solidification was
completed.

Conclusion

In order to study the solidification and heat transfer characteristics and the evolution
law of liquid-solid phase of molten converter slag during air quenching granulation
process, the cooling and solidification process ofmolten converter slag particles were
simulated and calculated in this paper. The conclusions are as follows:

(1) When the air velocity was 1 m/s, the maximum surface temperature of particles
was about 1600 K. However, when the air velocity was 200 m/s, the surface
temperature of particles was kept in a low range.

(2) Under different cooling conditions, the temperatures of the upwind point, upper
point and lower point, leeward point, and the center point reached the phase
transformation temperature then solidified successively. When the air velocity
was 200 m/s and 1 m/s, the time for maintaining the phase transformation
temperature at the center point was about 0.5 s and 1 s, respectively.

(3) When v = 200 m/s, the internal maximum temperature differences of converter
slag particleswere 645K after cooling time of 0.5 s.When v= 1m/s, the internal
maximum temperature differences of converter slag particles were 162 K after
cooling time of 2 s. Under different cooling conditions, the internal maximum
temperature point shifted to 2.08 mm and 2.14 mm to the right.

(4) When v = 200 m/s, the solidification started at 0.05 s and completed at 0.6 s.
when v = 1 m/s, the solidification started from 0.35 s and completed at 2.15 s.
It took 0.55 s and 1.80 s to complete the solidification process under different
cooling conditions.
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Abstract Implantable neural interfaces (INI) have gained significant interest since
the 1970s. However, the materials currently utilized for neural interfaces suffer
from limitations such as degradation, induce a foreign body response, and expe-
rience a loss of target neurons in close proximity. Therefore, the development of
new implantable device materials for biomedical applications continues to be an
important direction of research and development. Carbon-based nanomaterials are
promising candidates and also interesting since carbon has many allotropes with
different structures and properties, many of which have also been developed for
biomedical devices. Moreover, many carbon allotropes have excellent electrical
conductivity and mechanical properties. In this framework, the biocompatibility of
graphene, carbon nanotubes, and pyrolyzed-photoresist films, which are three very
promising carbon-based nanomaterials (CBN), will be discussed. The neural probe
fabricated solely using amorphous silicon carbide as support and pyrolyzed photore-
sist film (PPF) will be presented as this system represents a highly robust, thin, and
flexible neural interface using well-known neurocompatible materials.
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Introduction

A comprehensive understanding of the brain (the most complex organ/ecosystem
of the human body) is still far from complete. Since the nineteenth century, much
research has been dedicated to developing devices that connect with the human
nervous system through electrical, mechanical, and optical means. The electrical
connection has gained themost attention because of the ability of electrical recording
and stimulation of the nervous system which can help neuroscientists to understand
neural electrophysiological processes. Subsequently, INI can contribute to devel-
oping effective treatments for various nervous system diseases (such as depres-
sion, addiction, Parkinson’s, Alzheimer’s, and Poliomyelitis) and subdue the damage
that affects more than hundreds of millions of people and cost more than trillions
of dollars annually [1]. Overall, developing a cost-effective treatment for nervous
system diseases is essential, for which, the implantable neural interface, or INI, is a
viable candidate [2].

For more than two decades, silicon and noble metals have been used for the
fabrication of INIs to stimulate neurons and record neural signals, thanks to their
excellent mechanical and electrical properties [3]. However, due to the relatively
low impedance and small detection window, noble metals and silicon-based INIs
have limited application during neural stimulation [4]. Furthermore, long-term
implantable performance is poor due to the foreign body response, loss of target
neurons, and scar (i.e., gliosis) formation. Moreover, noble metals introduce irre-
versible dissolution during neurostimulation, which can cause undesirable damage
to the human body [5].

Recently, nanomaterials and nanotechnology have gained significant interest in
biomedical applications because of their ability to control and modulate the elec-
trical, mechanical, and chemical properties of devices fabricated at the micro-
and nanoscale levels [6]. This has motivated the development of nanomaterials
for biomedical applications, including neural implants such as the INI. Carbon,
one of the most versatile elements in the periodic table, can covalently bond
with itself or with other elements because it has four bonds that can form into
different compounds and forms [7]. Furthermore, there aremany allotropes of carbon,
attributed to the different hybridized carbon electron orbitals, like sp, sp2, and sp3

[6]. In this framework, we are focusing on carbon-based nanomaterials (CBN) as
the conductive layer for implantable neural interfaces, which includes graphene,
graphene oxide (GO), reduced graphene oxide (rGO), carbon nanotubes (CNT), and
pyrolyzed-photoresist-films (PPF).

Graphene continues to be a revolutionary material and since Geim and Novoselov
first exfoliated graphene from highly oriented pyrolytic graphite (HOPG), there
have been more than 600,000 publications on this carbon allotrope [8]. Moreover,
graphene has many excellent intrinsic properties such as atomic-scale thickness,
structurally lightweight at 0.77 mg/m2, high tensile stiffness (~103 GPa), high heat
conductivity (5000 W/mK) at room temperature, and very high carrier mobility
of 15,000 cm2v−1s−1 [9]. A decade ago our group reported early biocompatibility
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results from graphene in vitro. Recently, Park and collaborators demonstrated the
long-term biocompatibility of graphene electrodes [10, 11]. They successfully fabri-
cated a carbon-layered electrode array (CLEAR) based on graphene and Parylene C
for neurophysiological recording [12] (Fig. 1a). The optical transparency of this
device has been characterized at >90% transmission from the ultraviolet to the
infrared part of the optical spectrum. In their work, they achieved optogenetic acti-
vation of cortical areas under the electrodes and imaging of blood vasculature by
fluorescence microscopy at the same time. In addition, their research demonstrated
that graphene substrates can promote neurite sprouting and outgrowth, which indi-
cates that graphene can reduce the tissue inflammatory response [13, 14]. Further-
more, graphene-derived materials such as GO and rGO have also proven to be suit-
able for biomedical and bioelectrical applications. Tian et al. reported a GO doped
poly(3,4-ethylenedioxythiophene)(PEDOT) hybrid film on a gold wire electrode,

Fig. 1 The biocompatibility of different carbon-based nanomaterials. a graphene electrode for
neural imaging and optogenetic device. Reprinted with permission from ref. [12] under Creative
Commons Attribution 4.0 International License. b confocal laser scanning microscope on the cell
growth on GO/PEDOT. Reprinted with permission from ref. [15], c spinal cord cell growth and
reconnection on 3D CNT foam. Reprinted with permission from ref [16] under Creative Commons
Attribution 4.0 International License, and d in vitro cell viability assays comparing the viability of
human keratinocyte (HaCaT) cells on 6H-SiC, Graphene and PPF. Reprinted with permission from
ref. [17]. (Color figure online)
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which showed enhanced mechanical and electrochemical impedance performance
[15].

The impedance at 1 kHz of GO/PEDOT gold electrode demonstrates a two order
of magnitude decrease compared with bare gold electrodes. In addition, they also
illustrated the biocompatibility of GO/PEDOT coated gold electrode using PC-12,
and NIH/3T3 cells which were cultured onGO/PEDOT electrodes for several days to
investigate the cell proliferation. Figure 1b shows cell morphology from a confocal
laser scanning microscope (CLSM) after cell growth versus time. These results indi-
cate both cell lines thrive on GO/PEDOT electrodes, demonstrating that the system
neither facilitates nor restrains cell proliferation compared with gold pads and cell
plates and indicates that GO/PEDOT has excellent biocompatibility such as gold and
cell culture plates.

In 1991, the CNT was first observed by Ijima which exhibits excellent electrical,
mechanical, and thermal transfer properties [18]. The CNT was made of single- or
multilayer graphene rolled into a cylindrical shape. The diameter and wall layer of
the CNT can be tuned by controlling various parameters during synthesis. Because
of the high surface area, great mechanical properties, and excellent chemical and
thermal stability, CNTs are a promising material for bio-electronic devices [19].
Usmani et al. demonstrated that 3D CNT foam (CNF) could help spinal cord cell
growth and reconnection, as shown in Fig. 1c [16]. The top left image shows an SEM
image of the CNF, and the top right is the confocal 3D reconstruction of this CNF.
The bottom two images show twoweeks ex vivo cultured spinal organotypic slices in
the control group and CNF group. It shows a significant outgrowth of nerves in both
groups. Several studies suggest exposure to CNTs may lead to risks for biomedical
applications [20]. This is mainly due to the Fe, Ni, and Co particle contaminants
from the synthesis process. Another critical issue is the potential of CNTs to damage
and induce mutation in DNA, possibly resulting in cancer or other severe genetic
diseases [21]. However, we still believe CNTs are a cutting-edge nanomaterial well
suited for biomedical applications, and this issue can be solved with more research
but is not the focus of this paper.

Pyrolyzed photoresist film (PPF) is another promising material for biomedical
applications [17]. Photoresists are a type of polymer resin that contains photoactive
compounds and is an essential material for IC fabrication. The main advantage of
using PPF for biomedical applications is that it can enable facile patterning by stan-
dard photolithography processes and then converted to a conductive carbon film via
thermal annealing. In addition, PPF is electrically conductive, chemically inert, and
biocompatible. In Fig. 1d, a previous result from our group demonstrated that PPF
can promote cell viability [17]. Human keratinocyte (HaCaT) cells were used for
cell viability testing. Graphene and 6H-SiC were used as a comparison group. The
HaCaT cells were seeded with a density of 30,000 cells/cm2. After 72 h incubation,
the viability value of HaCaT cells was 0.35± 0.18 (standard deviation of the mean),
0.41 ± 0.08, and 0.91 ± 0.13 for graphene, 6H-SiC, and PPF, respectively. This
study illustrated that PPF is more biocompatible than graphene and 6H-SiC and thus
a possible candidate for implantable devices. Thus, our current research is focusing
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Table 1 The properties of the most commonly used carbon-based nanomaterials [22–27]

Carbon material Electron mobility
(cm2/V s)

Young’s modulus
(GPa)

Electrical
conductivity
(S/m)

No. of
Dimensions

Graphene 15,000 856 107–108 2

CNT 15,000 1000 106–107 1

PPF – – – 3

3C-SiCa 800 433 ~104b 3

4H-SiCa 1000 444 ~103b 3

an-doped material
bActual conductivity depends on doping density

on the PPF-based neural interface, which will be discussed in Sect. 3. Themain prop-
erties of the most commonly used CBNs and other materials for biomedical devices
have been summarized in Table 1 [22–27].

Synthesis Methods of CBN

Methods for Graphene Growth

Since graphene was reported in 2004, researchers have discovered various methods
for large scale fabrication of graphene such as mechanical, liquid, and gas exfoli-
ation, chemical vapor deposition (CVD), epitaxial growth (EG) on silicon carbide,
laser-induced graphene (LIG), etc. (Figure 2) [8, 25–35]. CVD graphene is the most
commonly used method because it can enable large-area growth, crystallinity, and
layer controllability. Typically, single-crystal copper (Cu)(111) foil is used to obtain
single-crystal monolayer graphene. The graphene can be grown onto Cu foil under
1000 °C by CVD. Methane and hydrogen are used as precursor gases and argon as
a carrier gas. Nickle can also be used as a substrate for CVD graphene growth [24].
However, since the carbon atoms solubility of Ni is higher than Cu, the graphene
growth on Ni is multilayer. After CVD graphene growth, it can be transferred to an
arbitrary substrate by various transfer techniques (e.g., wet transfer). Laser-induced-
graphene (LIG) is a novel method which does not require harsh conditions such as
high ambient temperature, methane, and a hydrogen environment. Lin et al. reported
LIG on a polyimide (PI) substrate, which is a cost-effective, one-step, and scal-
able approach for porous graphene film fabrication [25]. They utilized a CO2 laser
(wavelength ~10.6 µm) directly writing on the PI substrate, the energy of the laser
irradiation can lead to an extremely high, but very localized, temperature, which can
be up to 2,500 °C. At this temperature, the C–O, C=O, and C–N bonds can be broken
easily. Then, the oxygen and nitrogen will be recombined and released as gases,
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Fig. 2 Different methods to obtain graphene a mechanical exfoliation. Reprinted with permission
from ref. [26], b chemical vapor deposition graphene. Reprinted with permission from ref. [27],
c epitaxial growth graphene on SiC. Reprinted with permission from ref. [28], d laser-induced
graphene. Reprinted with permission from ref. [25]. (Color figure online)

and the rest of the carbon atoms form aromatic compounds which rearrange to form
porous graphene.

Methods for GO Synthesis

GO can be obtained by several different methods. The most commonly used is the
Hammer’smethod,whichwas discovered in 1958byHummers andOffeman [29, 30].
In their work, they used graphite flake powder, potassium permanganate (KMnO4),
and sodium nitrate (NaNO3) stirred into sulfuric acid to obtain GO. Nowadays, this
methodhas been slightly changed, called themodifiedHummersmethod.TheNaNO3

is replaced with phosphoric acid (H3PO4) and nitric acid (HNO3), incorporating
H2SO4 as an intercalating agent. Then, hydrogen peroxide (H2O2) was added and
with KMnO4 as the oxidizing agents [29]. Figure 3 shows the synthesis process of
GO; graphite flake powder was added into H2SO4, HNO3, and H3PO4 mixture, then
a 0 °C ice bath will be utilized to carefully control the temperature. KMnO4 was
added slowly during this time, followed by a 2 h oil bath at 45 °C. Finally, deionized
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Fig. 3 Modified Hummer’s method for GO production. Reprinted with permission from ref. [29].
Bulk graphite powder transforms into few-layer graphene flakes and is oxidized into graphene oxide
(GO), as shown via wet chemical processing. (Color figure online)

(DI) water with H2O2 as added, and the solution was centrifuged and washed with
DIW until the solution reached a neutral pH.

Synthesis of Pyrolyzed Photoresist Films (PPF)

PPF can be obtained by annealing photoresist under high temperatures [17]. Spin-
coating a substrate with photoresist and patterning it to the desired shape allows one
to achieve a film with a thickness related to the photoresist thickness and associated
shrinkage during annealing. Film annealing is normally performed at between 500 °C
and 1000 °C in a tube furnace with an inert environment, such as Ar, for one hour.
As the photoresist starts heating, the color changes from transparent to black. The
solvent and free phenols in the photoresist are evaporated out of the resist by the time
the temperature reaches 300 °C. A cross-linking reaction starts in the photoresist film
when the temperature exceeds 300 °C, whereby the C=O–H bonds will break and
form C–O–C bonds. The bond reforming results in a significant thickness reduction,
producing nanometer-scale films [31]. Furthermore, Campo et al. demonstrated PPF
fabrication using a rapid thermal process (RTP), which indicates that the annealing
temperature and the annealing time are more critical to fabricate PPF than the actual
heating rate. Currently, our research focuses on PPF conductive traces formed on
SiC substrates for the neural interface applications. Details of the fabrication process
and preliminary results will be discussed in the next section.
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Amorphous Silicon Carbide (a-SiC) Supported PPF INI

Biocompatibility of a-SiC

Silicon carbide is a semiconductor material which has more than 250 polymorphs,
exhibits high tolerance to harsh environments, including long-term stability in
acid/base solutions, at high temperatures, and in high radiation environments [32,
33]. These excellent properties give SiC the ability to be utilized as an INI material.
In our work, the amorphous form, a-SiC, was chosen as the substrate and capping
layer for our PPF electrodes because of its robust chemical inertness, high elec-
trical conductivity, and observed biocompatibility. Previous work from our group
had demonstrated the biocompatibility and hemocompatibility of a-SiC [33–35].
To investigate the chronic implantation of a-SiC, a control Si probe along with the
a-SiC probe was implanted in the same rat brain for four weeks. Figure 4a shows
an immunohistochemically stained horizontal slices from an a-SiC and Si implant.
The white circle indicates the probe locations, glial fibrillary acidic protein (GFAP)
labeling in green, and the deep cortical tissue is labeled in red. By comparing the
a-SiC-coated probe with the control Si probe, the a-SiC-coated probe showed a
significant decrease in GFAP intensity at the insertion site, which means a decreased
level of activated astrocytes. Figure 4b shows the summary data of GFAP intensity

Fig. 4 a Biocompatibility of a-SiC fluorescent images from deep cortical tissue with a-SiC-coated
probe (left) and Si probe (right) inserted. b Plot of GFAP intensity with distance from the probe
insertion site. c Hemocompatibility of Si, 3C-SiC, SiO2, and a-SiC. Note that 3C- and a-SiC
displayed a lower concentration of platelets bound to the surface than Si and SiO2 indicating that
these materials more hemocompatible. Reprinted with permission from ref. [33, 34]. (Color figure
online)
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with distance from the insertion site for both the a-SiC and Si probes. The hemo-
compatibility was examined by the number of attached platelets to the material [33].
A lower concentration of attached platelets indicates that the material is more hemo-
compatible since platelets will trap blood cells and form a thrombus. In a separate
work, all samples were exposed to platelet-rich plasma for 15min afterward the pres-
ence of attached platelets was studied by fluorescent microscopy. Comparison data
of platelet attachment to Si, 3C-SiC, SiO2, and a-SiC is shown in Fig. 4c. The results
indicate 3C-SiC has the lowest platelet binding followed by a-SiC which displayed
slightly higher platelet binding than 3C-SiC, whereas SiO2 and Si had a much higher
number of bound platelets. This result further indicates that Si and SiO2 are not suit-
able for biomedical applications, especially when the devices are in contact with the
vascular system [33].

PPF Electrode Fabrication on a-SiC

An a-SiC supported PPF electrode can be fabricated using standard semiconductor
micromachining processes. First, a 500 nm thick a-SiC layer is deposited by plasma-
enhanced chemical vapor deposition (PECVD) on the SiO2/Si wafer. The deposition
conditions are a platen temperature of 300 °C, with a process pressure of 1100mTorr,
and 200 W of RF power. The precursors are CH4 (200 sccm), %5 SiH4 in H2 (300
sccm), all diluted in 700 sccm He. Figure 5 shows the fabrication process of single-
ended electrodes with different recording site areas. Positive photoresist (AZ12xt)
was used to fabricate the devices. AZ12xt will be spin-coated on the a-SiC wafer
with 500 rpm for 20 s, then 3000 rpm for 50 s, and finally 11000 rpm for 2 s. The first
spinning stage is to distribute the photoresist on thewafer uniformly, the second stage
determines the thickness of the photoresist (in this case, 7.4 µm as measured with

Fig. 5 Cross-section view of the fabrication process of the a-SiC/PPF device. Top view of the
completed device shown for reference on the right. (Color figure online)
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an optical profilometer), and the last stage is to eliminate any die edge effects. The
coated substrate was then soft-baked at 120 °C for 3 min, followed by UV exposure
at an intensity of ~120 mJ/cm2 and a one-minute post-exposure bake at 95 °C. Once
the pattern has been transferred to the resist, the a-SiC wafer was be annealed in a
tube furnace at different temperatures from 600 °C to 900 °C under an Ar and H2

environment of 100 sccm and 5 sccm, respectively. The ramp-up rate was 10 °C/min,
followed by a long thermal soak at the desired temperature for an hour. Afterward,
the wafer was cooled down to room temperature under an Ar and H2 ambient. To
investigate the influence on recording area size, we fabricated four different recording
area sized single-end electrodes with an area of 125 kµm2, 7.8 kµm2, 1.9 kµm2, and
314 µm2, respectively. This was followed by capping the electrodes with another
layer of a-SiC (500 nm thickness) deposited by PECVD. The contact and electrode
windows were then opened by RIE etching with 37 sccm CF4 and 13 sccm O2 for
20 min (both electrode tip and bonding pad areas were etched at the same time). To
facilitate packaging 20 nm of Ti (adhesion layer) was e-beam evaporated followed
by 150 nm of Au (without breaking vacuum) on the electrode site for packaging.
To obtain Ohmic contact, the whole device will be annealed at 500 °C in a rapid
temperature process (RTP) furnace with a ramping rate of 10 °C/s. Another Ti/Au
metal layer was deposited on the annealed contacts to facilitate wire bonding, thus
completing the electrode fabrication. The single-end electrode fabrication will end
here, and for the a-SiC/PPF neural probe will require another step to release the
probe from the SiO2 substrate by HF bath. Thus, we can obtain free-standing a-SiC
supported PPF-based neural probes.

Preliminary Results of a-SiC/PPF Device

Figure 6 shows our preliminary data for the a-SiC supported PPF conductor neural
probe. In Fig. 6a, a planar SEM image of 16 PPF conductor traces on one probe. The
width of each trace and the gap between them is 10µmwith a 20µm recording site as
shown in the inset. Figure 6b is a cross-section SEM image of the PPF sample before
annealing. The thickness of the top layer AZ12xt was 7.4 µm before annealing,
and the inset image is after annealing under 700 °C for 1 h. The photoresist shrank
from 7.4 µm to 332 nm or approximately 95% shrinkage after annealing. Raman
spectroscopy was been used to investigate the crystalline and carbonization degree
of the synthesized PPF versus annealing temperature and is shown in Fig. 6c. All
of the PPF traces exhibited peaks at 1360 and 1580 cm−1, which are called the D
band (for disorder) andG band (for graphite), respectively.With increasing annealing
temperature, the D band and G bands become slightly more distinguishable which
indicates that the PPF structure becamemore crystalline. Furthermore, the ID/IG ratio
of annealed at 800 °C was ~1, while at 500 °C ratio was ~0.85. The observed ratio
increase with temperature illustrates an increase in the material’s structural order.
Figure 6d shows preliminary electrochemical impedance spectroscopy (EIS) data
from the PPF single-ended electrodes with different recording areas, ranging from
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Fig. 6 Preliminary data of an a-SiC/PPF free-standing probe a plan-view SEM image, scale bar
1 mm (50 µm for inset), b cross-section SEM image after annealing, scale bar 500 nm. Initial
photoresist thickness 7.4 µm prior to annealing at 700 °C. c Raman spectra of PPF annealed versus
temperature, and d Electrochemical (EIS) data versus recording area. Note impedance ~10 k� at
1 kHz for all electrodes tested. (Color figure online)

314 to 125 kµm2. The impedance at the frequency of 1 kHz is critical since it is
associated with the electrode recording efficiency due to 1 kHz being the neurons’
spiking frequency. For all of our PPF electrodes, the impedance at 1 kHz is about
10 k�, which is an order of magnitude lower than for Pt electrode with the same
recording area [36]. This result indicates the PPF has an excellent impedance range
for neural recording applications and is worthy of further development.

Conclusion and Future Work

Carbon-based nanomaterial (CBN) has already been applied to several different
fields, including neural interfacing. Many CBNs exhibit excellent electrical and
biocompatible properties when they interact with the bio-environment. In this frame-
work, we have discussed the application of graphene, GO, CNT, and PPF in the field
of implantable neural interface (INI). In particular, PPF supported by a-SiC as a
neural interface is an interesting possibility because the other CBNs requite either
harsh or complicated fabrication steps. Furthermore, most of the current devices
fabricated using graphene, GO, and CNTs are based on Si or polymer substrates.
As we discussed above, Si substrates are not biocompatible, which stimulates the
body’s immune response. Polymer substrates are known to degrade during chronic
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implantation and require other delivery techniques or temporary support structures
to eliminate buckling during insertion [37]. With a-SiC supported PPF, has all mate-
rials resident in the brain display suitable chronic biocompatibility, possess excel-
lent preliminary electrochemical properties, and do not require assistive devices to
implant into the tissue.

For future work, the free-standing neural probes based on the a-SiC/PPF devices
as well as complete electrochemical testing of single-ended planar MEAs made with
this material system will be completed. We strongly believe that CBN has a great
future in the biomedical field and will continue our studies of other CBN systems
using a-SiC as a support/insulating layer.
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Gradients, Singularities and Interatomic
Potentials

K. Parisis and E. C. Aifantis

Abstract After a brief review on the ability of continuum gradient elasticity
(GradEla) to eliminate singularities from dislocation lines and crack tips, we present
an extension to its fractional counterpart by replacing the classical Laplacian in the
gradient-enhanced Hooke’s Law by a fractional one. Then, a discussion on impli-
cations of fractional gradient elasticity to eliminate stress/strain singularities from a
screw dislocation is given, followed by the derivation of the fundamental solution
of the governing fractional Helmholtz equation, for addressing more general prob-
lems. Finally, an elaboration is provided on using these ideas to revisit interatomic
potentials used in materials science simulations.

Keywords Gradient elasticity · Interatomic potentials · London modification ·
Fractional laplacian

Introduction

Among the various generalized continuum theories, the GradEla model developed
by the second author [1] has found prominent applications due to its robustness and
simplicity. These include the removal of singularities fromdislocation lines and crack
tips, as well as the interpretation of size effects [2–4]. The GradEla model consists
of a straightforward generalization of Hooke’s Law through the Laplacians of stress
and strain multiplied by corresponding scalar internal length parameters [2, 3]. With
this modification, it turns out that nonsingular solutions for dislocation lines can be
derived through the solution of an inhomogeneous Helmholtz equation (Ru-Aifantis
theorem [5]), where the classical (singular) solution acts as a source term (see [3]
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for a review). More recently, the GradEla approach was applied to revisit classical
interatomic potentials by enhancing London’s quantummechanical potential with an
extra gradient term [6] that allows the resolution of the missing “repulsive” branch
(at small interatomic separations), which is empirically introduced, for example, by
the 1/r12 term of Lennard–Jones potential. Here, we extend the aforementioned gra-
dient London’s potential to its fractional counterpart by using the formalism of [7–9],
i.e. by employing a fractional Laplacian of Riesz type (Sect. “Fractional Gradient
Elasticity and Dislocations”). The fundamental solution of the resulting fractional
Helmholtz equation is then obtained through special functions (Sect. “The Fun-
damental Solution of the Fractional Helmholtz Equation”). The corresponding frac-
tional gradient-enhanced interatomic potentials are then derived through the solution
of an inhomogeneous fractional Helmholtz equation with the London’s potential as
source (Sect. “Fractional Gradient Interatomic Potentials”).

Fractional Gradient Elasticity and Dislocations

A fractional generalization of gradient elasticity (GradEla) has previously been
developed in [7–9] through the introduction of a fractional Laplacian of Riesz-type
(−�)α/2 and a corresponding fractional internal length �α . This is most efficiently
obtained through a Taylor series expansion in Fourier space [9] of the constitutive
kernel in the following nonlocal stress–strain relation

σi j (r) =
∫

R3

K (|r − r ′|)Ci jkl εkl(r ′) dr ′. (1)

Here σi j (r) is the stress tensor, εi j (r) is the linear strain field tensor, Ci jkl is the elas-
tic stiffness tensor, while K (|r − r ′|) denotes the fractional interaction constitutive
kernel accounting for power-law-type nonlocality. In order to facilitate the descrip-
tion of fractional gradient elasticity theories, it is necessary to employ the Fourier
transform method, defined by the pair

F { f (r)}(k) = f̃ (k) =
∫

R3

f (r)e−ik·r dr , (2)

F
−1{ f̃ (k)}(r) = f (r) = 1

(2π)3

∫

R3

f̃ (k) eik·r dk. (3)

The symbol f (r) denotes any physical quantity, such as σi j (r) or εi j (r), for which
the above integrals exist, while k denotes the wave vector. A superimposed tilde over
f̃ (k) denotes the Fourier transform of f (r).
Through application of the Fourier transform in Eq. (1) via Eq. (2), along with

the convolution property F
{(
K ∗ ε jk

)
(r)

}
(k) = K̃ (|k|) ε̃ jk(k) and a subsequent
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fractional Taylor series expansion of the transformed interaction kernel K̃ (|k|) in
Fourier space up to the |k|α order (neglecting higher-order terms), one obtains

σ̃i j (k) = Ci jkl
(
1 + cα |k|α )

ε̃kl(k), (4)

where cα is a fractional gradient coefficient, which is determined through application
of the Caputo fractional derivative in Eq. (4), evaluated at k = 0. It is given by

the expression cα = sgn(cα) �α , where �α = 1
�(α+1)

∣∣∣( C
0 D

α
k K̃ )(0)

∣∣∣ is the fractional
internal length, and C

0 D
α
k denotes the Caputo fractional derivative with respect to the

magnitude1 of the wave vector k = |k|, defined as C
0 D

α
k = 1

�(m−α)

∫ k
0

f (m)(κ)

(k−κ)α−m+1 dκ
for m − 1 < α < m. Then, by applying the inverse Fourier transform of Eq. (3) into
the reduced relation of Eq. (4) in Fourier space, along with the definition of the Riesz
fractional Laplacian

F
{
(−�)α/2εkl(r)

}
(k) = |k|α F {εkl(r)} (k), (5)

we obtain the following fractional constitutive equation

σi j (r) = Ci jkl
(
1 + �α (−�)α/2

)
εkl(r), (6)

where sgn(cα) > 0 is assumed for stability purposes. For a linear isotropic medium
Ci jkl = λδi jδkl + μ(δikδ jl + δilδ jk), where λ and μ are the Lamé constants, the con-
stitutive relation of Eq. (6) is written as

σi j (r) = λεkk(r)δi j + 2μεi j (r) + �α (−�)α/2
[
λεkk(r)δi j + 2μεi j (r)

]
. (7)

It is noted that for α = 2, Eq. (7) reduces to the well-known GradEla stress–strain
constitutive equation involving the ordinary Laplacian operator � = ∇2 = ∑3

j=1∂
2
j

in a three-dimensional space. By substitution of Eq. (7) into the equilibrium equation
∂ jσi j = 0, along with the observation that the Riesz fractional Laplacian (−�)α/2

commutes with the divergence operator, we obtain the fractional generalization of
the Ru-Aifantis theorem [5]

(
1 + �α (−�)α/2

)
εi j (r) = ε0i j (r), (8)

where ε0i j (r) denotes the corresponding classical solution (singular for the case of
dislocations). In fact, the fractional inhomogeneous Helmholtz equation in the form
of Eq.(8) has been successfully employed to remove singularities from dislocation
lines. In particular, the strain field of a screw dislocation turns out to be [10]

εxz(r) = bz
4π

[
− y

r2
+ y

r�
K α

(r
�

) ]
; εyz(r) = bz

4π

[ x

r2
− x

r�
K α

(r
�

) ]
, (9)

1The usage of the Caputo fractional derivative C
0 D

α
k is introduced for convenience as a consequence

of the assumed spherical symmetry of the interaction kernel.
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where bz is the magnitude of the Burgers vector, r is the radial distance from the
dislocation line, and K α is a fractional generalization of the modified Bessel function
given by the relation K α(r) = ∫ ∞

0
k2 J1(k r)

k2−α(1+kα)
dk, where Jν denotes theBessel function

of order ν = 1. It is noted that the strain field of Eq. (9) remains non-singular, as in
the non-fractional GradEla solution, due to the asymptotic behavior K α → �/r near
the origin. Moreover, for α → 2 we have K α|α→2 = ∫ ∞

0
k2 J1(k r)
1+kα dk = K1(r) and,

thus, the previous non-fractional GradEla results [11, 12] are recovered.
The self-energy of a fractional GradEla screw dislocationWs turns out to be given

by the equation

Ws = μb2z
4π

[
ln

(
R

r0

)
− K

α
(r0

�

)
+ K

α

(
R

�

)]
, (10)

where Kα(r) = ∫ ∞
0

k J0(k r)
k2−α(1+kα)

dk, while r0 and R are the inner and outer body radii,

respectively. In the limit of r0 → 0,Kα
( r0

�

) → −γ + ln
( r0
2�

)
, and thus, Eq. (10) gives

Ws = μb2z
4π

[
γ + ln

(
R
2�

) + K
α
(
R
�

) ]
, which again recovers theGradEla expression for

the non-fractional case when α → 2, also independent of an initially assumed cutoff
radius r0.

The Fundamental Solution of the Fractional Helmholtz
Equation

In this section, the fundamental solution of the fractional counterpart of theHelmholtz
equation is provided, as it appears in key problems resolved by gradient theory.
By definition, the fundamental solution, Gα(r), is obtained as the response to a
concentrated point source δ(r), through the governing equation

(
1 + �α (−�)α/2

)
Gα(r) = δ(r), (11)

Equation (11) is most efficiently solved by applying the Fourier transform method
of Eq. (2), along with the transformed Riesz fractional Laplacian through Eq. (5),
and the Delta function property F {δ(r)} = 1. The resulting algebraic equation
( 1 + �α |k|α ) G̃α(k) = 1 is readily solved, and after subsequent inversion, we obtain

Gα(r) = 1

(2π)3

∫

R3

1

1 + �α|k|α eik·r dk. (12)

Equation (12) is the required integral representation of Gα(r). On using the well-
known Lemma 25.1 of Samko-Kilbas [13] involving the Fourier transform of spher-
ically symmetric functions,
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1

(2π)n

∫

Rn

f (|k|) eik·r dk = 1

(2π)n/2|r|n/2−1

∞∫

0

kn/2 f (k) Jn/2−1(k|r|) dk, (13)

followed by a direct application to Eq. (12) for n = 3, we obtain

Gα(r) = 1

(2π)3/2
√|r|

∞∫

0

k3/2 J1/2(k|r|)
1 + �αkα

dk. (14)

Equation (14) is recognized as the Mellin convolution [14] in the form ( f �
g)(x) = ∫ ∞

0 f (k) g(kx) dk. By employing the Mellin transform property M(( f �
g)(x))(s) = M( f (x))(1 − s)M(g(x))(s), along with M

(
(1 + kα)−1

)
(s) =

1
α

�( s
α
) �(1 − s

α
), and M(k3/2 J1/2(k))(s) = 21/2+s �

(
1 + s

2

)
/�

(
1
2 − s

2

)
(see

Sect. 6.8 of [15]), we obtain the following Mellin–Barnes integral representation
[16]

Gα(r) = 1

2απ3/2 � |r|2
1

2π i

γ+i∞∫

γ−i∞

�( 1
α

− s
α
) �(1 − 1

α
+ s

α
)�

(
1 + s

2

)
�

(
1
2 − s

2

)
( |r|
2�

)−s

ds

= 1

2απ3/2 � |r|2 H 2,1
1,3

[
|r|
2�

∣∣∣∣
(
1 − 1

α
, 1

α

)
(
1 − 1

α
, 1

α

)
,
(
1, 1

2

)
,
(
1
2 ,

1
2

)
]

. (15)

In Eq. (15), the fundamental solution Gα(r) is expressed in terms of the H-function,
commonly utilized in fractional calculus (see, for example, [13, 17, 18]). It consists
of the fractional generalization of the modified Bessel function of the second kind
Kν , which hasmany notable implications in physical systems. In particular, the terms
Kν of integer order ν (such as K1 and K2) enable the removal of singularities from
dislocations and disclinations [12], while of half-integer order ν = n + 1/2 (such as
K1/2 and K5/2) can eliminate singularities from crack tips [19–21]. More recently, it
was employed to represent significant deviations from Newtonian gravity [4], with
related applications in subatomic systems, such Yukawa-type nuclear potentials (see
also [22, 23]). In the integer-order case α → 2, Gα(r) reduces to K1/2(|r|/�), and
more generally to Kn+1/2(|r|/�) = √

π�/2|r| e−|r|/� ∑n
j=0

(n+ j)!
j !(n− j)!

(
�

2|r|
)2 j

(6.565

and 8.468 of [24]) in Rn .

Fractional Gradient Interatomic Potentials

In this section, we apply the fractional GradEla formalism in order to generalize a
recently derived gradient modification of London’s quantummechanical interatomic
potential [6] where a detailed discussion on generalized gradient interatomic poten-
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tials and an extension to their fractional counterparts is given, while the special
London’s case was treated as a preliminary assignment in [25] see acknowledge-
ments. Motivated by the fractional counterpart of the Ru-Aifantis theorem [5], a
gradient-enhanced London’s potential, denoted as wα

LG , is obtained [6, 25] by the
following Riesz-fractional inhomogeneous Helmholtz equation

(
1 + �α (−�)α/2

)
wα

LG(r) = wL(r), (16)

where r is the interatomic distance, and wL(r) the denotes the classical London’s
potential. The classical (non-gradient) London’s potential is given by the expression
wL(r) = − CL

|r|6 ; CL = 3α2
0hν/4(4πε0)

2, where α0 is the electronic polarizability,
ε0 the vacuum dielectric permittivity, while h, ν denote the Planck constant and the
electron orbital frequency respectively [26, 27]. A local relation between the induced
dipolemomentμi and the electric field Ei of the formμi = α0Ei is assumed. For non-
local and fractional generalizations, the reader can consult [28] and [29], respectively.
Using Eq. (14), a particular solution of Eq. (16) can be expressed in convolution form
as

ŵα
LG =

∫

R3

Gα(r − r ′) wL(r ′) d r ′. (17)

By applying, in addition, the well-known theorem of Bessel functions (8.532 of [24])

Jν(kR)

Rν
=

(
2

k

)ν

�(ν)

∞∑
m=0

(m + ν)
Jm+ν(k r)

r ν

Jm+ν(k ρ)

ρν
Cν
m(cos θ), (18)

where R = |r − r ′| and ν = 1/2, along with subsequent evaluation of the angu-
lar integral in Eq. (17) through the orthogonality of the Gegenbauer polynomials∫
Cν
m(cos θ) d� = 4πδm,0, the general solution of Eq. (16) is obtained as

wα
LG = A Gα (r) +

∞∫

0

(rρ)−1/2
K

α(r, ρ)wL(ρ) ρ2 dρ, (19)

where we defined Kα(r, ρ) = ∫ ∞
0 k (1 + �αkα)−1 J1/2(kr)J1/2(kρ) dk ; Gα is given

by Eqs (14), (15), while A is an adjustable parameter. We note that Kα|α→2 =
K1/2(

r>
�
)I1/2(

r<
�
) (6.541 of [24]), where r> = max(r, ρ), r< = min(r, ρ), and hence

Eq. (19) reduces to the gradient solution obtained by variation of parameters [6],
which reads

wα
LG

∣∣
α→2 = A �

r
e−r/� + CL

48�6

{
4�4

r4
+ 2�2

r2
+ �

r

[
er/�Ei

(
−r

�

)
− e−r/�Ei

(r
�

)]}
.

(20)
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Fig. 1 Qualitative plots of the fractional gradient potential for α = 1.5, 1.8, 2. The scaling factor
is CL�−6. (Color figure online)

Again, the fractional interatomic potential of Eq. (19) includes both an “attractive”
(for large r ) and a “repulsive” (for small r ) branch, as in the integer order case of
Eq. (20). A qualitative plot for Eq. (19) is provided in Fig. 1.
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Investigation on Preparation of Fe–Al
Alloys by Direct Reduction
of Fe2O3–Al2O3 Powder in CaCl2–NaCl
Molten Salt System

Jinrui Liu, Hui Li, and Jinglong Liang

Abstract Fe–Al alloys have been synthesized directly from Fe2O3–Al2O3 powder
by electro-deoxidation in the CaCl2–NaClmolten salt at 800 °C. The thermodynamic
decomposition voltages of Fe2O3, Al2O3 and compounds in molten salt to their
corresponding metal in 800 °C have been analyzed. Constant voltage electrolysis
has been utilized to investigate the formation process of Fe–Al Alloys. The results
indicated that Fe2O3 is decomposed into Fe earlier. It is found that with the first
reduction product Fe, the later reduction product Al will immediately form Fe3Al
and FeAl which are more refractory, avoiding the loss of Al due to its low melting
point thereby.

Keywords Fe–Al alloys · Electrochemical reduction · Reduction mechanism ·
Constant voltage electrolysis

Introduction

Fe–Al alloys with their, low density, high strength-to-weight ratios, good wear resis-
tance, ease of fabrication and resistance to high temperature oxidation and sulfuriza-
tion are very attractive as a kind of potential materials in the field of high-temperature
materials [1, 2]. Currently, the preparation method of Fe–Al alloys is mainly tradi-
tional molten casting method [3] and emerging powder metallurgy such as thermal
explosion method [4], all of which are using metal Fe and Al as raw material. Since
both metal Fe and Al can react with oxygen easily, methods mentioned above have
limitations in raw material storage.

In 2000, Chen et al. [5] reported a new process in which Ti can be produced by
direct electrochemical reduction of solid TiO2 in molten salts. After that, various
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metals and alloys have also been synthesized from corresponding oxide by electro-
deoxidation in molten salt [6]. In this report, Fe–Al alloy is directly prepared from
the solid Fe2O3–Al2O3in CaCl2–NaCl as a molten salt system at 800 °C.

Calculation Method and Experiment

The theoretical composition voltages (U�/V) were obtained by Eq. (1):

U� = −�G�

nF
(1)

where�G�is the standardGibbs free energy change(kJmol−1) calculated by theHSC
thermodynamic software, and n is the electron transfer number, and F is a Faraday’s
constant (96485 C mol−1).

The analytical grade powders of Fe2O3 and Al2O3 were each weighted and mixed
thoroughly according to the molar ratio of 53:47 by ball milling for 2 h. The mixture
was weighted and pressed at a pressure of 8MPa for 2.5 min into small porous pellets
whit diameter of about 15 mm, thickness of about 2 mm and mass of 1 g. The pellets
were sintered in air in a tubular resistance furnace at 800 °C for 4 h to achieve stronger
mechanical strength. After cooling, a pellet was wrapped with a stainless steel mesh
to form a composite cathode. A high-purity graphite rod polished by sandpaper was
used as anode.

A corundum crucible containing CaCl2–NaCl (150 g, molar ratio 58:42) was
placed in a tube heating furnace and heated to 400 °C at a rate of 8°C min−1 and kept
for 4 h to remove the surface water. Later, themixed salt was heated to 800 °C at a rate
of 5 °Cmin−1 and maintained at this temperature during the experiment under argon.
Pre-electrolysis was carried out for 4 h at 2.5 V using a stainless steel foil as cathode
to remove moisture and impurities remaining in the molten salt. Subsequently, the
oxide pellet cathode was inserted in the molten salt to undergo constant voltage
electrolysis.

To investigate the reduction mechanism, the constant voltage electrolysis was
carried out using a Taiwan GWINSTEK PSM-3004DC power supply. After indi-
vidual electrolysis, the productwas cooledwith distilledwater andwashed in distilled
water to remove residual chlorine salt on ultrasonic for 30 min, followed by vacuum
drying. The obtained sample was characterized by X-ray diffraction spectrum (XRD,
X-ray 6000 with Cu Kα1 radiation at λ = 1.5405 Å).
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Results and Discussion

Thermodynamic Analysis on the Electrochemical Reduction
of Fe2O3–Al2O3 to Fe–Al Alloys in CaCl2–NaCl Molten Salt

CaCl2–NaCl molten salt is regarded as an ideal electrolyte for the electrochemical
reduction of oxides with its lowmelting point, good conductivity, wide electrochem-
ical window and acceptable cost. However, the metal oxides may react with CaO
contents in the molten salt, resulting in the formation of intermediate phases. The
standard Gibbs free energy changes (�G�) of possible reactions of CaO with Fe2O3

(reaction (2) and (3)) and Al2O3 (reaction (4)–(9)) are shown in Fig. 1.

CaO(s) + Fe2O3(s) = CaFe2O4(s) (2)

2CaO(s) + Fe2O3(s) = Ca2Fe2O5(s) (3)

CaO(s) + Al2O3(s) = CaAl2O4(s) (4)

CaO(s) + 2Al2O3(s) = CaAl4O7(s) (5)

CaO(s) + 6Al2O3(s) = CaAl12O19(s) (6)
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Fig. 1 Standard Gibbs free energy changes (�G�) of possible reactions of CaO with Fe2O3 and
Al2O3 versus temperature (T ). (Color figure online)
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2CaO(s) + Al2O3(s) = Ca2Al2O5(s) (7)

3CaO(s) + Al2O3(s) = Ca3Al2O6(s) (8)

12CaO(s) + 7Al2O3(s) = Ca12Al14O33(s) (9)

According to Fig. 1, the standard Gibbs free energy changes to form intermediate
phases are all negative to 0 and keep decreasing as a function of temperature. Among
all the reactions, the curve of reaction(9) has the largest slope, and the value of
reaction (9) is much lower than those of others at 800 °C, which means that the
formation of Ca12Al14O33 is more thermodynamically favorable at the experimental
temperature.

Commonly, the electrochemical reduction sequence of metal oxides/compounds
can be judged by its theoretical decomposition voltage (U�). It is confirmed by the
thermodynamic analysis in Fig. 1 that the formation of intermediate phases of CaO
and Fe2O3 or Al2O3 can proceed spontaneously according to reaction (2) to (9) in
CaCl2–NaCl. Therefore, it is reasonable to take the decomposition of the intermediate
phases into account. In the previous work, it was found that the reduction mechanism
of solid Fe2O3 mainly consists of three steps: chemical formation of Ca2Fe2O5 →
Fe3O4 → FeO → Fe [7]. However, considering the content of CaO in CaCl2–NaCl
and CaO is more inclined to combine with Al2O3, the formation of Ca2Fe2O5 is not
inevitable, so as other intermediate phases. Thus, the thermodynamic analysis on
the electrochemical reduction of Fe2O3, Al2O3 and their intermediate phases to their
low-valence and oxides (reaction (10) to (21)) was conducted, and the results are
shown in Fig. 2.

6Fe2O3(s) = 4Fe3O4(s) + O2(g) (10)
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Fig. 2 a Theoretical decomposition voltages (U�) of Fe2O3, Al2O3, their intermediate phases,
CaCl2, NaCl and CaO versus temperature (T ); b theoretical decomposition voltages(U�) at 800 °C.
(Color figure online)
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2Fe3O4(s) = 6FeO(s) + O2(g) (11)

2FeO(s) = 2Fe(s) + O2(g) (12)

6CaFe2O4(s) = 4Fe3O4(s) + 6CaO(s) + O2(g) (13)

6Ca2Fe2O5(s) = 4Fe3O4(s) + 12CaO(s) + O2(g) (14)

2Al2O3(s) = 4Al(s) + 3O2(g) (15)

2CaAl2O4(s) = 4Al(s) + 2CaO(s) + 3O2(g) (16)

CaAl4O7(s) = 4Al(s) + CaO(s) + 3O2(g) (17)

CaAl12O19(s) = 12Al(s) + CaO(s) + 9O2(g) (18)

2Ca2Al2O5(s) = 4Al(s) + 4CaO(s) + 3O2(g) (19)

2Ca3Al2O6(s) = 4Al(s) + 6CaO(s) + 3O2(g) (20)

2Ca12Al14O33(s) = 28Al(s) + 24CaO(s) + 21O2(g) (21)

CaCl2(s) = Ca(s) + Cl2(g) (22)

2NaCl(s) = 2Na(s) + Cl2(g) (23)

2CaO(s) = 2Ca(s) + O2(g) (24)

The theoretical decomposition voltages of all the oxides, intermediate phases and
CaCl2–NaCl molten salt decrease as the temperature rises. Figure 2b presents the
theoretical decomposition voltages at 800 °C. It can be seen that CaCl2–NaCl molten
salt has the largest value of the theoretical decomposition voltages, which indicates
thatCaCl2–NaCl is suitable asmolten salt electrolyte for electrolysis of Fe2O3–Al2O3

to prepare Fe–Al alloys. Furthermore, when taking graphite as the anodematerial, the
anode products areCO/CO2 instead ofO2, and the theoretical decomposition voltages
of reactants would be even lower. The theoretical decomposition voltages of all the
Fe-containing compounds are lower than those of Al-containing compounds, so the
theoretically calculated Fe would be reduced first.
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In addition, the formation of the intermediate phases will increase the theoretical
decomposition voltage of the corresponding metal oxide, as can be seen from Fig. 2.
Therefore, by using methods such as pre-electrolysis, reducing the concentration of
CaO in the molten salt as much as possible will facilitate the electrolysis of Fe2O3–
Al2O3. However, CaO is in the form of Ca2+ and O2− in the molten salt, as long as
it is not saturated. Thus, in addition to the hydrolysis of CaCl2, CaO may also come
from the deoxygenation of oxides. This means that the concentration of CaO near
the cathode may be higher than that of the molten salt body, and the formation of
intermediate phases will be inevitable.

Effects of Electrolysis Voltage on the Product

In this work, the impact of electrolysis voltage on the product was investigated. The
applied voltages were 2.4, 2.8 and 3.2 V, and the electrolysis time was fixed for
12 h. Figure 3 shows that Fe2O3 which exists in sintered precursor was converted
to metal Fe basically, after electrolyzed at 2.4 V for 12 h. However, no metal Al
or Fe–Al alloy phases were observed in the product, suggesting that it is difficult
to reduce Al2O3 to Al metal under this condition, even if the electrolysis voltage
is higher than the theoretical decomposition voltage of its compounds. This may
be due to the insufficient over potential. The intermediate phase Ca12Al14O33 was
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Fig. 3 XRD patterns of precursory Fe2O3–Al2O3 and electrolytic products obtained from constant
voltage electrolysis at 2.4, 2.8 and 3.2 V for 12 h in 800 °C NaCl–CaCl2 molten salt (molar ratio
42:58). (Color figure online)
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formed in themeanwhile, whichwas consistent with thermodynamic analysis. As the
results, on the one hand, since the reduction of Fe2O3 to Fe increased the porosity and
conductivity of the precursor pellet, the reduction of Al2O3 should be much easier;
on the other hand, O2− released by the electro-deoxygenation reaction of Fe2O3

increased the concentration of CaO nearby the cathode, which would result in a
basically unavoidable increase in forming intermediate phases such as Ca12Al14O33.

When the voltage was increased to 2.8 V, XRD patterns revealed that the product
was dominated by the Fe and Fe3Al phases, suggesting that Al2O3 could be reduced
to Al at this voltage. It is worth mentioning that considering the content of Al2O3 in
the precursor, there should still exist a small amount of aluminum compounds which
have not been reduced. By further increasing the voltage to 3.2 V, there was only
FeAl phase observed in the cathode product. However, this voltage is close to the
molten salt decomposition voltage (3.24 V). Therefore, to prepare a purer FeAl alloy
in a short time, the electrolysis voltage could be selected as 3.0 V.

Preparation of Fe–Al Alloy by Molten Salt Electrolysis

A typical current–time plot recorded during electrolysis is presented in Fig. 4 which
also shows the detail in the first 90min. It can be seen from the current curve that in the
stage 1, as themetal/solid oxide/molten salt three-phase reaction boundary extending
on the surface of the pellet, the value of current rises slightly within 0–5 min. After
that, the deoxidation and reduction of iron spared deep into the pellet, and the value
of current rapidly drops within 5–10 min due to the increasing resistance of O2−
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Fig. 4 Current–time plot of preparation of the FeAl alloy by electrolysis (800 °C, 3.0 V, 12 h).
(Color figure online)
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diffusing into the bulk of molten salt. At stage 3, the metal Fe formed on the surface
of the pellet had a partial sintering phenomenon, resulting in a dense metal layer
which slowed down the mass transfer and reaction speed. The value of current in
the stage 4 is close to the background current, suggesting the reduction of Fe2O3

was basically completed. The rise of the current in the stage 5 should correspond
to the reduction of Al2O3 or intermediate phases. The relatively low current and
longer electrolysis time indicate that the reduction rate of Al2O3 is much lower than
that of Fe2O3. When the electrolysis time reached 8 h, as the electrode polarization
phenomenon became more obvious, part of the molten salt started to decomposing,
causing the value of current to rise slightly, as shown by the curve at stage 6. It is
worth mentioning that due to the earlier production of a large amount of Fe, the
post-produced Al can quickly alloy with Fe to form Fe3Al or FeAl phase with higher
melting points, so as to avoid the large loss of Al from cathode due to low melting
point (660 °C) [8].

Conclusion

The feasibility for the production of Fe–Al alloys from Fe2O3–Al2O3 by electrol-
ysis in CaCl2–NaCl molten salt is analyzed thermodynamically. It is found that
the theoretical voltage for decomposing Fe2O3 and Al2O3 to Fe and Al is only
1.01 V and 2.31 V at 800 °C, both of which are much lower than those of CaCl2–
NaCl molten salts. However, the intermediate phases spontaneously generated in
thermodynamics will increase the theoretical decomposition voltage, making the
electrochemical decomposition reaction more difficult.

To further investigate the reduction mechanism, the electrolysis of Fe2O3–Al2O3

was performed in the CaCl2–NaCl molten salt. In the process of Fe2O3–Al2O3,
the production of Fe came first and could act at a lower electrolysis voltage. The
formation of Ca12Al14O33 occurred in the meanwhile. Al2O3 was not reduced until
Fe2O3 was basically reduced. Al is produced later and relatively slowly, making Al
with low melting point which can quickly alloy with Fe to form phases with higher
melting point.
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Liquid Bipolar Electrode for Extraction
of Aluminium and PGM Concentrate
from Spent Catalysts

Andrey Yasinskiy, Peter Polyakov, Dmitriy Varyukhin,
and Sai Krishna Padamata

Abstract Liquid bipolar electrodes (LBE) were proposed for the extraction of noble
metals from spent catalysts by the electrometallurgical method with the production
of aluminium and oxygen. The two-sectioned electrolysis cell divided by the LBE
for the one-step extraction was designed. The first section acts as the aluminium
reduction cell; the second one plays the role of the aluminium refinery cell. The
noble metals are collected in the LBE, while the carrier (Al2O3) is decomposed to
oxygen and aluminiumwhich is transferred through the second section to be collected
in the cathode. The effect of the spent catalysts content in the melt on the electrode
processes and carrier dissolution kinetics was studied for molten fluoride systems
at 800 °C. The dissolution rate lays in the range from 0.0123 to 0.0291 g kg−1 s−1.
The extraction of Pt to the LBE reached more than 99%. This method can be applied
for the treatment of catalyst based on γ -Al2O3 carrier with a minor content of other
oxides (SiO2, Fe2O3, MgO, TiO2, CeO2).

Keywords Spent catalyst · PGM · Electrolysis · KF-AlF3 · Molten salt ·
Dissolution

Introduction

The platinum group metals (PGMs) play the role of catalysts in the processes of the
petrochemical industry and automotive catalytic converters. Petrochemical catalysts
often consist of an Al2O3-based carrier and 0.05–1% of noble metals (PGMs and
rhenium) as the active components [1]. The catalysts gradually lose their catalytic
activity during the operation. The deactivated (or spent) catalysts require processing
to extract valuable components.

A large number of pyro- and hydrometallurgical methods of noble metals extrac-
tion from the spent catalysts were reported [2, 3]. Some of them are realized on an
industrial scale. Common significant drawbacks of these methods often are the high
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cost of equipment and consumables, the high specific energy consumption and the
huge amount of waste. The recent advances in this field are discussed below.

Antonov et al. [4, 5] presented an electrochlorination technology for the indus-
trial processing of spent diesel automotive catalysts containing PGM and SiC carrier.
The direct yield of platinum and palladium was 80 and 90%, respectively, without
prior heat treatment. Subsequent operations with the catalyst after electrochlorina-
tion showed the possibility of increasing the extraction of Pt up to 98.7% and Pd
up to 98.9% by increasing the treatment temperature to 160 °C (electrolysis under
pressure). The specific energy consumption was 0.8 kWh/kg.

Diac et al. [6] showed that platinum can be electrochemically recovered from
spent automotive catalysts in different electrolytes. An acidic pH and the presence
of chlorides are mandatory in achieving high dissolution rates. Pt dissolution is
achievable even at neutral pH, as long as the electrolyte contains chlorides. The
recovery rates were as high as 50% in 24 h.

Ding et al. [7] proposed technology for recovery of Pt, Pd, and Rh by iron melting
with iron powder. The recovery efficiency of PGMswas 99.25%under the conditions:
the mass ratio of CaO/Na2O = 35:20, CaF2 5 wt%, Na2B4O7 8.5 wt%, collector Fe
15 wt%, and 5 wt% C, where the concentration of Pt, Pd and Rh in slag phase was
2.398, 3.879, and 0.976 g/t, respectively. 50 kg pilot-scale experiments achieved over
99% recovery efficiency of PGMs.

Amethod for PGMsdetermination in spent automobile catalystswithout chemical
separation was discussed in [8]. An approach for the microwave dissolution with
the mixture of HCl and H2O2 (4:1) was developed for the further high-resolution
continuum source graphite furnace atomic absorption spectrometry. It was found
that within 20 min at 210 °C PGMs quantitatively and simultaneously transferred to
the solution.

HCl leaching followed by the selective precipitation of Pt and Pd has been inves-
tigated by Ilyas et al. [9]. The efficient formation of metal-chloro complexes was
achieved by the addition of 3 vol% H2O2 with 8.0 mol/l HCl solution at 55 °C
and 180 min of leach time. Approximately 94% Pd and 90% Pt extraction were
achieved. The leaching process was diffusion-controlled with the apparent activa-
tion energy of Pd and Pt 14.4 kJ/mol and 10.8 kJ/mol, respectively. The leach liquor
was processed to selectively recover platinum salt by adding a 300 g/l solution of
NH4Cl, precipitating (NH4)2PtCl6.

The effect of ultrasound-assisted nitric acid pretreatment on enhancing the
leaching of PGMs from spent catalysts by cyanogenic bacteria was investigated
by Karim and Ting [10]. Samples were pretreated using ultrasonication and acid
to remove competing metals. The optimal ultrasound power was 80%, nitric acid
concentration—6M, ultrasound duration—50 min, and ultrasound frequency—
37 kHz. Mesophilic bacteria Pseudomonas fluorescens and Bacillus megaterium
were used to bioleach PGMs. Pretreated samples showed a higher recovery of PGMs.
Using two-step bioleaching at a pulp density of 1% (w/v) and at pH 9, P. fluorescens
yielded a maximum recovery of Pt (38%), Pd (44%), and Rh (91%) for pretreated
samples. The corresponding values for B. megaterium were Pt (35%), Pd (41%), and
Rh (82%).



814 A. Yasinskiy et al.

The possibility of selective chlorination of PGMcontained in spent catalysts, using
molten salt as reaction media, was investigated by Martinez et al. [11]. Chlorination
yields of the PGMs were found to be 40–50% after 2–3 h of passing chlorine gas
through the eutectic LiCl–KCl and the equimolarCaCl2–NaClmelts at 100mlmin−1.
Increasing the temperature did not lead to better chlorination yields, but the evap-
oration losses were significantly higher. The most suitable molten chloride system
is the eutectic LiCl–KCl melt, allowing working at a relatively low temperature of
450 °C.

A pyrometallurgical iron matte process was adopted to separate PGMs from spent
catalytic converters in [12]. The highest recovery percentages were 99% Pt, 99% Pd,
and 97% Rh at 950 °C for 75 min. with the addition of 3 times flux (0.72 wt/wt,
B2O3/Na2O) of spent catalytic converters and 10 g of FeS2 with a corresponding
enrichment factor of around 6.0. Wen et al. [13] applied the electrolytic refining
method on Fe-PGMs alloy for separating PGMs from iron. Fe-PGMs alloy and tita-
nium plates are used as anode and cathode. The main electrolyte is ferrous sulfate.
During electrolysis, iron is electrolytically migrated to the cathode and electrode-
posited, while PGMs settle to form anode slime. Appropriate parameters ranges
for electrolysis are: potential (0.5–0.8 V), concentration of Fe2+ (1.0–1.5 mol/l),
temperature (60–80 °C), pH (3.0–3.5). The recovery efficiency reached nearly 100%.

The recovery of PGMs from spent catalysts using potassium bisulfate fusion
pretreatment and hydrochloric acid leaching was performed by Prasetyo and
Anderson [14]. Optimization on the fusion and leaching parameters resulted in 106%
± 1.7%, 93.3% ± 0.6%, and 94.3% ± 3.9% recovery for Pd, Pt, and Rh, respec-
tively. These results were achieved at fusion conditions: temperature 550 °C, potas-
sium bisulfate/raw material mass ratio 2.5, and fusion time 30 min. The leaching
conditions were: HCl concentration 5 M, temperature 80 °C, and time 20 min.

Novel macrocyclic extractants were synthesized and employed in liquid–liquid
extraction by Torrejos et al. [15] for Pd/Pt separation in the aqueous feed
source. Dioxadithia-benzo-crown ether diols (BCES2O2) 2 g–2i were prepared
through bis-epoxide cyclization with aqueous 1,2-benzenedithiol under mild basic
conditions. 2 g–2i was alkylated to afford dimethoxy-BCES2O2 3 g–3i. Experi-
ments reveal their high stability, extraction efficiency, and separation performance
(βPd2+/Pt2+=104 − 105) in highly acidic feed solutions (∼6MHCl). The high extrac-
tion efficiency (99.5%) and purity (98.5%) of recovered Pd2+ from simulated acidic
spent catalyst liquor demonstrated the potential of 3i [in toluene] system for selective
Pd2+ recovery from automotive wastes.

A hydrometallurgical process is proposed by Yakoumis et al. [16] resulting in
recovery rates for Pt (100%), Pd (92%) and Rh (~60%) in low acidity reagents,
namely 3 M HCl, 4.5 M NaCl, 1% v/v H2O2, under mild temperature conditions
(70 °C). The highest S/L ratio achieved (S/L = 0.7) leads to high catalyst mass
dissolution.

Thiophosphate- and phosphate-based extractants, 1,3-bis (diethoxythiophosphi-
noyloxy) benzene (Ext 1) and 1,3-bis(diethoxyphosphinoyloxy) benzene (Ext 2),
respectively, were synthesized and studied for their ability to extract Pd(II) from
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HCl and HNO3 media by Yamada et al. [17]. Ext 1 (0.1 M) in 1-octanol selec-
tively extracted 90–99.9% of Pd(II) in HCl (0.1–8.0 M) and 99.8% of Pd(II) in
HNO3 (0.1–8.0 M) single-metal solutions, whereas Ext 2 demonstrated negligible
Pd(II) extraction in either solution. Back-extraction of Pd(II) was performed using
a solution of 0.1 M thiourea and 1.0 M HCl, allowing Ext 1 to be reused for five
cycles.

Zhang et al. [18] proposed an integrated process based on the capture of copper
scrap and electrodeposition process to recycle Pd in spent catalysts. The process
consisted of two procedures: the capture of copper scrap to enrich palladium and
electrodeposition process to separate and purify palladium. The appropriate param-
eters for the capture of copper scrap are the melting temperature reached 1400 °C,
adding 20% of copper scrap and 2 of the mass ratio of SiO2/Al2O3 and for the elec-
trodeposition process, nearly 100% of palladiumwas deposited on the cathode under
0.1 M concentration of HNO3, −0.042 V of electrodeposition potential and 25 °C
reaction temperature with 9 h.

Zhao et al. [19] developed a new method for the recovery of cerium from spent
catalysts. Sulfuric acid (2 mol/l) and hydrofluoric acid (0.9 mol/l) were used as a
mixed acid leaching agent to successfully decompose the ceria-zirconia solid solu-
tion of the catalyst, which is resistant to dissolve in acids. The leaching efficiency of
Ce reached 99.25% under the optimal conditions of a catalyst particle size range of
76–96 μm, an S/L of 1/10 (w/v), a leaching temperature of 70 °C, a leaching time of
4 h, and 200 rpm. The results indicated that 87.23% of Ce4+ was extracted into the
D2EHPA-kerosene solution with a concentration of 0.8 mol/l D2EHPA, a stoichio-
metric quantity of KMnO4 of 175%, and contact for 15 min at room temperature.
Reduction stripping was performed using hydrochloric acid (2 mol/l) with 3% H2O2

to obtain the CeCl3 solution. The recovered amount of Ce was 85.54% with high
purity.

A few decades ago, Belov et al. [20] proposed an electrochemical method for the
extraction of Pd from spent Al2O3-based catalysts which was carried out in several
stages based on the Hall–Heroult process for the primary aluminium production and
the three-layer refining process for the high-purity aluminium production.

Recently, the new idea of one-step electrochemical method which can be used
at 700–850 °C was presented [21]. A liquid bipolar electrode (LBE) dividing the
cell into two parts can be used. The first part would act as an electrolysis cell where
catalyst carrier dissolves and decomposes into oxygen and aluminium, and PGMs
are accumulated in LBE. The second part would act as refinery cell where aluminium
dissolves from the LBE and is reduced at the liquid aluminium cathode. The concen-
tration of PGMswould increase in time due to the equal (more or less) partial currents
of aluminium cathodic reduction and anodic dissolution at the LBE.

The promising candidate for the electrolyte, the molten 1.3KF-AlF3 system has
the high solubility of Al2O3 and high limiting current density of Al reduction. The
metallic anode, which enables oxygen evolution by the reaction (1), can be used:

Al2O3(dis) ⇒ 2Al(l) + 1.5O2(g) (1)
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The process can be implemented for aluminium reduction with oxygen-evolving
anodes simply by using alumina instead of spent catalysts. In that case, the liquid
bipolar electrode will be used to collect the anode corrosion products that sounds
beneficial because the proper cathode metal purity remains one of the most difficult
and important tasks in the inert anode research [22, 23]. The following improvements
can make this process applicable to aluminium production:

• A decrease in interelectrode spaces especially in the refinery part;
• An increase in alumina dissolution rate in low-temperature electrolytes;
• A decrease in overvoltages by decreasing the current densities;
• Design of the continuous alumina feeding system.

The electrochemical characterization of the LBE is studied in various molten
salts systems [21, 24]. The rate of catalyst dissolution and the effect of catalyst
concentration in the 1.3KF-AlF3 melts on the polarization curves recorded at LBE
at 800 °C are studied in this work. The results of the first 29 h laboratory-scale
electrolysis test are reported. This study supplements scarce data on the kinetics of
aluminium deposition, oxidation and oxide dissolution in fluoride melts.

Experimental

Materials Preparation

The electrolyte was synthesized at 900 °C from the dried chemically pure (p.a.)
salts KF and AlF3. Drying lasted for 4 h at 400 °C. The prepared melt was purified
during 2 h electrolysis with a graphite electrode under the potential of 1.5 V (for the
removal of oxygen ions before the dissolution studies) and 0.2 V (for the removal
of electronegative metals ions, namely Fe, Si, etc., before the cyclic voltammetry on
tungsten electrode) relative to the aluminium electrode potential. The spent catalysts
supplied by JSC “Krastsvetmet” (Krasnoyarsk, Russia) were calcined at 800 °C
under air atmosphere for 30 min to remove organic compounds. The mechanical
activation of the catalysts was performed after the heat treatment in planetary mills
with a duration of 10 s.

Dissolution Rate

The electrical conductivity κl of the molten cryolite is known to be decreased with
the increase of the dissolved alumina concentration CA. Different models predict
the value ∂κl

/
∂CA

∼= −0.05�−1 cm−1 wt%−1. Addition of 1 wt% of alumina will
cause a change in cell resistance of 2.5–5%. The resistance-time dependence was
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used to estimate the alumina dissolution rate. The resistancewasmeasured by electro-
chemical impedance spectroscopy (EIS) in the cell described in [25]. The resistance
R of the electrochemical system was calculated out of impedance Z, given by the
expression:

Z = R − j · 1

ω · C = Z′ − j Z′′ (2)

where j = √−1, Z′ = R is the real part of the impedance, Z′′ = 1
ω·C is the imaginary

part of impedance, ω is the frequency of the AC polarization, C is the capacitance
of the electrochemical system. The phase angle, ϕ, is given by the equation:

t gϕ = Z′′

Z′ = 1

R · ω · C (3)

The EMF of the galvanic cell is given by the Nernst equation:

E rev = E0 − RT

nF
ln

aυO
O

aυR
R

(4)

where E0 is the standard EMF, a is the activity, υ is the stoichiometric coefficient,
subindexes O and R denote oxidation and reduction forms.

If the activities of the species are unknown, the EMF can be expressed as a
function of dissolved alumina (for cryolite-aluminamelts) concentration by the semi-
empirical formula:

E rev = −	G0

6F
+ RT

6F
ln

(
CA(sat)

CA

)2.77

(5)

where 	G0 is the change of Gibbs energy in the corresponding reaction.
For the concentration cell

C,CO2|KF − AlF3,Al2O3(I)||KF − AlF3, Al2O3(II)|C,CO2 (6)

the EMF can be expressed by the equation:

E rev = RT

6F
ln

(
CA(I I )

CA(I )

)2.77

(7)

where CA(I ) and CA(I I ) are alumina concentration in the half-cells I and II.
The noted relations were used to measure the dissolution rate indicated by EMF

of the concentration cell [25] as a function of time after addition of alumina into one
of the half-cells.
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Electrode Processes Characterization

The electrochemical measurements were carried out in a three-electrode graphite
cell under air atmosphere in the temperature range of 700–850 °C. The graphite
crucible served as an auxiliary (counter) electrode. Tungsten rod with a diameter of
2 mm placed into a BN tube was used as a working electrode. The working elec-
trode potential was measured vs. the potential of the aluminium reference electrode
encapsulated into a BN case. The cell was heated by the vertical electric furnace.
The temperature of the electrolyte was measured by the k-type thermocouple in a BN
case and maintained constant (±2 °C). The current and the potential were supplied
or measured using AutoLab PGSTAT 302n and NOVA 2.1 Software (The MetrOhm,
Netherlands).

Cyclic voltammograms were obtained at different potential sweep rates in the
range 0.01 − 0.1 V s−1. The ohmic voltage drop of the measuring circuit was deter-
mined by the current interrupt technique and compensated during the sweep. The
stationary polarization dependencies were determined by recording the steady-state
value of the electrode potential at different cathodic current densities in the range of
0.01–1.5 A cm−2.

Electrolysis Test

The cell for the electrolysis test (graphite crucible) consisted of two sections: elec-
trolysis and refining. The sections were separated by a vertical graphite plate. The
lower part of the plate and the crucible (bottom and 1 cm of walls) were coated with
a TiB2 layer to improve the wettability by aluminium.

In the electrolysis part, the electrolyte consisted of a KF-AlF3 system with a
cryolite (molar) ratio [KF]/[AlF3]= 1.3 mol/mol. In the refining part, the electrolyte
consisted of an equimolar mixture of NaCl-KCl and 5 wt% AlF3. The sections were
connected through a liquid bipolar aluminium electrode located at the bottom of
the cell. The test was performed at 800 °C with a current of 13.9 A for 29 h. The
temperature was measured in the refining part using a k-thermocouple. The catalyst
was loaded in portions of 4.3 g every 30 min (with interruptions due to technical
problems during testing). The voltage was measured with a voltmeter. The content
of Pt and Re in cathode aluminium and the LBE was determined.
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Results and Discussion

Dissolution of Catalysts

The rate of catalyst dissolution plays an important role in the process. Low rates may
lead to the sludge formation, increase in the apparent viscosity and decrease in the
electrical conductivity. The dissolution takes more time in the laboratory cells when
compared to the industrial ones due to the suppressed convection. However, it can
be used for the comparison purpose. The resistance and EMF values indicating the
change in the concentration of dissolved alumina carrier in the 1.3KF-AlF3 melt at
800 °C are shown in Fig. 1.

The resistance was changing in the range from 0.56 to 0.64 �. The first measure-
ment was done immediately after the addition of 1 g (1 wt%) of regular catalyst.
Several stages can be distinguished. They are indicated by the sections in the graph.
In section B0–B1, a rapid drop (0.04 � or 7% in 90 s) in the resistance was observed
due to the heating of the melt cooled by the cold catalyst added. The similar drop
(section A0–A1) was observed in the EMF which reduced from ~100 to ~70 mV in
150 s. The resistance and the EMFwere increasing in section B1–B2 and A1–A2. The
∂R/∂τ value was less. The reason is probably the dissolution rate being controlled
by the heat transfer stage. In section B2-B3, the ∂R/∂τ value rapidly increased that
indicates the change in the dissolution mechanism from heat transfer controlled
to mass transfer controlled. This stage lasted 150 s during which the sample was
completely dissolved. The resistance was more or less constant during section B3–
B4. The complete dissolution took 812 s. The EMF reached a local maximum value
of 98 mV at A2, stayed constant for ~ 40 s and started to reduce in the section
A3–A4. The resistance change after the addition of the catalyst sample corresponds

Fig. 1 Resistance (squares)
and the EMF (solid line) of
the cell recorded during
1000 s after the addition of a
regular catalyst to the
1.3KF-AlF3 melt containing
3 wt% of dissolved catalyst.
(Color figure online)
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Fig. 2 Resistance of the cell
recorded during 1000 s after
the addition of an activated
catalyst to the 1.3KF-AlF3
melt containing 2 (squares)
and 3 (triangles) wt% of
dissolved catalyst. (Color
figure online)

to the expected dissolution behaviour, while the EMF change sometimes gives the
inexplicable data.

In previouswork [25], it was shown that the special treatment (namely,mechanical
activation) done over the oxide material may increase its dissolution rate. The same
treatment was performed over the spent catalyst. The resistance change after addition
of an activated catalyst to the melt containing 2 and 3 wt% of the dissolved catalyst
is shown in Fig. 2.

The resistance was changing in the range from 0.47 to 0.51 � and from 0.47 to
0.54� for themelts containing 2 and 3wt% of dissolved catalyst. It is difficult to find
the precise value of dissolution time due to the fluctuations in the resistance caused
by the varying temperature and the local volume fractions of solid particles. The dash
lines represent the averaged data. The time at which this line becomes horizontal is
considered as an estimated dissolution time. The dissolution time increases with the
initial concentration of dissolved catalyst in the melt that evidences the mass transfer
control.

The comparison of the regular and activated catalysts dissolution under the same
conditions is presented in Fig. 3.

The heat transfer stage is almost absent in case of the dissolution of activated
catalyst. As a result, the total dissolution time is almost two times lesswhen compared
to the dissolution of regular catalyst (467 and 812 s respectively).

The estimated dissolution rates were in the range from 0.0123 to 0.0291 g kg−1

s−1 which are almost five times less when compared to the dissolution rate of alumina
under the similar conditions presented in [25]. The reason might be the presence of
organic residues after the catalyst calcination and PGMs inhibiting the dissolution.
The presented data are not sufficient for making the conclusions but aim at drawing
the attention to the dissolution of the oxide in the molten halides. To perform an
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Fig. 3 Resistance of the cell
recorded during 1000 s after
the addition of regular
(squares) and activated
(triangles) catalyst to the
1.3KF-AlF3 melt containing
3 wt% of dissolved catalyst.
(Color figure online)

electrolysis test, the activated catalystwas chosen as a fedmaterial. The concentration
should be maintained between 2 and 3 wt%.

Electrode Processes at the LBE

The cyclic voltammetry was performed to study the effect of the catalyst concen-
tration in the melt on the parameters of anodic dissolution and cathodic reduction
of aluminium. These parameters are reduction and oxidation onset potential, peak
potentials (if obtained), peak current densities. The voltammograms (CVs) recorded
on the tungsten substrate are shown in Fig. 4.

Fig. 4 CVs recorded on tungsten in the 1.3KF-AlF3 melt with different catalyst content at different
sweep rates from 10 to 100 mV/s. (Color figure online)
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Fig. 5 Comparison of the
CVs recorded on tungsten in
the 1.3KF-AlF3 melt with
different catalyst content at
the same sweep rate. (Color
figure online)

The aluminium reduction onset potentials were around +0.1 V versus Al/Al3+

reference electrode. The cathodic peaks were not found in the studied range of poten-
tials. The reason is mixed kinetics and was discussed the previous work [NJC, NFM].
The cathodic current densities at the reverse potential (–0.5 V) were increasing with
an increasing catalyst concentration in the range from 2.9 to 4.9 A cm−2. The sweep
rate slightly affected the current density in the cathodic part of the CV. In the anodic
part, two peaks at +0.5 and +1.0 V were recorded with the peak current densities
in the range from 1.2 to 1.8 A cm−2. The first peak currents did not depend on the
sweep rate and were related to the aluminium oxidation. The current of the second
peak increased with increasing sweep rate indicating the mass transfer dominance.
This peak may be correlated with the aluminium oxidation from the intermetallic
compound in the system Al-W. However, the potential gap of 0.5 V between these
peaks makes this explanation questionable. The tungsten oxidation onset potential
was recorded at +1.5 V.

The CVs recorded at different catalysts concentration were plotted on the same
graph and shown in Fig. 5.

The currents of anodic peaks A1 and A2 are slightly affected by the catalyst
concentration. Besides that, no drastic difference was observed on the CVs. The
chosen range of dissolved catalyst concentration in the melt between 2 and 3 wt%
may be approved for the electrolysis test.

No significant difference was observed in the stationary galvanostatic polarization
curves shown in Fig. 6.

The polarization curves recorded are not typical for the diffusion-controlled
process. The solid line represents the calculated values for the limiting current of
0.2 A cm−2. These results support the idea of mixed kinetics. Reduction of potassium
occurs at a potential of –1.1 V versus reference electrode. The overvoltage can be
sufficiently high in the studied system, so the limiting current should be lower than
usually used for the liquid aluminium cathode. For the electrolysis test, the current
density of 0.4 A cm−2 was chosen.
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Fig. 6 Stationary
polarization curves recorded
for the cathodic process on
tungsten in the 1.3KF-AlF3
melt with different catalyst
content. (Color figure online)

Electrolysis Test

An electrolysis test was performed at the following parameters:

• Current 13.9 A
• Duration 29 h
• Current densities ~ 0.4 A cm−2

• Temperature 800 ± 10 °C
• Electrolyte in the electrolysis part 1.3KF-AlF3 +(2÷3) wt% cat.
• Electrolyte in the refinery part NaCl–KCl +5 wt% AlF3
• The weight of each fed portion 4.3 g
• The frequency of feeding 30 min−1

• Anode 90Cu–10Al/graphite;
• The distance between the anode and the LBE 2 cm.

The photo of the cell during the electrolysis is shown in Fig. 7.
The electrolysis test started with metallic anode which was replaced by the

graphite one after 15 h due to the possible short circuiting. During the process,
the cell voltage was about 4.6 V with the metallic anode. The bubbles were observed
in the electrolysis part. After 15 h of electrolysis, the viscosity in the electrolysis
section arose that indicated a high content of the solid phase. A dense film was
formed on the surface of the melt in the electrolysis section. The melt in the refining
section remained transparent.

After the test, the content of Pt and Re was measured. The results are presented
in Table 1.

Pt and were accumulated in the LBE. Less than 1 wt% of Pt entered the liquid
aluminium cathode. The content of Re in the products was less because a significant
part of it might form a volatile oxide and left the cell with the outlet gases.
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Fig. 7 Photo of the cell during the 29 h electrolysis test: (1) steel container; (2) current leads in
alumina tubes; (3) k-type thermocouple; (4) graphite cathode; (5) alumina vessel for cathodic metal;
(6) electrolyte in the refinery part; (7) the wall dividing the parts; (8) electrolyte in the electrolysis
part; (9) graphite anode; (10) graphite crucible; (11) graphite powder. (Color figure online)

Table 1 Distribution of Pt and Re in the cell

Element Mass in electrolysis part of
LBE, mg

Mass in the refinery part of
LBE, mg

Mass in cathodic metal, mg

Pt 1107.2 101.8 11.0

Re 708.6 not found not found

Conclusions

The possibility of the extraction of PGMs and Re from spent catalysts by molten salt
electrolysis is shown. The main findings are as follows:

• Mechanical activation of the spent catalyst and calcination at 800 °C for 30 min
is required before the extraction;

• The dissolution rate lays in the range from 0.0123 to 0.0291 g kg−1 s−1 which is
less when compared to the dissolution rate of alumina under similar conditions;

• The organic residue and noble metals on the surface of the catalyst may inhibit
the dissolution of the carrier;

• The sufficient current densities are about 0.4 A cm−2;
• More than 99% of Pt and up to 100% of Re can be accumulated in the LBE.

Further work should be aimed at finding optimal conditions for the extraction of
noble metals from spent catalysts.
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Open Die Forging Simulation
of Superalloy NIMONIC 115 Using
DEFORM 3D Software

Swarup Jana, Jyoti Mukhopadhyay, Rajashekar Rao, and Venkatesh Meka

Abstract Nimonic 115 is a Ni-based superalloy that contains major alloying
elements such as Cr, Co, and Mo. The alloy is used in the manufacturing of turbine
blades for aerospace engines. The blades should have high fatigue strength and creep
resistance at elevated temperature along with excellent wear and oxidation resis-
tance properties. The presence of γ′ phase with carbide precipitates in the γ phase
matrix leads to high strength of Nimonic 115 even at high temperature. The product
obtained either casting or powder metallurgy route needs to be thermo-mechanically
processed to obtain the improved mechanical properties. Nimonic 115 has a very
narrow working range with respect to temperature and strain rate. The reason may
be due to the high phase stability of γ′ phase at elevated temperature. During open
die forging, Nimonic 115 is prone to surface defect, due to high local flow stress.
In the present research work, the effect of heat transfer on deformation due to the
transfer of billet from furnace to the forging setup has been examined. The combined
effect of reduction and strain rate on the deformation has also been studied. Based on
the simulation results using DEFORM 3D software, the optimum forging conditions
have been estimated.

Keywords NIMONIC 115 · DEFORM 3D · Simulation

Introduction

Nimonic 115 is a nickel (Ni)-based superalloy with major alloying elements such
as Cr, Co, and Mo which is used for high-temperature applications. High strength,
better creep resistance along with excellent wear and corrosion resistance properties
at high temperature make Nimonic 115 suitable for its use in aerospace industry
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[1–3]. Nimonic 115 is precipitation-hardened alloy with Ti and Al which form an
inter-metallic compound Ni3(Ti, Al) or γ′ and carbide phase in the γ matrix [3]. The
superior mechanical properties of Nimonic 115 greatly depend upon γ/γ′ microstruc-
ture and volume fraction of γ′ [1–3]. The increase in operating temperature of an
aero-engine improves the efficiency of gas turbine. Thus, the components of the
engine are required to sustain high thermal fatigue load and creep. Accordingly,
Nimonic 115 is used in the manufacturing of turbine blades of aero-engine [1–3].
The failure of turbine disc leads to catastrophic failure of the engine. To achieve the
high efficiency of the aero-engine, the components are made of superalloy which
takes 50% of its total weight. The cast or wrought product obtained through casting
(VIM) or powder metallurgy process requires further rolling/forging operation to
obtain improved mechanical properties. During metal forming processes, failure
occurs due to ductile mode rather than brittle failure. Several researchers had esti-
mated the fracture experimentally or by numerical simulation or both. The failure in
simulation can be modelled considering the ductile damage criteria, and a compar-
ison is made between them considering compression test data [4–7]. Polakova et al.
[8] discussed the open die forging simulation of Nimonic 80A considering the effec-
tive strain and standard Cockroft–Latham damage model. Furthermore, the fracture
prediction during forging is also evaluated by simulation of upsetting using critical
strain rate from experimental test [9–11]. In this present research work, open die
forging simulation of Nimonic 115 has been carried out using DEFORM 3D. Based
on simulation result, the optimum forging conditions are estimated while analysing
the stress field after deformation in a single stroke.

Simulation Modelling

The open die forging operation was simulated in DEFORM 3D using DEFORM
multiple operation (DEFORM MO). The operations consist of initial heat transfer
operation due to transfer of the billet from the furnace to the forging setup followed
by cogging operation between top and bottom die.

Heat Transfer Operation

The workpiece was only simulated in this operation with time step of 1 s per step for
120 s using explicit solver. The initial workpiece temperature was taken as 1175 °C
i.e. above γ′ solvus temperature [2] and the material as plastic. Tetrahedral mesh
was used with 220,215 no of elements for the simulation. The specifications of the
workpiece are shown Table 1. Material properties such as the flow stress, thermal
conductivity and volumetric specific heat were obtained using JMatPro software
using the chemical composition shown in Table 2. Heat transfer boundary conditions
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Table 1 Workpiece specifications

Specifications Value (mm)

Diameter 280

Length 500

Corner radius 20

Table 2 Chemical composition of Nimonic 115 [2]

Elements C Si Cu Fe Mn Cr Ti Al Co Mo Zr Ni

Composition 0.14 0.14 0.02 0.3 0.08 14.34 3.79 4.98 13.3 3.26 0.057 *balance

were applied at the surface and two end surfaces, with surrounding temperature as
30 °C and heat transfer coefficient 20 W/m2-K.

Cogging Operation

The workpiece data was extracted from the previous heat transfer operation database
for cogging operation. Finer mesh was used near the surface and at the corner edges
with mesh windows value as 0.5. IN 718 6um[1650-2200F(900-1200C)] was taken
as rigid die material with preheat temperature 100 °C. The die specifications used
for the simulation are shown in Tables 3 and 4. No manipulator was considered for
the simulation. The load for deformation was applied using hydraulic press by the
movement of the top die which was manipulated by constant strain rate. Friction
coefficient between the workpiece and dies was considered as 0.69 [12] and heat

Table 3 Top die
specifications

Dimensions Value (mm)

Length 800

Width 350

Height 500

Corner radius 50

Table 4 Bottom die
specifications

Dimensions Value (mm)

Length 800

Width 350

Height 750

Corner radius 50
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transfer coefficient was taken as 11 W/m-K. The cogging operation was simulated
for 0.5 mm top die movement per unit step with explicit solver.

Results and Discussion

Effect of Temperature Gradient

To consider the effect of temperature gradient, two simulations were carried out (i)
without heat transfer operation (ii) with heat transfer operation. For the later case,
temperature gradient takes place near the surface of the workpiece before cogging
operation. The sections are taken after one stroke of the top die and at the centre
of the stroke. From the displacement contour (Fig. 1), it is seen that the maximum
displacement in r- and z-directions takes place in the perpendicular direction of stroke
at the surface, whereas maximum displacement in θ-direction takes place near the
die contact. A comparison of displacement is made by taking point in perpendicular
direction of the stroke from center to the surface (Fig. 2). Displacement in θ-direction
(Fig. 2b) is small compared to r- and z-direction (Fig. 2a and 2c). The displacement
in r-direction increases for the later case due to no restriction for material to flow,
whereas the displacement in z-direction reduced as plastic deformation is nearly
incompressible (Fig. 2a and 2c).

Fig. 1 Displacement contour (a),(b),(c) without temperature gradient and (d), (e), (f) with temper-
ature gradient in r-, θ- and z-direction for strain rate 0.1 s−1 and 10 mm reduction. (Color figure
online)
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Fig. 2 Comparison of displacement field in a r- b θ- and c z-direction for strain rate 0.1 s−1 and
10 mm reduction. (Color figure online)

Due to heat transfer, temperature gradient takes place near the surface, and temper-
ature is minimum at the surface. Hence, the flow stress is increased near the surface.
Stresses σ θθ and σ zz increase near the surface as the material is restricted to flow in θ -
and z-direction. But material is not restricted to flow in r-direction; as a result, value
of stress σ rr is reduced with heat transfer operation (Fig. 3). The value of stress σ θθ

and σ zz near the surface are tensile in nature and become maximum at the surface
(Fig. 4b and 4c). However, maximum value of stress σ θθ is low compared to stress
σ zz, whereas stress σ rr is zero at the surface due to no traction (Fig. 4).

Fig. 3 Stress contour (a), (b), (c) without temperature gradient and (d), (e), (f) with temperature
gradient in r-, θ- and z-direction for strain rate 0.1 s−1 and 10 mm reduction. (Color figure online)
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Fig. 4 Comparison of stress in a r-, b θ- and c z-direction with and without temperature gradient
for strain rate 0.1 s−1 and 10 mm reduction. (Color figure online)

Effect of Reduction and Strain Rate

To consider the effect of strain rates and reductions, nine simulations were carried
out with reductions 10, 20 and 30 mm and strain rates 0.01, 0.1 and 1 s−1. The value
of stress σ zz is increased with increase in both strain rate and reduction (Figs. 5 and
6).

Fig. 5 Comparison of stress in z-direction for various reductions with strain rate (a) 0.01 s−1,
(b) 0.1 s−1 and (c) 1 s−1. (Color figure online)

Fig. 6 Comparison of stress in z-direction for various strain rates with (a) 10 mm, (b) 20 mm and
(c) 30 mm reduction. (Color figure online)
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Fig. 7 Comparison of
maximum value of stress σ zz
for different combinations of
strain rate and reduction

Table 5 Top die speed for
different strain rates

Strain rate for deformation (s−1) Top die velocity (mm/s)

0.01 2.8

0.1 28

1 280

Now, a comparison is made for the maximum value of stress σ zz at the surface
after one stroke for different combinations of strain rates and reductions. It is evident
that maximum value of stress σ zz is increased significantly with increase in strain
rate rather than increase in reduction (Fig. 7).

Top die speed during the deformation at a constant strain rate is obtained from the
post-processor result (Table 5). Top die speed at strain rate 1 s−1 is 280 mm/s which
is not practically achievable during forging, and 2.8 mm/s at strain rate 0.01 s−1 is
too slow for an industrial forging process. Thus, for an actual forging process, the
top die speed will be 28 mm/s i.e. at strain rate 0.1 s−1.

Conclusions

The initial heat transfer operation strongly affects the deformation behaviour of the
material. Due to the temperature gradient, stresses σ zz and σ θθ increase rapidly near
the surface. The maximum value of stress σ zz is restricted to the ultimate tensile
strength value to avoid crack at the workpiece surface. Based on simulation result,
optimal forging condition will be 10 mm reduction at a strain rate of 0.1 s−1 with an
initial forging temperature of 1175 °C.
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In-situ Scanning Electron Microscopic
Observation of Creep and Creep-Fatigue
of Alloy 709

Amrita Lall, Rengen Ding, Paul Bowen, and Afsaneh Rabiei

Abstract Alloy 709 is a 20Cr-25Ni advanced austenitic stainless steel developed
as an improvement over the existing advanced austenitic stainless steels. The alloy’s
high Ni content provides increased austenite stability, while its high Cr content
improves its corrosion resistance at extreme environments of nuclear structures.
In this study, in-situ scanning electron microscope (SEM) tensile, creep and creep-
fatigue tests at various temperatures from room temperature to 1000 °C will be
reported. Electron backscatter diffraction (EBSD) and energy dispersive X-ray spec-
trometry (EDS) were used to observe the microstructural evolution and phase change
during the in-situ heating and loading at different temperatures and strain rates and
identify the dominant deformation mechanisms in each environmental condition.

Keywords In-situ SEM characterization · High-temperature test · Advanced steel
alloy 709

Introduction

In a nuclear power plant, structural materials are exposed to high temperatures with
temperature gradients for extended periods of time. This can result in aging of
the microstructure along with creep damage and creep-fatigue loading. Advanced
nuclear power plants are being developed as a part of the US Department of
Energy’s Generation IV reactor program initiative to increase lifespan, safety and
efficiency by utilizing higher temperatures, higher neutron flux, more aggressive
coolants/moderators [1]. Hence, new structural material needs to be developed to
address the need of such structures.
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Alloy 709 (Fe-20Cr-25Ni) is a nitrogen-stabilized niobium-strengthened
advanced austenitic stainless steel that is being considered as potential material for
structural applications in sodium-cooled fast reactors due to its high-temperature
strength, weldability and high corrosion resistance [2]. Alloy 709 needs to undergo
tensile, creep and creep-fatigue tests so that its capabilities and limitations can be
documented in support of fast reactor licensing activity. Aged Alloy 709 should also
be evaluated and compared with as-received material as aging is expected during
service.

In-situ heating–loading and scanning electron microscope (SEM) imaging will be
used to study the “real-time” crack growth of alloy 709 under plane stress conditions
under tensile, creep and creep-fatigue loading at various temperatures from room
temperature to 850 °C. The SEM is equipped with energy dispersive spectroscopy
(EDS) and electron backscatter diffraction (EBSD). Crack propagation modes will
be studied and compared, primarily at elevated test temperatures to evaluate crack
initiation and growth. Some of the important features of defect nucleation and growth
within the specimen will also be addressed by the subsequent fractographic assess-
ments. This will combine the advantages of in-situ SEM observation to reveal the
“real-time” fracture behavior and fractography to assess the failure mechanisms of
Alloy 709 under various service conditions.

Experimental Procedure

Alloy 709 used in this study was fabricated by Carpenter Technologies in the form
of ingots using vacuum-induction melting (VIM) and electro-slag remelting (ESR).
These ingots were hot-forged, hot rolled and annealed at 1100 °C and then water
quenched. The composition of Alloy 709 provided by the manufacturer is shown
in Table 1. As-received Alloy 709 was aged at 650 °C for 2000 h in air to reveal
microstructural changes similar to those during service. Aging at higher tempera-
ture than service expedites the aging process. Before cutting aged test samples, the
material was skinned to remove any oxidized or decarburized layer at the surface [3].

The heating–loading stage shown in Fig. 1a (Kammrath and Weiss GmbH)
consists of a 10 kN load cell and a ceramic heater that can heat up to 1000 °C
which was installed inside a Hitachi SU 3500 SEM. Flat dog-bone samples were
designed for tensile and creep-fatigue tests as per the constraints of the in-situ heating
and loading stage and following the ASTM E-8 standard as shown in Fig. 1b. Flat
samples with continuously reducing cross section were designed for creep tests as
per ASTM E466-15 as shown in Fig. 1c. Samples with continuously reducing cross
section were used to ensure that the maximum stress and the failure occurs at the
center and SEM observations can be focused in that region. All samples were cut out
of the plate along the rolling direction using electric discharge machining.

For SEM and EBSD observations, the samples were prepared to a near-perfect
surface finish by grinding progressively using 320–2400 grit SiC sandpaper on
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Fig. 1 a. Heating–loading stage with sample loaded. b Design and dimensions (mm) of the tensile
and creep-fatigue test sample used in in-situ SEM heating and loading experiments c. Design and
dimensions (mm) of the creep test sample. (Color figure online)

Buehler Automet grinding machine followed by either ion-milling or electro-
polishing. For creep-fatigue crack growth (CFCG) tests, a small notch of 0.7–
0.85 mm was added by machining, and then, a pre-crack was introduced at the
tip of the notch by high frequency cyclic loading at room temperature.

High-temperature tensile, creep and creep-fatigue tests were performed at various
temperatures from room temperature to 850° C in an in-situ heating–loading
scanning electron microscope (SEM) equipped with Oxford Nordlys Max2 Elec-
tron Backscatter Diffraction (EBSD) and Oxford X-MaxN Energy Dispersive
Spectroscopy (EDS).

The as-received and aged Alloy 709 underwent in-situ SEM uniaxial tensile tests
at temperatures between room temperature and 850 °C. All the tests were conducted
along the rolling direction and at a strain rate of 5.02×10−3/min as per theASTME21
standard for tensile tests at elevated temperatures. Next, uniaxial accelerated creep
tests were conducted at higher temperature and greater stresses than the expected
service condition. Creep tests were conducted by using blocks of constant load. The
load was increased when creep deformation reached secondary stage. As such, a
significant amount of data could be generated in a timely fashion [4]. One constant
load creep test was also performed at 850 °C. Finally, in-situ creep-fatigue tests were
done at 750 °C with dwell times of 1-second and 1 h introduced at the maximum
tensile stress of 95% of yield stress. The crack path was monitored during the entire
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50 μm 50 μm

a b c

Fig. 2 a. SEM image of Alloy 709 test sample with pre-crack at the bottom of the picture. b.
CSL map of the same area showing all boundaries. c. Cr EDS map of aged Alloy 709 showing Cr
precipitation at grain boundaries. (Color figure online)

loading time. After all the tests, fractography was also performed on each sample
using SEM to correlate the failure mechanism observations made on the surface
during the in-situ test with those within the sample.

Results and Discussion

Microstructural Observations

SEM image and coincident site lattice (CSL) maps of Alloy 709 map of as-received
Alloy 709 are shown in Fig. 2. As can be seen, the microstructure is comprised of
equiaxed grains of 50microns size. The red boundaries represent�3 twin boundaries.
The figure shows that 50% of all boundaries are twin boundaries. Some precipitates
were also observed. EDS analysis confirms that these precipitates are mainly Nb and
Mo rich carbides. EDS mapping of aged sample reveals the formation of chromium
carbides in the form of globular particles at grain boundaries as shown in Fig. 2c.

Tensile Properties

Stress–strain curves obtained from tensile tests of all as-received and aged samples at
a constant strain rate of 5.02×10−3/min at various temperatures from room temper-
ature (25 °C) to 850 °C are shown in Fig. 3. The sudden large drops in stress in the
stress–strain curve occur when the test was paused for approximately 5 min to allow
SEM imagingwhich resulted in stress relaxation. At room temperature, therewere no
serrations in plastic flow at any point in both the tests. As the temperature increases,
serrations in plastic flow occur depending on the heat treatment condition of the
alloy. For as-received Alloy 709, serration occurs at temperature between 550 °C
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Fig. 3 a Stress–strain curves obtained from tensile test of all as-received and aged samples. (Color
figure online)

and 750 °C, and for aged Alloy 709, serrations occur between 550 and 650 °C. In
both as-received and aged Alloy 709, serrations start at a critical strain level after
yield but continue till ultimate tensile strength only in as-received Alloy 709 and not
in aged Alloy 709 where it ends sooner. The critical strain at which plastic flow also
begins depends on temperature [5] and heat treatment conditions. As temperature
increases, the strain at which serrations stop exhibiting reduces.

Serrations occur due to dynamic strain aging (DSA) [6] when there is pinning and
unpinning of mobile dislocation at obstacles such as solute atoms [7]. Solute atoms
obstruct the movement of dislocation but as loading continues, dislocation density
increases which allows them to overcome the obstruction to their motion. At room
temperature, solute atoms do not diffuse with respect to dislocations.When tempera-
ture increases, solute atoms becomemore energetic and are able to diffuse through the
matrix. During tensile tests, dislocation density increases, and their motions become
obstructed by solute atoms. Heat and load allow the solute atoms to diffuse within
the matrix and interact with dislocations resulting in unpinning and re-pinning of
dislocations. As the test continues and strain increases, speed of dislocation motions
surpasses the speed of solute atoms, thus ending the serrated plastic flow.

At the beginning of the test, Type A serrations were observed. They are caused
due to the formation of deformation bands such as Lüders bands repeatedly. As the
test continues, the type of serrations changes to A+B in the aged samples, where the
stress oscillates at about the general level or A+C in as-received Alloy 709 samples,
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where the stress drops below the general level of stress. Type B serrations result
from dislocation pinning and unpinning at diffusing solute atoms of high mobility
such as carbon, whereas Type C serrations are associated with substitutional atoms
such as chromium, molybdenum and niobium. Hence, Type C serration needs higher
activation energy to get set in motion. Less serrations were observed in aged samples
as compared to the as-received sample. During aging, some of the interstitial and
solute atoms in the matrix diffuse to the grain boundary to form chromium carbide,
which reduces the density of interstitial and solute atoms in the matrix, and less
dislocation locking and unlocking effect is observed in aged sample compared to
as-received sample.

Figure 3 also shows that there is very little to no necking strain at tempera-
tures where there is dynamic strain aging (DSA) or Portevin–Le Chatelier effect. As
temperature increases, usually thermally activated processes allow stress relaxation.
In Alloy 709, DSA results in strengthening, and therefore, the strength does not drop
within the DSA temperature between 550 and 750 °C regime, but a sharp decrease
in strength is seen beyond the DSA regime.

Microstructural Evolution During Tensile Tests at Various
Temperature

Pre-DSA Regime: Room Temperature

Figure 4a and b shows the SEM images of the as-received and aged sample, tested
at room temperature. Both samples show formation of slip lines. The density of slip
lines was found to be less in the aged sample than in the as-received sample. This can
be attributed to the brittle carbide particles present on the grain boundaries of aged
Alloy 709. During the test, these carbides do not allow plastic deformation resulting
in void nucleation at the grain boundaries. Fractured surface of as-received Alloy
709 (Fig. 4c) shows dimpled fracture indicating failure by multi-void coalescence.
Fractured surface of aged Alloy 709 (Fig. 4d) shows intergranular failure formed by
debonding of brittle carbides on the grain boundaries. Crack propagation takes place
by coalescence of all the voids nucleated around de-bonded and fractured carbides.

DSA Regime 550–750 °C

Between 550 and 750 °C, similar mechanism of failure is observed. As can be
seen in Fig. 5, multiple micro-voids were formed on the surface. As temperature
increases, mechanism of failure, during the test, shifts from slip mechanism to void
nucleation at grain boundaries and at the site of nano and micro-scale precipitates.
Grain boundaries perpendicular to the loading direction are acted upon by a higher
resolved normal stress, and therefore, it separates more. Grain boundaries parallel
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100 μm 100 μm

5 μm 100 μm

a b

c d

Fig. 4 In-situ SEM image of a as-received Alloy 709 tested at room temperature at about 35%
strain b aged Alloy 709 tested at room temperature at about 35% strain c Fractograph of as-received
Alloy 709 showing multi-void coalescence d Fractograph of aged Alloy 709 showing intergranular
cracking

50 μm 10 μm

a b
Loading Direction

Fig. 5 In-situ SEM image of a as-received Alloy 709 tested at 750 °C showing intergranular
cavitation b Zoom in image of the marked area on image a, showing trans-granular crack initiating
at grain boundaries growing into the grains. (Color figure online)

to loading direction have a lower resolved stress acting on those resulting in less
separation of these grain boundaries. Next, new crack starts from the grain boundaries
and grows into the grains perpendicular to the loading direction. These cracks cause
the final failure which take place in trans-granular fashion.
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100 μm 20 μm1 mm

a b c

Fig. 6 a SEM image of aged Alloy 709 tested at 850 °C showing many trans-granular crack
originating from grain boundary growing into grains with inset showing a high magnification image
of the trans-granular cracks b entire fractured surface of aged Alloy 709 tested at 850 °C and
c showing higher magnification of fractured surface. (Color figure online)

Beyond DSA Regime: 850 °C

At 850 °C, void nucleation and growth takes place at a much higher rate. Many
trans-granular cracks originate from the grain boundary into the grains as marked
with arrows in Fig. 6a. The in-situ SEM image of aged Alloy 709 in Fig. 6a suggests
the formation of sub-grains at grain boundaries where the dislocation network forms
and the density of dislocations decreases resulting in work softening. At 850 °C, high
temperature and lack of dynamic strain aging result in large amount of necking and
ductility as indicated by extended thinning of fracture surface as shown in Fig. 6b
and the presence of deep dimples on its fracture surface as observed on Fig. 6c.

Creep-Rupture Tests

Creep Properties

Creep-rupture curves for the two tests at 750° C and one test at 850 °C are shown in
Fig. 7a. During the creep tests, each stress level is associated with three regions: a
primary creep regime with decreasing creep rate and a secondary creep regime with
a constant creep rate and a tertiary creep regime at the end with increasing creep rate
until failure. The creep parameters were calculated using equation 1 [8].

CreepRate ε̇ = Aσ n exp

(
− Q

RT

)

whereQ is the activation energy, n is the stress exponent, A is a constant, R is the gas
constant, n is the stress exponent and T is absolute temperature. Stress exponent, n,
was calculated to be 5.6 by using elongation rates at different stresses which suggests
that the underlying mechanism of creep for Alloy 709 at 750 °C could be dislocation
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Fig. 7 a. Creep curves of all the creep tests. b. In-situ SEM image of the grain boundary separation
due to the increasing creep stress level. c. CSL map showing the propagation of the cavitated grain
boundaries. (Color figure online)

climb.. Activation energy, Q, was also calculated using elongation rates in tests at
different temperatures to be 366 kJ/mol which can be attributed to self-diffusion
in face-centered cubic in austenitic steel. Therefore, a vacancy-controlled climb of
dislocations type of mechanism can be expected [8].

Since the creep test samples were designed to have constantly reducing cross
section, gauge length needs to be determined. A simulation was conducted using
SolidWorks/Ansys using the setup of the stage and heater. This simulation gives
temperature distribution on the sample. To find the gauge length, stress and strain
were calculated at various vertical slices of 0.5 mm throughout the sample. A gauge
length value of 10 mmwas chosen as the central 10 mm of the sample was calculated
to include 97.41% of the total strain.

Creep Test Microstructural Observation

Figure 7b shows an in-situ SEM image taken during creep tests at 750 °C. As can
be seen, the figure shows creep cavitation damage (marked by arrows) in the grain
boundary perpendicular to loading direction. Figure 7c shows CSL map of the same
area in the sample. It shows that the black boundaries represent random boundaries
separate easily, while the red boundary, or�3 twin boundaries, do not separate easily.
Sitemarked 1 shows crack becoming trans-granular and parallel to�3 twin boundary
until it reaches a random grain boundary. Site marked 2 shows crack deflection away
from �3 twin boundaries, whereas site 3 shows crack arrest due to the presence of
�3 twin boundaries.
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Creep-Fatigue Crack Growth Tests

1-Second Dwell Loading

Figure 8a shows the CSL map of the sample subjected to a creep-fatigue loading
with a dwell time of 1 s and a maximum load of 95% of yield strength. During the
test, crack path was studied with respect to the CSL and grain boundaries. The crack
path is indicated with yellow arrow heads on CSL maps in Fig. 7a. With a hold
time of 1-second, the crack growth was found to be primarily trans-granular at lower
�K values (up to 20 MPam1/2) with small regions of intergranular crack growth at
higher�K(above 20MPam1/2).A closer look into the crack path also reveals that the
crack propagation occurs with the help of slip mechanism, which is indicated by the
presence of slip lines in the vicinity of the crack. Crack propagation was observed
to be parallel to slip lines in the presence of twin boundaries and perpendicular
to slip lines and the loading direction in the absence of twin boundaries. Hence,
twin boundaries had a strengthening effect by resisting cracking under the load and
delaying the crack growth.

As the test progressed, long exposure to high temperature resulted in grain bound-
aries cavitation. As such, towards the end of the test, a combination of intergranular
and trans-granular failure was observed.

ΔK = 15.4

100 μm

i

i

ii

ii

a

20 μm

20 μm

Fig. 8 a. CSL map of Alloy taken before the creep-fatigue test with crack path marked arrows (i)
showing crack growing at an angle to the slip lines (ii) showing crack growing parallel to the slip
lines. (Color figure online)
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Fig. 9 a. CSL map of creep-fatigue test sample with 1-hour dwell with crack path marked on it. b.
Higher magnification image showing crack growing very close to the twin boundary c. BF-STEM
confirms crack parallel to the twin boundary and the presence of dislocations cells on one side of
the twin boundary. (Color figure online)

1-Hour Dwell Loading

Figure 9 shows a CSLmap from the sample subjected to creep-fatigue loading with a
dwell time of 1 h and a maximum load of 95% of the yield stress. Blocks of 1-second
dwell cycles were also added between the 1-hour dwell cycles to expedite crack
growth and sharpen the crack tip after crack tip blunting. The white arrowheads indi-
cate crack path during 1-hour dwell loading cycles, whereas the yellow arrowheads
show the crack path during 1 s dwell loading cycles. In this case, most of the crack
propagation was in intergranular mode. Addition of 1-hour dwell time in the fatigue
cycle allows extensive creep damage and cavitation along grain boundaries. There
was a negligible amount of slip line formation. It was observed that onmultiple occa-
sions, the crack approached a twin boundary and reached very close, but did not pass
through it. Transmission electron microscopy (TEM) foil from a crack path near one
of these twin boundaries (Fig. 9b) was lifted, and bright field scanning transmission
electron microscopy (BF-STEM) study was conducted for further observation. The
TEM image clearly shows that the fracture surface was parallel to the twin plane
(Fig. 9c). Also, dislocation density, dislocation cells/walls and sub-grains were less
on one side of the twin boundary. This can be attributed to the fact that coherent twin
boundaries do not allow dislocations to pass through them due to discontinuity of
slip systems [9, 10]. This is because of the high resistance created by the misorienta-
tion angle of 60° between matrix and twin boundary [11, 12]. As such, dislocations
pile up on one side of the twin boundary, which activates planar slip and the crack
propagates in a direction parallel to the twin boundary.

Conclusion

In-situ SEM tensile tests of as-received and aged Alloy 709 were conducted. During
tensile tests, both as-received and aged samples showed serrated plastic flow and
reduction in ductility over the temperature range of 500–750 °C. This was attributed
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to dynamic strain aging (DSA). The aged sample undergoes dynamic strain aging in
narrower range of temperature because of reduced concentration of solute atoms as
compared to as-received Alloy 709. Aged Alloy 709 was found to be less ductile at
all temperatures because of the brittle globular carbide precipitates formed at grain
boundaries, which do not allow plastic deformation and result in void nucleation. At
room temperature, the failure occurs by slip mechanism. At higher temperatures of
550 and 650 °C, the failure mechanismwas controlled by void nucleation and coales-
cence at grain boundaries and at the site of precipitates. As temperature increases to
750 and 850 °C, the failure mechanism shifted to grain boundary sliding and forma-
tion of sub-grains at grain boundaries due to the formation of dislocation networks
and failure along the grain boundaries.

In-situ SEM accelerated creep tests were done to observe microstructural damage
mechanism and the interaction of the crack with grain and CSL boundaries (twin
boundaries). Accelerated creep loading with multiple blocks of constant load with
increasing load was used. As such, more data can be collected in reasonable amount
of time. Real-time observations suggest that�3 twin boundaries have a strengthening
effect. Stress exponent, n, was calculated to be 5.6, whereas the activation energy
was found to be 366 kJ/mol which suggests that the underlying mechanism was
vacancy-controlled climb of dislocations.

Real-time observations of creep-fatigue crack growth, microstructural evolution
and interaction of cracks with grain and CSL boundaries were conducted in an in-
situ heating–loading SEM. The effect of varying dwell time and grain boundary
character on creep-fatigue behavior of Alloy 709 was studied. With a lower dwell
times, the crack grows mainly in a trans-granular fashion, with the help of slip
mechanism. When the dwell time increases, creep cavitation damage occurs. As
such, crack growth mechanism changes from trans-granular to intergranular. The
high-temperature CFCG tests reveal that twin boundaries produce a strengthening
effect by obstructing dislocation motion due to a discontinuity in the slip system and
the fact that 50% of grain boundaries in alloy 709 are twin boundaries explain its
high creep resistance and strength at high temperatures.
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Simulation of Intergranular Void Growth
Under the Combined Effects of Surface
Diffusion, Grain Boundary Diffusion,
and Bulk Creep

John W. Sanders, Negar Jamshidi, Niloofar Jamshidi, Mohsen Dadfarnia,
Sankara Subramanian, and James Stubbins

Abstract Creep rupture is currently a major concern for next-generation nuclear
reactor components, and many commonly used lifetime estimates are based on how
quickly intergranular voids grow. Void growth is caused by three processes: diffu-
sion along the void surface, diffusion along the grain boundary, and creep of the
surrounding grains. Previous modeling efforts have only considered two of these
three processes at a time. Here we present finite element simulations of void growth
under the influence of all three mechanisms simultaneously. To our knowledge, these
are the first such simulations to be reported in the literature. Based on our simu-
lations, we develop quantitative criteria for quasi-equilibrium and crack-like void
growth and compare them to previous results. Furthermore, we find that void growth
is highly accelerated during the primary creep regime. Our results promise to aid
in the development of microstructure-sensitive material strength models for next-
generation nuclear reactor components.
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Introduction and Background

One leading design for next-generation nuclear power plants is the very high-
temperature reactor (VHTR), in which temperatures are expected to reach 650–
950 ◦C [1]. Such high temperatures promise increased thermal efficiency compared
to current energy conversion systems while facilitating the production of hydrogen
gas. However, such conditions will also place a severe burden on plant components,
and creep rupture is expected to be the primary failure mechanism. It is well known
that creep rupture is caused by intergranular cavitation: the nucleation, growth, and
coalescence of voids along grain boundaries [2]. This fact has been established based
on decades of experiments on a myriad of structural metals.

The seminal work of Hull and Rimmer [3] was one of the first to suggest that
matter diffusion plays a significant role in the void growth process, with atoms
migrating along the void surface (“surface diffusion”) and along the grain boundary
(“grain boundary diffusion”). It is now well known that the relative strengths of
surface diffusion and grain boundary diffusion determine the shape assumed by a
growing void.When surface diffusion occursmuchmore rapidly than grain boundary
diffusion, a void maintains its original shape as it grows (“quasi-equilibrium void
growth”). Conversely, when grain boundary diffusion occursmuchmore rapidly than
surface diffusion, the void becomes elongated in the direction of the grain boundary
(“crack-like void growth”) [4–6]. Hull and Rimmer [3] were also among the first to
estimate the rupture time of a specimen or component based on the rate at which
voids grow. Denote by a the mean void radius and by 2b the center-to-center void
spacing, and suppose that the grain boundary ligament will fail when a = λb, where
λ ∈ (0, 1]. Then one may estimate the rupture time as

tr =
λb∫

a0

ȧ−1da, (1)

where a0 is the initial void radius, a superscribed dot denotes differentiation with
respect to time, and ȧ is a function of the system parameters. Such models provide
the basis for commonly used lifetime estimates (e.g. [7]). The functional form of ȧ
is often based on the results of void growth simulations, and over the last several
decades much effort has been devoted to accurate simulations of void growth.

Kagawa [5] and Chuang et al. [6] were the first to investigate void growth analyti-
cally in the presence of both surface diffusion and grain boundary diffusion, allowing
the shape of the void to be determined by the analysis. Kagawa [5] considered cylin-
drical voids under remotely applied uniaxial tension, and treated the grains as rigid,
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neglecting creep of the surrounding material. By linearization, Kagawa [5] derived
three solutions for the void profile: one for quasi-equilibrium void growth, another
for crack-like void growth, and a third solution whose predictions agree with those of
the quasi-equilibrium solution or the crack-like solution, depending on the value of
a dimensionless parameter χ = a3ȧ/Dsγs , where γs is the surface free energy, and
Ds = Dsδs�/kT is the surface diffusivity, where Dsδs is the void surface diffusion
coefficient, � is the atomic volume, k is Boltzmann’s constant, and T is the absolute
temperature. According to Kagawa [5], quasi-equilibrium void growth should occur
under remote stresses S satisfying

Sa/γs < ψ (1 − a/b)
[
1 + 4

9 (b/a − 1) χ0�
]
, (2)

whereψ is the angle, in radians, the void tipmakeswith the grain boundary (ψ = π/2
for a circular void), and � = Dsδs/Dbδb is the ratio between the surface and grain
boundary diffusion coefficients. Similarly, crack-like void growth should occur under
remotely applied stresses S satisfying

Sa/γs > ψ (1 − a/b)
[
χ
1/3
0 + 2

3 (b/a − 1) χ
2/3
0 �

]
. (3)

The parameter χ0 that appears in both (2) and (3) is an appropriate value for χ that
describes the “cutoff” between quasi-equilibrium and crack-like void growth, for
which Kagawa [5] suggested χ0 = 5.

Needleman andRice [8]were the first to study howcreep deformation of the grains
interacts with grain boundary diffusion to bring about void growth. They performed
finite element simulations of axisymmetric voids in uniaxial tension under the influ-
ence of both grain boundary diffusion and bulk creep, without accounting for surface
diffusion explicitly, but assuming that surface diffusion occurred rapidly enough to
maintain quasi-equilibrium void growth. The seminal contribution of Needleman
and Rice [8] was the introduction of a grain boundary diffusion length

Lb = (DbS/ε̇∞)1/3 , (4)

whereDb = Dbδb�/kT is the grain boundary diffusivity and ε̇∞ is the remote creep
strain rate. For remote power-law creep, ε̇∞ = ε̇0(S/σ0)

n , where ε̇0 = 10−6 s−1 is
the conventional reference strain rate, σ0 is the reference stress, and n is the creep
exponent. The dimensionless ratio Lb/a gives a measure of the relative importance
of grain boundary diffusion vis-à-vis bulk creep. Grain boundary diffusion is more
significant than bulk creep in bringing about void growth when this ratio is large
(> 20), and vice versawhen this ratio is small (<4).Virtually all subsequentwork [9–
11] has been based on the extension of Needleman and Rice [8] to triaxial stress
states.

One limitation to the literature cited above is consideration of only two of the
three fundamental void growth mechanisms (surface diffusion, grain boundary dif-
fusion, and bulk creep) at a time. Another is that, when creep was accounted for, it
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was modelled using power-law (secondary) creep, without addressing primary creep
effects [8, 9, 11]. In the present work, we will consider all three void growth mech-
anisms acting in tandem, and we will investigate the effects of both primary and
secondary creep.

Problem Formulation

Following Kagawa [5], we will consider cylindrical voids with an initially circular
cross section (ψ = π/2) of radius a0 and an initial center-to-center spacing of 2b.
Due to the symmetry of the problem, it suffices to consider only one quarter of a
unit cell centered on a single void, as shown in Fig. 1, in which the grain boundary
is aligned along the x-axis. Along the top edge of the unit cell (denoted ST ), the
material is subjected to a uniform and constant tensile stress S corresponding to the
remotely applied load, and ST is constrained to remain horizontal at all times.

The void surface (denoted Ss in Fig. 1) is subjected to an outward normal stress
γsκ , where γs is the surface free energy and κ is the curvature of the void surface [6].
Due to chemical potential gradients, matter diffuses along the void surface and is
deposited along Ss . Let js denote the volumetric flux (i.e. the volume of matter
diffused per unit out-of-plane length per unit time) along the void surface, and let
α be the thickness of matter deposited onto the void surface by this process (when
α < 0, matter is depleted from the void surface). Conservation of mass dictates that

d
ds js + α̇ = 0 along Ss, (5)

Fig. 1 a Quarter unit cell model of an intergranular void. b Finite element mesh. (Color figure
online)
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where s is the arc length along Ss , starting from zero at point B, and js is taken to
be positive in the direction of increasing s. According to Fick’s law,

js = Dsγs
d
ds κ along Ss, (6)

where Ds is the surface diffusivity, and we assume that γs is independent of arc
length.

Matter arriving by surface diffusion is deposited on, and continues to diffuse
along, the grain boundary (denoted Sb in Fig. 1). Let jb denote the volumetric flux
along the grain boundary. Following Needleman and Rice [8], we assume that there
is no grain boundary sliding or cracking, so that the rate at which matter is deposited
onto the grain boundary coincides with the normal velocity vn of the grain boundary
surface. Conservation of mass requires that

d
ds jb + vn = 0 along Sb, (7)

where we are taking the unit normal to the void surface and grain boundary to point
into the surrounding material, in order to remain consistent with Needleman and
Rice [8] (see Fig. 1). Fick’s law states that

jb = Db
d
ds σn along Sb, (8)

where Db is the grain boundary diffusivity and σn is the tensile stress normal to the
grain boundary.

Following a similar numerical approach to Subramanian and Sofronis [12], we
treat matter deposition along the void surface separately from the other deformation.
In particular, we decompose the displacement of the void surface as usi = u0i − αni ,
where u0i is the “baseline” displacement of the void surface arising from processes
other than surface diffusion, α is the thickness of matter that has accumulated on the
void surface, and ni is the inward unit normal vector to the void surface, as shown
in Fig. 1 (we are employing indicial notation, whereby subscript indices label tensor
components and vary from 1 to 3). At a given time step tn , the following two problems
are solved sequentially:

(i) Deformation without surface diffusion. Following Needleman and Rice [8], we
construct the integral form of local static equilibrium using the principle of
virtual work in rate form:

∫∫
A
σi jδε̇i jdA =

∫

ST

Tiδvids −
∫

Ss

γsκδvnds −
∫

Sb

σnδvnds, (9)

where σi j is the stress field, δvi is a virtual velocity field, δε̇i j = sym(δvi, j )

is the associated virtual strain rate field, Ti is the applied traction on ST , and
δvn = δvi ni (we are employing the Einstein summation convention, whereby
repeated indices are summed over). By finite element discretization, (9) is



858 J. W. Sanders et al.

converted into a set of finite element equations, which are solved incrementally
in timeviaNewton–Raphson iterationusing customFORTRANcode.Thefinite
element mesh used in the present work is shown in Fig. 1(b). A total of 256
eight-noded, biquadratic quadrilateral elements were used. The solution to (9)
yields displacement increments for each node, which determine the baseline
displacement increments �u0i for the void surface. Once these are known, the
mass flux along the entire grain boundary jb(s) is evaluated by integrating (7).

(ii) Matter deposition along the void surface. Equations (5) and (6) are then solved
simultaneously for the rate α̇ at which matter is being deposited onto the void
surface, and thus the thickness�α = α̇�t deposited during the time increment
�t . Once �α is known, the new shape of the void is constructed according to
�usi = �u0i − �αni . This determines the curvature κ along the entire void
surface for use in (9) at the next time step tn+1 = tn + �t .

For the full mathematical details of this solution procedure, we refer the reader to
Appendix F of Sanders [13].

Simulation Results

To be definite, we considermaterial parameters representative of 2 1/4 Cr-1MoSteel,
a high-temperature alloy used in liquidmetal cooled fast breeder reactor components,
at 566 ◦C [14]. The limiting chemical composition of 2 1/4 Cr-1Mo Steel is shown in
Table 1. In order to generalize our results to other materials at other temperatures, we
will consider suitable dimensionless groups. Straightforward dimensional analysis
on the system parameters a0, b, Ds , Db, ε̇∞, γs , S, and ψ yields five independent
dimensionless groups:

(DbS/ε̇∞a30
)1/3

,
(Ds S/ε̇∞a30

)1/3
, Sa0/γs, a0/b, and ψ. (10)

We recognize the first group as Needleman and Rice’s [8] normalized grain boundary
diffusion length Lb/a0, and it is only natural to define an analogous surface diffusion
length Ls = (Ds S/ε̇∞)1/3, making the second group Ls/a0. Here we will consider
an initial void radius of a0 = 1 μm and an initial half-spacing of b = 10 μm, fix-
ing a0/b = 0.1. Based on Frost and Ashby’s deformation mechanism maps [15], we
estimate that, for 2 1/4 Cr-1Mo Steel at 566 ◦C,Db ∼ 5 × 10−33 m6/J s. From exper-
imental creep test data [14], we find that the power-law reference stress and creep
exponent are σ0 ≈ 550 MPa and n ≈ 4.4, respectively. We will consider an applied
stress of S = 100 MPa. Using these values, we estimate that Lb/a0 ∼ 10, and we
will consider values of Lb/a0 in this neighborhood. As for Ls/a0, we will consider
values up to 80, which we will see is sufficient to observe both quasi-equilibrium
and crack-like void growth. For metals at high temperatures, γs ∼ 0.5 J/m2 [16], so
with S = 100 MPa, we have that Sa0/γs ∼ 200, and we will consider values on that
order of magnitude. Finally, we will only consider ψ = π/2 in the present work.
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Table 1 Approximate chemical composition of 2 1/4 Cr-1 Mo steel [17]. All values are percentage
by mass

C Cr Fe Mn Mo P S Si

0.05–0.15 2.0–2.5 95
(balance)

0.3–0.6 0.9–1.1 0.025 0.025 0.5

Power-Law Creep

Webeginwith results obtainedusing the power-lawcreepmodel,whichonly accounts
for secondary creep. In the power-law model, the strain rate tensor is given by

ε̇i j = 3
2 ε̇0 (σe/σ0)

n
(
σ ′
i j/σe

)
, (11)

where ε̇0 = 10−6 s−1 is the conventional reference strain rate, σ0 is the reference
stress, n is the creep exponent, a subscript e denotes a von Mises equivalent quantity

such that, for any tensor Ti j , Te =
(
3
2T

′
i j T

′
i j

)1/2
, a prime denotes the deviatoric part

of a tensor such that T ′
i j = Ti j − 1

3Tkkδi j , and δi j is the Kronecker delta. Recall that,
for 2 1/4 Cr-1 Mo Steel at 566 ◦C, σ0 ≈ 550 MPa and n ≈ 4.4 [14].

Figure 2a shows representative simulation results for model parameters Ls/a0 =
20, Lb/a0 = 8, and Sa0/γs = 200. The times are normalized by a reference time
τ = 320 hr, a number which will become meaningful in the next section. In this
case, the void only expands in the x-direction (the direction parallel to the grain

Fig. 2 Simulated void profiles at various times for Ls/a0 = 20, Lb/a0 = 8, Sa0/γs = 200, a0/b =
0.10, and ψ = π/2, using a power-law creep and b RPC creep. The material parameters represent
2 1/4 Cr-1 Mo Steel at 566 ◦C
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boundary), which is the hallmark of crack-like void growth. Quasi-equilibrium void
growth was observed for sufficiently higher values of Ls/a0.

Primary Creep Effects

To see the effects of primary creep, we employ a unified creep-plasticity model due
to Robinson, Pugh, and Corum [14] (henceforth the “RPC model”). This model
accounts for both primary and secondary creep, with a smooth transition in between.
In the RPC model, the strain rate tensor is given by

ε̇i j = 3
2 A� m

e

(
�′

i j/�e
)
, (12)

where the scalars A and m are temperature-dependent material parameters, and the
effective stress �i j = σi j − αi j is the difference between the local Cauchy stress
tensor σi j and the local flow stress tensor αi j . The flow stress αi j is an internal state
variable which represents the local material microstructure in that αe = B

√
ρ, where

B is another temperature-dependent material parameter and ρ is the local dislocation
density. The time dependence of the flow stress is governed by the following evolution
equation:

α̇i j = 2
3 (C/αe)ε̇i j − Dα 2

e αi j , (13)

where C and D are additional temperature-dependent material parameters. As dis-
cussed in detail by Sanders et al. [17], the first and second terms on the right-hand
side of (13) represent strain hardening and recovery of the material, respectively.
It is the competition between strain hardening and recovery that brings about the
transition from primary to secondary creep, which is characterized by the time scale

τ = [
ACD

(
S − B

√
ρ0

)m]−1/2
, (14)

where ρ0 is the initial dislocation density [17]. For 2 1/4 Cr-1 Mo Steel at 566 ◦C,
Robinson et al. [14] give A = 4.87 × 10−40 Pa−4 s−1, B = 8.76 Pam,C = 7.9031 ×
1017 Pa2, D = 2.382 × 10−23 Pa−2 s−1, m = 4, and ρ0 = 2.79 × 1011 m/ m3. With
these material parameters and S = 100 MPa, the transition time comes out to about
τ = 320 hr.

Figure 2b shows the analogous plot to Fig. 2a using the RPC model instead of the
power-law creep model. Evidently, primary creep does not affect the shape of the
void. However, when primary creep is accounted for, the void initially grows about
1.5/0.018 ≈ 83 times faster than it does when primary creep is neglected. This
same acceleration factor of 83 was observed for all simulations with S = 100 MPa,
regardless of the values of Lb/a0, Ls/a0, and Sa0/γs . This has important implications
for microstructure-based creep rupture models. Recall that rupture time is often
estimated using (1), with ȧ informed by void growth simulations such as those of Van
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der Giessen et al. [11]. However, the simulations on which ȧ is based do not account
for primary creep. It is possible that,whenprimary creep is present, the currentmodels
are underestimating the void growth rate, and therefore overestimating component
lifetimes. More accurate lifetime estimates may be obtained by correcting the void
growth rate during the primary creep phase.

Our results also suggest a strategy for reducing the computation time required
for void growth simulations. The simulations performed using the RPC model [14]
took about four times longer to finish than the corresponding simulations using the
simpler power-law model. But once the acceleration factor (83 for S = 100 MPa)
has been identified, it seems that it is no longer necessary to use the RPC model,
since identical void profiles are obtained with both models. Significant time could be
saved by using the power-law model and simply scaling all times by the acceleration
factor.

Criteria for Quasi-equilibrium and Crack-Like Void Growth

To establish quantitative criteria for quasi-equilibrium versus crack-like void growth,
we have performed a parametric study on the dimensionless groups Lb/a0, Ls/a0,
and Sa0/γs . Over 130 simulations were performed (half with the power-law model
and half with the RPC model [14]), and each simulation was categorized as pri-
marily quasi-equilibrium, crack-like, or “dynamic” (something in between). The
void growth was categorized as quasi-equilibrium if the void grew the same amount
(±0.05a0) in both the x- and y-directions during the entire course of the simula-
tion; crack-like if the void grew at least 0.20a0 in the x-direction without growing
more than 0.05a0 in the y-direction during the entire course of the simulation; and
dynamic otherwise. The two constitutivemodels yielded identically shaped void pro-
files for every set of parameters considered here. Figure 3 summarizes the results for
Sa0/γs = 100 and 200.

For fixed values of Sa/γs , a/b, and ψ , (2) and (3) define lines that sepa-
rate the LbLs-plane into three regions, corresponding to quasi-equilibrium void
growth, crack-like void growth, and a combination of the two (which we have called
“dynamic” void growth). These lines are illustrated in grey in Fig. 3. Not surprisingly,
our results do not align with Kagawa’s [5] criteria. However, there still appear to be
linear boundaries between the regions of crack-like, quasi-equilibrium, and dynamic
void growth defined by the data points in Fig. 3. This suggests that the void shape
may depend on Ls and Lb only in their ratio, even when creep is accounted for.
That is, the void shape may be a function of just four dimensionless groups (Ls/Lb,
Sa0/γs , a0/b, andψ), not the five dimensionless groups (10) identified using dimen-
sional analysis. With Sa/γs = 100, we find that the quasi-equilibrium region is well
approximated by the condition Ls/Lb > 5.63, and that the crack-like region is well
approximated by the condition Ls/Lb < 3.05. With Sa/γs = 200, we find that the
quasi-equilibrium region is well approximated by the condition Ls/Lb > 6.50, and
that the crack-like region is well approximated by the condition Ls/Lb < 4.40. The
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Fig. 3 Summary of results for a Sa0/γs = 100 and b Sa0/γs = 200, with a0/b = 0.10 and ψ =
π/2. The grey lines represent the criteria derived by Kagawa [5] for rigid grains using nominal
values a/b = 0.10 and χ0 = 5 in (2) and (3). The black lines represent criteria consistent with our
results

corresponding boundaries are illustrated in black in Fig. 3. Our threshold values for
Ls/Lb are higher than the corresponding values given by Kagawa [5]. This suggests
that crack-like void growth may be more common than previously thought.

Summary and Conclusion

We have presented here the first finite element simulations of intergranular void
growth under the combined effects of surface diffusion, grain boundary diffusion,
and bulk creep. Perhaps the most important insight to be gleaned from our results is
that voids grow significantly faster in the presence of primary creep than would be
expected based on the power-law creep model. This could have serious implications
for currentmicrostructure-based creep rupturemodels,which are based on power-law
creep and may consequently overestimate component lifetimes. Another important
insight is that the threshold for crack-like void growth appears to be higher than prior
estimates obtained assuming rigid grains, suggesting that crack-like void growth
may be more common than previously thought. This could also have implications
for creep rupture models, which assume that surface diffusion occurs rapidly enough
to maintain quasi-equilibrium void growth. Interestingly, primary creep does not
affect the shape that a void assumes as it grows, and we have established quantitative
criteria for quasi-equilibriumand crack-like void growth for a range of realisticmodel
parameters, summarized in Fig. 3. Finally, our results suggest that future void growth
simulations can save computation time by using the power-law model and scaling
time by an acceleration factor that can be determined a priori. These results promise
to aid in the development of microstructure-sensitive material strength models for
next-generation nuclear reactor components.
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In Situ Characterization of the Damage
Initiation and Evolution in Sustainable
Cellulose-Based Cottonid

R. Scholz, A. Delp, and F. Walther

Abstract The usage of environmentally friendly materials based on sustainable
resources is nowadays more important than ever, especially in technical applications.
Cottonid is based 100% on cellulose, therefore sutainable and due to its excellent
properties a promising alternative material in terms of eco-friendliness. Within this
study, the deformation and damage behavior of two Cottonid variants, an industrial
standard as well as the structurally optimized variant M60Z50, is characterized for
the first time using innovative in situ testing techniques.Quasi-static tensile testswere
comparatively performed in a scanning electron microscope as well as a microfocus
computer tomograph, and the development of defects present in the initial condition
of the materials were investigated on surface and in volume. In general, in the elastic
region, no visible damage initiation on the surface and a decrease of overall void
volume within the gauge length could be detected for Cottonid. When reaching the
yield strength, cracks initiate on the surface at critical areas, like pores and microc-
racks, which propagate and assemble until total loss of structural integrity. Further,
in the plastic region, an increase in void volume could be shown in the gauge length
until final failure. Compared to an industrial standard, M60Z50 exhibits a clearly
lower percentage in overall void volume and shows increased mechanical proper-
ties, like yield strength and ultimate tensile strength. The structural optimization of
M60Z50 seems to result in a more sufficient bonding of the paper layers during the
manufacturing process, which improves the deformation and damage behavior under
quasi-static loading.
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Introduction

The material Cottonid is manufactured by parchmentizing of unsized filter paper
layers using a catalyst solution (e.g. based on ZnCl2) for a superficial etching of the
cellulose fibers contained in the paper to create a chemical bonding.Afterwahsing out
of the chemicals and planning and drying the material, a 100% sustainable cellulose
based polymer is produced. The mechanical and hygroscopic properties of Cottonid
alter as a function of the material thickness, which is a result of the amount of paper
layers fed into the process, repectively. So either, a rather flexible and hygroscop-
ically adaptive material is produced, when e.g. using just one paper layer, or with
material thicknesses of ~tmat > 2 mm Cottonid is dimensionally stable and rigid.
The procedure for Cottonid production was developed in 1844 by J. Mercer and
patented by T. Taylor in 1859 [1]. The cellulose can be derived from any plant
resource, whereas cotton linters are very efficient, since they contain nearly 100%
cellulose without any by-products like hemicelluloses or lignin. During the chemical
reaction of the cellulose with the tempered catalyst bath, new intra- and intermolec-
ular hydrogen bonds are formed, which amount influences the material properties
immense. Cottonid was the first plastic and used in several applications, like motor
or rail insulation, furniture or tubes for power distribution, but with development of
synthetic platics in the beginning of the twentieth century, Cottonid was replaced in
most technical applications [2]. Therefore, research activities remain static over a
long time.Today,Cottonid is a resource-efficient alternative to conventional construc-
tion materials again. The industrial standard is still used as carrier material for e.g.
grinding disks and is produced using the old and proven recipe, e.g. concerning the
temperature of the catalyst bath T cat or the reaction time treact of the paper in it. So it
lies great potential in new research activities on thismaterial concerning the influence
of single manufacturing parameters on its application-oriented mechanical behavior.
By using current standards and advanced and innovative testing strategies, Scholz
et al. [3,4] characterizedmaterial properties of Cottonid and its deformation behavior
in dependence of chosenmanufacturing parameters to derive application potential for
adaptive or constructive issues. Industrially manufactured material is contrasted with
structurally optimized Cottonid, where manufacturing parameters, e.g. Tcat or treact
are adjusted for characterization of their influence on resulting material properties
[5].

In general it could be shown, that the cellulose fibers in Cottonid have a preferred
orientation in manufacturing direction due to the upstream papermaking process.
So, Cottonid exhibits a direction-dependent deformation behavior, where highest
mechanical strength and toughness (ultimate tensile strength UTS, tensile modulus
ET) can be obtained in manufacturing direction and is comparable to common tech-
nical plastics, like PA or PVC, andwood-basedmaterials [6–8]. Further, T cat and treact
have a huge influence on the crystallinity ofCottonid and therefore on its swelling and
shrinking properties. For now, a cotton-based (“M”) single layer Cottonid variant,
parchmentized by aZnCl2-solution (“Z”)withT cat=50 °Cand treact=60 s—labelled
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as “M60Z50”—showed comparatively strong hygroscopic reactions, which is a very
promising approach towards climate-adaptive architectural elements [3,5,9].

For characterization of microstructural changes during loading and correlation
with the macroscopic deformation behavior, the combination of mechanical testing
with analytical techniques, like scanning electron microscopy (SEM) or microfocus
computer tomography (µCT), is very efficient [10,11]. By using in situ SEM [12,13]
and µCT [14–16], the microstructure of the specimen can be analyzed in a loaded
state, since the mechanical testing module is directly integrated into the test chamber
of the analytical device. This technique leads to a basic understanding of effective
damage mechanisms leading to final failure of the specimen [17]. It has been already
shown in various studies on the example of fiber-reinforced structures [18,19] or
wood tissue [20,21], that high-resolution computed tomography is very efficient for
visualizing the microstructure of low density polymeric materials, like Cottonid.
Theories regarding the damage propagation in laminated [22] composite materials
were further used as scientific basis for interpretation of monitored microstructural
changes due to mechanical loading.

With this work, a first approach ismade to comparatively evaluate the deformation
and damage behavior of the structurally optimized Cottonid variant M60Z50 with
an industrially manufactured standard Cottonid material under quasi-static tensile
loading. The results are used for validation of application-oriented structural opti-
mization of Cottonid through adjustment of single manufacturing parameters, e.g.
the temperature of the catalyst bath T cat or the reaction time treact of the paper in it.
To assess the microstructure in initial condition as well as changes during loading,
qualitative and advanced optical surface and volume analyses via in situ SEM and
µCT techniques were performed.

Materials and Methods

Sample Preparation

Specimens for in situ investigations have been milled out of a plate of industrial
Cottonid material (Ernst Krueger GmbH & Co. KG, Geldern, Germany) as well
as a plate of structurally optimized Cottonid of the variant M60Z50. Both plates
had a thickness of tmat ~ 2 mm. The raw paper for the production of M60Z50 was
obtained from Hahnemuehle FineArt GmbH (Dassel, Germany) and has a weight
of 320 g/m2 with a material thickness tmat = 0.9 mm. It consists of 100% cotton
linters, subsequently marked as “M”. A 70 wt-% Zincdichloride (ZnCl2) solution,
hereinafter referred to as “Z”, is used as the chemical catalyst for parchmentizing.
The sample designation of the resulting Cottonid variants consists out of the chosen
manufacturing parameters (Table 1) [5].

The samples are then smoothed and dried in a calander (Sumet, Denklingen,
Germany) under pressure and temperature. In order to prevent a dimensional change
of the material due to water absorption from the environment, the samples are stored
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Table 1 Manufacturing parameters of cottonid variant M60Z50

Cottonid variant Manufacturing parameters

Cellulose source Reaction time Catalyst Temperature

M60Z50 Cotton linters
(“M”)

60 s Zincdichloride
solution (“Z”)

50 °C

Fig. 1 Specimen geometry for in situ tensile tests in a scanning electron microscopy (SEM) and b
microfocus computer tomography (µCT), following [17]. (Color figure online)

under weight in a dry atmosphere until further analysis [5]. For mechanical in situ
investigations in a SEM andµCT, geometries were chosen in respect to the assembly
dimensions of the in situ testing machines (Fig. 1). For conditioning, specimens were
stored under laboratory conditions (temperature T = 23 ± 2 °C, relative humidity
ϕ = 35 ± 5%) for a time t > 48 h before testing [17].

Test Setup for Microstructural In Situ Investigations

For microstructural investigations on the surface of Cottonid specimens (Fig. 1a) a
FE-SEM (MIRA 3, Tescan GmbH, Dortmund, Germany) was used. Beam voltage
was set at UB = 10 kV, while magnification settled between M = 50 and 5·103.
Using a micro tensile testing module (Fmax = 5 kN, Kammrath and Weiss GmbH,
Dortmund, Germany), tensile loading during surface observation with SEM was
applied with a testing speed of v = 0.12 mm/min. Figures 2a and b show the test
chamber of the SEMwith integrated in situ module and mounted Cottonid specimen,
here on the example of the industrially manufactured material. Further, exemplary
SEMmicrograph of specimen’s surface in gauge length after failure (Fig. 2c) is given,
to illustrate the in situ testing technique for characterization of damage development
[17].
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Fig. 2 In situ tensile test in SEM: a Integrated micro tension module (Kammrath &Weiss GmbH,
Dortmund, Germany), bmounted Cottonid specimen; c SEMmicrograph of gauge length’s surface
after failure; following [17]. (Color figure online)

Microstructural investigations in the volume of specimen’s gauge length
(Fig. 1b), were performed in a microfocus computer tomograph (µCT, X TH
160, Nikon Metrology GmbH, Alzenau, Germany) with maximum beam energy of
Umax = 160 kV andmaximum power ofPmax = 60W. For in situ tensile tests during a
µCT scan, a micro tensile/compression testing module (Fmax = 5 kN, CT5000TEC,
Deben UK Ltd, UK) was used.

Figure 3a shows the in situ module—without housing to visualize the internal
construction—in front of the the µCT with mounted M60Z50 specimen, whereas
Fig. 3b shows the assembled testingmodule integrated in the test chamber of theµCT.
Further, exemplary 3D volumes of specimen’s gauge length are shown (Fig. 3c), one
opaque and one in 50% transparency to visualize a treshold defect analysis performed
in the volume of the gauge length. Scanning parameters for µCT scans were
Uscan = 125 kV andPscan = 6.4W resulting in an effective pixel size of 7µm. Testing
speed was v = 0.5 mm/min. During one scan, 1583 projections were captured, each
with an exposure time of tex = 250 ms. The obtained data was reconstructed and post
processed with industrial CT software (VGStudio Max V.2.2) via threshold defect
analysis [17].

Fig. 3 In situ tensile test in µCT: Micro tension/compression module (CT5000TEC, Deben UK
Ltd, UK) a with mounted µCT specimen; b integrated in µCT; c 3D volume of specimen’s gauge
length, opaque and with 50% transparency to visualize defect analysis; following [17]. (Color figure
online)
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Fig. 4 Determination of stress steps in significant ranges in the stress–strain behavior of two
Cottonid variants to visualize damage development in volume. (Color figure online)

For characterization of damage development in the different Cottonid variants,
i.e. industrially manufactured material and structurally optimized material M60Z50,
due to quasi-static tensile loading, a comparative evaluation of the microstructure
on surface and in volume at different load steps was performed in comparison to
the initial condition of the specimens. The obtained SEM micrographs were there-
fore analyzed for characteristic defects, like pores or microcracks, which could be
monitored during the in situ test. On the reconstructed 3D volumes from µCT scans,
treshold defect analyses for comparison of void volumes in specimens ‘ gauge lengths
were applied [17].

Test Strategy for Characterization of Damage Development
on Surface and in Volume

Based on the stress (σ )–strain (ε) behavior of the Cottonid variants, when applying
quasi-static tensile loading under laboratory conditions, characteristic loads steps,
where SEMmicrographs and 3D volumes, respectively, should be taken, were deter-
mined (Fig. 4). The materials show a significant difference in deformation behavior,
e.g.M60Z50 is characterized by an increase in yield strengthσY of ~30%.The adjust-
ment of manufacturing parameters for structural optimization obviously resulted in
an improved deformation behavior as well as optimized mechanical properties for
M60Z50, i.e. an increased yield strength σY and ultimate tensile strentgh UTS.
Therefore, the applied tensile stresses cause divergent deformation stages for each
specimen and e.g. step 5 (σ T ~85 MPa), which lies in the plastic region of M60Z50,
could not be performed on the industriallymanufacturedmaterial, since the specimen
has already reached its UTS. Significant microstructural changes due to mechanical
loading in comparison to the initial condition (1) of the specimens were expected in
the elastic region (2), at the yield strength (3, 4) and in the plastic region (4, 5).
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Results and Discussion

In Situ Quasi-Static Tensile Tests in SEM

Figure 5a visualizes the surface of the gauge length of the SEM in situ specimen in
initial condition and significant structural characteristics to visualize damage devel-
opment due to quasi-static tensile loading are marked. It consists out of bound and
partly bound, protruding cellulose fibers, pores, microcracks and amorphous areas.

Fig. 5 SEM micrographs of Cottonid’s surface in gauge length: a Field of view in in situ test in
initial condition with marked structural characteristics; b crack initiation and c crack propagation
during in situ tensile test
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An exemplary monitoring of the gauge length is presented in Fig. 5b and c. The
identified imperfection of Cottonid’s surface leads to crack initiation at critical areas,
like pores or already existing microcracks. Cracks propagate with increasing tensile
stress σ T throughout the whole structure by cutting cellulose fibers and assemble
then, which leads to a complete loss of structural integrity and final failure of the
specimen [17].

In Situ Quasi-Static Tensile Tests in µCT

Figure 6 comprises the results of the in situ tensile tests in µCT by correlating
observed void volumes in specimen’s gauge length to the applied tensile stress σ T.
In Fig. 6a the chosen stress steps, where 3D volumes are taken, are classified based on
the σ-ε curves of the industrially manufactured and the M60Z50 Cottonid variant,
whereas in Fig. 6b the detected void volume percentages in relation to the initial
condition are plotted over the applied tensile stresses σ T, which are comparable for
both variants (1–4). In initial condition (1), both Cottonid variants already exhibit
an amount of voids, which could be explained by the manufacturing process, where
several paper layers, which already contain defects, are layered over each other and
bonded by a chemical process. If areas are insufficiently bonded, additional delami-
nations/voids are present within the final bulk material. It is noticeable, that M60Z50
shows much less overall void volume than the industrially manufactured variant.
It could be derived, that the optimized mechanical behavior of M60Z50 (Fig. 4) is
related to the structural optimization by adjusment of the manufacturing parameters,
which obviously lead to amore sufficient bonding of the interfaces between the paper
layers and less delaminations/voids, repectively, in the final bulk material [5]. The
comparatively small amount of overall void volume in M60Z50 may therefore only
originate from the defects within the paper layers (Fig. 5a). For the industrial mate-
rial, in the elastic region (2), the overall void volume first decreases until reaching the
yield strength (3), because of deformation-induced closing of the voids. With further
loading into the plastic region (4), the overall void volume increases until final failure
of the specimen at σ T,f,ind = 77.10 MPa (εn,f,ind = 17.00·10–2) [17]. For M60Z50, the
detected overall void volume percentages in relation to the initial condition nearly
stay the same (Fig. 7b) until final failure of the specimen at σ T,f,M60 = 89.31 MPa
(εn,f,M60 = 24.42·10–2).

The development of void volume for both specimens is exemplary visualized for
three loading stages (initial condition, yield strength, plastic region) inFig. 7. To focus
on void development due to the mechanical loading, the material itself is rendered
invisible, whereas the different colours represent the maximum void volume. In
correlation to the surface defects obtained in in situ SEM investigations, the void
volume in initial condition could be explained by insufficiencies in the material
originating from defects within the paper layers (~10,000–1,000,000 µm3), besides
insufficiently bonded areas between the paper layers caused by the manufacturing
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Fig. 6 a Classification of stress steps based on deformation behavior of the two Cottonid variants;
b percentge development of void volume in comparable stress steps. (Color figure online)

Fig. 7 Visualization of void volume in specimen’s gauge length for chosen stress steps: a
Industrially manufactured Cottonid; b Cottonid variant M60Z50. (Color figure online)
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process (>1,000,000 µm3). A further delamination of the chemically bonded paper
layers at the interface within the plastic region starting from insufficiently bonded
areas in initial condition is expected for the industrial standard. This hypothesis
correlates to µCT studies of Arif et al. [15], where also debonding of interfaces
in a PA66/GF30 composite was identified as critical failure mechanism due to a
mechanical tensile load.

This damage development could not be observed forM60Z50, sincemuch smaller
void volumes (<1,000,000 µm3) are present, which may only originate from the
defects within the paper layers. Structural optimization therefore obviously leads to
a strengthening of interfaces between the paper layers and therefore to smaller defects
in initial condition, which propagate less intensive under a quasi-static mechanical
load. These findings correspond to the improved mechanical behavior of M60Z50
(Fig. 4).

Conclusions and Outlook

Within this study, advanced in situ scanning electron microscope and microfocus
computer tomography techniques were applied to characterize and comparatively
evaluate microstructural damage development due to quasi-static tensile loading on
the surface and in the volume of two variants of the polymeric material Cottonid. The
materials observed are an industrial standard and the structurally optimized variant
M60Z50. Via optical monitoring of microstructural characteristics of the materials in
initial condition, the progression of defects like pores, microcracks or delaminations
could be correlated with applied tensile loads. Therefore, the deformation, damage
and failure behavior of industrially manufactured Cottonid and the impact of struc-
tural optimization on the material behavior could be interpreted for different regions
of the stress–strain curve.

In situ investigations revealed, that in the elastic region, no visible damage occurs
on the surface, whereas in the volume present delaminations/voids first decrease
due to deformation-induced closing. When passing the yield strength, cracks initiate
at critical areas on the surface (pores, microcracks) and in the volume (delami-
nations/voids) and propagate throughout the whole structure with increasing load.
The assembly of these cracks leads to loss of structural integrity and final failure
of the specimen. Corresponding to studies on fiber-reinforced composites, micro-
crack propagation starts after reaching the yield strength, but it is not character-
ized by known phenomena, like propagation along fiber-matrix interfaces. In fact,
microcracks initiate variously on the surface and propagate by cutting fibers and
amorphous areas, equally [17]. Similar to laminated composites [22], present voids
detected in the volume seem to increase within the interfaces between the paper
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layers, which macroscopically are not visible anymore after the chemical treatment
during parchmentizing.

Structural optimization through adjustment of manufacturing parameters resulted
in an improved deformation and damage behavior for M60Z50, since a much less
amount of overall void volume with comparatively small defect size was detected,
which propagation is less pronounced until final failure of the specimen. Structural
optimization therefore obviously leads to a strengthening of interfaces between the
paper layers and therefore to smaller defects in initial condition, which improves the
mechanical behavior of Cottonid. Since Cottonid is hygroscopic, further studies will
focus on the influence of relative humidity on the damage behavior.
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Non-destructive Inspection
of Contaminated Epoxy Plates Using
Propagating Acoustic Waves

I. M. McBrayer and F. Barsoum

Abstract The increased use of composites demands the development of repair
processes that can guarantee lasting strength restoration so as to minimize the
frequency of expensive downtime. Weak bonds are a concern for ensuring the struc-
tural integrity of a repair and although epoxy resins are continuously being developed
to have higher strengths than their predecessors, factors such as contamination levels
in the repair bond may result in poor adherence and inhibit overall bond strength.
This research compares the response of virgin epoxy plates to short duration acoustic
excitation with that of epoxy with varied levels of contamination (0.5, 1 and 10%).
Acoustic events were simulated at multiple distances from a high-fidelity displace-
ment sensor, using the Hsu-Nielsen technique, and the experimental signals were
then assessed in the time–frequency domain, using the wavelet transform. Results
were then compared with previous research on unidirectional carbon fiber laminates
with a single contaminant in between plies.

Keywords Acoustic emission · Hsu-nielsen · Bond quality · Contamination ·
Epoxy ·Wavelets · Time–frequency ·Weak bonds

Introduction

Adhesive bonds, used in both repairs and bonded structure, are used across multiple
industries, including aircraft, marine craft, wind turbines and high performance cars;
however, unknown quantities of weak adhesion can influence designers to supple-
ment bonds with mechanical fasteners, increasing cost and weight of installations.
The large size of many of the structures within these industries, and difficulties asso-
ciated with transportation, may often require certain repairs and modifications to
be performed “in situ”, which could cause several quality assurance related issues,
notably, imperfections due to ingress of contaminants and voids in a bond line. Such
imperfections can have a significant detrimental impact on the overall integrity of
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the adhesive bond as discussed by [1–6]. Consequently, weak bonds have become a
topic of great interest in industry. Possible sources of contamination when a bonding
operation is performed under non-clean room conditions include skin oil, bagging
materials, release agents, engine oils, dust, and grease. If the quality of the bond or
level of contamination present is unknown, it becomes challenging to predict the
strength and life of the bond.

The aim of this research is the detection of dispersed, low-level contamination
of epoxy resin bonds using NDI techniques. Experimental techniques are incorpo-
rated to assess multiple epoxy resin plates with varying levels of contamination, by
inducing a broadband excitation to simulate an acoustic event. The effects of the
presence of contamination on the signal picked up by a single acoustic sensor are
investigated to assess the validity of acoustic NDI techniques for this purpose.

Materials and Methods

Test Specimens

The test specimens were a series of plates provided by PTM&W industries that were
manufactured fromMVS610/615 epoxy and hardenermixture. The contamination in
the “worst case scenario”wasmineral oil at a 10% total contamination.Determination
of percentage of contamination was based on 300 grams of mixed material, thus for
the 10% contamination, 270 g of mixed epoxy and hardener were mixed with 30 g of
mineral oil. Three additional specimens with contamination levels of 1, 0.5, and 0%
were manufactured following the same guidelines. Plate dimensions were 381mm×
121 mm × 3.175 mm.

Experimental Techniques

The experimental set up for this investigation incorporated use of aMicro-II compre-
hensive acoustic emission system alongside two S9208 High Fidelity Displacement
Sensors, all supplied by Mistras.

Tests were conducted using a pencil lead break methodology. The technique
involves the breakingof a pencil lead at a replicable angle anddistance from the sensor
to produce a repeatable signal, which simulates an acoustic event and is otherwise
knownas a “Hsu-Nielsen” source. It is typically used for calibrationpurposes to check
the calibration of an acoustic emission sensor, for defining thresholds for acoustic
studies and in propagation studies to identify dominant frequencies of symmetric
and antisymmetric wave modes. Testing was set up in accordance with ASTM E976
procedures, with respect to the use of a 0.3 mm 2H pencil lead, as well as a “Nielsen
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Fig. 1 Test setup

shoe” (a small Teflon guide ring of standard specified dimensions to aid in ensuring
the pencil lead is broken at a consistent angle).

The technique was applied across the length instead of through thickness (Fig. 1)
to allow for industry scenarios in which both sides of a panel are not easily accessible
and through thickness pitch catch type signals are, therefore, made difficult. 10 Hsu-
Nielsen source responses were gathered for each specimen at distances between the
pencil lead break location and the pick-up sensor of 100, 200, and 250 mm, to ensure
ample interaction of the signal with the structure.

Results and Discussion

Signal Consistency

Initial reviewof the temporal signal (Fig. 2) demonstrates the replicability of the prop-
agating waves due to pencil lead break excitation. Two separate randomly selected
signals from Hsu Nielsen excitation are plotted in each graph for both the 10% oil
contamination and the 0% contamination. The signals are plotted for the first 350
microseconds to limit the effects of edge reflections. Results show high agreeability
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Fig. 2 Initial part of signal for both 10% contamination and 0% contamination. (Color figure
online)

during the initial part of the signal. Higher amplitudes may also be observed in the
signal obtained from the uncontaminated specimen.

Time–Frequency Analysis

In addition to looking at waveform features in the temporal domain, Wavelet anal-
ysis using Morlet wavelet transform was performed to extract further information on
the recorded signals by observation in the time–frequency domain. The capability to
identify features such as frequency components allows for a more in-depth interroga-
tion of a signal. Wavelet transforms have become increasingly popular as a technique
for assessing as well as denoising signals and have been used for the processing of
Acoustic Emission signals as well as those produced by guided lamb waves. Wavelet
transforms are similar in theory to the Fourier transform in that they allow us to
break up a signal into components of frequency; however, they go one step further
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by adding in a temporal function, seen in the basis functions for the continuous
Morlet wavelet transform and the Fourier transform (Eqs. 1 and 2 respectively).

ϕ(t) = eiωte−
t2

2 (1)

ϕ(t) = eiωt (2)

This allows the user to identify frequency discontinuities with respect to time.
Whereas a Fourier transform breaks up a signal into constituent sinusoidal waves of
different frequencies, a wavelet transform depends on the application of a selected
“mother wavelet” across the signal and allows the user to measure the degree of
stretch and compression (scale) of this mother wavelet at different times within the
signal. The Morlet “mother” wavelet (Fig. 3) has exhibited favorable characteristics
for acoustic emission and guided wave applications [7], and has been shown to
provide the greatest resolution in both the frequency and time domain.

Figure 4 exhibits the time domain signals for both the highly contaminated (10%
oil) specimen and the uncontaminated specimen at a 200 mm propagation distance,
respectively, along with their associated wavelet scalograms. On initial inspection
it is noted that shorter duration of the signal may be associated with contamina-
tion increases. Scalograms were used for the identification of frequency regions of
interest, with the dark red regions conveying higher energy components of the signal.
Regions of interest were identified as the low frequency range of 20-30 kHz and the
high frequency range of 50–60 kHz.

Closer inspection of thewavelet coefficient modulus at both ranges showed signif-
icant variations in peak values between test specimens at low frequencies but less
significant at higher frequency. Wavelet coefficients at the 25 kHz frequency range
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Fig. 3 Morlet wavelet and Fourier basis function generated in MATLAB. (Color figure online)
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Fig. 4 Temporal signal and Morlet Continuous wavelet Transform scalogram for MVS 610/615
cast epoxy plates with a 0% contamination and b 10% contamination. (Color figure online)

were plotted for all four specimens (Fig. 5) and exhibit a correlation between a
decrease in energy associated with the arrival of the signal at low frequencies along
with an increase in levels of contamination, present within the specimen. Coefficients
were observed to decrease significantly for the signal obtained for the specimen with
very high levels of contamination.

Both the lower duration of the signal and lower energy of low frequency compo-
nents associated with higher levels of contamination are indicative of a increase in
attenuation properties. This is potentially due to interaction of the epoxy and oil
during cure creating an increase in porosity, causing scattering, or the combined
mechanical properties increasing the absorptive properties of the material.

Comparison of these plots of wavelet coefficient modulus with those previously
obtained by experimentation on contaminated, thin unidirectional carbon fiber plates
can be conducted by observation of Fig. 6. These plots also show a decrease in
energy of first arrival for the contaminated specimen, albeit a much smaller change
as the overall attenuation of the low frequency signal components is lower for these
specimens versus the low contamination epoxy specimens.
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Fig. 5 Morlet wavelet coefficients at 25 kHz for MVS 610/615 epoxy resin cast plates with a 0%
contamination, b 0.5% contamination, c 1% contamination and d 10% contamination. (Color figure
online)
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Fig. 6 Unidirectional CFRP plates with a No contamination and b a 5 mm by 5 mm single
contaminant between plies. (Color figure online)

Summary and Key Takeaways

Varied levels of low-level dispersed oil contamination in cast epoxy plates have been
excited by an artificial acoustic source known as the Hsu-Nielsen source to study
the effects of contamination on the signal received by a broadband sensor. Signal
contrasts, resulting from introduced contamination, were successfully identified and
findings of this study may be summarized as follows:

1. Hsu-Nielsen source gave very consistent results on each specimen, particu-
larly in the initial arrival of the signal. Clear differences can also be observed
within the temporal signals between contaminated and uncontaminated speci-
mens, although perhaps not quantifiable. Excitation by Hsu-Nielsen source can
therefore be justified as a technique to be further researched in the domain of
contaminant identification.

2. Mode discrepancies show correlation between epoxy plates andUDCRFP tensile
specimens, although signals received for the larger, single piece contaminant
could also be observed to contain a second arrival of low frequency components,
which suggests further research into the minimum contaminant particle size that
would cause a second arrival may be warranted.

3. Attenuation of the signals increasedwith decreasing contamination levels, partic-
ularly of the low frequency signal components. This was observed by a faster
arrival time of the signal for non-contaminated specimens alongside higher
energy of low frequency components of the received signal.



Non-destructive Inspection of Contaminated … 887

References

1. Pribanic T, et al Effect of surface contamination on composite bond integrity and durability, p
23

2. McDanielD,MusaramthotaV, Pribanic T, Zhou,XEffect of surface contamination on composite
bond integrity and durability, p 35

3. Phark J-H, Duarte S Jr, Kahn H, Blatz MB, Sadan A (Dec. 2009) Influence of contamination
and cleaning on bond strength to modified zirconia. Dent Mater 25(12):1541–1550. https://doi.
org/10.1016/j.dental.2009.07.007

4. AndersonGL, Stanley SD, YoungGL, BrownRA, Evans KB,Wurth LA (Nov. 2010) The effects
of silicone contamination on bond performance of various bond systems. J Adhes 86(12):1159–
1177. https://doi.org/10.1080/00218464.2010.529380

5. Vittitow MP Adhesion impact of silicone contamination during encapsulation, p 32
6. Shang X Role of contamination on the bondline integrity of composite structures, p 143
7. Mostavi A, Kamali N, Tehrani N, Chi S-W, Ozevin D, Indacochea JE (Aug. 2017) Wavelet

based harmonics decomposition of ultrasonic signal in assessment of plastic strain in aluminum.
Measurement 106:66–78. https://doi.org/10.1016/j.measurement.2017.04.013

https://doi.org/10.1016/j.dental.2009.07.007
https://doi.org/10.1080/00218464.2010.529380
https://doi.org/10.1016/j.measurement.2017.04.013


Part XXXV
Phase Transformations

and Microstructural Evolution



Application of High-Throughput
Experimental Techniques in Metal
Materials Research

Hui-cheng Li, You Xie, Jing Yuan, and Xiang-yang Deng

Abstract With the development andpopularization ofmaterial genomeengineering,
the application of high-throughput experimental technology in metal materials
research has attracted more and more attention due to its high efficiency and system-
atization. This paper briefly introduces the experimental process of high-throughput
(HT) technology and its application in metal materials research, especially the
application of in-situ metal analysis technology in high-throughput metal materials
research, and looks forward to the application of high-throughput (HT) technology
in metal materials research.
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Introduction

In June 2011, the Obama administration in the White House announced the launch
of a “Materials Genome project” (the Materials Genome Initiative, MGI), and high-
throughput experiments and calculated by thematerial integrating database construc-
tion, and speed up the development and application of advanced materials, the plan
is the “Advanced Manufacturing Partnership” (the Advanced Manufacturing Part-
nership) is an important part of the plan. In December 2011, the Chinese academy of
sciences and the Chinese academy of engineering hosted the 14th Xiangshan scien-
tific conference entitled “materials science systems engineering - China’s version of
material genome project” to study the technical understanding of MGI. In 2014, the
Chinese Academy of Sciences and Chinese Academy of Engineering, respectively,
the consulting report submitted to the state council, suggest that launched theChinese
materials genome project as soon as possible, and in September that year was held
in Xi’an “2014 new material development trend of international top BBS - genome
project research progress on BBS,” during the academician of the Chinese version
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of the materials genome project team leader Chen in our country to carry out the
importance and urgency of the MGI is introduced, and put forward the suggestions
to develop the Chinese version material genome project [1, 2].

The core idea of material genome is to clearly put forward the deep fusion of
“computation-preparation-representation-database,” and combine the development
of high-throughput experimental techniques and methods such as calculation, prepa-
ration, and characterization, so as to realize the scientific and accelerated devel-
opment of new material research and development. High-throughput experimental
technology to pursue material finished in a short time a large number of sample
preparation and characterization of the traditional materials research in the order of
the iteration method is used to parallel processing, qualitative to quantitative change
materials research efficiency, and to achieve material research and development from
the traditional “experience to guide the experiment” model to “theoretical predic-
tions and experimental verification” new paradigm shift, can greatly improve the
efficiency of study. In addition, as one of the three elements of “material genome
technology,”high-throughput experiments can provide a large amount of basic data
formaterial simulation calculation, so as to enrich and improve thematerial database.
At the same time, high-throughput experiments can provide strong experimental
verification for the results of material simulation calculation, so that the simulation
model can be continuously optimized and modified to accelerate the optimization
and development of materials.

High-throughput experimental technologyoriginated in the 1970s, thefirst applied
in the field of biological and chemical high-throughput sequencing and high-
throughput screening [3–5], the beginning of the twentieth century 90 years, high-
throughput experimental technology applied in the field of metal material, after
entering the twenty-first century, is a special offer commercial high-throughput
experimental instruments and equipment research and development company.

Metal materials are the important material basis for the survival and development
of human society. Throughout the history of the development of human society, the
discovery and application of each important metal material canmake human’s ability
to transform nature get a new promotion. Metal materials not only laid the material
foundation of social and industrial development, but also marked the development
level of a country’s economic strength. With the rapid development of science and
technology, the development of every major science and technology depends on the
breakthrough of corresponding materials to a great extent. In particular, the research
and development and application of new metal materials can greatly improve the
scientific and technological level of a country. The new metal materials industry
has become an important industry in the twenty-first century, which can strongly
support the development of energy-saving and environmental protection, high-end
equipment manufacturing, new energy vehicles, petrochemical, and other industries.

Metal materials are the most widely used materials in modern society. Compared
with materials in other fields, the development and performance improvement of
metalmaterials are relatively slow.With the increasing demand for high-performance
metalmaterials in various industries in society, the research and development require-
ments for new high-quality metals are becoming more and more urgent, and the
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requirements for the composition of metal materials are becoming more and more
complex [6]. The various chemical components constitute a complex phase space
of materials, which makes it difficult for traditional metal material development
methods to effectively find new materials that can meet the needs in such a complex
space. Therefore, a more efficient method is needed to improve the speed of mate-
rial development and application. In this context, high-throughput experimental
technology emerges.

High-Throughput Experimental Procedure

The core of high-throughput experimental technology lies in the simulation and
calculation of experiment and material intelligence, the optimization of combined
experimental design, the improvement of characterization efficiency of material
testing, and the improvement of massive intelligent database. The high-throughput
experimental flow is shown in Fig. 1.

High Flux Simulation and Calculation of Experiment
and Materials

High-throughput multi-scale material simulation and calculation are an important
part of the “Materials Genome project” announced in the United States in 2011.
It is an important means to realize the rapid development and industrialization of
materials in the future, and can integrate theoretical design, experimental research,
and application industrialization more efficiently. High flux material calculation and
design, is based on the material chemical composition and other basic information,

Fig. 1 Schematic diagram of material high-flux experimental flow [7]
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then according to the requirements of the basic theoretical research method and
material design, and application of known algorithm or develop new algorithm, the
algorithm into the code or the integration of the existing theory, or develop new
computational simulation software, to achieve the purpose ofmaterials design.Multi-
scale calculation is mainly aimed at the research requirements of different scales and
different experimental environments of materials, so as to improve the calculation
speed while maintaining the calculation accuracy, so as to study the properties of
materials at different scales [8].

The four basic elements of metal materials include synthesis, structure, property,
and service performance, which are independent and correlated with each other, and
are usually expressed as the four vertices of a tetrahedron [9]. In order to develop
metal materials that meet specific application requirements, the structural composi-
tion, synthesis method and preparation process of the materials should be reverse-
designed based on the corresponding service performance and service environment
[10]. Material simulation and computational design include two main contents: One
is the computational simulation of materials, that is, the actual service process of
materials is simulated by building a physical model; the other is the computational
design of materials, that is, the design of new material components directly through
the theoretical model of materials and the results of numerical calculation. The most
commonly used tools for studying the properties of materials are density functional
theory, molecular dynamics, first-principles calculation, phase diagram calculation,
phase field simulation, and finite element analysis, as well as various simulation tools
formaterial processing and properties. According to the relevant calculation, the rele-
vant parameters such as thermodynamics, dynamics, crystal structure and defects of
materials, as well as the response to the service environment, were obtained.Material
simulation calculation and design build a bridge frommicrostructure to macroscopic
properties, frombasic research to engineering applicationwith the rapid development
of materials science and computer technology, researchers can realize themulti-scale
material simulation and design calculation, this will help to understand the rela-
tionship between the structure and performance of materials, building materials of
atomic structure—the connection between the microstructure and macro properties,
shortening the period of new materials research and development, reduce the cost of
newmaterial research and development process [10]. Therefore, the high-throughput
multi-scale simulation based on the basic theory will become a powerful means of
material design. There are relatively mature materials design simulation computing
software at home and abroad, such as materials project high-flux computing platform
[11], mat cloud high-flux materials integrated computing platform [12], automatic
flow (AFLOW) computing platform [13], and powerful material structure prediction
software crystal structure analysis by particle swarm optimization (CALPSO) [14]
developed by professor Ma Yanming’s research group in Jilin University.

At present, the established theories and methods can predict the microstructure
from the composition, but the theories and methods of predicting the macroscopic
properties of materials from the microstructure need to be improved. For metallic
structural materials, it is particularly necessary to establish scientific theories and



Application of High-Throughput Experimental Techniques in Metal … 895

databases of various properties of material phase components varying with compo-
sition and temperature, establish theoretical basis for predicting macroscopic prop-
erties of materials from the perspective of organizational distribution, and establish
and effectively integrate multi-scale models [15].

High-Throughput Preparation of Experimental Samples

The core of high-throughput preparation lies in the efficiency, systematization, and
consistency of sample preparation. The sample preparation of multi-component
target material multi-factor system should be completed in one experiment. High-
throughput preparation of experimental samples is generally divided into two steps:
composition design and obtaining samples under set experimental conditions. A
variety of experimental factors should be considered comprehensively in sample
preparation, and the arrangement and combination of experimental variables should
be scientifically designed and formulated. High-throughput sample preparation
requires the maximization of sample preparation under controllable factors or fixed
conditions, and the sample can be compared in as many forms at various levels as
possible under various forms or variables. As for the preparation of high-throughput
samples, a number of scholars in China have carried out preliminary exploration,
forming the preliminary process of continuous chemical industry production ofmate-
rials and metals from molding to heat treatment and then to application, as well as
the research on intelligent and scientific preparation of supply chain (Fig. 2).

Fig. 2 Sample combination form example
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High-Throughput Detection and Characterization
of Experimental Samples

High throughput testing and characterization of experimental samples requires rapid
analysis testing and characterization technology with scanning, automation, and
intensification as the core. For metal material samples, the main contents of detec-
tion include composition structure, tissue performance, and various thermal property
parameters (Fig. 3).

The composition and structure of metal materials are usually characterized by
the electromagnetic spectrummethod of X-ray, ultraviolet, infrared, and other wave-
bands, but the characterization rate is controlled by the sample and the beam, and
the efficiency is not high. Synchrotron radiation source can achieve full spectrum
high brightness micro focusing, with high collimation, full spectrum, high polariza-
tion, high purity, and other prominent characteristics, can meet the requirements of
multi-scale and multi-quantization of high-flux samples, so it is an ideal and efficient
means of high-flux sample testing and characterization. The hard X-ray synchrotron
radiation has the advantages of high flux, strong penetrating power, thus, it can be
dynamically observed engineering materials under the condition of the limit of phys-
ical, chemical, and mechanical properties of micro scale change process, and then
understand them produce macro creep, cracking and deformation, and the change of
optical and electrical properties of the internal mechanism [16].

The materials in practical application are non-uniform, multi-component, and
complex, with different components and structures at different locations and different
properties at different scales. Therefore, the final performance of the material is
closely related to the statistical distribution characterization of the original position
information.

Wanget al. proposed a characterization techniqueof high-throughput in-situ statis-
tical distribution analysis based on quantitative statistical distribution rules of chem-
ical composition and morphology in a large scale. The technology to the production
of new materials research or related actual samples as the object, using a variety of

Fig. 3 Reference factors for sample combination scheme design
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high-throughput characterization techniques, such as in-situ statistical distribution of
laser induced breakdown spectroscopy analysis technology (LIBS-OPA) [17], laser
ablation inductively coupled plasmamass spectrometry in-situ statistical distribution
analysis technology (LA-icp-ms-OPA) [18], X-ray fluorescence in-situ statistical
distribution analysis (XRF-OPA) and high-flux mapping characterization technique
in-situ statistical distribution analysis (OPA-RM) [19], edm in-situ statistical distribu-
tion analysis (SPARK-OPA) [20], etc., Gaining mass in-situ in material composition,
structure and properties, such as information, based on the material samples in area
within the scope of in-situ composition distribution and statistical analytic repre-
sentation of the original information [21], realize micro-mesoscopic-macro compre-
hensive statistical characterization of quantitative distribution across scales, can get
material/structure distribution and in-situ quantitative parameters such as distribu-
tion, state distribution information, such as the content of each element in material in
different positions of quantitative statistic; Quantitative calculation of the segregation
degree of each element in the material. At the same time can achieve material charac-
terization of evenness, elements of different content in the material of weight ratio of
in-situ, statistical uniformity and segregation, loose materials, degree of quantitative
characterization of statistical density, and apparent density at the same time, as well
as the material statistics and quantitative distribution of the inclusions and inclusions
in different particle size distribution of quantitative statistics, etc. [22, 23] capture,
which reflect the heterogeneity of material. This comprehensive statistical character-
ization method is combined with the macroscopic average characterization method
and the microscopic composition/structure characterization method to realize the
composition distribution analysis of metal samples, the positioning of large defects,
the distribution and statistics of small defects, and the distribution and statistical
analysis of inclusions. The characterization technique can more fully reflect service
from different parts of the material properties, helps to parse phenomena and prob-
lems in the process and materials, can be used in the design of material calculation,
modification and optimization of high-throughput screening and verification, shorten
the cycle analysis, lowering the cost analysis is a kind of a combination of macro
analysis and micro analysis of the statistical power technology [24].

Zhao and coauthors developed a new measurement technique based on
femtosecond laser surface reflection to accurately scan and test several key physical
properties, such as thermal conductivity [25], thermal expansion coefficient [26], and
specific heat capacity [27]. Other properties, such as elastic constants [28], specific
heat fusion (CP) and curie temperature, can also be measured efficiently with the
composition. In addition, nano-indentation can be used to measure the hardness and
elastic modulus at the micro scale [29].
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High-Throughput Analysis of Experimental Data

High-throughput analysis of experimental data required to make full use of the
computer data processing and analysis function, based on the sample of the inhomo-
geneity and the factors of preparation, the difference of the retrieve samples within
a large number of composition, microstructure, structure and properties, such as
data and information, through the study of the statistical parsing of data information
and mapping physical model is established for screening and verification, so as to
obtain the valuable target research the basic sample unit body, finally got the ideal
sample preparation process optimization parameters. This high-throughput analysis
method is conducive to the systematic and rapid comparative analysis of mass data
with the help of computer operation. It has the characteristics of advanced manufac-
turing, which aims at the properties of practical materials, covers the entire process
of preparation process, and effectively accelerates the research and development
and application of materials. The in-situ statistical analysis method of in-situ metal
analyzer can be applied to the analysis of casting billet, which can quickly, accurately
and intuitively analyze the composition, and at the same time, it can also analyze the
types, contents, distribution characteristics of inclusions, density of sample surface,
and defects, such as porosity and shrinkage. It is a typical high-throughput analysis
technique that combines macroscopic analysis with microscopic analysis. Applying
the in-situ metal analyzer to the analysis of high-flux samples of metal materials,
the quality of samples can be analyzed comprehensively and accurately in a short
time and in a large range. The analysis of composition distribution, quantitative
determination of density, and statistics of inclusions are of great guiding signifi-
cance for material preparation, production, and improvement of process conditions.
In addition, Luo et al. combined the capillary X-ray lens focusing technique and the
energy dispersive X-ray diffraction technique to conduct qualitative high-flux X-ray
structure and component analysis.

Construction, Improvement and Application of Material
Database

Material database system used to store and manage all kinds of data, including the
basic properties, crystal structure data, the simulation calculation data, experiment,
process data, etc., as the materials research, production and application of the data
sharing and data application development platform, has become theworld’s countries
technology development and strategic resources, is playing an increasingly important
role. At the same time, the material database construction and management is the
key link in high-throughput experiments; the database can be a huge number of high-
throughput experimental data using intelligent storage and output, the effectiveness
and accuracy of the calculation of material and a large number of experiments, the
production and the scientific nature of the product data verification, to accelerate
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the material to provide effective data to support the research and development and
application of materials.

At present, some scientific research institutes, colleges and universities all over the
world began to set up their own material database including mechanical properties,
metal elastic performance data center, material corrosion database, the database of
material friction and wear, high temperature materials database, HT-DB collection
of all kinds of metal, nonmetal and composite materials mechanics and thermody-
namics data, and so on.Materials database provides userswith rich data resources and
convenient query methods, designers can quickly query the requiredmaterial charac-
teristics and related information, thus, saving a lot of time to browse the manual. The
establishment of material database is conducive to the reduction of repeated experi-
ments and tests of materials, and plays a very positive role in shortening the research
and development period of new materials and saving the research and development
cost of new materials. From the current situation of the development of the majority
of single function, database data quantity is less, the coverage is narrow, and sharing
is poor, therefore, the creation of a large material database, and assisted in the rapid
development of network technology make materials greatly improve the data sharing
function, make the database has more important application value.

Summary and Prospects

(1) With the wide spread and acceptance of material genome method, high-
throughput experimental technology, as an advanced experimental technology,
will enter a new stage of rapid development.

(2) The progress of high-throughput experimental technology requires the inno-
vation and development of related preparation and characterization equipment
technology and related intellectual support. The development of a series of
universal, accurate and rapid preparation and characterization instruments based
on the particularity of metal materials and the cultivation of relevant scien-
tific research reserve talents are crucial to the sustainable development of the
promotion and application of high-throughput experimental technology.

(3) The high-throughput multi-scale metal material theory is used to calculate and
enrich and improve the data content of relevant experiments. In particular, the
metal material thematic database is established, and the material database is
applied to the aspects of metal material optimization design, defect diagnosis
and quality control, performance and life prediction, etc.
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Dilatometric Analysis of Tempering
Kinetics in a Cr–Mo–V Medium-Carbon
Steel

E. F. Barrera-Villatoro, O. Vázquez-Gómez, A. I. Gallegos-Pérez,
H. J. Vergara-Hernández, E. López-Martínez, and P. Garnica-González

Abstract Tempering kinetics of the martensite was determined using the Johnson–
Mehl–Avrami model in a Cr–Mo–V alloyed medium-carbon steel by dilatometry.
Tempering temperatures were determined by non-isothermal analysis at constant
heating rate. From these temperatures, isothermal tempering was carried out. The
reaction stages were associated with the transformation of retained austenite in
bainitic ferrite and cementite, and the conversion of transition carbides into cemen-
tite. For the third stage, through dilatometric analysis and the normalization relation,
the grade of reaction was calculated and compared with the estimated with JMA
model. Finally, this stage was related with the kinetic tempering parameters reported
in the literature.

Keywords Tempering · Kinetics · Dilatometry ·Medium-carbon steel

Introduction

Martensitic steels are widely used in engineering because they possess greater hard-
ness and abrasive wear resistance compared to steels with softer microstructures.
However, with the increase in hardness, certain mechanical properties and behavior
may not be, in a certain way, beneficial for its optimal performance. Therefore,
some heat treatments can be effectively used to relieve internal stresses to improve
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toughness [1]. Another heat treatment is tempering, which consists of subjecting
a quenched steel to temperatures lower than that of martensite decomposition.
However, there are a series of stages that are carried out as the temperature increases
during the tempering treatment. These stages consist of phase transformation and
precipitation/dissolution of carbides controlled by diffusive processes mainly by
iron and carbon [2]. In this way, the tempering treatment can be delimited by four
stages, which take place in different temperature ranges [3–5]. In principle, in plain
steels, the first stage is carried out in a range from 373 to 473 Kwith the precipitation
of transition carbides such as carbides η(Fe2C) or ε(Fe2.4C) contributing to carbon
supersaturation reduction in martensite and partial loss of tetragonality [2]. Subse-
quently, in an interval of 473–573K, the second tempering stage or retained austenite
decomposition into bainitic ferrite and cementite occurs. The third tempering stage
occurs between 473 and 623 K where transition carbides are replaced by cementite
(Fe3C) and martensite loses tetragonality. Above 773 K conversion and coarsening
of lath-like to spheroidal cementite and alloy carbides precipitation occurs [2], these
processes conform the fourth stage. The aim of this work is to analyze the isothermal
kinetics of the third tempering stage in a Cr–Mo–V medium–carbon steel.

Experimental Procedure

Material

A Cr–Mo–V medium-carbon steel was used to carry out dilatometric tests with a
Linseis L75–V equipment, and the composition is indicated in Table 1. Cylindrical
specimens of 5 mm in diameter and 15 mm in length were machined, which were
initially annealed at 1273 K, using a heating rate of 0.33 K s−1 and a dwell time of
20 min. Subsequently, these were cooled at a rate of 0.08 K s−1 at room tempera-
ture; Fig. 1a shows the as-annealed microstructure. After annealing, quenching was
performed, using an austenitization temperature of 1273 K for 25 min in a Felisa F-
340muffle and brine with stirring as coolingmedium; Fig. 1b shows the as-quenched
microstructure.

Table 1 Experimental Cr–Mo–V medium-carbon steel composition, in % weight

C Mn Si Cr Mo V Ni

0.378 0.719 0.236 0.940 0.191 0.292 0.071
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Fig. 1 Microstructure of Cr–Mo–V medium-carbon steel: a as-annealed and b as-quenched
microstructures

Dilatometric Analysis

From the quenched specimens, the tempering stages were identified by continuous
heating cycles at a rate of 0.58K s−1 to a temperature lower thanmartensite decompo-
sition onset temperature. Subsequently, the zone corresponding to the third tempering
stage, where transition carbides are replaced by cementite, was selected. Within this
zone, a temperature was established considering the peaks (minimum points) of the
first derivative of the dilation strain with respect to temperature. The isothermal
tempering cycle was carried out for 50 min using the same heating rate employed in
the determination of the stages. After tempering, the specimens were cooled to room
temperature.

Results and Discussion

The behavior of the dilation strain and its first derivative with respect to temperature
are indicated in Fig. 2. From the dilation strain, a slope change (contraction) after
500K is appreciated,which is verifiedwith the changeof thefirst derivativewhere this
phenomenon is magnified. These changes indicate the start of the second tempering
stage associated with the decomposition of retained austenite. In the same way, the
first derivative evidences the start and finish of a contiguous reaction, denoted as the
third tempering stage; however, this effect is not as perceptible in the behavior of the
dilation strain over the same temperature range. These stages are directly related since
they are processes that overlap by the temperature rangewhere they occur. The second
stage, as mentioned, involves the decomposition of retained austenite into bainitic
ferrite and cementite, while the third stage involves the conversion of transition
carbides into cementite [6, 7]. Due to this, these processes are contiguous giving the
impression that it will be a single process. Moreover, a last process associated with
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Fig. 2 Behavior of the
dilation strain and its first
derivative with respect to the
temperature of Cr–Mo–V
medium-carbon steel in
as-quenched condition
subjected to continuous
heating at a rate of
0.58 K s−1

Temperature | K
400 500 600 700 800 900 1000

ε d

-15

0

15

30

45

d ε
d/d

T
| K

-1

0.00

0.05

0.10

0.15

0.20

0.25

0.30

 0.58 K s-1 HR 

εd εd/dT

II
III

IV

the fourth tempering stage is observed, where in this case could be related to the
alloy carbide precipitation.

Throughout Fig. 2, the tempering temperature within the third stage was selected
in order to evaluate the isothermal reaction kinetics. Based on the minimum point
criterion [8], a temperature of 615 K corresponding to the minimum point after the
start of the third stage was established. Maintaining the heating rate of 0.58 K s−1,
isothermal temperingwas carried out at the indicated temperature for 50min. Figure 3
shows the behavior of the dilation strain and its first derivative (dilation strain rate,
ε̇ = dε/dt) with respect to time. From the figure, it can be seen that the tempering

Fig. 3 Behavior of dilation
strain and its first derivative
with respect to time of
Cr–Mo–V medium-carbon
steel at a tempering
temperature of 615 K and a
time of 50 min
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is completed in the times indicated on the curve of dilation strain rate, considering
the start time at the point of minimum rate εmin and the end time at the point where
the rate reaches a constant maximum value εmax.

Once the start and end tempering times were established, the grade of reaction
was calculated considering the points of minimum andmaximum dilation strain rate,
through the following normalization relationship [9]:

ϕ = ε̇−ε̇min

ε̇max−ε̇min
(1)

The grade of tempering reaction ϕ was adjusted with the Johnson–Mehl–Avrami
(JMA) model, which has been used previously to determine the grade of reaction
during the tempering stages, considering nucleation and growth processes [7, 10]:

ϕ = 1− exp(−kn·tn) (2)

where k and n are kinetics parameters associated with reaction mechanisms and t is
the isothermal tempering time.

In Fig. 4, the estimated tempering reaction grade is comparedwith the JMAmodel
transposed to the data calculated from the dilation strain rate curve and Eq. (1). The
fit done for the steel shows a agree correlation, since the determination coefficient
R2 is 0.99 (Table 2). In this case, the parameter n should approaches a value of 3–4, a
range inwhich a process of nucleation and growth of pure particles is considered [11].
However, this value can also be influenced by the content of the alloying elements.

Fig. 4 Comparison between
the grade of reaction
calculated from the data on
dilation strain rate and the
JMA model for the third
tempering stage at 615 K for
50 min

Time | min
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Table 2 Kinetic parameters
of the JMA model

k n Adjusted R2

0.15 2.65 0.99
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Biro et al. [10] report values between 1.60 and 1.73 for dual-phase steels with Cr
and Cr/Mo contents, which retard the gowning kinetics of cementite, so it is to be
expected that higher Cr, Mo and V contents could further increase the value of n
as is the case of the steel studied. Finally, the parameter k maintains similarity with
the values reported by Biro et al. [10] between 0.14 and 0.20 for dual-phase steels
alloyed with Cr and Cr/Mo.

Conclusions

From the results obtained, the tempering reaction stages for a Cr–Mo–V medium-
carbon steel were determined by non-isothermal analysis. Subsequently, the grade
of reaction was calculated by isothermal tempering and the behavior of the dilation
strain rate for the third stage. Finally, the tempering kinetics was estimated using the
JMA model, obtaining values of 0.15 and 2.65 for the kinetic parameters k and n,
respectively, which were compared with the literature suggesting that the content of
alloying elements retards the reaction kinetics by increasing the value of n.
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Thermal and Mechanical
Characterization of Non-isothermal
Tempering of an Experimental
Medium-Carbon Steel
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Abstract A medium-carbon steel alloyed with vanadium was analyzed by differ-
ential dilatometry, microhardness and nanoindentation to characterize the fourth
tempering stage or secondary hardening zone. From isochronal heating paths at
different tempering temperatures, the secondary hardening zone preceding the
martensite decomposition initiation temperature was delimited. A progressive
increase in microhardness was observed proportional to continuous tempering
temperature increase with respect to start temperature of fourth tempering stage
at the lowest heating rate. This increase was related to secondary hardening zone by
alloy carbides precipitation. Likewise, isothermal tempering was carried out at the
start of the fourth tempering stage to verify secondary hardening. After the thermal
cycles, nanoindentation tests were performed to determine the nanohardness and
prove the precipitates presence by scanning probe microscopy. A decrease in the
nanohardness of the steel was observed, as well as different size and distribution
precipitates depending on the heating rate.
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Introduction

Nowadays, there is a wide development of ultra-high strength steels (UHSS) of
medium-carbon low-alloy (MC-LA) in structural components manufacture for the
aeronautical industry such as gears and bearings. MC-LA steels emphasize its struc-
tural character and its optimal of strength-hardenability combination due quenching
and tempering treatments [1], due to the controlled addition of alloying elements
such as Mn, Ni, Cr, Si, Mo and V. These treatments are used to obtain the final
desired mechanical properties. Among the main tempering characteristics are to
reduce brittleness, increase ductility, toughness and relieve internal stresses, as well
as reduce hardness and increase tensile strength [2]. Tempering is carried out at a
temperature lower than that of austenite formation temperature, so it is feasible to
obtain an endless number ofmicrostructures andmechanical properties dependent on
thermal parameters [2]. Microstructural changes during tempering have been studied
by different authors, establishing different reactions according to the transformation
mechanisms [3–9]. The first reaction that takes place during tempering is known as
zero stage, where the carbon atoms are redistributed and segregated to form clusters
[3, 5, 7]. Later, the first, second and third tempering stages are presented, which
are characterized by the precipitation of transition carbides, the decomposition of
austenite retained in ferrite and cementite, and the conversion of transition carbides
to stable carbides, respectively [7–12]. The cementite growth contributes to steel
softening during third stage [4]. However, it has been reported that steels containing
carbide-forming alloying elements present a fourth tempering stage that is character-
ized by an increase in hardness, known as secondary hardening. [3, 9, 13]. Gündüz
and Cochrane [14] reported that this increase is due to the fact that the alloying
elements produce fine precipitates that are located very close to each other. On the
other hand, alloying elements have been shown to retard the cementite coarsening
kinetics [4]. The present work aims are to determine the hardening zone of the fourth
tempering stage, aswell as to demonstrate the secondary hardening existence through
carbides presence in an experimental medium-carbon steel alloyed with vanadium
through differential dilatometry, microhardness and nanoindentation.

Experimental Procedure

Material

From an experimental medium-carbon martensitic steel alloyed, dilatometry tests
were carried out to determine the secondary hardening zone during tempering, the
composition is presented in Table 1. Figure 1 shows the initial microstructure with
a 606.80 ± 49.04 HV 0.3/15 microhardness. The standard deviation magnitude is
attributed to a typical steels quenched variation, where there are acicular ferrite
and retained austenite regions composed. For dilatometry tests, solid cylindrical
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Table 1 Experimental medium-carbon steel alloyed composition, in % weight

C Mn Si Mo Cr V Ni

0.378 0.719 0.236 0.191 0.940 0.292 0.071

Fig. 1 Initial microstructure
of experimental steel alloyed
in quenched condition

specimens of 5 mm in diameter and 15 mm in length were machined. Each specimen
contact surfaces were prepared by SiC sandpaper grinding, from extra to micro-fine
(6–23 µm) and polished with 0.5 µm particle size alumina.

Differential Dilatometry

Dilatometry tests were implemented on a L75–V Linseis vertical dilatometer. In
order to determine the tempering and austenite formation temperatures as a heating
rate function, a pre-heating was carried out at 308.15 K for 15 min in each specimen,
subsequently, there were heated at different rates: 0.58, 0.75 and 0.91 K s−1 until
reach 1273.15 Kwithout dwell time. Finally, they were cooled at 0.41 K s−1 rate until
reaching room temperature. Above these temperatures, continuous tempering treat-
ments were performed, whereby the specimens were heated at different rates: 0.58,
0.75 and 0.91 K s−1 until reaching the continuous tempering temperature TCT and
therewere cooled at 0.41K s−1 rate until reaching room temperature. The dilatometry
tests were done in duplicate with a constant flow industrial argon atmosphere.
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Micro and Nanohardness

Subsequently, microhardness and nanohardness tests were performed. Microhard-
ness measurements were scanned with a VickersMVK-HVLMitutoyo microdurom-
eter with a 2.94 N (300 gf) and an application time of 15 s, the diamond indenter
footprints were observed with a 40× objective len. Measurements were made on the
entire surface of each specimen with a distance between footprints of approximately
0.5 mm. Besides, nanohardness measurements were made with a TI 750 Hysitron
nanoindenter with a Berkovich type tip calibrated with a standard sample of fused
silica. A maximum force of 9000 µN was established using a triangular type force
function and an application time of 50 s. Once the test conditions were established,
the measurements were made on the inner surface of the specimen with a distance
between footprints of 0.2 mm.

Results and Discussion

Continuous Heating Dilatometry

On the basis of martensitic microstructure, the first derivative of the change in strain
dilation with respect to temperature was calculated dεd/dT , Fig. 2a–c. In figures, it
is pointed T s

S−IV as the start temperature of the fourth tempering stage; according to
literature, it is established that fourth stage is presented above 773.15 K for steels
with alloying elements [3, 14, 15]. From the figures, a slight contraction is observed
around this temperature, which displaces to higher values as a function of the heating
rate. On the other hand, the start and end austenite formation temperatures are also
indicated, As and Af, respectively, which also increase as a heating rate function,
while the interval between T s

S−IV and As tends to decrease. Table 2 shows associated
temperatures with the hardening zone as a heating rate function.

Continuous Tempering

Using the temperatures as indicated in Table 2 and Eq. (1), the temperatures TCT
were determined as a heating rate function, assuming that the zone delimited by
T s
S−IV and AS is associatedwith precipitation and dissolution region of alloy carbides.

Continuous tempering temperatures are indicated in Table 3.

TCT = AS − T s
S−IV

2
+ T s

S−IV (1)
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Fig. 2 Dilation change
behavior with respect to
temperature dεd/dT as a
temperature T function at
different heating rates:
a 0.58, b 0.75, and
c 0.91 K s−1
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Table 2 Start tempering temperature T s
S−IV; start and end austenite formation temperatures As and

Af, respectively

HR (K s−1) T i
S−IV (K) As (K) Af (K)

0.58 760.9 ± 3.18 1035.4 ± 0.21 1129.2 ± 3.54

0.75 846.4 ± 1.70 1044.6 ± 0.28 1135.9 ± 4.31

0.91 918.6 ± 2.55 1057.0 ± 1.34 1144.7 ± 1.13
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Table 3 Continuous tempering temperatures and microhardness as a heating rate function

HR (K s−1) TCT (K) HV0.3/15

0.58 913 403.00 ± 11.15

0.75 963 372.15 ± 8.99

0.91 1008 313.05 ± 6.70

Table 4 Isothermal tempering parameters and microhardness at 15 and 120 min at heating rate of
0.58 K s−1

HR (K s−1) T s
S−IV (K) HV0.3/15 (15 min) HV0.3/15 (120 min)

0.58 757.15 348.47 ± 8.93 355.67 ± 10.03

According to Table 3, it is observed that TCT temperature increases proportionally
to heating rate augment due to transition temperatures displacement as indicated in
Fig. 2. After the continuous tempering, microhardness measurements were done,
Table 3, which tend to decrease as increases rate from ~400 to ~310 HV 0.3/15.
However, it is possible that vanadium affects the microhardness given conditions
tempering, due to carbides precipitation and/or dissolution and its carbon affinity.

The vanadium effect has been reported in the literature [2, 3] for which isothermal
tempering was carried out in duplicate for 15 and 120 min at the temperature T s

S−IV
(757.15 K) at heating rate of 0.58 K s−1. In Table 4, microhardness values are indi-
cated after isothermal tempering, where it can be seen that themicrohardness remains
practically constant around 350 HV 0.3/15 regardless of dwell time. Compared to
continuous tempering at the same heating rate and 913 K (TCT at heating rate of
0.58 K s−1), microhardness is less by at least 50 units. This is opposed to the ordi-
nary effect of temperature on themicrohardness during tempering; i.e., the higher the
tempering temperature, the lower the steel microhardness. However, microhardness
after continuous tempering increases with respect to isothermal tempering, so it can
be inferred that the observed hardening is due to a existence of carbide precipitation
region (secondary hardening) from temperature T s

S−IV.
Microstructures after continuous tempering at different heating rates are shown

in Fig. 3a–c, where a martensitic microstructure with a finer and more homogeneous
morphology with regard to microstructure quenched is appreciated (cf. Fig. 1), since
in each of the cases a standard deviation less than±6–11 units compared to quenched
condition.

Nanoindentation

To provide the carbides presence in the continuous tempering treatments, nanohard-
ness measurements were performed using scanning probe microscopy and nanoin-
dentation. Considering that there is a hardening caused by carbides precipitation
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Fig. 3 Experimental steel microstructure after continuous tempering at different heating rates:
a 0.58, b 0.75 and c 0.91 K s−1

from alloying elements during heating and at temperature tempering, the results
obtained by nanoindentation tests are presented at established treatment conditions,
Fig. 4a–c. The figures show different sizes (<1 µm) carbides presence (pyramidal
reliefs) around footprints as a heating rate function and continuous tempering temper-
ature. The carbides amount tends to decrease without any definite tendency regarding
carbide size, since for intermediate heating rate (0.75 K s−1) carbides are remarkably
small compared to other two rates. However, there is a trend in the nanohardness H
and maximum depth (hmax) as shown in Table 5.

Data as shown in Table 5 agree with the tendency of the obtained microhard-
ness measurements (Table 3), nanohardness is decreased. Moreover, in Fig. 5,
force–displacement curves corresponding to quenching condition and continuous
tempering footprints as shown in Fig. 4 for each heating rate. It is appreciated that
quenching condition presents a greater opposition to indenter penetration, since it
presents a less displacement (~156 nm) with respect to other curves, where a soft-
ening is observed according to the maximum depth, as shown in Table 5. This effect
is attributed to carbides presence formed during tempering, since as heating rate
increases, the amount and shape of the carbides change.
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Fig. 4 Indentation footprints on the specimens during continuous tempering at different heating
rates: a 0.58, b 0.75 and c 0.91 K s−1

Table 5 Maximum depth
and nanohardness for the
continuously tempered
specimens

HR (K s−1) hmax (nm) H (GPa)

Quenching 114.80 ± 23.13 8.32 ± 0.41

0.58 166.72 ± 13.13 5.73 ± 0.04

0.75 177.41 ± 0.44 5.69 ± 0.21

0.91 197.31 ± 2.17 4.80 ± 0.08
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Fig. 5 Force–displacement
curves after continuous
tempering at different
heating rates: 0.58, 0.75 and
0.91 K s−1 with a 9000 µN
constant force
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Conclusions

From results, it is concluded that by means of continuous heating cycles and dilato-
metric analysis, secondary hardening zone associated with fourth tempering stage
was determined. Also, the effect of the heating rate on the start temperatures of
hardening zone and those concern to austenite formation was showed.

Through isothermal tempering, it was observed that the microhardness remains
constant at the beginning of the hardening zone, which demonstrates the secondary
hardening during continuous tempering at TCT temperature verified bymicrohardness
measurements.

Finally, it was shown that by increasing the heating rate during continuous
tempering, both the microhardness and the nanohardness of the steel decrease.
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Unified Analysis of Temperature Fields
Arising from Large Strain Deformation
and Friction in Manufacturing Processes

Harish Singh Dhami, Priti Ranjan Panda, Debapriya Pinaki Mohanty,
Anirudh Udupa, James B. Mann, Koushik Viswanathan,
and Srinivasan Chandrasekar

Abstract We consider the contact between a sliding wedge/tool and a metal surface
prototypical of material removal and deformation processing operations such as
forming, cutting, and wear. We show how heat generated at the contact is partitioned
into each of the bodies involved: tool, workpiece, removed chip, and surrounding
fluid (if any). By performing thermal analysis and heat partition via temperature
matching on global and local scales,we showhow temperature fields in all four bodies
can be easily calculated. The analysis framework involves a heat source moving
over a body (Jaeger) and energy partition at the contact into tool, workpiece, fluid,
and chip/wear particle (Blok). We present temperature solutions for two cases—
incremental forming and grinding—while providing a simple method for solving the
thermal problem in other deformation processing applications.

Keywords Heat partition · Grinding · Thermal analysis · Deformation
processing · Metal forming

Introduction

Thermal phenomena play an important role inmanufacturing processes and tribology
[1–3]. These phenomena range fromphase transformations tomicrostructure changes
to alterations in mechanical and frictional behavior of solids. The key parameters
that control these phenomena often involve the temperatures that the material being
processed and the die/tool experience. This includes their instantaneous tempera-
ture distributions, temperature history, and temperature gradients. Knowledge of the
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temperature field and underlying heat sources thus becomes critical for predicting
component material properties and microstructure, as well as die/tool wear. In a
large class of materials processing operations such as bulk and sheet metal forming,
machining, abrasive processes, and friction stir processing, where material shape
changes or new surfaces are produced due to action of a die/tool (henceforth tool)
interacting with a workpiece, the heat generation is due to two primary sources:
firstly, friction between the tool and workpiece at a sliding-type contact, including
surface plasticity; and secondly fromwork done in large strain plastic deformation of
theworkpiecematerial. In this paper, we describe a general framework for analysis of
the former, i.e., contact temperature fields arising from (large-strain) surface plastic
deformation and friction, which is typically the more difficult analysis problem.
Accounting for heat arising from large strain plastic flow constitutes a logically
simple extension.

Analysis of the contact temperature problem in processing usually involves two
sub-problems: (1) the temperature field produced by amoving heat source and (2) the
heat partitioning problem—how to apportion the heat generated at the interfaces and
surfaces between the various bodies in sliding contact. The bodies in contact typically
include the tool, workpiece, chip/wear particle, and fluid (lubricant/coolant). Of
the aforementioned sub-problems, the heat partitioning problem is by far the most
difficult one. And it is with analysis of this partitioning, specifically, that this paper is
concerned with. We present a framework and associated methodology for accurately
estimating the fractions of heat being conducted into the various contacting bodies
involved. Once this estimation (partitioning) is done, the various temperature fields in
tool, workpiece, etc., can be obtained by straightforward application of the theory of
moving heat sources [4, 5]. It may be of interest to note here that the heat partitioning
sub-problem does not arise in processing operations wherein a tool is not used, such
as welding and laser cutting (die-less operations); in these instances, all of the heat
being used or generated is conducted solely into the workpiece, and the temperature
field solution is in principle much simpler, requiring only application of moving heat
source theory.

Our conceptual framework and treatment of the contact temperature problem is an
analytical one—that is examine the possibility of obtaining analytical expressions
for the temperature fields. Such an approach is attractive for two reasons. Firstly,
analytical expressions directly reveal parameter dependencies unlike FE simula-
tions. One can then better understand the relative importance of different parame-
ters in influencing the temperature fields. Secondly, analytical models allow us to
perform quick first-order computations without having to take recourse to a commer-
cial simulation package. Overall, the temperature analysis can be quite useful for
predicting component properties and performance, as well as for process design and
optimization.

We illustrate the temperature analysis, especially the heat partitioning problem
treatment using typical examples from forming and machining processes. Logically,
the various partitioning cases may first be classified based on the number of bodies
interacting thermally, and the heat sources estimated using a unit interaction model
for the tool–workpiece contact. Standard results on heat partition between contacting
bodies (due to Blok [6]) are then invoked to partition the generated heat and obtain
estimates for the final temperatures in the tool and workpiece. The manuscript is



Unified Analysis of Temperature Fields Arising from Large … 923

organized as follows. The basic ideas behind the thermal analysis are outlined using
a unit interactionmodel in Section “Unit InteractionModel”. This is then applied to a
variety of processing configurations in Section “Applications” to obtain temperature
field estimates. Some concluding remarks are presented in Section “Conclusions and
Outlook”.

The Heat Partition Problem

We begin by discussing a simple partition problem involving two semi-infinite rods
brought into contact along their length. Assume the two rods are one-dimensional
and that they interact in such a manner that frictional heat qn is generated at the
contact interface. This heat must be conducted away from the contact area either by
conduction into rod 1 or rod 2. If ε1 denotes the fraction of qn that goes into rod 1
and ε2 denotes the fraction of qn going into rod 2, then from conservation of energy:

ε1 + ε2 = 1 (1)

By solving the 1D heat conduction equation in each rod separately, we can express
the temperatures T1(x), T2(x) in rods 1, 2 as a function of distance x from the contact
interface. Note that T1(x), T2(x)will also be a function of ε1qn and ε2qn , respectively.
In order to determine the partition fractions, we simply equate the temperatures of
rods 1 and 2 at the contact interface x = 0. This gives one equation relating ε1, ε2
which, along with Eq. (1), can be solved for both partitions. For two stationary or
quasi-static rods, the ratio ε1/ε2 is thus determined to equal K1/K2, the ratio of
the thermal conductivities of the two. The same scheme of matching the contact
temperatures to estimate the partition coefficients applies irrespective of whether the
two bodies are 1D, 2D, or 3D [6].

When the two contacting bodies are moving with respect to each other, heat is
conducted into each one but this conducted heat is also constantly “convected” away
inside the body. The larger the relative velocity, the greater this heat removal. Conse-
quently, one should expect ε1, ε2 to change from the static case. In fact, this is also
easily evaluated—one then solves the heat conduction equation again in each body,
but now in a moving frame. By evaluating T1(x = 0) = T2(x = 0) as before, and
usingEq. (1), one finds that the fractions are nowdetermined not by the conductivities
alone, but instead by the thermal diffusivities of the two rods [6].

Unit Interaction Model

We now cast this idea in the context of multi-body thermal contact as occurs in defor-
mation processing. Irrespective of the particular geometry or deformation configura-
tion involved, one can idealize the tool–workpiece contact zone as being represented
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Fig. 1 Unit interactionmodel showing global scale (left) and local scale (right) heat partition. Here,
1 represents the tool/die/wedge and 2 is the workpiece. (Color figure online)

by the unit interaction shown in Fig. 1. Here, the tool (marked 1) is kept stationary
while the workpiece (marked 2) is moving with constant relative speed V . In a more
general situation, one can envisage two additional bodies—a chip or wear fragment
(marked 3) and a surrounding lubricant or cooling fluid (marked 4). In Fig. 1, two
schematics are shown—the left one is a “global” version where the tool and work-
piece alone interact and the right one is the local variant, where details of the fluid and
chip are also incorporated. In the latter, the actual contacting area between the tool
and the workpiece is small, the ratio to the real to nominal tool–workpiece contact
areas being ξ .

Let the total heat generated at the contact interface is qn , and denoted by
q1, q2, q3, q4 the heat going into the tool, workpiece, fluid, and removed material,
respectively. If the nominal and real contact areas between the tool and workpiece
differ significantly (the ratio ξ � 1), one must clearly distinguish between the local
and global scale conduction problem. At the local scale, tool–workpiece interaction
occurs only via asperities on the tool. Consequently, each of these local contacts
generates a fraction ql = ξqn of the total global heat qn .

Depending on the exact context involved, one must first obtain an expression for
qn . The objective of the analysis then is to determine the values q1 to q4 and use
this to obtain approximate values for the temperature distribution in the four bodies.
We define the partition coefficients ε1, ε2, ε3, ε4 as heat fractions corresponding to
each body, for instance ε1 = q1/qn, ε2 = q2/qn, ε3 = q3/qn, ε4 = q4/qn . From
conservation of energy, partition coefficients must obey the relation

ε1 + ε2 + ε3 + ε4 = 1 (2)

The coefficients can be usedwith a temperaturemodel to estimate the final temper-
ature in body i as a function of εi and distance x along the contact interface (assumed
for simplicity as being 1D). For this, standard moving 1D/2D/3D heat source solu-
tions may be employed [4, 5], depending on the exact configuration of interest.
Consequently, we have temperature fields T1, . . . , T4 that are a function of (x, z) in
the body (see Fig. 1) and also depend on ε1, . . . , ε4.

The amount of heat generated locally is ql = ξqn as discussed earlier. Since
the workpiece is in thermal equilibrium with the surrounding fluid (if present),
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the local temperature in the workpiece can be taken to be the mean of the global
workpiece and fluid temperatures. Furthermore, heat conducted into the chip is
just qL

4 = ξq4 and the local heat going into the tool qL
1 can be obtained from

local heat balance. Consequently, we have the following equations for the unknowns
ε1, ε2, ε3, ε4, qL

1 , qL
2

qL
2 = ξ(q2 + q3) = ξ(ε2 + ε3)qn

ξqn = qL
1 + qL

2 + ξε4qn

Recall that qn is assumed to be known a priori. Including Eq. (1), we have 3
equations for the six unknowns so that three more relations are necessary to fully
determine the coefficients εi individually. This determination depends critically on
how many bodies are interacting and is discussed next.

Tool and Workpiece (2-Body Problem)

When the wear fragment and fluid do not exist, such as in dry rolling, the local
fields are redundant and one can simply match the temperatures all along the contact
interface as we discussed in the introductory example [6]. Therefore, T1(x) = T2(x),
and this can be used with Eq. (1) to determine ε1, ε2. The problem is fully solved
and the complete temperature fields T1(x, z), T2(x, z) can be determined everywhere
inside the two bodies.

Tool, Workpiece and Chip (3-Body Problem)

When three bodies are present, as in say dry machining, temperature matching must
be performed more carefully. Since the fluid is not present, we set ε3 = 0 so that
we now only have five unknowns and three equations. The system is completed by
matching local temperatures in the chip andworkpiece, and at the tool–chip interface:

T2(x) + T L
2 (x) = T4(x)

T4(x) = T L
1 (x)

where T L
1 , T L

2 are obtained using the local heat flux expressions qL
1 (x), qL

2 (x),
respectively. Now the system is complete and the temperatures in the tool, workpiece,
and chip are determined.
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Tool, Workpiece and Fluid (3-Body Problem)

In situations where material is not being removed, as for instance, in lubricated
rolling, we can set ε4 = 0 but now we have to account for the fluid explicitly. As
before, we have five unknowns with three equations so that two additional conditions
are necessary. For this, the local temperature in the tool andworkpiece is firstmatched.
Depending on whether the fluid boils or not, we then match the global temperatures
in the workpiece and fluid since they must be in thermal equilibrium. Consequently,
we have the following relations:

T2(x) + T L
2 (x) = T L

1 (x)

T3(x) = T2(x) no boiling

T3(x) = 0 if boiling occurs

This scheme must be implemented iteratively—it is initially assumed that the
fluid does not boil and the above relations are used to determine the temperature. If
the resulting T3(x) > Tb the boiling point at some location along the interface, these
values are set to zero explicitly and the calculation repeated. This process is continued
until the resulting field is everywhere either below the boiling point or equal to zero.
One can use these constraints to again completely solve for the temperature fields in
the three bodies.

Tool, Workpiece, Fluid and Wear Fragment (4-Body Problem)

The most general case consists of four-way heat partition between the tool, work-
piece, fluid and any removed material or chip, and involves six unknowns with three
equations already specified. This partition problem is solved by combining the condi-
tions presented above for the three-body case [7]. First, the local temperature in the
tool, workpiece and chip are matched individually. Following this, we apply the
boiling condition to determine the temperature fields in the fluid. The conditions are
now as follows:

T2(x) + T L
2 (x) = T4(x)

T4(x) = T L
1 (x)

T3(x) = T2(x) no boiling

T3(x) = 0 if boiling occurs

which completes the system for the six unknowns. Here, again, the fluid temperature
problem is solved iteratively until the temperature fields are self-consistent.

In summary, workpiece/tool temperature fields in deformation processing may be
obtained bymapping the particular geometry of interest to the unit problem described
above. This unit problem is then solved systematically in the following sequence:



Unified Analysis of Temperature Fields Arising from Large … 927

• The total heat generation qn is determined based on the tool–workpiece interaction
mechanics. There are typically two contributions—one from friction and the other
due to large strain plastic deformation.

• Suitable moving heat source models are used to obtain temperature fields
T1(x), T2(x), T3(x), T4(x) in terms of the unknown partition functions
ε1(x), ε2(x), ε3(x), ε4(x).

• Depending on how many bodies are thermally interacting in the problem, one
of the four cases above is solved to obtain εi (x) and, consequently, Ti (x) for all
bodies involved.

Applications

Webriefly illustrate these general ideas by applying them to two specific deformation
processing applications—incremental forming and grinding.

Incremental Forming

As a first example, we consider the process of incremental forming of sheet metal,
shown in Fig. 2, where a predefined path is traversed by a rotating tool to deform
material locally. A large single step forming operation is broken down into smaller
“incremental” steps, with frictional heat generation occurring locally due to tool-
workpiece interaction. Since no chip formation occurs and a lubricant is also absent,
this configuration presents a two-body partition problem.

First, the frictional heat generated can be computed as:

qn = FfVs

Fig. 2 Schematic of
incremental forming
showing circular contact
geometry between tool and
workpiece. (Color figure
online)
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where Ff is the frictional force between the tool and workpiece, Vs is the relative
sliding velocity. The friction force can be evaluated from the horizontal and vertical
force components which can be obtained by geometric considerations and the mate-
rial’s yield stress σY. In order to illustrate the process, we only use the horizontal
force given by [8]:

Ff � FH = r tσY(sin α + 1 − cosα)

and the corresponding relative sliding velocity consists of contributions from the tool
angular velocity ω and the tool feed f ,

V = 2πrω + f

where r is the tool radius.
The frictional heat qn is partially conducted away by the workpiece and the rest

is conducted into the tool. Ideally, the contact geometry is circular (see Fig. 2) and
the heat must be distributed within this contact zone. One must then match the
temperatures in the tool andworkpiece point by point in the contact zone and proceed
to obtain the corresponding ε values, which are now a function of position in the
contact zone. However, a good approximate solution for the partition coefficients is
obtained by matching the average or maximum temperatures in the contact zone, see
Refs. [6, 7]. In this latter case, the ε values are effective values and independent of
location.

In order to illustrate, we consider mild steel plate of thickness 1.6 mm, with σY

= 350 N/mm2 and tool radius (r ) of 15 mm, semi-cone angle (α) of π/6 and tool-tip
velocity of 40 mm/s. For this situation, we obtain a corresponding horizontal force
of FH = 5.3 kN.

Further, assuming that the tool is made of 440C stainless steel (hardened and
tempered ~ 60 HRC), with KT = 24.2 W/m°C, αT = 6.74 × 10−6 m2/s and for
mild steel KMS = 31 W/m°C, αMS = 3.598 × 10−6 m2/s. The maximum contact
zone diameter (Fig. 2) is determined from the tool geometry and the heat source is
assumed to be distributed over this region.

Using a uniform circular heat source solution and matching maximum tempera-
tures in the tool and workpiece, the temperature rise in the workpiece is obtained as
�T ~ 70 °C. The corresponding partition coefficient is ~0.21. This procedure shows
the ease with which temperature rises may be calculated.

Surface Grinding

Wenow turn to an application involving a four-bodyproblem.Consider awet grinding
process, where all four bodies—tool, workpiece, chip, and lubricant—interact
thermally, see Fig. 3.
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Fig. 3 Heat partition in a typical grinding process showing global scale (left) and local scale (right)
interactions. (Color figure online)

Usually, the grinding wheel rotates at very high angular velocity so that the inter-
action between the wheel and the workpiece can be extreme even if the latter is fed
at a low rate. Figure 3 shows both the local interaction between an abrasive grain and
theworkpiece (right) as well as the global interaction at the wheel level (left). Process
parameters involved are the linear velocity of the wheel Vs, translation velocity of
workpiece Vw, depth of cut a and length of contact zone lw.

We now use four partition coefficients εw, εwh, εf, εc, corresponding to the work-
piece, wheel, fluid, and chip, respectively. All of them are functions of distance x
along the contact zone. The temperatures in the four bodies are obtained by using
suitable moving heat source models as discussed by Ju et al. [7]. They are determined
in terms of conductivities Kw, Kg of theworkpiece andwheel, thermal diffusivities of
the workpiece αw and wheel αg, as well as the density and specific heat of workpiece
ρw and Cw, respectively.

Using the four-body heat partition formulation presented in Section “The Heat
Partition Problem”, we obtain the heat partition functions as a function of x by
solving the full six-variable system. The resulting partition coefficients are evaluated
numerically and the results are shown in Fig. 4. The data in the figure corresponds
to up-grinding. Several features are immediately evident. Firstly, it shows that the
fraction of heat going into the fluid and the chip is quite negligible for the parameters
chosen. This in fact a posteriori justifies the use of composite models for grinding in
the literature. The heat going into the workpiece and tool together constitutes nearly
92–95% of the total heat generated.

From the partition coefficients, we obtain the equivalent temperature distribution
in, say, the workpieasce, see Fig. 5. Values for each of the parameters are taken from
Ref. [7]. Such a plot can be very useful in determining maximum temperatures on
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Fig. 4 Partition functions
determined along the contact
length. (Color figure online)

Fig. 5 Workpiece
temperature distribution
along the contact length with
the grinding wheel

the surface of the ground workpiece and, consequently, for evaluating defects such
as grinding burns.

Conclusions and Outlook

The techniques for heat partition described in the present manuscript provide a prac-
tical method to evaluate temperature fields in deformation processing applications.
Unlike in othermaterials processing applications that involve directed energy sources
alone (e.g., laser-based manufacturing), deformation processing applications inher-
ently involve multiple contacting bodies. Hence the method used to estimate the
partition of heat is central to the problem of determining temperature fields. This
has the inherent advantage that the resulting fields are either analytical or, at worst,
semi-analytical, making them far more desirable than voluminuous time-consuming
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finite element simulations. It is hoped that the exposition presented will help apply
some of these ideas to various applications in deformation processing and material
removal processes.
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Thermodynamic Behavior Analysis
of Fe-FeAl2O4 Cermet Prepared by Zinc
Kiln Slag

Chao Luo, Jun Peng, Hongyan Yan, Hui Li, and Jinglong Liang

Abstract The use of zinc kiln slag to prepare Fe-FeAl2O4 cermet can realize the
recycling of zinc kiln slag and promote sustainable development. The thermodynamic
behavior was analyzed by XRD, XRF and using FactSage. The results showed that
reaction temperature was higher than 710 °C, 7% of C contained in the zinc kiln slag
can reduce the iron oxide to Fe, and the reduced Fe3O4 and FeO could be reacted
with Al2O3 to synthesize FeAl2O4. Complex oxide ores presented in zinc kiln slag
were advantageous to the preparation of Fe-FeAl2O4 cermet. The thermodynamic
conditions for preparing Fe-FeAl2O4 cermet from zinc kiln slag are feasible.

Keywords Zinc kiln slag · Fe-FeAl2O4 cermet · Powder metallurgy ·
Thermodynamics

Introduction

Cermet is a composite material composed of one or several metals and ceramic
materials [1, 2]. It combines the excellent properties of ceramics and metals, such as
high strength, high hardness, corrosion resistance, wear resistance, high-temperature
resistance, and good thermal shock resistance [3]. With the development of new
processes and materials, cermet is mainly used in aerospace, electric power, auto-
mobiles, building materials, and other fields [4, 5]. The research on cermet has
become an important research direction in the field of composite materials. Due to
the high cost of rawmaterials for preparing cermet, it limits its wide-scale promotion
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and application. In particular, compared with magnesium-based cermet, aluminum-
based cermet, and titanium-based cermet, iron-based cermet has problems such as
high specific gravity, high sintering temperature, and low specific strength, and there
are fewer research results on iron-based cermet.

With the increase in steel output, the amount of zinc kiln slag has also increased
significantly. The accumulation of countless slag mountains has brought environ-
mental pollution, large area, and increased investment. High value-added, resource-
based treatment of zinc kiln slag is an urgent problem to be solved now [6–8]. Zinc
kiln slag is rich in oxides such as Fe and Al, which can be considered as a raw mate-
rial for preparing Fe-FeAl2O4 cermet. The use of zinc kiln slag for the preparation of
Fe-FeAl2O4 cermet will simultaneously solve the resource of zinc kiln slag and the
cost of metal-based cermet. It has huge social, economic, and scientific value. In this
paper, the thermodynamic behavior was analyzed by using FactSage. The feasibility
of using zinc kiln slag to prepare cermet was studied.

Experimental

The zinc kiln slag samples were mixed in a ball mill, ground to 100 µm, and dried
and then subjected to XRD and XRF detection. FactSage was used to analyze the
thermodynamic conditions of cermet prepared from zinc kiln slag.

Results and Discussion

Analysis of Physical Properties of Zinc Kiln Slag

The sample composition of the zinc kiln slag used in this study was shown in Table 1.
The zinc kiln slag was mainly composed by Fe2O3, SiO2, CaO, Al2O3, and C.
Preparation of Fe-FeAl2O4 cermet needed to use Fe and Al2O3, and Fe and Al2O3

could be got from zinc kiln slag.

Table 1 Zinc kiln slag
composition table (mass
fraction)

Composition Content Composition Content

Slag 100 MnO2 0.76

Fe2O3 23.74 Na2O 0.59

SiO2 15.71 K2O 0.20

CaO 15.74 SO3 18.80

Al2O3 6.04 As2O3 7.07

MgO 2.88 C 7.00

TiO2 0.36 other 1.11
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Fig. 1 XRD results of zinc
kiln slag

Figure 1 shows the XRD results of zinc kiln slag. The main phases were Al2O3,
iron cordierite (Fe2Al4Si5O18), mullite phase (Al2SiO5, Al6Si2O13), and calcium
aluminosilicate (Ca2Al2SiO7). The iron cordierite phase was beneficial to lower the
sintering temperature of the cermet, and promoted the formation of FeAl2O4. Also,
the thermal expansion coefficient of the iron cordierite phasewas small, it was a favor-
able component for the preparation of iron-based cermet. Al2SiO5 and Al6Si2O13

belonged to the mullite phase. Al2SiO5 was intermediate phase and Al6Si2O13 was
stable binary compound.They could inhibit the growthof crystal grains andprevented
the propagation of cracks in cermet.

Research found that suitable amount of SiO2 could promote the formation and
growth of FeAl2O4 [9]. TiO2 could be used as a nucleating agent for composite
materials to accelerate the crystallization of FeAl2O4. MgO could replace Fe2+ in
Fe3O4, and Fe2+ and MgO can form continuous solid solution (Mg·Fe)O, which is
beneficial to the stability of Fe2+ in FeAl2O4 synthesis [10, 11]. The above results
showed that the components in zinc kiln slag that were conducive to the excellent
performance of iron-based cermet. It had certain advantages as a raw material for
preparing iron-based cermet.

Carbothermal Reduction

Iron Oxide Reduction Reaction

At present, the common point in the synthesis of FeAl2O4 was to adjust the reaction
atmosphere by doping or burying carbon. It converted Fe3+ to Fe2+ and reacted with
Al2O3 to synthesize FeAl2O4, then FeAl2O4 and Fe bond to form a metal matrix
compositematerial. The C contained in zinc kiln slag could reduce Fe2O3 and reacted
with Al2O3 to obtain Fe-FeAl2O4 cermet.



938 C. Luo et al.

C+ 3Fe2O3 = 2Fe3O4 + CO (g) �G�
1 = −52,131− 41.0T (1)

C+ Fe3O4 = 3FeO+ CO (g) �G�
2 = 35,380− 40.16T (2)

C+ FeO = Fe+ CO (g) �G�
3 = −22,800+ 24.26T (3)

C+ CO2(g) = 2CO (g) �G�
4 = 170.70− 0.1745T (4)

Figure 2 shows the equilibrium reaction between C and iron oxide. It can be seen
that the gasification reaction curve of carbon did not intersect with the two lines that
before point b, Fe2O3 was reduced and the product was Fe3O4. Between point b and a,
the gasification reaction curve of carbon intersects with curve 1, Fe2O3 was reduced
to FeO. When the temperature raised to 710 °C (point a), the corresponding CO
content of the reaction was 62%, and the reaction product was Fe. When temperature
raised to 950 °C, the CO content was 100%, Fe2O3 was completely reduced to Fe.
Therefore, in order to obtain Fe, the sintering temperature should be higher than
710 °C.

Other Oxide Reduction Reactions

In order to further study the changes in substances during the preparation of iron-
based cermet from zinc kiln slag, the reaction of Cwith other oxides was studied. The
standard Gibbs free energy of each reaction was compared, and the results shown in
Fig. 3.

Fig. 2 Phase equilibrium result diagram of the reaction between iron oxide and C
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Fig. 3 Standard Gibbs free energy variation curve of oxides in zinc kiln slag. (Color figure online)

C+ 1/3As2O3 = 2/3As+ CO (g) (5)

C+MnO = Mn+ CO (g) (6)

C+ Na2O = Na+ CO (g) (7)

C+ 1/5P2O5 = 2/5P+ CO (g) (8)

C+ K2O = 2K+ CO (g) (9)

C+ ZnO = Zn+ CO (g) (10)

C+ CuO = Cu+ CO (g) (11)

C+ 1/3Cr2O3 = 2/3Cr+ CO (g) (12)

C+ PbO = Pb+ CO (g) (13)

C+ NiO = Ni+ CO (g) (14)

C+ 1/3MoO3 = 1/3Mo+ CO (g) (15)
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It can be seen from Fig. 3 that C could reduce oxides in zinc slag within a certain
temperature range. Before 1200 °C, the CuO line is the lowest, followed by Fe2O3. It
indicated that CuO undergoes C reduction before Fe2O3. Since the content of copper
oxide in the zinc extraction kiln slag was only 0.17%, the copper oxide could be
completely reduced in a short time, and then the carbon reduced iron oxide.

FeAl2O4 Synthesis Reaction

Zinc kiln slag contains Fe2O3, Al2O3, and C in Table 1. The synthesis of iron-
aluminum spinel in a reducing atmosphere involved the following reactions.

2Fe2O3 + Al2O3 + C = 4FeAl2O4 + CO2 (g) (16)

�G�
16 = −31,839.86+ 6.66T InT − 381.16T

+ 48.70× 10−3T 2 − 23.14× 105T−1

Fe2O3 + 2Al2O3 + CO = 2FeAl2O4 + CO2 (g) (17)

�G�
17 = −73,874.39+ 1.09T InT − 68.82T

+ 23.07× 10−3T 2 − 7.47× 105T−1

2Fe3O4 + 6Al2O3 + C = 6FeAl2O4 + CO2 (g) (18)

�G�
18 = −34,346.67− 98.82T InT + 301.42T

+ 116.40× 10−3T 2 − 12.37× 105T−1

Fe3O4 + 3Al2O3 + CO = 3FeAl2O4 + CO2 (g) (19)

�G�
19 = −106,994.08− 51.56T InT + 259.15T

+ 81.63× 10−3T 2 − 2.08× 105T−1

FeO+ Al2O3 = FeAl2O4 (20)

�G�
20 = −34,577.94+ 10.07T InT − 64.66T

− 2.58× 10−3T 2 − 2.70× 105T−1
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Fig. 4 Standard Gibbs free energy curves. (Color figure online)

Figure 4 shows that �G�
18 < �G�

16 < �G�
19 < �G�

17 < �G�
20 < 0 at 200–1200 °C,

�G�
18 <�G�

16 <�G�
17 <�G�

19 <�G�
20 <0 at 1200–1500 °C.Reaction (18) proceeded

first, followed by reaction (16), and finally reaction (20). It indicated that Fe2O3 and
Fe3O4 were more likely to form iron-aluminum spinel than FeO.

Conclusions

By analyzing the thermodynamic behavior of zinc-lifting kiln slag, the following
conclusions were obtained.

(1) The XRD results showed that the presence of the mineral phase of the zinc
extraction kiln slag was beneficial to the preparation of metal-based ceramics,
and the zinc extraction slag could be used to prepare metal-based ceramics.

(2) The synthesis reaction of FeAl2O4 phase had been analyzed by thermodynamics.
It was possible to synthesize five reactions of the iron-aluminum spinel phase
during the preparation of metal-based ceramics. The standard Gibbs free energy
of each reaction at different temperatures was compared. It was concluded that
the order of the reaction to form the iron-aluminum spinel phase was Fe2O3 >
Fe3O4 > FeO.

(3) The thermodynamic analysis of the carbothermal reduction reaction showed that
in order to reduce the metal phase Fe, the reaction temperature reached 710 °C,
and CO concentration was greater than 62%. Among other oxides in zinc kiln
slag, only CuO reacted with C prior to iron oxides. Because the content of CuO
in the slag was low, carbon could basically completely react iron oxides.
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Tunable Morphology Synthesis
of Lithium Iron Phosphate as Cathode
Materials for Lithium-Ion Batteries

Yin Li, Keyu Zhang, Li Wang, Meimei Yuan, and Yaochun Yao

Abstract Tailor-designed structure is an essentialmethod to improve energy density
capacity retention and energy density of lithium-ion batteries. Herein, we designed
and synthesized lithium iron phosphate (LiFePO4) with ellipsoidal, hierarchical,
and nanosheets morphologies by a solvothermal using phytic acid as phosphorus
source. The influence of mole ratio on the morphologies and electrochemical perfor-
mances were studied. The results illustrated that phytic acid dosage plays a vital
role in the tunable morphology syntheses process. Additional, electrochemical
measurement confirms that hierarchical LiFePO4 exhibits higher initial discharge
capacity (162.09 mAh g−1, 0.1C), more excellent high-rate discharge capability
(114.13 mAh g−1, 10C), and better cycle stability (97.2% at 1C after 150 cycles).
This satisfactory electrochemical performance could be ascribed to themoderate size
and fast ion transport kinetics, which caused by the changing of thermodynamics and
kinetics in synthesis process.

Keywords Lithium iron phosphate · Phytic acid · Solvothermal · Lithium-ion
batteries

Introduction

Olivine structured LiFePO4 has attracted vast attention due to its excellent thermal
stability, good theoretical specific capacity (170 mAh g−1), low cost, environmental
compatibility, and superb stability [1–5]. However, the main drawbacks, such as low
intrinsic electronic conductivity and sluggish lithium-ion transport, are the causes of
poor electrochemical capacity [6–8]. In recent years, tremendous efforts have been
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made to overcome these disadvantages, for instance, coating with a conductive layer,
reducing particle size and obtaining kinetically favorable morphology [9–13].

It is well know that the electrochemical performances are closely related to their
morphologies [14, 15]. To obtain favorable crystal orientation and optimize the
particle morphology of LiFePO4, various synthetic methods such as hydrothermal
synthesis, sol–gel, and solid-state method have been used. Among these many
synthetic methods reported, hydrothermal synthesis has been widely used to prepare
various materials which occurs a lower cost of precursors, simpler process, and the
possibility for large-scale production [16]. During the solvothermal synthesis, the
morphology and particle size of the LiFePO4 are determined by many experiment
parameters such as precursor types, pH, use of additives or surfactants, temperature,
concentration, molar ratios, and solvent types [17–21].

Previous study has reported that LiFePO4 with different morphologies including
spindles [22], hollow [23], plates [24] and starfish [25] has been prepared by adjusting
the experiment parameters. Generally, a nanostructure is necessary to obtain good
electrochemical performance. However, the synthesis of nanostructured LiFePO4

is usually more complicated. In this work, we reported a facile method to obtain
various morphologies of LiFePO4 to nanoscale with PhyA as phosphorus source
by simply changing the molar ratio. Here PhyA was aimed as phosphorus source,
antioxidant as well as structure directing agent. The effects of molar ratio on the
morphological transformation and electrochemical performances of olivine LiFePO4

has been discussed in detail.

Experimental

Preparation of Sample

The samples were synthesized by hydrothermalmethod and heat-treatment. The stoi-
chiometric amounts of LiOH·H2O, PhyA, and FeSO4·7H2O were dispersed in the
ethylene glycol, respectively. Next, the solution was mixed and stirred for 30 min at
room temperature. Then, the above mixture was transferred into a Teflon-lined stain-
less steel autoclave and was kept 180 °C for 4 h. After cooling to room temperature,
the precursor was collected after centrifuging and washing by deionized water for 3
times and ethanol for 1 time. Finally, it was mixed with source in the mortar. The
resultant product was heated in a vacuum oven at 650 °C for 6 h under flowing Ar
atmosphere. According to the molar ratios of LiFePO4 (Li:Fe:P = 3: 1: 1, 3: 1: 1.5,
3: 1: 2 and 3: 1: 2.5), the corresponding materials were denoted as LFP-1, LFP-1.5,
LFP-2, and LFP-2.5, respectively.
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Materials Characterization

X-ray diffraction (XRD) analyses were identified with a D/Max-RA X-ray diffrac-
tometer with Cu Kα radiation. The morphology of samples was characterized by
scanning electron microscopy (SEM, FEI Quanta-430) with field emission SEM
operated at 10 kV.

Electrochemical Characterization

The electrochemical measurements of the cathode materials were performed using
the CR2025 coin cell assembled in argon-filled glovebox with lithium foils as refer-
ence electrode and Celgard 2400 as the separator. The cathode consists of 80 wt%
active material, 10 wt% conductive additive (Super P), and 10 wt% polyvinylidene
fluoride (PVDF). The substance was dissolved in N-methyl pyrrolidone (NMP) as
a binder. Then, the slurry was coated onto an aluminum foil current collector and
dried at 80 °C under vacuum for 12 h. The dried electrode was cut into a circle with
the diameter of 14 mm. Galvanostatic charge–discharge cycling tests were carried
out by a battery test system (XWJ Neware Tech. Co., BTS3000, China) in the 2.0–
4.2 V (vs. Li/Li+) under 25 °C. Electrochemical impedance spectra (EIS) acquired by
PMC-1000DC electrochemical workstation in the frequency range from 100 kHz to
10MHz.Cyclic voltammetry (CV)was performed by an electrochemicalworkstation
(Ametek, PMC-1000DC, America) from 2.5 to 4.3 V at room temperature.

Results and Discussion

In the process of preparing LiFePO4 by hydrothermalmethod, the ratio of ingredients
should be considered. As reported, only by choosing the proper ratio of ingredients
canbeget pureLiFePO4 and save the rawmaterials. TheXRDpatterns of theLiFePO4

prepared in various molar ratios are shown in Fig. 1. It is clearly that all samples
can be indexed to an orthorhombic olivine-type phase LiFePO4 (JCPDS card No.
83-2092), indicating that molar ratio has no effect on phase purity. Moreover, the
relative intensity of the diffraction peaks gradually increases with increased molar
ratio, which demonstrate that higher purity and better crystallization materials are
obtained.

The SEM results confirm the significant changes in surface morphology, as
displayed in Fig. 2. From Fig. 2a, it can be seen that the precursor synthesized at 3:
1: 1 exhibits irregular shape composed of micrometer-sized ellipsoidal (100–200 nm
width and 200–500 nm length) and many immature flakes. When the molar ratio
increases to 3: 1: 1.5, a loose spherical morphology assembled with nanoparticles is
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Fig. 1 XRD patterns of these samples prepared in different molar ratios. (Color figure online)

Fig. 2 SEM images of these samples prepared in different molar ratios a 3:1:1; b 3:1:1.5; c 3:1:2;
d 3:1:2.5

obtained (Fig. 2c), which might be beneficial to the electrical resistance and electro-
chemical performance. As the molar ratio goes on 3: 1: 2, those particles covert to
numerous nanosheets. Further increasing the molar ratio to 3: 1: 2.5 resulted in a size
increment of LiFePO4 nanosheets. Clearly, the molar ratio significant influenced the
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Fig. 3 The cycling and rate performances of these samples prepared in different molar ratios.
(Color figure online)

morphology of LiFePO4. The particle shape of all sample changed from ellipsoid-
shape to a hierarchical structure, then to a nanosheets, and finally to a larger nanosheet
with increasing the molar ratio. As we all know that the electrochemical performance
of materials is directly affected by the morphology of the sample. Considering the
phase structure and morphology, we hypothesize that when phytic acid dosage is
1.5, 2, and 2.5, the samples have excellent electrochemical performance. Because
the tiny particle size can provide preconditions for the rapid transmission of lithium
ions and electrons.

In order to evaluate the molar ration on the electrochemical performance of
LiFePO4, the cells were charged and discharged at 25 °C. Before the electrochemical
performance test, carbon coating is carried out to improve conductivity. Figure 3a
displays the detailed cyclic properties of the four electrodes. LFP-1 shows the lowest
discharge specific capacity of 30.3 mAh/g at 1C, whereas the other samples show
improved capacities: 160.5, 159.9, and 162.3 mAh/g for LFP-1.5, LFP-2, and LFP-
2.5, respectively. After 150 cycles, the LFP-1.5, LFP-2, and LFP-2.5 exhibit the
reversible capacities of 157.1, 155.4, and 154.3 mAh/g with the capacity retention
ratios of 97.9%, 97.1%, and 95.1%, respectively. Obviously, the proper phosphorus
dosage can greatly improve the cyclic stability of LFP cathode. In addition, the LFP-
1.5, LFP-2, and LFP-2.5 showed a good rate property. As displayed in Fig. 3b, the
LFP-1 exhibits a lowest capacity than other samples at various current. The reversible
capacity of LFP-1.5, LFP-2, and LFP-2.5 can reach 159.9, 156.8, and 163.1 mAh/g
at 0.5C, 153.9, 153.3, and 156.2 mAh/g at 2C, 143.1, 142.9, and 142.9 mAh/g at 5C.
At high current rates of 10C, the capacities of those electrodes are 112.4, 110.9, and
123.0 mAh/g, which are 70.2%, 70.7%, and 75.4% of its capacity at 0.5C. When the
discharge rate returns from10C to 0.1C, the capacity almost has no fading, suggesting
that the materials have a stable structure that is suitable for high-rate cycling. The
good electrochemical properties of LFP-1.5, LFP-2, and LFP-2.5 can be attributed
to their unique structure. The excellent electrochemical performance depends on the
good particle morphology (consistent with SEM results), which enables the material



948 Y. Li et al.

to maintain a stable structural state during charging and discharging, and improves
the de-intercalation ability of lithium ions and ensures the safe performance of the
battery.

Electrochemical impedance spectroscopy (EIS) examination was analyzed to
further explain the electrochemical kinetic performance of LFP-1 and LFP-1.5 mate-
rials. Figure 4a presents the EIS spectra for the studied cathode materials in fresh
lithium cells. It can be seen that each plot consists of a semicircle and a sloping line.
The semicircle in the high-frequency region represents the charge transfer impedance
(Rct) due to the diffusion of Li+ ion in the electrode/electrolyte interface, and the line
in the low-frequency region is the solid-state diffusion of ion. As seen in Fig. 4a,
the very small high-frequency semicircle for the LFP-1.5 implies its low charge-
transfer resistance (139.3 �) at the electrolyte/electrode interface. As for the LFP-1,
the Rct is calculated to be 240 �, which indicate that reaction kinetics of LFP-1.5 is
remarkably improved and the transport of electron/ion were facilitated. These results
are also in good agreement with electrochemical performance exhibited in Fig. 3. A
simple equivalent circuit is constructed to analyze the impedance spectra, as shown
in Fig. 4b.

Fig. 4 a Nyquist plots of LFP-1 and LFP-1.5 electrodes for the fresh cells; b the corresponding
equivalent circuit; c the relationship betweenZ

′
andÑ−1/2 at low frequency;d cyclic voltammograms

for LFP-1 and LFP-1.5. (Color figure online)
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The lithium-ions diffusion coefficient (DLi+) can be calculated using the following
equation [26]:

DLi+ = 0.5

(
RT

AF2σWC

)2

(1)

where R is gas constant, T is the absolute temperature, A is the electrode area, n is the
number of electron per molecule during the redox reaction,F is the Faraday constant,
C is the concentration of lithium ions, and σw is the Warburg factor associated with
the Z

′
and Ñ−1/2 according to the following equation:

Z′ = Re + RCt + σw�−1/2 (2)

According to Eq. (1), the lithium ions diffusion coefficients of LFP-1 and LFP-1.5
were 7.62 × 10−15, 9.46 × 10−14 cm2 s−1, confirming that the suitable molar ratio
is beneficial to increase the ionic conductivity.

The cyclic voltammograms (CV) of the LFP-1 and LFP-1.5 composite at a scan
rate of 0.1 mV s−1 are shown in Fig. 4d. A pair of anodic and cathodic peaks, which
correspond to the oxidation/reduction transformation between Fe2+ and Fe3+, is
observed. Compared with LFP-1, LFP-1.5 exhibits higher redox peak current, which
indicates higherLi insertion capacity and is consistentwith previous charge/discharge
tests and SEM result.

Conclusions

Olivine lithium iron phosphatewith variousmorphologies is successfully synthesized
via a solvothermal strategy using PhyA as phosphorus source. The morphology of
LiFePO4 is closely dependent on the Li: Fe: Pmolar ratio. At low ratios, the LiFePO4

has an irregular shape composed of micrometer-sized ellipsoidal (100–200 nmwidth
and 200–500 nm length) and shows poor electrochemical performance. As the molar
ratio gradually increases, the particles shape change into a hierarchical structure,
then to a nanosheets, and finally to a larger nanosheet. When molar ratio of Li:
Fe: P is 3:1:1.5 in the precursor, the product after carbon coating yields a superior
discharge capacities of 162.09, 114.13 mAh g−1 at 1C and 10C. After 150 cycles
at current rate of 1C, it can retain 97.2% of its initial capacity. Therefore, this work
provides a facile method to prepare various morphologies LiFePO4 with different
electrochemical performance by simply changing the molar ratios of the starting
ingredients.
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3D Printed Passive
Sensors—An Overview

Vishal R. Mehta and Nuggehalli M. Ravindra

Abstract Recent advances in 3D printed passive sensors have opened up new
markets in a variety of applications. In order to function, passive sensors do not
need any outside power and directly create an output response. These sensors either
measure pressure or humidity or temperature or smoke or gases such as ammonia,
SO2, CO, and CO2. Advanced 3D filaments/materials are enabling industry to design
and manufacture reliable, accurate, and cost-effective sensors rapidly to address the
requirements of food and drug industry, monitoring the environment, and biomed-
ical, renewable energy, soft robotics-related applications. The paper will highlight
improvements in the manufacture of these sensors and present various case studies.
A summary of the market shares of 3D printed sensors will be presented.

Keywords Passive · Sensors · 3D printing

Introduction

A sensor identifies and responds to the surrounding changing physical environ-
ment. Sensors can be contact and non-contact type. They can be further classified
as active and passive sensors. Active sensors require an energy source to be able
to detect change in the physical environment. Passive sensors either receive power
from outside or get stimulated from interactions with the surrounding environment.
Numerous force measuring sensors have also been additively manufactured or more
commonly known as 3D printed and used in various applications. These sensors
are widely used in industry such as in consumer electronics, automotive, IT, and
telecom.Many consumer handheld portable devices, nowadays, include sensors such
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as accelerometers, gyroscopes, ambient light sensors, gas sensors, proximity sensors,
and temperature detectors for feedback on various constraints.

3D printing was initially developed for rapid prototyping; but, due to the rapid
progress in technology, its development has enabled quick transition as a manufac-
turing method of choice for sensors. During the last decade, there has been a tremen-
dous development in the types of materials and technologies involved in additive
manufacturing [1–3]. Techniques such as fused deposition modeling (FDM), ink-jet
printing, stereolithographic printing, digital light printing (DLP), laminated object
manufacturing (LOM), selective laser sintering (SLS) and selective laser melting
(SLM), photopolymer jetting (Ploy jet), and 3D powder binder jetting (3DP) have
been modified and used for mass production. 3D printed active sensors for different
fields of applications have also been reviewed [4–9]. Case studies of selected 3D
printed passive sensors are presented here.

Gas Sensors

3D printing has been used in fabricating gas sensors as it has benefits of rapid proto-
typing, less mold formation, and customization. Additive manufacturing has been
used to create sensors to detect CO, CO2, methane, methanol, acetone, NO2, and
NH3. Zhou et al. created a 3D printed resistive ammonia gas sensor. They used a
digital light printer (DLP) to create ceramic lattice structures (CLS) [10]. Polyaniline
(PANI), a stable, conductive polymer was used as a NH3 detector. CLS structures
weremodified bydepositingPANIon it.Agnanoparticle inkwas added for increasing
the sensitivity of PANI for ammonia (Fig. 1). Material characterization, mechanical
properties, and selectivity of the ammonia sensor was tested. The sensor showed a
high sensitivity of 9.7 for 100 ppm of NH3.

Fig. 1 Flow diagram for fabrication of ceramic-based ammonia sensor. With permission from
Elsevier [10]. (Color figure online)
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Fig. 2 a Design of the prototype capacitive force sensor using additive manufacturing, b cross-
sectional view of the sensor, and c close up view of the cross- section showing the constituents of
the sensor. With permission from Mary Ann Liebert Inc Publishers [12]. (Color figure online)

Force Sensor

Kisic et al. used additive manufacturing and made force sensor parts from polylactic
acid (PLA) using fused deposition method. They studied variation of the induc-
tance caused by distance changes of smooth ferrite close to the inductor [11]. The
manufactured sensor was characterized in the force range of 0–2 N.

Saari et al. created a composite capacitive force sensor by using a combination
of copper (Cu) fiber encapsulation and thermoplastic elastomer via additive manu-
facturing [12]. In customized 3D printer setup, Cu wire was encapsulated using a
liquid dielectric on a thin ABS layer. The flexible core of the capacitor was built
by a specifically designed screw extruder. The thermoplastic elastomer core forms
the yielding component, that is, responsible for the change in the distance between
plates under load (Fig. 2). A single 3D printer was used to create the entire capacitor
using these three materials. The fabricated sensor was tested using a tensile tester
and LCR meter at a frequency of 1 kHz.

Conductive Wires

3D printed sensors typically use metal inks (e.g., silver nanoparticle or carbon-based
composites). Kwok et al. used a thermoplastic composite of carbon black (25% by
wt.) and polypropylene. Optical and electrical characterization was carried out. The
composite showed a positive temperature coefficient. Kwok et al. fabricated temper-
ature sensor by embedding the conductive thermoplastic inside a hollow acrylonitrile
butadiene styrene (ABS) body, as shown in Fig. 3.

Wu et al. used erbium-doped strontium aluminum oxide to create mechanolumi-
nescent material to create stretching/strain sensor. Depending on whether it is static
or dynamic state of stress, the device will generate luminescence [14]. The fabri-
cated devices were mounted in a stretchable elastomer, and this composite structure
accomplished sensing both strain level and stretching states as shown in Fig. 4.

Dharmarwardana et al. used temperature-responsive organic single crystals along
with organic thermo-polymeric filaments (butoxyphenyl N-substituted derivative,
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Fig. 3 3D printed temperature sensor. a Image of a temperature sensor. bResistance versus temper-
ature of a 3D-printed thermometer. c, d The printed sensor, connected to a potentiometer circuit and
Arduino for measurement and display. With permission from Elsevier [13]. (Color figure online)

BNDI) and polylactic acid (PLA) and demonstrated 3D printed temperature sensors
as shown in Fig. 5 [15].

Kato and Miyashita used a FDM-based 3D printer to create grid having multiple
contact points. When touched by the user, an input is produced [16]. The input is
displayed on an XY plane. A diverse interface can be recognized by modifying the
wiring inside the 3D printed object.

Recent advances in additive manufacturing of wearable radiofrequency identifi-
cation (RFID) sensor tags have enabled their usage in a wide range of applications.
Colella and Catarinucci used a polylactic acid (PLA), copper strip, and circuit board
to create RFID sensor for body temperature monitoring as shown in Fig. 6 [17].

Trangkanukulkij et al. designed and manufactured a passive RFID tag that works
at 910 MHz suitable for North American market [18]. A silver nanoparticle-based
conductive ink was used for creating a dipole antenna on a flexible polyimide (PI)
film substrate. This is shown in Fig. 7.
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Fig. 4 Schematic structure and corresponding mechanical responsive luminescence of the bi-
layered stretching/strain sensor under conditions of unstretched (strain-free) and dynamic stretching.
With permission from John Wiley & Sons, Inc. [14]. (Color figure online)

Fig. 5 a Schematic diagram of the fabrication of BNDI-T@PLA filaments, b varying ratios
of BNDI-T incorporated into PLA, c PXRD data for BNDI-T@PLA composites, and d ther-
mochromics behavior of BNDI-T@PLA. With permission from Royal Society of Chemistry [15].
(Color figure online)
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Fig. 6 Schematic of 3D printed wearable sensor tag. With permission from IEEE [17]

Fig. 7 Photo of completed
RFID tag. With permission
from IEEE [18]. (Color
figure online)

Offline Sensing

Offline sensors are a type of passive sensors that identify one time interactions.
These sensors do not have active electronics or any power requirement. Schmitz et al.
have designed and fabricated 3D printed offline sensors that have conductive liquid
embedded within the structure of the sensors [19]. The sensors are manufactured
with pre-defined interaction via user interface. Sensors have a user electrode and
touch screen electrode. A capacitive touch screen is utilized to extract information if
the sensor has been exposed to a pre-defined interaction. These sensors react to load,
pressure, acceleration, tilt, flip, and change in temperature. The operative principle
is shown in Fig. 8.

At Ohio Northern University, while the emphasis on 3D printing continues to be
along the lines of in-class instruction,work has begun to formulate a research program
that is focused on 3D printing and prototyping of pressure sensors for utilization by
the sports-related industry.
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Fig. 8 Operating principle of offline sensor. The state of the sensor determines if there is a conduc-
tive path (a) or not (b) With permission from Association for Computing Machinery [19]. (Color
figure online)

Market Share

Global sensor market has been growing rapidly and is expected to be about
$287 billion dollars by 2025 [20]. It is expected to grow at a compound annual
growth rate (CAGR) of 13.3% [21]. The global 3D sensor market was valued
$1997.14million in the year 2017 and is anticipated to growwith a CAGR of 26.54%
from the year 2018 to 2023 [22]. The 3D printer market size in 2019was 11.58 billion
and expected to grow at 14% from 2020 to 2027. The current USD 739 million 3D
printer filament market is projected to reach USD 2552 million by 2025, at a CAGR
of 28.1% from 2020 to 2025 [23]. It is important to note that the ongoing COVID-19
pandemic can affect the future market growth projections.

Conclusion

3D printed or additive manufactured sensors have seen rapid development and
deployment as they offer both manufacturer and user a high level of customiza-
tion for a given application. A variety of material and deposition techniques have
been developed to address the market needs. The feature resolution, ability to deposit
multiple materials simultaneously, adhesion between layers of different materials,
deposition rates, and in-situ process monitoring and control remain the challenges
to overcome.
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Modeling of Rheological Properties
of Metal Nanoparticle Conductive Inks
for Printed Electronics

Patrick Dzisah and Nuggehalli M. Ravindra

Abstract Of late, printed electronics continues to experience an increased demand
due to enhanced use of flexible electronics, RFID devices, gas sensors, antennas, and
intelligent food packaging devices. Due to this demand, the use of inkjet printers
and conductive inks, with desirable properties, is on the rise. Conductive nanomate-
rials, such asmetal nanoparticles and nanowires, carbon nanotubes, and graphene, are
promising building blocks for synthesizing conductive inks for printed electronics. In
order to develop printing devices that are optimized for flexible electronics, numerical
studies on the ink flows and the associated rheological properties are crucial. There-
fore, it is critical to provide accurate conductive ink properties for reliable numerical
results. However, it is difficult to find such data in the literature since conductive inks
for printed electronics contain precious metal nanoparticles and they are not only
non-Newtonian but expensive. To address this challenge, this paper aims to utilize
common viscosity–shear rate models such as the power law model to study rheo-
logical properties such as viscosity, shear rate, and shear stress of conductive inks.
Notably, conductive inks made frommetal nanoparticles such as silver, copper, gold,
nickel, and aluminum are considered in this study. The results obtained from this
model have been compared with experimental data. To further understand the effects
of temperature and viscosity on synthesized ink, the viscosity–temperature relation-
ship of the conductive ink is also modeled using Arrhenius’s law and compared with
experimental data. The benefits of using this model for performing numerical simu-
lations of desirable rheological properties of conductive inks for printed electronics
are discussed.
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Introduction

In recent years, the demand for functional devices such as flexible, wearable, and
printed electronics has been rising exponentially. This is in part due to the promising
technology such as inkjet printing which is suitable for printing functional inks
on various substrates. For example, printing techniques like gravure printing, slot-
die coating, or inkjet printing have been applied to fabrication of solar cells, radio
frequency identifier (RFID) tags, antennas, gas sensors, electroluminescent devices,
controlled-release drug delivery devices, and refractive micro-lenses in order to
reduce their production costs [1–5]. Coupled to this demand is the use of inkjet
printers and conductive inks with desirable properties. Conductive nanomaterials,
such as metal nanoparticles and nanowires, carbon nanotubes, and graphene, are
promising building blocks for synthesizing conductive inks for printed electronics.

In order to develop printing devices that are optimized for flexible electronics,
numerical studies on the ink flow and rheological properties are crucial, and there-
fore, it is critical to provide accurate conductive ink properties for reliable numerical
results.However, these data are rarely available since conductive inks for printed elec-
tronics contain preciousmetal nanoparticles and they are not only non-Newtonian but
expensive. However, the related physical and rheological properties of inks, provided
bymost commercialmanufacturers, are only indicative of viscosity values that exhibit
either Newtonian or non-Newtonian fluid properties. Thus, developing a reliable
and economic method to evaluate the rheological behaviors of conductive inks and
providing benchmark data for the ink quality would be highly desirable. Only few
studies have reported the characteristics of conductive inks. Lee et al. [6] reported that
the viscosity and surface tension of nano-sized silver colloids depend on the contents
of Ag particles. Tseng and Chen reported a relationship between the shear strain
rate and viscosity of nickel nanoparticle inks [7]. To develop a direct ceramic inkjet
printing technique, Prasad et al. studied the rheology of ceramic inks and spread of ink
droplets and observed shear-thinning behaviors of the inks [8]. Izu et al. also studied
the rheological behaviors of core–shell type cerium oxide/polymer hybrid nanopar-
ticles [9]. To obtain ink viscosities, these studies utilized a commercial viscometer
or rheometer, which generally consumes a large amount of ink (at least several
milliliters per experiment), leading to high experimental costs. To address this chal-
lenge, microfluidic chip methods with microparticle image velocimetry (µPIV) have
been suggested to reduce sample consumption and experimental costs in studying
particulate flows such as colloidal gel flow, DNA solution, polymer solution, and
glass-forming liquid [10–13]. Mortazavi analyzed the flow of pseudoplastic power
law fluid under different power law exponents in the microchannel plate by compu-
tational fluid dynamics (CFD) simulations [14]. The results showed that the pseudo-
plastic fluid in the microheat exchanger can reduce the pressure drop and increase
the heat transfer efficiency than Newtonian fluid. The radial flow numerical simula-
tion of non-Newtonian power law fluid in the rough wall fracture shows that, when
the flow behavior index changes, the flow pattern has slight but systematic change.
When the index drops, the fluid becomes more radial, and the fluid becomes shear
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thinning [15]. As a non-Newtonian fluid, it is necessary to analyze the rheological
characteristics and heat transfer characteristics of the synthesized conductive ink. To
study the viscosity-temperature effects on conductive inks, Huang et al. obtained the
viscosity–temperature relationship of yellow ink through experiments and simulated
the influence of ink viscosity on the ink temperature field at steady state. However, the
influence of the viscosity–temperature relationship and the properties of the interface
material on the ink heat transfer were not considered [16].

In this paper, the non-Newtonian fluid characteristics of the metal nanopar-
ticle conductive inks of Ag, Cu, Au, Al, and Ni are considered. The relationships
between the rheological properties such as viscosity, shear stress, and shear strain
rate are simulated using the power law model. The ink viscosity and temperature
characteristics under the interaction of viscous dissipation are studied.

Materials and Methods

Printable Conductive Nanomaterials

In order to fabricate high quality and functional electronics, the ink development
step is critical and cannot be compromised for the specific printing process. The
synthesized ink should have desired properties such as high electrical conductivity,
good stability without aggregation, desirable viscosity, and surface tension for high
printing resolution and accuracy.

The most widely researched materials for conductive ink development for printed
electronic applications are metal nanomaterials and organic nanomaterials. Among
these nanomaterials, metal nanoparticles and nanowires of Ag, Cu, Au, Al, andNi are
the preferred choice for ink development. Due to high electrical conductivity at room
temperature, AgNPs and AgNWs are the most extensively studied metal nanostruc-
tures as conductors or electrodes for printed electronics [17–23]. Another promising
metal nanomaterial for ink development for printed electronics is CuNPs andCuNWs
which possess a very high conductivity (only 6% less than that of Ag) and is much
cheaper in comparison with Ag. Furthermore, metal grids that are based on metal
NPs and NWs show high transmittance, good conductivity, and excellent mechan-
ical compliancy. In addition to metal nanomaterials, carbon nanomaterials, including
graphene and CNTs, are also promising materials for flexible and stretchable printed
electronic applications due to their unique properties, such as high intrinsic current
mobility and mechanical flexibility [24–32].
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Inkjet Printing Processes

Printing various conductive patterns, thin films, and circuits in a single step at low
temperature on compatible substrates such as paper, plastics, and glass is simplified
using inkjet printing technique. This method is also suitable for large-area and roll-
to-roll production of films. There are many reports on producing inks from Ag NPs
[33–36], Au NPs [37–39], Cu NPs [40, 41], Al NPs [42], and Sn NPs [43], and
subsequent deposition of conductive thin films and circuits from these nanomaterials
by inkjet printing methods [44–48].

Rheological Properties of Conductive Ink

Rheological properties such as shear stress, shear rate, surface tension , and viscosity
can either be measured experimentally or simulated by mathematical modeling.
Rheological behaviors of non-Newtonian fluids can be modeled using the following
four well-known models—power law model (Ostwald model), Herschel–Bulkley
model for Bingham plastic fluid, Carreau model for pseudoplastic fluid, Cross-
Williammodel according to Zhang [49] andMoreno et al. [50]. Themost widely used
model is the power law model to predict the rheological behavior of non-Newtonian
fluids due to its simplicity, accuracy, and consistency. The model of choice for this
research is the power law model to study the rheological behavior of conductive inks
of various metal NPs.

Power Law Model of Conductive Ink

For an incompressible Newtonian fluid, the relationship between the shear stress
and the shear rate is in accord with the law of Newtonian inner friction. The kinetic
viscosity (viscosity for short) is a constant, independent of the shear stress and the
shear rate.

The relationship of the three parameters can be expressed as,

τ = ηγ̇ (1)

where τ is shear stress, ï is the fluid viscosity, and γ̇ is the shear rate. For non-
Newtonian fluid, the relationship between the shear stress and the shear rate is no
longer consistent with the law of Newtonian inner friction. Its viscosity is not only
related to the shear rate, but also varies with the change in temperature. The viscosity
of a non-Newtonian fluid can be expressed as,

η = η(γ̇ )H(T ) (2)
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In relation (2), ï is the fluid viscosity (Pascal-Second—Pa s); it can not only
represent the fixed viscosity of Newtonian fluid in Formula (1) but also describes
the apparent viscosity of non-Newtonian fluid in Eq. (2). γ̇ is the shear rate and also
known as the velocity gradient, expressed as γ̇ = du/dy, and its unit is s−1. η(γ̇ ) is the
viscosity–shear rate function and has different expressions under different models.
H(T ) is related to the viscosity–temperature function, and it indicates the relationship
between the viscosity and the temperature of the fluid as in Eq. (3),

H(T ) = η(T )

η(Tα)

(3)

ï(T ) is the viscosity–temperature function, and ï(Tα) is the viscosity–temperature
relationship at reference temperature, Tα as shown in Eq. 6.

Model of Shear Stress-Shear Rate Relation

Shear stress-Shear rate data were obtained using shear stress, shear rate and viscosity
relation in Eq. (1). Experimental results of offset ink based on shear stress and shear
rate, at 20 °C, are shown in Table 1.

Model of Viscosity-Shear Rate Relation

The power law model (Eq. 4) was used to establish viscosity-shear rate relationship
of conductive inks of five metal nanoparticles which are non-Newtonian fluids.

Table 1 Relationship between shear stress and shear rate at normal temperature 20 °C [51]

No. Shear stress
(Pa)

Shear rate
(s−1)

Viscosity
(Pa s)

No. Shear stress
(Pa)

Shear rate
(s−1)

Viscosity
(Pa s)

1 18.26 0.1160 157.42 11 246.54 0.8595 286.84

2 41.09 0.1855 221.51 12 269.37 0.9378 287.23

3 63.92 0.2273 281.21 13 292.2 1.0349 282.35

4 86.75 0.2733 317.42 14 315.03 1.1581 272.02

5 109.58 0.3482 314.70 15 337.86 1.1714 288.42

6 132.4 0.4254 311.24 16 360.69 1.4320 251.88

7 155.23 0.5031 308.55 17 383.51 1.5341 249.99

8 178.06 0.5730 310.75 18 406.34 1.7313 234.70

9 200.89 0.6739 298.10 19 429.17 1.8427 232.90

10 223.72 0.7435 300.90 20 452 2.0400 221.57
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Power Law Model (Ostwald Model)

η = kγ̇ (n−1) (4)

In Eq. (4), k is the consistency coefficient (Pa sn), n is the power law index, which
is a dimensionless quantity that characterizes the deviation degree between the shear-
thickening [(n > 1); dilatant fluids], shear-thinning fluid [(n < 1); pseudo-plastics],
and Newtonian fluid (n = 1).

Modeling of Viscosity-Temperature Relation

Temperature characterizes the degree of molecular heat movement, and the tempera-
ture increase makes the free volume of the polymer increase, which leads to decrease
in viscosity. For most fluids, Arrhenius’s law [52] can be used to interpret its
viscosity–temperature relationship

η = η(T ) = Ae

(
Ea

RT

)
(5a)

ln η = ln A + Ea

R

1

T
(5b)

In relations (5a) and (5b), A is the pre-exponential factor also called as experi-
mental constant (Pa s). Ea is the viscous flow activation energy (KJ/mol). R is the gas
constant (thermodynamic constant); usually, R = 8.314 J/(mol K). T is the absolute
temperature (K).

And,

H(T ) = exp
Ea

R

(
1

T
− 1

Tα

)
(6)

Analysis of Rheological Properties of Metal NPs Conductive
Ink

In order to study the changes in both shear stress-shear rate and viscosity-shear rate
behaviors, experimental data from offset ink experiments were used as a baseline for
our model. Offset ink is a high-viscosity mixture. Its rheological properties mainly
include viscosity, yield value, fluidity, and so on. Among them, the viscosity is the
internal friction that obstructs the flow of itself between the layers. The printability of
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the ink requires stable viscosity when it is on the plate, but when the ink is transferred
to the substrate, it would be better that the viscosity becomes larger quickly [53].

The relationship between the viscosity and the stress rate of offset ink was studied
by Liu [53, 54]; it indicates that, using the power law model or the Bingham plastic
fluid model can better describe the rheological characteristics of offset ink. Using
Brookfield rheometer, the relationship between shear stress and shear rate of yellow
ink under shear stress mode was determined by Chu et al. [51]. The results of the
experimental data are shown in Table 1. It is observed that, as the shear stress and
shear rate increases, the ink viscosity first increases to 317.42 Pa s and then decreases.

The experimental data of the ink at normal temperature have been analyzed and
fitted in accordance with Eq. (4) and tested against other models. The results are
shown in Fig. 1. The model parameters are illustrated in Table 2. Because the shear
rate and shear stress begin to change from 0, the (0, 0) is seen as a data point to
ensure that the fitted model passes through this point. Figure 1 indicates that the
fitting results of Bingham model are the most unsatisfactory. The best fitting models
are power lawmodel andCarreaumodel, and their stability indices,R2, are 0.9872 and
0.9965, respectively. The closer the stability index is to 1, the better the consistency
of the curve fitting and the experimental data. Because there are many parameters
in the Carreau model, the relationship between the shear rate and the shear stress
is more complicated and difficult to solve [51]. Therefore, the power law model is
used to interpret the behavior of metal NP conductive inks in this paper. At normal
temperature, the consistency coefficient k is 270.08 Pa s, and power law index, n, is
0.7939.

Fig. 1 Rheologicalmodel fitting of conductive ink at normal temperature [51]. (Color figure online)
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Table 3 Fitting of shear stress-shear rate model of metal NP conductive ink

Shear rate
(s−1)

[Ag] Shear
stress (Pa)

[Cu] Shear
stress (Pa)

[Au] Shear
stress (Pa)

[Al] Shear
stress (Pa)

[Ni] Shear
stress (Pa)

0.1160 3.06 0.40 3.70 0.68 0.94

0.1855 8.88 1.20 10.26 1.77 2.42

0.2273 15.66 2.10 17.34 2.85 3.90

0.2733 24.16 3.29 26.20 4.19 5.75

0.3482 36.61 5.25 39.86 6.39 8.76

0.4254 51.50 7.71 56.28 9.04 12.39

0.5031 68.64 10.66 75.22 12.11 16.60

0.5730 86.98 13.86 95.25 15.31 20.99

0.6739 111.30 18.49 123.01 19.94 27.33

0.7435 133.71 22.63 147.55 23.88 32.72

0.8595 165.02 29.06 183.98 30.07 41.21

0.9378 192.92 34.58 215.10 35.14 48.17

1.0349 226.00 41.48 252.94 41.47 56.84

1.1581 266.12 50.38 300.21 49.60 67.98

1.1714 287.73 53.94 320.75 52.36 71.76

1.4320 359.97 72.33 412.72 69.28 94.95

1.5341 403.96 82.46 463.95 78.00 106.90

1.7313 470.83 99.82 547.89 93.32 127.90

1.8427 522.21 112.33 608.72 103.84 142.33

2.0400 595.92 132.25 701.91 120.98 165.81

To establish similar relationships between shear stress, shear rate, and ink viscosity
of our chosen metal nanoparticle conductive inks, Eqs. (1) and (4) have been used to
determine both shear stress and specific viscosity values of each metal NPs ink. The
results are shown in Tables 3 and 4, respectively. The results of these relationships
are shown in Figs. 2 and 3, respectively.

Viscosity and Temperature of Conductive Ink

The relationship between the viscosity and temperature of offset ink, reported by
Zhang [49] andVersteeg andMalalasekera [55], shows that the viscosity–temperature
relation of offset ink can be expressed as in Eqs. (5a) and (5b). The viscosity of
the yellow ink was measured at different temperatures. The relevant experimental
data are shown in Table 5. The relationship between viscosity and thermodynamic
temperature was obtained by refitting the data. The results are illustrated in Fig. 4.
The specific model parameters are shown in Table 6. The relationship between the
viscosity and the absolute temperature can be represented as follows,
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Table 4 Fitting of viscosity-shear rate model of metal NP conductive ink

Shear rate
(s−1)

[Ag] Specific
viscosity (Pa s)

[Cu] Specific
viscosity (Pa s)

[Su] Specific
viscosity (Pa s)

[Al] Specific
viscosity (Pa s)

[Ni] Specific
viscosity (Pa s)

0.1160 26.37 3.48 31.90 5.90 8.09

0.1855 47.88 6.48 55.30 9.53 13.06

0.2273 68.88 9.26 76.30 12.52 17.16

0.2733 88.41 12.04 95.88 15.35 21.03

0.3482 105.13 15.08 114.47 18.35 25.15

0.4254 121.06 18.13 132.29 21.26 29.14

0.5031 136.44 21.19 149.52 24.07 32.99

0.5730 151.80 24.19 166.24 26.72 36.63

0.6739 165.16 27.44 182.53 29.59 40.56

0.7435 179.83 30.43 198.45 32.11 44.01

0.8595 191.99 33.81 214.05 34.98 47.95

0.9378 205.72 36.87 229.36 37.47 51.36

1.0349 218.38 40.08 244.41 40.07 54.92

1.1581 229.79 43.50 259.22 42.83 58.70

1.1714 245.63 46.05 273.82 44.70 61.26

1.4320 251.38 50.51 288.21 48.38 66.31

1.5341 263.32 53.75 302.42 50.84 69.69

1.7313 271.95 57.66 316.46 53.90 73.88

1.8427 283.39 60.96 330.34 56.35 77.24

2.0400 292.12 64.83 344.07 59.30 81.28

η = 5.45 × 10−8e

(
6134.2

T

)
(7)

ln η = −16.725 + 6134

T
(8)

The experimental data of offset ink, obtained by Zhang [49], are as follows: ln
A: (−30.89) to (−16.1), Ea/R: 5506.17–10,926.63. By comparison, it is found that
the values of A and Ea/R, in the viscosity-temperature relationship (Eqs. 7 and 8)
are reasonable. Therefore, the viscosity–temperature relationship of offset ink can
be represented in the form as in relations (7) and (8).

Results and Discussion

In order to evaluate the rheological models that are suitable for the five metal NPs
conductive inks, out of the four commonmodels that aremost commonly used for low
strain rate flows—the power law model, Cross–Williamson model, Carreau model,
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Fig. 2 Rheological model fitting of metal NP conductive inks at normal temperature. (Color figure
online)

Fig. 3 Rheological model fitting of viscosity-shear rate relationship between different metal NP
conductive inks. (Color figure online)
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Table 5 Experimental data of viscosity and temperature relationship [49]

T (°C) T (K) 1/T (K−1) Viscosity η (Pa s) ln η (ln(Pa s))

19.4 292.55 0.003418 69.06 4.2350

22.4 292.55 0.003383 55.10 4.0092

23.6 296.75 0.003369 52.41 3.9591

24.8 297.95 0.003356 46.23 3.8336

26.5 299.65 0.003337 40.59 3.7063

28.1 301.25 0.003320 35.98 3.5831

30.2 303.35 0.003296 33.96 3.5252

32.8 305.95 0.003269 28.37 3.3453

33.8 306.95 0.003258 26.80 3.2884

35.9 309.05 0.003236 21.90 3.0865

38.2 311.35 0.003212 18.60 2.9232

39.5 312.65 0.003198 17.72 2.8747

43.5 316.65 0.003158 13.72 2.6187

45.9 319.05 0.003134 12.42 2.5196

Fig. 4 Relationship between the natural logarithm of the ink viscosity and the reciprocal of
thermodynamic temperature [49]

Table 6 Parameters after refitting; the model parameters are described in relations (5a) and (5b)
[49]

ln A (ln(Pa s)) A (Pa s) Ea/R (K) Ea (KJ/mol)

−16.725 5.45 × 10−8 6134.2 51
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and Bingham model, the power law model was chosen to interpret the results. The
power lawmodel is simple, with only two variables, and is one of the most frequently
used models in engineering applications. However, it significantly overestimates
the viscosity (ïo) for zero shear strain rate. The Cross–Williamson model, with
three parameters, also overestimates the zero shear rate viscosity, while it predicts
smoother or longer transitions from the zero shear to the power law behavior. The
Carreau model predicts ïo relatively well but predicts a very sharp transition from
the low shear plateau to the power law behavior. Finally, the Ellis model is described
as a function of shear stress and predicts ïo and a shear-thinning (power law model)
behavior well at moderate shear strain rates. Figure 1 and Table 1 compare experi-
mental results of offset yellow ink flows with the four model predictions. In Fig. 1,
shear stress variation versus shear strain rate are shown, and in Table 2, the parameter
values of the fivemodels are listed, aswell as the stability indexR2 between themodel
predictions and experimental data. The model predictions were performed by using
the viscosity estimated with Eqs. (1) and (4). The index (n) included in the power law
model indicates a Newtonian fluid (n = 1), shear-thinning behavior (n < 1), or shear
thickening behaviors (n > 1). In Fig. 3, the predictions of the rheological models on
the viscosity variations for shear strain rates for the five metal NP conductive inks,
at varying concentrations, are shown. All the five ink flows exhibit shear-thinning
behaviors as the viscosity reaches a maximum and begins to plateau at higher shear
rates.

Finally, through the simulation and analysis of the metal NP conductive ink fluids,
the variations of shear stress with respect to shear strain rate are shown in Figs. 1 and
2. The shear stress is calculated using Eq. (1), and the shear strain rate is obtained
by power law model using Eq. (4). As shown in Eq. (4), the slopes of profiles in
Figs. 1 and 2 correspond to the ink viscosity. Due to a higher Ag, Cu, Au, Al, and
Ni content, the ink flows in Fig. 3 have a stronger nonlinearity in the profile. The
ink viscosities, based on Ag and Au NPs, are much higher at similar concentrations
compared to Cu, Al, and Ni NPs due to their higher molecular weight differences.
Table 4 also compares the representative viscosities, shear rate and the ink concen-
trations estimated by the experiments and the model. The representative viscosities
have been determined with the asymptote of the viscosity at large shear strain rates
using the power law model.

Conclusion

In conclusion, rheological behavior of five different metal NP conductive inks were
investigated using the power law model. These inks exhibit non-Newtonian charac-
teristics and can be used in printed electronics utilizing inkjet printing technology.
The proposed rheological model is suitable for metal nanoparticle conductive ink
development with desirable rheological properties. We found that all the ink flows
exhibit shear-thinning behaviors and that the non-Newtonian characteristics of the
ink flows become stronger as the metal nanoparticle contents in the ink increases.
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Among the five metal nanoparticles considered, inks with Ag and Au nanoparticles
show higher viscosities at higher shear rate with Au NPs being the highest. Cu, Al,
and Ni nanoparticles have much lower viscosities at varying concentrations. These
differences in rheological properties are due to the differences in their molecular
weights. Based on the results obtained, the power law model can be used to predict
the rheological behavior of conductive inks for inkjet printing and printed elec-
tronics applications. A strong linear relationship between ink viscosities and inverse
temperature, based on Arrhenius’ law, has been established.
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Performance of Chromium Doped Zinc
Selenide Nanocrystals: Morphological
and Fluorescence Characteristics

N. B. Singh, Ching Hua Su, Bradley Arnold, Fow-Sen Choa, Brett Setera,
David Sachs, Christopher E. Cooper, Lisa Kelly, and K. D. Mandal

Abstract ChromiumdopedZnSe nanocrystalswere grown at low temperature using
zinc acetate and sodium selenite. A capping agent was used to avoid agglomeration
of particles. It was observed that the addition of the capping agent before or after
chemical synthesis of ZnSe played a very important role in controlling the size of
nanoparticles and to avoid agglomeration. Size of nanoparticles of ZnSewas as small
as 10 nm for both doped and undopedmaterial. In a few cases, in spite of preventative
measures, clustering of particles produced large agglomerates at room temperature.
Cr-ZnSe nano particles showed fluorescence at different wavelengths compared to
Cr-doped bulk crystals. Cr-doped nanocrystals showed higher bandgap than PVT
grown bulk Cr-ZnSe crystals. The fluorescence intensity for Cr-ZnSe nanoparticles
was significantly higher compared to undoped ZnSe nanoparticles.

Keywords ZnSe · Nanocrystals · Physical vapor transport · Crystal · Optical
properties

Introduction

Zinc sulfide (ZnS), zinc selenide (ZnSe), and their solid solutions have shown multi-
functionality for their wide scale applications in industrial devices and components.
Pure zinc sulfide, zinc selenide, and their solid solution have been used for optical
windows and coatings due to low absorption coefficient across a wide wavelength
range allowing both a desirable degree of transparency and high laser damage
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threshold. A large number of papers have been published [1–5] to evaluate their
suitability as the laser host and lazing materials. Along with many laser host mate-
rials, ZnS and ZnSe have been used to dope with rare earth and transition-metal
ions (Cr2+, Co2+, Ni2+ and Fe2+ ions) to activate for lazing in the mid-wave infrared
(MWIR). Significant progress has been made on the growth and effect of vapor
transport, fluid flow, and convection driven effects on the quality of ZnSe by phys-
ical vapor transport was further studied by Su et al. [5–8]. Doping of ZnSe with rare
earth or transition-metal ion creates point and line defects in the matrix, which ulti-
mately affects the electrical and optical characteristics. As transition-metal dopants
have different sizes and oxidation states, these create voids, precipitates, and other
types of defects in the bulk. We synthesized the nanoparticles of chromium doped
ZnSe and evaluate properties to compare with bulk materials.

Experimental Methods

PVT Grown Bulk ZnSe Crystal

Cr-doped ZnSe bulk crystals were grown to compare the performance with Cr-doped
nanocrystal. The details of bulk crystals by the physical vapor transport method and
detailed parameters are published earlier [5–8]. Crystals were grown in an indepen-
dently controlled three-zone furnace. The chromiumwas added in the sourcematerial
as chromium selenide and amount was 0.2 wt. percentage of total ZnSe mass in the
source material.

Synthesis of ZnSe Nanoparticles

Nanocrystals of zinc compounds have been grown and studied by variety of high
temperature solution andmicrowavemethods [9, 10].Wehaveused a low temperature
reactive solution synthesis method [8] using zinc acetate and sodium selenite solu-
tion. We prepared and dissolved 0.1 M zinc acetate in 50.0 mL dimethylformamide
under constant stirring for 15 min. After complete dissolution, 5 drops (~1 mL) of
thioglycerol was added as a capping agent to prevent the clustering/aggregating of
particles. This solution was then reacted with a prepared 0.45 M sodium selenite in
water. 15 mL sodium selenite solution was mixed with zinc acetate solution. As soon
as mixing began, the formation of a cloudy greyish orange precipitate was observed.
After complete mixing, the solution turned cloudy and had a noticeable orange color.
This solution was heated at 95 °C for a period of 1 h to complete the reaction. Solu-
tion was stirred continuously to avoid segregation during heating. The color of the
hot solution slowly faded, and two visible layers were formed: a grey-green colored
colloidal precipitate on the bottom while the top layer was clear.
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(a) (b) (c)

Fig. 1 Color transition in the Cr-doped ZnSe nanoparticles a at early stage of heating, b after
30 min of heating, and c final color of Cr-doped ZnSe. (Color figure online)

Synthesis of Cr-Doped ZnSe Nanoparticles

Cr-doped ZnSe was prepared similar to that of described in Section “Synthesis of
ZnSe Nanoparticles” for pure ZnSe nanoparticles. In a solution of 0.1MZinc acetate
prepared in 50.0 mL dimethylformamide was added and stirred for 15 min. For
chromium doping, 0.09 g of chromium chloride hexahydrate was added and stirred
into the solution. The temperature of the solution was raised to 95 °C and maintained
for 1 h.During heating, the solution turned a darkmagenta red color. After 30min, the
dark red magenta color started fading. After one hour, two layers were observed once
more with a clear solution on the top. The colloidal/precipitate layer was a green-
grey light color in the bottom portion. At this stage, we added 3–5 drops (~1 mL) of
isopropanol to the solution while continuously stirring. Figure 1 shows the transition
and colors observed at different stages of the synthesis.

Effect of Pre-capping Agent in the Solution

The early steps of synthesis were similar to Sections “Synthesis of ZnSe Nanopar-
ticles” and “Synthesis of Cr-Doped ZnSe Nanoparticles.” A solution of 0.1 M zinc
acetate solution was prepared in 50.0 mL dimethylformamide, and solution was
stirred for a period of 15 min to mix homogeneously. One mL of capping agent
thioglycerol was mixed in to prevent the clustering/lumping of particles. A 0.4 M
solution of sodium selenitewas prepared in 15mLwater solvent. The sodium selenite
solution was added drop wise to the zinc acetate solution for the synthesis of ZnSe
nanoparticles.

We observed colloidal precipitate formation as soon as reaction started seen as
a color change to cloudy white. Chromium chloride hexahydrate (0.1 g) was added
as the dopant, and the solution was stirred and heated to 95 °C for a period of
1 h. Similar to case of post capping, the solution turned an orange red color during
heating. The color faded gradually during heating until disappearing completely
after approximately 30 min. The bottom precipitate layer was a green-grey color,
and the solution layer was clear as seen in Fig. 1c. One mL of isopropanol was
stirred into the solution, and the color change was noted. Color transition in the Cr-
doped ZnSe nanoparticles, when pre-capping process was used, was different from
the post capping tests. A light green color after 30min of heatingwas observedwhich
changed to a green precipitate.
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Measurement of Size by Scattering Method

Particle size was determined by light scattering experiments using the dynamic light
scattering apparatus Malvern Zetasizer Nano-ZS is shown in Fig. 2. Size distribution
data supported by scattering studies indicated large number of particles smaller than
1 nm. Agglomerates were apparent in the ranges of 300–1000 and 3000–5000 nm.
These agglomerateswere expected since the solutionwas kept for a termof onemonth
to evaluate the coarsening effect. This data corroborates the SEMmorphology, which
showed clusters and coarsened particles of different sizes, appearing as small needles
or plates. The synthesized nanoparticles had polydispersity but stayed in the three
described ranges.

Bulk and Micromorphology

As grown bulk, crystal was cut, and a 1 cm thick slab was polished on parallel surface
for detailed characterization. The bulk matrix did not show discontinuity, precipi-
tate or voids, and crystal slab was free from the gross defects. Scanning electron
microscope (SEM) model NOVA NANOSEM 450 under a voltage of 5 and 10 kV
determined the morphology of crystals similar to that described in Ref. [11].

Optical Characterization

Westudied absorption, excitation, and emissive characteristics tomeasure the steady-
state luminescence spectral properties in the near-infrared wavelength regions.
Measurements performed using an Edinburg F920 fluorescence spectrometer with

Fig. 2 Size distribution observed by scattering data taken by dynamic light scattering. (Color figure
online)
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xenon source and cadmium selenide detector for the emission and photolumines-
cence studies. The Acton SpectraPro 500i software was used for this study. A He-Ne
(35 mW) laser was used as an excitation source. All studies were performed using
1-s acquisition time and one nm steps for 10 accumulations.

Results and Discussion

Bulk Transparency

We fabricated chromium doped ZnSe (Cr-ZnSe) boule into slabs by cutting and
polishing parallel surfaces. Figure 3 shows the fabricated Cr-ZnSe disks used for
detailed characterization. The thickness of the disks was >1.8 cm.We did not observe
any gross defects such as inclusions, precipitates, and distortion in the polished
crystals. As shown in the transparency results using wire mesh, there was no optical
distortion in the crystal.

Micromorphology of Cr-ZnSe Crystal and Nanoparticles

Similar to that of ZnSe crystal, scanning electron microscope NOVA NANOSEM
450 system was used to determine micromorphology. Figure 4 shows morphology
of Cr-ZnSe crystals at increasing magnifications.

Figure 5 showed regular patterns of grains oriented in a direction. We observed
that facetes of few micrometer sizes also grew in the same orientation. Morphology
indicated that interface breakdown during growth had created multiple line defects.
Morphology showed small crystallites on the facets of the crystals.Micromorphology
did not indicate micro voids, micro bubbles, or discontinuity in the crystal. Large
steps and grains indicated layered growth of facets and ridges.

Fig. 3 Fabricated Cr-ZnSe slab from the grown crystal. (Color figure online)
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Fig. 4 Optical transparency of Cr-ZnSe bulk crystal with metal clip. (Color figure online)

Fig. 5 Microstructure of Cr-ZnSe crystals showing faceted grains and boundaries
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Fig. 6 Aged (one-month) material in solution at room temperature

The morphology of Cr-doped ZnSe nano particles is shown in Fig. 6. The
morphology observed for the large portion of undoped ZnSe material was free from
clustering. Figure shows the morphology of nanoparticles which were placed for
a period of one months at room temperature to evaluate stability and segregation.
It appears that large number of clusters were grouped together. This indicates that
some type of coarsening is occurring at room temperature in the doped material as
function of time.

Optical Characteristics of Cr+2 Doped ZnSe Crystals

Optical characterization was performed by exposing the crystal surface using He-Ne
laser to different laser wavelengths at room temperature. Figure 7 shows Raman scat-
tering of Cr-doped bulk crystal sample. The observed transverse (TO) and longitu-
dinal (LO) peaks at 233.1 and 279 cm−1 (small peak) for the x-axis (first order) polar-
ization Raman peaks are slightly shifted relative to pure ZnSe peaks [2, 4]. Further
studies using a longpass filter that can efficiently transmit lower than 160 cm−1 may
provide more information on peaks close to the excitation wavelength.

Figure 8 shows the results of fluorescence spectroscopy of the Cr-ZnSe crystal.
In some parts of the crystal, we observed slight shifts in the maximum peak. This
shift may be due to the segregation effects causing variation in the solute (chromium)
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Fig. 9 Absorption characteristics of post capped Cr-ZnSe nanoparticles

concentration in the sample. Crystals showed emission around 618 nm, but different
excitation showed change in intensity. We observed some weaker peaks at 687 and
767 nm wavelength also. Data on Cr-doped ZnSe were taken with excitation wave-
lengths at 850, 860, 870, and 880 nmwith a 645 nm filter, and there were slight shifts
in peaks [4] with different excitation wavelengths.

Spectral Characteristics

The absorption curve for the Cr-ZnSe nanoparticles is shown in Fig. 9. Although the
direct bandgap of the bulk ZnSewas observed approximately 2.7 eV, the cutoff wave-
length for Cr-ZnSe nanoparticle observed in Fig. 9 indicates a bandgap of 3.8 eV. This
indicates that synthesized nanoparticles had a significantly large bandgap compared
to the chromium doped or sulfur doped bulk ZnSe crystals. The fluorescence spectra
of pureZnSe andCr-ZnSe reduced temperature synthesized nanoparticleswere deter-
mined at room temperature. Fluorescence was induced for the nanoparticles in solu-
tion using 280 nm wavelength excitation source. Both doped and undoped samples
showed high intensity peaks around 336 nm. This value is much higher than Cr-
ZnSe bulk crystal [4], where scattering was at 233 and a weak peak at 279 cm−1.
The positions of peaks in Figs. 10 and 11 are closer to 390 and 420 nm closed
to that observed for the bulk Cr-ZnSe. A sharp scattering peak in the lower wave-
length region (<350 nm) is indicative of scattering through monodispersed particle.
Small splitting and peaks may indicate size dependent scattering. The shift of flores-
cence peaks and absorption spectra may be due to stokes shift. In addition, the small
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shoulder peaks observed in each case can be attributed to the size variation of sizes
and different trap sites.

It appears that in case of nanoparticles in solvent, the solvation cage along with
agglomeration may cause new set of bands to appear. The rearrangement energy
for potentially broad structures changes with particle size and degree of solvation
rearrangement difficultymay cause changes in electrical energies (bandgap) allowing
different transitions and thus new bands.

In case of chromium, doped sample intensity at 380 nm was at least one order
(X-axis scale is different) of magnitude higher. Although themechanism of increased
intensity is not clear, we expect the difference of one order of magnitude intensity
may be due to the residual impurities in the solvent and source materials. Since
CrCl3 solution was used during the synthesis for doping, the residual HCl may have
contained dissolved residual impurities and may be the reason for higher intensity.

Summary

Nanocrystals of chromium doped ZnSe were synthesized and characterized. The
synthesis of nanoparticles of the pure and doped ZnSe was carried out using zinc
acetate and sodium selenite. A capping agent was used to avoid agglomeration of
particles. The pre-addition of capping agent before crystallization of ZnSe produced
significantly lower clustering of nanoparticles and inhibited formation of needles and
plates. Optical characterization including absorption, fluorescence, and morphology
were determined to determine the effect of doping and size on the performance of
material. Both pure andCr-dopedZnSe nanoparticles showed amuch higher bandgap
compared to that of bulk ZnSe. The doped Cr-ZnSe nano particles showed order of
magnitude higher emission intensity compared to pure ZnSe nanoparticles.
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Characterisation and Techno-Economics
of a Process to Recover Value
from E-waste Materials

Md Khairul Islam, Nawshad Haque, and Michael A. Somerville

Abstract Printed circuit boards, collected from Bangladesh, were melted to deter-
mine the proportion of metal, ceramic and volatile components. The concentration
and amount of valuable elements in the e-waste were calculated from the analysis of
the metal and ceramic phases. This information was used to design a simple three-
stage process to recover the valuable components. The stages included smelting,
electrorefining of a copper rich anode and melting of anode slimes and reduction of
a tin rich slag. In this process, copper would be recovered as a high purity cathode,
silver and gold recovered as a preciousmetal bullion from the processed anode slimes
and tin recovered from the reduction of tin rich slag. A flowsheet simulation of this
process was used to estimate the size of unit operations and process streams. Capital
costs of the process situated in Bangladesh were estimated based on the equipment
required and included capital on-costs. Operating costs were estimated from power,
labour and consumables required as well as operating factors such as maintenance
and administration. Cash inputs to the process were estimated from the value of
product streams. The preliminary financial viability of the process was estimated,
and net present value and internal rate of return are determined.

Keywords E-waste · Value recovery · Operating costs · Capital costs · Smelter

Introduction

The sustainable treatment of e-waste is a growing problem throughout the world.
Ideally a commercially and technically viable processwould remove hazardousmate-
rials from waste processing systems while at the same time extract the embedded

M. K. Islam · N. Haque (B) · M. A. Somerville
CSIRO Mineral Resources, Private Bag 10, Clayton South, VIC 3169, Australia
e-mail: nawshad.haque@csiro.au

M. K. Islam
Bangladesh Council of Scientific and Industrial Research (BCSIR), IMMM, Joypurhat 5900,
Bangladesh

© The Minerals, Metals & Materials Society 2021
TMS 2021 150th Annual Meeting & Exhibition Supplemental Proceedings,
The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-030-65261-6_88

995

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65261-6_88&domain=pdf
mailto:nawshad.haque@csiro.au
https://doi.org/10.1007/978-3-030-65261-6_88


996 M. K. Islam et al.

value in e-waste materials which could pay for the treatment and provide a financial
return to the e-waste processor.

Although many e-waste treatment processes have been proposed or tested,
possibly the only commercially successful route is through a primary metal smelter
[1]. In this option, the valuable components can be recovered in conventional metal-
lurgical circuits, the plastic components can be combusted and the heat used as
a supplementary fuel and the inorganic components can be fixed in the primary
smelting slag. However, in many parts of the world, this is not possible because a
primary smelter is removed from large population centres or is not present in the
country.

Bangladesh is a small countrywith a high population density butwithout a primary
metal smelter. Bangladesh suffers from a growing problem of e-waste generation and
disposal. A possible solution could be a small-scale smelting-based process to extract
value from e-waste at the local level. Work at CSIRO has attempted to establish the
commercial feasibility of such a process.

In this study, samples of mobile phone printed circuit boards (PCBs) from
Bangladesh were collected. The work entailed three main stages including e-waste
characterisation, flowsheet modelling of a process to extract value from the e-
waste materials and a preliminary techno-economic study of the proposed treatment
process.

E-waste Generation in Bangladesh and Characterisation

Bangladesh is a developing country with a population of around 170 million with
a very high population density. Around 2.7 million tonnes of e-waste are gener-
ated every year in Bangladesh, including almost 2.2 million tonnes from ship
breaking yards. The second highest e-waste generation comes from television sets
(0.182 million tonnes) [2]. These are mostly from developed countries through
transboundary transport. However, internal generation of e-waste is not small and
is growing. Over the last 10 years, the Bangladesh IT sector generated around
35,000 metric tonnes of e-waste. More than 500,000 computers were in use in 2004
and this number has been growing at 11.4% annually [2]. The number of mobile
phones disposed into the waste stream every year was estimated by a group of
researchers. They followed the methodology of surveying metropolitan shopping
centres, repair and selling shops, taking interviews, analysing reports of the regula-
tory authorities and analysing the data of six mobile phone operators [3]. Around
990 m3 or 1125 tonnes of mobile phone -based e-waste was added to the stream each
year according to their report.
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Experimental

In this work, end-of-use (EOU) PCBs of mobile phones were collected from local
electronic repair shops in the Joypurhat district of northern Bangladesh. Most of the
phones were an early button type variety, while some were touch screen type just
before the emergence of more modern smartphones. The PCBs were categorised in
three types depending on their models and brand. The PCBs were physically cleaned
through air blowing before being manually cut into 2 × 3 cm pieces before being
further reduced in size to less than 1.5 mm using a rotary cutter.

The shredded PCB samples were mixed thoroughly. Melting and then phase sepa-
ration of the PCBs were performed in two stages. Firstly, to remove most of the
organic material in the PCB, a weighed quantity of sample was placed in an alumina
crucible and put into a kiln type furnace which is equipped with a fume extraction
and scrubbing system. In this stage, the e-waste sample was heated to 600 °C at a rate
of 5 °C/min, held at temperature for 2 h before being cooled to room temperature.

The calcined PCBs were mixed with 30% by weight of borax as a fluxing agent.
An alumina crucible was filled with pre-treated e-waste sample, fluxing agent and
charcoal. 10 wt% of fine charcoal powder, derived from eucalypt red gum, was added
and the top of the crucible was covered by some small charcoal lumps. Charcoal was
used to maintain a reducing environment to protect the metallic components from
oxidation. The crucible was placed inside a muffle furnace for melting. The furnace
was heated to 1200 °Cat a heating rate of 180°C/h, held at temperature for 2 h and then
cooled to room temperature in situ. The crucible was then taken out of the furnace,
and the metal and slag phases were separated and weighed. Representative samples
of each phase were collected for analysis. The proportion of metallic, inorganic and
organicmatter was calculated through themass loss in the two-stagemelting process.

During this process, the fume produced is likely to contain a high proportion of
volatile inorganic components such as zinc and lead oxides. Fume was not collected
for analysis.

The major and minor elemental components of the slag samples were deter-
mined by XRF analysis. Finely ground samples were fused with lithium metabo-
rate/tetraborate flux and the resulting glass disks were analysed using a Bruker S8
Tiger WD-XRF system. Samples of the metal alloy were digested in a mixture of
bromine, nitric, hydrofluoric and perchloric acids. The solutions were diluted and
analysed using an ICP-OES apparatus. The analysis of trace elements in the slag and
metal samples was determined using an Agilent 7700 ICP-MS apparatus.

Results and Discussion

Table 1 shows the calculated proportion of metals, inorganic and organic matters in
the PCBs. The proportion of metal components was determined from the amount
of alloy collected. The amount of organic matter was estimated from the mass loss
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Table 1 Proportion of three major constituents in mobile phone PCBs

PCB type Metal phase (wt%) Inorganic (wt%) Organic matter (wt%)

Button type-1 30.3 47.4 22.3

Button type-2 30.7 45.0 24.3

Touchscreen type 28.2 42.7 29.1

after the pyrolysis and melting procedures and the amount of inorganic components
was calculated by difference. The results clearly show that the range of variation in
the phases of the three types of PCBs is small. The average metal portion is around
30%, inorganic around 45% while the organic matter comprises 25% of the total
PCB mass.

The results in Table 1 agree broadly with the results of Takanori et al. [4] who
found approximately 30%metallic material (copper in circuitry; tin, iron and lead in
the soldering and lead frames; gold, silver and palladium in the integrated circuits),
approximately 40% organic resin materials, and about 30% glass materials used as
resin reinforcing fibres in the e-waste).

The concentration of major components in the metal phase is shown in Table 2.
Copper is the most abundant element, ranging from around 81 to 84%. Tin is the
second highest constituent metal at about 6 wt%. Iron and nickel each constitute
around 3%. The silver content was quite high, at greater than 0.3%, which may be
significant in terms of monetary value. Other metals include zinc (0.21–0.57%) and
lead (0.56–0.81%). The gold content varied between 28 and 40 ppm with an average
of about 32 ppm.

The composition of the slag phase expressed in terms of oxides is shown inTable 3.
It is seen that the slag composition for the three types of mobile phone PCBs are
close except for some variation of B2O3 in case of button type-2 and in the sum

Table 2 Concentration of major components in the metal phase (wt%)

Element Button type-1 Button type-2 Touchscreen
type

Average in the
metal phase

Average in
PCBs

Ag 0.32 0.36 0.35 0.34 0.10

Cu 83.7 81.7 84.4 83.3 25.0

Fe 3.10 3.30 3.9 3.4 1.02

Ni 3.40 3.30 3.7 3.5 1.05

Pb 0.81 0.75 0.56 0.71 0.21

Sn 6.00 6.40 5.8 6.06 1.82

Zn 0.50 0.21 0.57 0.43 0.13

Au (ppm) 40.5 28.5 28.0 32.3 9.69

Othersa 2.09 4.18 0.7 2.32 0.70

aOther metals were calculated by difference
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Table 3 Composition of
major and minor components
of the slag phase (wt%)

Oxides Button type-1 Button type-2 Touchscreen type

B2O3 21.7 28.5 20.0

SiO2 28.2 28.5 25.2

Al2O3 15.5 15.0 9.68

CaO 9.74 9.67 8.51

CuO 2.96 3.01 4.01

Na2O 8.65 8.54 7.99

TiO2 0.81 0.94 0.92

Fe2O3 1.01 0.89 1.88

SnO2 0.38 0.38 0.62

Cr2O3 0.40 0.64 0.50

PbO 0.127 0.131 0.130

NiO 0.077 0.081 0.191

ZnO 0.061 0.055 0.219

Others 10.30 3.66 20.15

of the others. Silica (SiO2) and alumina (Al2O3) are the major inorganic compo-
nents comprising around 28 and 15%. The main source of these species would be
the ceramic components of the PCBs. Another source of SiO2 could be the silicon
used in the integrated circuit components of the PCBs. During the high tempera-
ture processing steps, the silicon would be oxidised to silica. Despite the reducing
atmosphere inside the crucible, a small portion of copper and tin was oxidised and
reported to the slag.

Process Simulation

Process modelling of the proposed e-waste value recovery process was performed
using the flowsheet simulation module of HSC Chemistry (version 10). The process
is illustrated schematically in Fig. 1. Four unit operations are shown. In the first
operation (e-waste smelter), the shredded e-waste material is smelted to produce
a slag, alloy and gas streams. The alloy stream is basically a copper alloy which
is refined in the second operation (electrorefiner). Products from this operation are
high purity cathode copper and anode slimes. In addition, an electrolyte stream is
also produced. All the silver and gold in the alloy report to the anode slimes. The
third operation is an anode slimes melter in which silver and gold alloy is produced.
The residue, called tin slag, is reduced in the fourth operation to produce tin bullion
and a reduced slag which is recycled to the e-waste smelter. The third and fourth
operations could be performed in a single furnace using a two-stage batch operation,
i.e. melting and tapping of the silver alloy followed by reduction of the remaining
slag. Hence, the valuable products from this process are cathode copper, silver/gold
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Fig. 1 Schematic diagram of the e-waste value recovery process

alloy and tin bullion. Other outputs include smelter slag and electrolyte which also
may have some value. Each of the four operations also produce a process gas. Inputs
to the process are e-waste, borax flux, sulphuric acid and char.

In modelling the e-waste value recovery process many assumptions on the
deportment of elements were made.

E-waste Smelter

• The composition of the e-waste feed was calculated from the composition and
amount of each component of the alloy and slag phases. These components were
normalised to give the e-waste composition. The plastics composition was repre-
sented by carbon only for simplicity as any contained hydrogen would be lost in
the volatiles when the e-waste was heated.

• Borax fluxing was 30% of feed on a dry basis.
• Air was added to the smelter to combust the carbon. The CO/CO2 ratio in the

exhaust gas was controlled by the smelter heat balance.
• The distribution of elements to the alloy and slag phases was determined based

on the results of the experimental work.
• All the silica, alumina and lime in the e-waste reports to the slag stream.

Electro-refiner

• Air input was required to create the oxide or sulphate components of the anode
slimes. The amount of air was calculated based on the exhaust gas containing zero
oxygen.

• In the electrolyte, Pb forms PbSO4, Sn forms SnO2, Fe forms Fe2O3 and Cu forms
CuSO4.
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• Sulphuric acid input is 98% H2SO4.
• The distribution of elements between slimes, cathode copper and electrolyte was

assumed to be the same as in conventional copper electrorefining [5].
• Acid requirements are based on an electrolyte bleed rate of 0.1 m3/t of copper and

an electrolyte containing 160 g/L H2SO4.

Slimes Melter

• An air input is required to allow for an output gas stream containing SO2 and O2

produced from the decomposition of sulphates in the slimes.
• All the silver and gold in the slimes report to the silver alloy along with 5% of the

copper and tin and 1% of the lead, iron and nickel.

Tin Reducer

• Char addition was calculated at about 68% greater than stoichiometric require-
ments to reduce the SnO2 to tin metal.

• Air input is controlled to combust the added char to give a CO to CO2 ratio of 1.0
with zero oxygen in exhaust gas.

• 95% of input tin, 80% of copper and 10% of iron, nickel, zinc and lead report to
the tin bullion.

• Char is 100% carbon.

The e-waste process simulation was based on a yearly treatment rate of
1000 tonnes. The size of the condensed streams in kg/h andgas streams inNm3/hwere
calculated using the process simulation flowsheet module within the HSC Chemistry
10 package. The calculated flow of the various process streams, illustrated in Fig. 1,
is contained in Tables 4, 5, 6 and 7.

Table 4 Mass and volume
flow of the e-waste smelter

Inputs Outputs

E-waste 500 kg/h Slag 311.1 kg/h

Borax flux 150 kg/h Alloy 188.7 kg/h

Recycled tin slag 5.19 kg/h Process gas 2503.9 Nm3/h

Air 2500 Nm3/h
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Table 5 Mass and volume
flow of the electrorefiner

Inputs Outputs

Alloy 118.7 kg/h Cathode copper 157.2 kg/h

Sulphuric acid 2.56 kg/h Anode slimes 22.24 kg/k

Air 11.86 Nm3/h Electrolyte 15.29 kg/h

Process gas 9.37 Nm3/h

Table 6 Mass and volume
flow of the slimes melter

Inputs Outputs

Anode slimes 22.38 kg/h Silver alloy 0.65 kg/h

Air 1 m3/h Tin slag 19.96 kg/h

Process gas 1.74 Nm3/h

Table 7 Mass and volume
flow of the tin reducer

Inputs Outputs

Tin slag 19.96 kg/h Tin bullion 11.70 kg/h

Char 2 kg/h Tin reducer slag 5.19 kg/h

Air 3.10 Nm3/h Process gas 6.18 m3/h

Techno-Economic Assessment

The cost of processing1000 t/y of e-waste inBangladeshwas calculated by estimating
the capital and operating costs of the three unit operations in the flowsheet shown in
Fig. 1. All costs are expressed in US dollars.

Capital costs were calculated from the size of principal equipment required for
each stage and included indirect cost factors, EPCM (engineering, procurement,
construction and management) factors and a 30% contingency. Operating costs were
based on estimates of electricity, labour, reagents and industrial consumables for each
operation. In addition, factors for maintenance and contingency were also included.

Table 8 summarises the capital and operating costs. The most expensive capital
equipment costs were for the electrorefiner plant at $330,700 followed by the e-waste
smelter at $226,000 and the slime smelter at $196,800. Total capital costs including
all associated installation factors into consideration would be $3.9 M.

The operating costs have been expressed as $/t of input material for the different
operations. The most expensive plant to operate was the e-waste smelter at about
$200,000 per year. The electrorefiner and slimes melter plant were estimated to cost
$36,313 and $34,953 per year, respectively. The total operating costwas $272,065 per
year which is equivalent to $272/tonne of e-waste. Including end-of-mobile phone
buy-back ($654/t) this operating costwould be $926/t. Including other fixed operating
cost (e.g. contribution of capital on the operating cost), the total operating is estimated
to be $1784/t of e-waste processed.
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Table 8 Summary of capital for the e-waste value recovery process

Capital cost items Basis Cost (AU$M ex. GST)

E-waste smelter Based on capacity 226,000

Electrorefiner Based on capacity 330,700

Slimes smelter Based on capacity 196,800

Equipment purchase cost EPC (3 equipment) 754,000

Freight 10% of EPC 75,000

Direct equipment cost (DEC) EPC + freight 829,000

Installation 45% of (DEC) 373,000

Instrumentation 25% of (DEC) 207,000

Minor piping 16% of (EPC) 121,000

Structural 15% of (EPC) 113,000

Electrical 25% of (DEC) 207,000

Buildings 25% of (EPC) 188,000

Yard improvements 15% of (EPC) 113,000

Service facilities 40% of (EPC) 301,000

HSE functions 10% of (EPC) 75,000

Total indirect costs

Land 5% of (DEC) 41,000

Engineering supervision 50% of (DEC) 414,000

Legal expenses 4% of (DEC) 33,000

Construction expenses 40% of (DEC) 332,000

Working capital 15% of (direct plant cost + total indirect
cost)

502,000

Total capital (ex. GST) 3,900,000

The detail itemised operating cost per tonne of e-waste processing is shown in
Table 9.

Possible revenue from the recovery process includes the value of metal products
cathode copper, tin bullion and the silver/gold alloy. There may also be some value
attached to the smelter slagwhich contains rare earthmetals and otherminor elements
such as tantalum and indium. The electrolyte bleed streammay also contain valuable
chemicals which could be recovered. In the financial evaluation of the process, only
the value contained in the copper, tin and silver/gold alloy was considered.

The cathode copper was assumed to be high purity with a value of $5.95/kg [6].
Tin was assumed to be produced at a grade of 96% with the major impurity being
lead (4%). The value of the tin was priced at $19.1/kg which is an average of the
metal price in 2018 [6]. Value calculations assumed that only 95% of the amount of
copper and tin is paid due to refining and purchasing costs.

Selling silver and gold alloys to the Perth mint attracts a treatment charge of
35 cents/oz or about $12.37/kg. In addition, only 99% of the silver and 99.9%
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Table 9 Summary of operating costs for e-waste processing

Item Total cost ($/y) Amount used Price per unit (US$)

Raw materials

End-of-life phone delivered
to plant

654,000 1000 t $654/t waste mobile

Char 179,000 0.89 t char/t feed $200/t char

Reagent, acid 47,000 134 kg/t $350/t

Fluxes 50,000 0.1 t flux/t feed $500/t flux

Utilities

Electricity 233,000 2457 kWh/t $0.095/kWh

Natural gas 3750 0.5 GJ/t $7.5/GJ

Water 3000 1 kL/t $3/kL

Total fixed charges Assumptions

Labour 75,000 49.9 man-hour/t feed $1.5/man hour

Maintenance and repairs 192,542 5% of total capital cost NA

Operating supplies 38,508 1% of total capital cost NA

Taxes (property) 77,017 2% of total capital cost NA

Insurance 38,508 1% of total capital cost NA

Cost of capital

Interest on capital 192,542 5% of total capital cost NA

Total product cost 1,783,867

Operating cost per tonne of
product (US$/t)

1784

of the gold is paid. The value of silver and gold was assumed to be $457/kg and
$38,790/kg, respectively [6]. Table 10 shows the amount of each metal, the metal
price and net metal value. In addition, the precious metal treatment charge amounts
to $16,047 which brings the nominal value to $3,216,956. This amount is equivalent
to $3217/tonne of e-waste.

The potential profit of the proposed process was estimated based on the capital
cost, operating cost and value of the copper, tin, gold and silver contained in the

Table 10 Amount and value of metals contained in the e-waste materials

Metal Amount
kg/h

Amount t/y Recovered
amount

Purity % Net amount
kg/y

Price $/kg Nominal
value $

Cu 157.2 314,400 298,680 99.99 298,650 5.95 1,776,968

Sn 11.7 23,400 22,230 96 21,340 19.1 407,609

Ag 0.65 1300 98.6 1268 457 579,924

Au 0.65 1300 0.93 12.078 38,790 468,502

Total 3,233,004
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original material. Costs associated with the collection and transportation of the e-
waste from different locations of the country to the plant were assumed at $654 per
tonne of feed. The total capital cost of the process is $3,900,000 (USD) and the
operating cost per tonne of e-waste feed is $1784 (USD).

Possible revenue from ancillary equipment such as the mobile phone body, plas-
tics, speaker, electronic chips mounted on the PCBs and other components has
been omitted. In addition, the potential value embedded in the slag phase and
electrorefining electrolyte has also been omitted from these calculations.

The net profit of the operation is given by Eq. (1). The minimum amount of PCBs
which need to be processed to recover the capital costs is found by dividing the
capital costs by the net profit (Eq. 2). The payback time is given by dividing the
minimum processing amount by the plant processing rate (1000 t/y) (Eq. 3).

Net profit ($/t) = Revenue ($/t)− operating costs ($/t)− collection costs ($/t) (1)

Minimumprocessing amount (t) = capital costs ($)

net profit ($/t)
(2)

Payback time (y) = minimumprocessing amount (t)

plant processing rate (t/y)
(3)

The net profit is $1449/tonne (3233–1784), the minimum processing amount is
2692 tonnes (3,900,000 ÷ 1449) and the operating time required to simple payback
of the capital cost is 2.7 years (2692 ÷ 1000). If it is assumed 95% value in the
alloy is recoverable (e.g. $3071), with a cash-flow analysis, it was found that the
net present value (NPV) can be $4.1 M, internal rate of return can be 23.3% and a
discounted payback period is expected to be just over 5 years.

Conclusions

A simple process to treat and extract value from e-waste materials in Bangladesh
was shown to be potentially feasible. A melting and analysis characterisation of
collected PCB materials showed a metal phase could be produced which contained
83% copper, 6% tin, 0.34% silver and 32.2 ppm gold. A three-stage process was
devised to extract cathode copper, a silver/gold alloy and tin bullion as valuable
products. The capital costs of the process were estimated to be $3.9 M and operating
costs to be $1784/t of e-waste. For a plant to process 500 kg/h of PCB, the possible
revenue was $3.2 M/year. Such a process could generate a net profit of $1449/tonne
and would take 2.7 years to pay back the capital using simple equation. However,
using a discounted cashflow analysis, the estimated NPV is likely to be over $4.1 M,
with IRR of 23.3% and a payback of over 5 years. Further sensitivity assessment of
the input variables is recommended.
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Computational Modeling of Current
Density Distribution and Secondary
Resistances for Aluminum
Electrorefining in Ionic Liquids

M. K. Nahian, Y. Peng, L. Nastac, and R. G. Reddy

Abstract A numerical model was developed to simulate the current density distri-
bution and secondary resistances for the aluminum electrorefining process from the
room temperature ionic liquid (RTIL) consisting of 1-butyl-3-methylimidazolium
chloride and aluminum chloride with the molar ratio of 2:1 (AlCl3: BMIC). The
materials and geometry were created based on the experimental parameters. The
current density distribution was calculated via simulation. The effects of applied
voltage, temperature, composition of the electrolyte, and the surface roughness of
cathode on the secondary resistances were investigated in this research. It was found
that the summationof contact and charge transfer resistance decreaseswith increasing
the potential and the temperature as well as decreasing the surface roughness.

Keywords Process modeling and simulation · Ionic liquid · BMIC

Introduction

Industrial methods for producing aluminum require higher temperatures, which
consume not only higher energy, but also are non-eco-friendly [1]. In recent years,
room temperature ionic liquids (RTILs),whichmelt below100 °C are showing a great
promise to electrodeposit aluminum in a greenway at low temperatures. A mixture
of imidazolium chloride-based ionic liquid such as 1-butyl-3-methylimidazolium
chloride (BMIC) and aluminum chloride exhibit adherent, dendrite free deposition
with high purity during aluminum electrorefining and electrowinning [2–4]. Several
modelings have been developed to simulate the various type of cell conditions. Zhang
and Reddy developed a mathematical 3-D model to forecast the current distribution,
electric field distribution, fluid flow, and concentration for near room-temperature
aluminum electrowinning cell using Ansys (paired with FLOTRAN and EMAG) and
Ansys CFX programs [5, 6]. In this research, a model is developed to predict the
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current density distribution and secondary resistances for Al electrodeposition by
using Ansys Fluent program. The electrolyte was an eutectic mixture of 1-butyl-3-
methylimidazolium chloride (BMIC) and aluminum chloride (AlCl3) in 1:2 (BMIC:
AlCl3) molar ratio where the anode is aluminum and the cathode is copper. Experi-
mental data was used to calculate the contact resistance and investigate the electric
potential distribution. This CFD software offers superior quality meshing, essential
models for species transfer, electric potentials, fluid flow, heat transfer, solution accu-
racy, computational speed (allowing for parallel computations via domain decompo-
sition), facilitating the implementation of complex boundary conditions and source
terms via user-defined functions (UDF). This modeling study has five targets: 1.
Analyzing the geometry and mesh of the model; 2. Analyzing the parameters on
the boundary conditions; 3. Determining the properties of electrolyte and electrodes,
such as density, viscosity, and electrical conductivity; 4. Calculating the contact resis-
tance using experimental current density data; 5. Simulating the potential distribution
on the electrodes and electrolyte.

Current density distribution plays an important role in the morphology of the
deposition. Due to the geometry of the system, conductivity of cell component activa-
tion overpotential, diffusion overpotential and hydrodynamics of electrolyte, current
density deviates in the different points of the electrode [7].An accurate current density
profile is possible to predict by using Ansys’s Fluent modeling, which can help to
estimate the electrodeposition morphology. If we consider the electrochemical cell
as a simple electric circuit, we may define the current and potential in this way,

I = U

Rs + Re + Rc + Rct

where U is the electric potential, Rs is the resistance of solution, Re is the resistance
of the electrode, Rc is contact resistance between electrode and electrolyte, and Rct is
reaction resistance or charge-transfer resistance. Normally, solution resistanceRs and
electrode resistance Re contribute much more total resistance. So here, we consider
contact resistance Rc and charge-transfer resistance Rct as secondary resistances.
Resistance at the interface between electrode and electrolytes plays an important role
in the current density. Although the studies on this contact resistance have been done
on energy storage systems, contact resistance studies on the electrodepositionmethod
is rarely found [8–10].When an electron transfers from the electrode to the electrolyte
(or vice versa), it has to overcome the charge-transfer resistance. Conductivities of
the solution were investigated in a previous study [11], and resistances of electrode
materialswere chosen from themodeling software.However,Rc andRct are necessary
to be defined in the present work. Also, Rc is attributed to contacting interface of
electrode and electrolyte, andRct is related to reaction, temperature, potential, as well
as the concentration of reacted species. Therefore, the effect of temperature, potential,
the concentration of Al species, type of ionic liquid, and surface morphology on
secondary resistances are studied in the present work.
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Process Modeling

The geometry of the electrochemical cell was developed by using the experimental
cell dimensions. The diameter and height of the cylinder were 4 and 3 cm, respec-
tively. The dimensions of the cathode electrode (Cu) were 1.5 × 1.5 × 0.1 cm, and
the dimensions of the anode electrode (Al) were 1.5 × 1.5 × 0.15 cm. The distance
between the two electrodes is 2.3 cm. One small cylinder with 0.5 cm height and
1 cm diameter was created at the bottom as a stirrer. All the above parameters are
corresponding to the practical experiment. Then, a mesh with a good aspect ratio and
skewness was established. The domain was filled with 1:2 mol ratio of BMIC-AlCl3
as an ionic liquid electrolyte. Figure 1 shows the geometry and mesh of the model.

The quality of the geometry and mesh are listed in Table 1.
We selected the “Electrical potential” model. The steady-state and incompressible

flow was assumed. And, the methods and equations used in this model are listed in
Eqs. (1–9). In general, the electric field E can be written as:

E = −�ϕ − ∂A

∂t
(1)

where ϕ and A are the scalar potential and vector potential.

Fig. 1 Model geometry and mesh. (Color figure online)

Table 1 Geometry and mesh
data

Geometry data Mesh data

Cylinder: diameter 4 cm and height 3 cm Cells: 157,286

Cathode (Cu): 1.5 × 1.5 × 0.1 cm
Anode (Al): Al: 1.5 × 1.5 × 0.15 cm

Nodes: 48,943
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Ohm’s law can be described as:

j = σ E (2)

Here, j = current density, σ = electrical conductivity of media. If U = velocity
field and B = magnetic field, it also can be written as:

j = σ(E +U × B) (3)

As in the steady-state,

∂A

∂t
= 0 (4)

Ohm’s law can be written as:

j = σ(−�ϕ + (U × B)) (5)

For sufficiently conducting media, the principle of conservation of electric charge
gives:

∇ · j = 0 (6)

Therefore,

∇2ϕ = ∇(U × B) (7)

The potential on the boundary can be defined as:

∂ϕ

∂n
= (B ×U )boundary · n (8)

where n = vector normal to the boundary, and

ϕ = ϕ0 (9)

ϕ0 is a specific potential on the boundary.
Properties of the electrolytewere defined,which is fromour previous experimental

results [11]. Properties of the anode (Al) and the cathode (Cu) were built-in with the
software.

After defining the properties of the electrolyte, thermal and potential conditions
and values of those boundaries were set rational and compared to the real experiment.
For the final calculation process, we chose solution methods, such as Gauss–Seidel
or ILU methods, set reference and initialization values.
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Results and Discussion

Current Density Distribution

The vector of the electric current density magnitude is shown in Figs. 2 and 3. In
this case we considered, applied Voltage = 1.5 V, distance of electrodes = 2.3 cm,
Stirring speed = 12.57 rad/s (120 rpm). Viscosity and electrical conductivity of the
electrolyte at 100°C were used. Contact resistance at cathode and anode were both
set as 0 ohm-m2 for the first simulation.

As shown in Figs. 2 and 3, the current density is larger at the bottom and edge
of the Cu electrode. That might be one of the reasons for the easy formation of Al
dendrite at the bottom and the edge parts of the electrode [11]. Also, the backside of
the Cu electrode, which is face to the beaker boundary, has a lower current density
than the front side. That is why there is more deposition at the front side than the
backside of the electrode in the experiment.

Fig. 2 Distribution of electric current density in the X–Z plane (left side is Cu cathode and right
side is Al anode). (Color figure online)
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Fig. 3 Distribution of electric current density in the X–Y plane, 0.005 m from the top of the ionic
liquid (left side is Cu cathode and the right side is Al anode). (Color figure online)

Calculation of Secondary Resistances (Rc + Rct)

In this modeling approach, we calculated Rc + Rct based on the experimental current
density as a function of applied potential, temperature, and surface roughness. In
Table 2, the Rc + Rct was given for different applied potential values (Deposition
temperature: 100°C; stirring rate: 120 rpm; deposition time: 2 h; surface roughness
of Cu electrode: 543.1 ± 59.7 nm; electrode distance: 23 mm; electrolyte BMIC:
AlCl3 at a molar ratio of 1: 2).

The relationship betweenRc +Rct and the temperaturewas also simulated. During
the simulation, a variation of temperature has changed the conductivity and viscosity

Table 2 Rc + Rct as a
function of the applied
potential

Applied potential
(V)

Experimental
current density
(A m−2) [12]

Rc + Rct (ohm·m2)

1 160.1 0.0172

1.25 272.8 0.0138

1.5 357.6 0.0131

1.75 420.6 0.0128
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Table 3 Secondary resistances as a function of temperature

Temperature (°C) Conductivity (S
m−1) [our
previous work]

Viscosity
(kg m−1 s−1)
[13]

Experimental
current density
(A m−2) [12]

Rc + Rct
(ohm·m2)

80 2.36 0.0078 167.5 0.023

90 2.73 0.0061 291.3 0.0155

100 3.11 0.00485 396.7 0.012

110 3.34 0.0045 481.7 0.0101

Table 4 Rc + Rct as a function of surface roughness

The arithmetical average surface
roughness of Cu cathode: Ra (nm)

Experimental current density
(A m−2) [12]

Rc + Rct (ohm·m2)

543.1 ± 59.7 (320 G) 396.7 0.012

126.7 ± 24.7 (600 G) 419.7 0.0115

78.6 ± 16.4 (800 G) 498.1 0.0101

46.2 ± 8.2 (1200 G) 534.8 0.0095

23.3 ± 4.8 (mirror polishing) 654.6 0.0081

of the ionic liquid. Thus, we set the different conductivities and viscosities of ionic
liquid to simulate the secondary resistances at different temperatures.

The variables and results for the study of deposition temperature effect on Rc +
Rct are given below (stirring rate: 120 rpm; applied potential 1.5 V; deposition time:
2 h; surface roughness of Cu electrode: 543.1± 59.7 nm; electrode distance: 23 mm)
(Table 3).

The effect of cathode surface roughness as a function of Rc + Rct is given in
Table 4 (deposition temperature: 100 °C; stirring rate: 120 rpm; applied potential
1.5 V; deposition time: 2 h; electrode distance: 23 mm).

In the last part of the study, the effect of electrolyte composition was investigated.
The molar ratio of AlCl3 was changed to 1.4, 1.6, 1.8, and 2 where the molar ratio
of BMIMCl was fixed to 1. The Rc + Rct decreased with an increasing AlCl3 molar
ratio. With the increasing molar ratio of AlCl3, the concentration of Al2Cl7− ion
increases [14]. Al2Cl7 ion raises the electrical conductivity and reduces the viscosity
[15–17]. Because of this, Rc + Rct decreases. The values of secondary resistances
are listed in Table 5 (temperature: 100 °C; stirring rate: 120 rpm; applied potential
1.5 V; deposition time: 2 h; surface roughness of Cu electrode: 543.1 ± 59.7 nm;
electrode distance: 23 mm).

The correlation between these parameters and surface roughness is given in Fig. 4.
As shown in Fig. 4, the Rs + Rct decreased as applied potential and temperature

increased, while increased as surface roughness increased. On the other hand, the
redox reaction of Al species is easier to take place at higher potential, temperature,
and AlCl3 molar ratio as well as lower surface roughness. So, the contact resistance
response to change these variables is expected.
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Table 5 Rc + Rct as a function of AlCl3 molar ratio

Molar ratio of AlCl3 (molar ratio of
BMIMCl was fixed to 1)

Experimental current density
(A m−2) [12]

Rc + Rct (ohm·m2)

1.4 169.3 0.14

1.6 180.5 0.13

1.8 282.6 0.083

2 396.7 0.057
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Fig. 4 Variation of secondary resistances in the cell with a applied potential, b temperature,
c surface roughness, and d AlCl3 molar ratio

Conclusions

A 3-D numerical model of aluminum electrodeposition from chloroaluminate-based
electrolyte was developed in ANSYS Fluent. The potential distribution and contact
resistance in the electrochemical cell were determined. The result showed that elec-
trode potential is uniform in the electrodes. The contact resistance between the elec-
trode and electrolyte decreased with increasing applied voltage, temperature, and
AlCl3 molar ratio. In contrast, increasing surface roughness increased the contact
resistance.
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Conductivity of AlCl3-BMIC Ionic
Liquid Mixtures Containing TiCl4
at Different Temperatures and Molar
Ratios

M. K. Nahian, A. N. Ahmed, P. S. Shinde, and R. G. Reddy

Abstract The conductivity of the mixture of 1-butyl-3-methylimidazolium chlo-
ride (BMIC) ionic liquid with aluminum chloride (AlCl3) and titanium chloride
(TiCl4) are systematically investigated over a range of temperature (70–110 °C)
using the electrochemical impedance spectroscopy (EIS) method. The molar ratios
of the components are changed to study the effect of molar ratio on the conduc-
tivity. The conductivity data are plotted against temperature to check whether it
obeys the Arrhenius law. The activation energy and the density are calculated. The
conductivity of the solution increases with increasing temperature for every compo-
sition. For varying molar ratio, conductivity increases with increasing TiCl4 content
up to a certain composition then starts to decrease for each temperature. At room
temperature, density of the solution increases with increasing TiCl4 content in the
solution.

Keywords Conductivity · Ionic liquid · Titanium · Electrometallurgy

Introduction

Ionic liquids are gaining interest day by day due to their functional physical prop-
erties, for example, low vapor pressure, good electrical conductivity, exceptional
thermal stability, and wide electrochemical window [1–4]. Apart from these prop-
erties, ionic liquids are eco-friendly, which makes them a potential candidate as an
electrolyte in green electrodeposition and energy storage materials. The conduc-
tivity of the electrolyte plays a vital role in the deposition thickness, deposition
morphology, and current efficiency during the electrodeposition process [5]. Conduc-
tivity also represents the existence and concentration of the conducting ions. Several
research works have already been done on measuring the conductivity of various
ionic liquid systems [6–10]. Though many experiments have been done on titanium
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alloy electrodeposition using titanium tetrachloride (TiCl4) and ionic liquid solutions,
there is no report on the conductivity of these electrolyte systems. Electrochemical
impedance spectroscopy (EIS) has been applied widely for characterizing corrosion,
electroplating, and energy storage materials [11, 12]. A sinusoidal signal is passed
through the system, and the resulting Nyquist plot (imaginary versus real impedance)
is obtained. Resistance can be calculated from the following simple mathematical
expression.

ρ = l

RA

A is the effective current collector area, R is the solution resistivity, which can be
calculated from the Nyquist plot, l is the current carrier length, and ρ is the resistivity.
Conductivity (κ) is the reciprocal of this resistivity value. EIS method has been used
tomeasure the solid-state electrolyte [13, 14]. The conductivity of aluminumchloride
(AlCl3) and 1-butyl-3-methylimidazolium (BMIC) solution has been determined as
well by using conductivity meter and EIS. The data from these two sources are
comparable to each other. Lu et al. obtained the conductivity of 2.3 S/m for the
AlCl3 and BMIC solution at 2:1 molar ratio at 70 °C using a conductivity meter.
Whereas, Shinde et al. applied the EIS method to quantify it as 2.36 S/m for the
same temperature and molar ratio [10, 15]. The conductivity for other compositions
of AlCl3 and BMIC solution at different temperatures are also similarly reported.

Reddy et al. have studied the AlCl3-BMIC system extensively as an electrolyte
[16, 17]. This electrolyte shows great prospects in metal deposition. However, Ti-Al
alloys were obtained with relatively higher Ti content than other studies, an energy-
efficient way of pure Ti electrodeposition is still out of reach. The addition of TiCl4
in the AlCl3-BMIC system can be used for the electrowinning study of titanium.
Characterization of the physical and chemical properties of electrolytes displays a
wider view of the electrolysis system. This data can be used to not only resolve
the existing problems, but also for numerical modeling. In this article, we studied
the response of conductivity for variation in the temperature and molar ratio for
BMIC with AlCl3 and (TiCl4) system. The TiCl4 molar ratio in the solution was
varied as 0.08, 0.12, 0.16, and 0.32, whereas the molar ratio of BMIC to AlCl3
is fixed at 1:2. The temperature was varied from 70 to 110 °C at 10 °C intervals.
The activation energy for each solution composition was measured by applying the
Arrhenius equation. Physical properties such as density are the essential factors of the
3-Dmodeling of the electrolysis process as well as calculating the ion concentration.
We also reported the relationship between the density and the molar ratio of the
solution in this paper.
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Experimental Procedure

Materials

The AlCl3 (95%, HPLC), TiCl4 (99%) and BMIC (98%, HPLC) salt were collected
from Alfa Aesar, Beantown Chemical and Sigma-Aldrich respectively. The AlCl3
and BMIC (which were in powder form) were taken into a 50 ml beaker and sealed
with parafilm tape. After this, the solution was heated at a fixed temperature for
40 min. After 40 min, the required amount of liquid TiCl4 was added quickly to the
AlCl3 and BMIC mixture under argon gas. Again, this solution was stirred at a set
temperature by a magnetic stirrer for 20 min for homogenous mixing. In this way,
solutions with different molar ratios were prepared. The molar ratios of the AlCl3:
BMIC: TiCl4 was 2:1:0.08, 2:1:0.12, 2:1:0.16 and 2:1:0.32.

Electrical Conductivity Measurement

The electrical resistance of the solution was carried out using a VersaSTAT 3 (M-
100) potentiostat. Two nickel electrodes of identical dimensions were used in this
experiment. Here, the effective current collector surface area, which we considered
in our calculation, is the area of the working electrode in contact with the electrolyte.
Both the electrodeswere polishedwith 600grit silicon carbide abrasive paper,washed
with water, and then air-dried just before every experiment. These electrodes were
placed in a quartz cuvette. Electrodeswere attached to the oppositewall of the cuvette.
This cell was filled with the ionic liquid solution, and argon gas was purged to get rid
of air from the top surface of the solution. Subsequently, the cell was sealed by Teflon
tape. The whole system was put in an oil bath for uniform heating. The thermometer
was inserted in the oil bath to record the temperature. The cell was connected to
the potentiostat. The schematic representation of the experimental setup is shown in
Fig. 1.

After reaching the desired temperature, the temperature was fine-tuned. The
temperature of the ionic liquid was stabilized for at least 10–15 min. The applied
DC potential and the area of the electrode were fixed at 0.2 V and 144 mm2, respec-
tively. The amplitude of the sinusoidal wave was 10 mA, where the start frequency
was 100,000 Hz, and the end frequency was 1 Hz. The density of the solution was
measured by a labeled bottle. The weight of the dry bottle was recorded, and then
1.5 ml of the solution was poured into the bottle. The weight of the solution and
subsequently, the density of the solution was estimated at room temperature.
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Fig. 1 A schematic of the electrical conductivity measurement setup. (Color figure online)

Results and Discussion

All the conductivity data mentioned in this paper were taken during the heating of
the solution. The temperature of the solution was increased to 70 °C from room
temperature and after measuring the impedance value, the temperature was raised
to the next data point. Electrical conductivity data as a function of temperature (in
Kelvin scale) for the different molar ratios of the solute is given in Table 1.

The variation of electrical conductivity versus temperature for the different molar
ratios of AlCl3: BMIC: TiCl4 solutions are presented in Fig. 2. For comparison,
the conductivity data of AlCl3: BMIC (the molar ratio is 2:1) is also plotted from
literature data [10].

Table 1 Electrical conductivity of AlCl3: BMIC: TiCl4 ionic liquids for various temperatures and
molar ratios

Temperature
(K)

Conductivity (κ) for AlCl3: BMIC: TiCl4 with different molar ratios

2:1:0.0 (S/m)
[10]

2:1:0.08 (S/m) 2:1:0.12 (S/m) 2:1:0.16 (S/m) 2:1:0.32 (S/m)

343 1.96 ± 0.003 2.63 ± 0.002 2.75 ± 0.014 2.72 ± 0.019 2.49 ± 0.007

353 2.36 ± 0.006 2.99 ± 0.011 3.14 ± 0.002 3.01 ± 0.004 2.79 ± 0.011

363 2.73 ± 0.001 3.32 ± 0.007 3.49 ± 0.001 3.4 ± 0.009 3.18 ± 0.015

373 3.11 ± 0.013 3.61 ± 0.005 3.88 ± 0.033 3.76 ± 0.024 3.57 ± 0.083

383 3.34 ± 0.011 4.04 ± 0.012 4.15 ± 0.007 4.1 ± 0.043 3.74 ± 0.000
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Fig. 2 Conductivity versus temperature with varying concentrations of TiCl4 in AlCl3: BMIC:
TiCl4 system. (Color figure online)

With increasing temperature, the charge transfer rate increases and the viscosity
decreases. Viscosity has a direct effect on transport properties [18]. The mobility
of the ions increases with temperature in the liquid solution. Apart from this, high
temperature may be a probable cause of dissociation of molecules. Several reports
also find this behavior [18–20].

The plot of electrical conductivity versus molar ratio of the TiCl4 at different
temperatures is shown in Fig. 3. Conductivity at zero molar ratio of TiCl4 is taken
from the conductivity data of AlCl3: BMIC (2:1), which is equivalent to the AlCl3:
BMIC: TiCl4 system which has the molar ratio of 2:1:0, respectively.

From Fig. 3, the conductivity value increases up to the composition of 2:1:0.12
(AlCl3: BMIC: TiCl4) and decreases as the molar ratio increases for all temperatures.
This is likely due to the decrease in mobility of the ions causing significant decre-
ment in the viscosity [21]. Because of this, conductivity goes to the maximumwhere
the mobility of the charge carriers is maximum. After this threshold level, mobility
decreases and thus conductivity decreases. Tong et al. found that the self-diffusion
coefficient in lithium-ion-based ionic liquid solution increases up to a certain concen-
tration of lithium-ion and then drops [22]. The Arrhenius plot of the conductivity is
shown in Fig. 4.

The activation energy of each systemwas calculated from this plot, which is given
in Table 2.

The activation energy is the lowest energy required to occur a reaction. For elec-
tronic conductivity, it indicates the needed energy to jump an ion to a hole [23].
From the table, it can be found that the activation energy of AlCl3: BMIC: TiCl4
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Fig. 3 Plot of conductivity versus the molar ratios of TiCl4 (x) curves for AlCl3: BMIC: TiCl4
(2:1:x) at varying temperatures from 343 to 383 K. (Color figure online)

Fig. 4 Arrhenius plots of the conductivity for different AlCl3: BMIC: TiCl4 system. (Color figure
online)



Conductivity of AlCl3-BMIC Ionic Liquid Mixtures … 1023

Table 2 Activation energy
for different AlCl3: BMIC:
TiCl4 systems

AlCl3: BMIC: TiCl4
molar ratio

Slope Activation energy
(kJ/mol)

2:1:0 −769.0 ± 54.57 14.725 ± 1.044

2:1:0.08 −595.5 ± 17.15 11.402 ± 0.328

2:1:0.12 −595.2 ± 26.72 11.396 ± 0.511

2:1:0.16 −596.5 ± 12.84 11.421 ± 0.245

2:1:0.32 −606.4 ± 43.18 11.610 ± 0.826

Fig. 5 Plot of density versus
the molar ratio of TiCl4 (x),
for BMIC: AlCl3: TiCl4
(1:2:x) system measured at
room temperature. (Color
figure online)
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(2:1:0) solution is much higher than the other systems. As a result, the electrical
conductivity of AlCl3: BMIC: TiCl4 (2:1:0) solution is relatively lower. In the other
compositions, activations energies are very close and overlap with each other within
the standard deviation range. The plot of density versus different TiCl4 molar ratios
of the solution is shown in Fig. 5.

The density of 2:1 molar ratio of AlCl3: BMIC solution is 1.347 g/cc [24]. A
density of AlCl3:BMIC system increases with addition of TiCl4, and is higher (1.387
g/cc) for TiCl4 mole ratio of 0.32. So, with increasing the TiCl4 molar ratio in the
AlCl3: BMIC: TiCl4 solution, the density also increases, which agrees with our
findings.

Conclusions

The conductivity responsewith varying temperature andmolar ratio ofAlCl3: BMIC:
TiCl4 solution is reported. The effect of molar ratio on density is also presented.
Conductivity for each molar composition of the solution increased with temperature
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from 70 to 110 °C. However, the conductivity increased up to 2:1:0.12 molar ratio of
AlCl3: BMIC: TiCl4 solution. After this composition molar ratio, the conductivity
decreases with each temperature. Effect of TiCl4 on the electrical conductivity of
the AlCl3: BMIC mixture is remarkably higher compared to the conductivity data
of AlCl3: BMIC solution without TiCl4. There is a little difference between the
activation energy for a different composition. Nevertheless, the addition of TiCl4
reduces the activation energy for electrical conduction. The density of AlCl3: BMIC:
TiCl4 system increased with increasing TiCl4.
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Determination of Physico-Chemical
and Hardness Properties of Mullite Rich
Tailings from Density Separated Copper
Smelter Dust for Ceramic Application

D. O. Okanigbe, A. P. I. Popoola, and T. N. Makua

Abstract Aligning with the global goal of conservingmineral resources, it becomes
necessary to evaluate the potential ceramic application of mullite rich tailings from
density separated copper smelter dust (CSD). The aim was achieved by determining
the physico-chemical analyses and mechanical property of mullite rich tailings for
size fractions, chemical species, and hardness property, respectively. Screening test,
XRF analysis, and Vickers hardness test of spark plasma sintered samples at 700 °C,
800 °C, and 900 °C were methods used. Results, showed 309.475 g of total mass
(400.078 g) passed 53 μm sieve. Chemical analysis showed significant presence of
silica (36.6 wt.%) and alumina (28.4 wt.%) in tailings. While, the micro-hardness
results showed tailings sintered at 900 °C had the highest hardness value of 23.64HV;
presupposing increased sintering temperaturewill result in increasedmicro-hardness.
In conclusion, results show copper tailings can be used for high temperature ceramic
applications; thus,making theproposeddensity separation-hydrometallurgical-based
approach for treatment of CSD, a sustainable technology, with high chances of zero
waste production.

Keywords Copper smelter dust ·Mullite rich tailings · Density separation · Spark
plasma sintering · Ceramic application · Hardness test

Introduction

Based on reports in the open literature, ceramics are considered solidmaterial encom-
passing inorganic compound of metal, non-metal or metalloid atoms, primarily held
in ionic and covalent bonds [1]. According toMunz and Fett [2], ceramics have found
use in refractories [3–6], spark plugs [7–9], dielectrics in capacitors [10, 11], sensors
[12, 13], abrasives [14], and magnetic recording media [15]. They are also used as
coatings to glass and metallic objects. They appear in nature as oxides [2, 16, 17].
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mullite rich tailings can be used to produce quality type construction ceramic [18–
22]. Utilizing this waste resource will not only improve environmental conditions
but also results in a ceramic of high quality with improved strength and durability
[23, 24]. mullite rich tailings can be blended with other raw materials to produce
unglazed tiles [25–27]. Several studies have investigated the use of tailings waste in
manufacturing of bricks of high quality fired at firing temperature of 950 °C [27–30].

The mullite rich tailings produced from the density separated copper smelter
dust (CSD), a waste metal dust, obtained from the smelting factory of Palabora
copper (PTY), Limpopo, in Phalaborwa, South Africa (PC), during copper smelting
and refining processes, contains significant amount of aluminosilicates, as shown by
chemical analysis results obtained using theX-Ray fluorescence (XRF).Howbeit, the
need to investigate its suitability as a material for the production of high temperature
ceramic products, in order to consolidate the goal of conserving natural resources
and reduction of earth’s excavation for natural resources.

This can be achieved by determining the suitability (i.e., Physico-Chemical and
Hardness Properties) of this mullite rich tailings for ceramic application, owing
to the significant amount of aluminosilicates, it contains as previously mentioned.
According to Li et al. [31], mechanical properties are key in structural and building
materials. In modern materials science, fracture mechanics is an essential tool in
enhancing the mechanical performance of materials and components [32]. It adopts
the physics of stress and strain, with particular reference to theories of elasticity
and plasticity, in relation to microscopic crystallographic defects found in real mate-
rials with the intent of predicting macroscopic mechanical failure of bodies [32].
Fractography have been extensively used in area of fracture mechanics to better
understand the causes of failures and also verify the theoretical failure predictions
with real life failures. According to Barsoum and Barsoum [33], more often than not
ceramic materials are usually ionic or covalently bonded materials, which can occur
as crystalline or amorphous material ionically or covalently bonded which tend to
fracture prior to plastic deformation, thus resulting in poor toughness in these mate-
rials. Additionally, these materials have a tendency of being porous, the pores and
other microscopic imperfections presents challenges of stress concentrators, which
consequently decreases the toughness further, thereby reducing the tensile strength.
These combine to give catastrophic failures, as opposed to the more ductile failure
modes of metals.

The absence of literature on the properties of the mullite rich tailings from density
separated CSD, leaves a gap of knowledge that needs to be filled. Hence, this research
seek to determine and present findings from study on the physico-chemical and
hardness properties of mullite rich tailings from the density separated CSD from
Palabora copper (PTY), Limpopo, South Africa.



1028 D. O. Okanigbe et al.

Experimental Approach

Materials and Methods

Material

The starting material used for this study is the mullite rich tailings obtained from the
density separation of CSD from Palabora copper (PTY), Limpopo, South Africa.

Methods

Ore Handling and Sample Preparation

• Ore Handling

The mullite rich tailings weighed 830 g after sampling. The 830 g of mullite rich
tailings was divided into two fractions. The fraction that was used for this experiment
weighed 400.078 g. This mass was homogenized and divided with the rotary spliiter
to produce representative samples that were used in the characterization of themullite
rich tailings.

• Sample Preparation

The rotary splitter is used to homogenize a material or sample. After the sieve test,
the material was combined and fed to the rotary splitter in order to obtain an identical
product of the material sample. For this study using the bulk density calculation and
the number of samples required, a mass of 65 g was required and it was weight from
the product sample of the rotary splitter. This mass will be sintered and analyzed for
mechanical properties.

Characterization of DST

• Particle Size Distribution (PSD)

The individual sieves were prepared by first washing with tap water and drying in the
hot rapid drying oven at a temperature of 300 °C for 20 min. The sieves used were
as follows: 212, 150, 106, 75, 53 μm, and pan. These sieves were weight as empty
using the weighing balance before the test. They were stacked from large opening to
small opening and the 400.078 g was poured on the 212 sieve which is the top sieve.
The shaker was set to a frequency of five for a period of one hour upon completion
it was further set to a frequency of ten for thirty minutes. The individual sieves were
weight again to determine the amount of mass retained in each sieve and the material
loss. The data obtained was recorded under the particle size distribution table and
plotted on a graph, which will be later discussed.
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• Chemical Composition

The chemical species present in density separated CSD tailing was analyzed with
the XRF machine.

Spark Plasma Sintering

The sintering parameters used for study are as follows: temperature: 700 °C, 800 °C,
and 900 °C; heating rate: 90 °C/min; pressure: 50 MPa and cooling time: 10 min.

Spark Plasma Sintering Graphs

• First Batch: Two Samples

The graph detail the spark plasma sintering trend of mullite rich tailings, sintered at
an initial temperature of 250 °C to a maximum temperature of 700 °C. The samples
were cooled for 10 min and maintaining a pressure of 50 MPa and heating rate of
90 °C/min (Fig. 1a, b).

• Second Batch: Two Samples

The samples were sintered at an initial temperature of 250 °C to a maximum temper-
ature of 800 °C, maintain the pressure of 50 MPa and heating rate of 90 °C/min. The
sintering trend is detailed in the graph (Fig. 2a, b).

• Third Batch: Two Samples

The initial sintering temperature was 250 °C to a maximum temperature of 900 °C,
maintain a pressure of 50MPa and heat rate 90 °C/min, the graph detailed the results
and a trend obtained during sintering (Fig. 3a, b).

Fig. 1 a SPS curve at 700 °C for Sample 1, b SPS curve at 700 °C for Sample 2. (Color figure
online)
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Fig. 2 a SPS curve at 800 °C for sample 3, b SPS curve at 800 °C for sample 4. (Color figure
online)

Fig. 3 SPS Curve at 900 °C for a Sample 5, b for Sample 6. (Color figure online)

Vickers’ Hardness Test

The sintered samples (700 °C, 800 °C and 900 °C) were first prepared by cutting into
smaller test samples (Fig. 4a–f), each sample was placed on the Vickers hardness test
machine stand, clamped to prevent any movement during the test which can alter the
hardness results by scratching the sample surface thereby giving wrong results. The
machine was operated at a load of 25 g and dwell time of 15 s, with a pitch of 0.100
and a swing of 0.000. These parameters are programmed on the machine monitor
before the test can proceed. The indentation is made and read off which is made
visible by the microscope. The load was maintained at 25 g because the material is
soft, a load of 100 g was first used, and it scratched the sample.
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Fig. 4 Machined samples a, b 700 °C, c, d 800 °C, e, f 900 °C. (Color figure online)

Results and Discussion

Characterization

Particle Size Distribution

Table 1 outlines results from screening tests with the bulk of the material reporting
to the 53 μm sieve. On the pan, the material that report as undersize was 309.475 g.

Table 1 Particle size analysis of density separated tailings

SN SA SM SM + tailings Tailings (g) IR f (x) % CP Q(x) %

1 212 280.3 281.706 1.403 0.352 99.648

2 150 260.94 263.08 2.139 0.537 99.111

3 106 258.1 260.991 2.896 0.727 98.384

4 75 257.82 273.051 15.235 3.824 94.560

5 53 243.1 310.35 67.249 16.880 77.680

6 0 419.68 729.15 309.475 77.680 0.000

Mass after sieving 398.397

Initial mass 400.078

Mass loss 1.681

Percent mass loss 0.420

Key SN = sieve number; SA = sieve aperture, SM = sieve mass, IR = individual retained, CP =
cumulative passing
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Fig. 5 Particle size distribution curve of CSD density separated tailings. (Color figure online)

After the test, there was a material loss of 1.881 g resulting in a percentage material
loss of 0.420, this material was lost as dust. The particles that make up the copper
tailings are such that about 0.352% is retained on the coarse sieve 212 μm, while
99.6648% passed through it. Similarly, about 0.889% of the dust constitutes the
oversize on the 150 μm sieve, while 99.111% constitutes the undersize for it. It
was further observed that about 77.680% of the materials passed through the 53 μm
sieve unto the receiving pan. Qualitatively, most of the particles are very fine size
below the 53 μm sieve aperture size falling within the range of 5–50 μm as reported
in literature. Figure 5 outlines the PSD results showing cumulative passing against
sieve aperture size.

Chemical Composition

The amount of chemical species present in mullite rich tailings is as compared to the
parent material is shown in Table 2 (with emphasis on SiO2 = 36.61% and Al2O3 =
28.43%). The comparative analysis show that mullite content has been upgraded by
78% after one pass of the density separation. Mullite, a clay mineral, composed of
aluminum oxide and silica oxide, is mainly used in ceramic application.

Table 2 X-ray fluorescence results of CTWR

Elements CuO Fe2O3 S ZnO PbO Bi2O3 CaO MgO TiO SiO2 Al2O3 Others

CSD wt.
(%)

18.02 13.36 3.44 0.27 0.12 0.002 3.52 2.86 1.11 33.06 22.19 1.95

Tailings
wt. (%)

15.65 10.65 1.44 0.42 0.17 0.03 2.06 1.59 1.36 36.61 28.43 2.04
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Table 3 Mechanical property of spark plasma sintered CSD density separated tailing

Sample number Sintering
temperature (°C)

Vickers’ hardness (HV) Dwell time (s) Load

Minimum Maximum

1 700 10.59 16.32 15 25

2 800 13.33 17.7 15 25

3 900 14.68 23.64 15 25

Mechanical Property

Hardness

Table 3 displays the results obtained after the micro-hardness test using the FM-800
Vickers hardness test, the results obtained show that as the sintering temperature
increases the hardness value also increase. The sintering temperature of 900 °C has a
hardness value of 23.64 HVwhile the sintering temperature of 700 °C and 800 °C has
a hardness value of 16.32 and 17.7 HV respectively. The sample that was sintered at
900 °C has a higher hardness value than the one sintered at 800 and 700 °C, therefore
an increase in sintering temperature results in an increase micro-hardness according
to the results obtained above.

Conclusion

This study explored the possibility of utilizing mullite rich tailings for the production
of ceramic profiles, and the deductions leading to this point are as follows:

1. 309.475 g of total mass (400.078 g) passed 53 μm sieve.
2. Chemical analysis showed significant presence of silica (36.6 wt.%) and alumina

(28.4 wt.%) in tailings.
3. While, the micro-hardness results showed tailings sintered at 900 °C had

the highest hardness value of 23.64 HV; presupposing increased sintering
temperature will result in increased micro-hardness.

Hence, in conclusion, results show tailings can be used for high temper-
ature ceramic applications, thus making the proposed density separation-
hydrometallurgical-based for treatment of CSD, a sustainable technology, with high
chances of zero waste production.

Acknowledgements The authors acknowledge the Department of Chemical, Metallurgical and
Materials Engineering, Tshwane University of Technology for allowing access to facilities and
providing material used for study.
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Electrochemical Separation of Aluminum
from Mixed Scrap Using Ionic Liquids

Aninda Nafis Ahmed and Ramana Reddy

Abstract Electrodeposition of aluminum was conducted on three types of ionic
liquids (ILs); EMIC, BMIC and HMIC with AlCl3. The molar ratio of IL:AlCl3 =
1:2 was determined to be optimum for all three ILs. Over 170 A/m2 current density
with more than 85% current efficiency was obtained for EMIC system. Similarly,
for BMIC, over 300 A/m2 current density was found with more than 85% current
efficiency, and for HMIC, more than 250 A/m2 of current density with over 85%
current efficiency was obtained. Based on the lab-scale experimental findings, scale-
up experiments were carried out for BMIC:AlCl3 = 1:2 molar ratio. Significant
increase in current density was observed when higher potentials were applied. More
than 220 A/m2 of current density was observed for the scale-up system. Additionally,
shorter distance between anode and cathode (~1 cm) andhigher stirring rate (120 rpm)
produced higher current densities. The outcome of this work would facilitate the
scale-up studies for the electrochemical separation of aluminum from mixed scrap.

Keywords Ionic liquids · Potential · Current density · Electrode distance · Stirring
speed

Introduction

The commercial production of aluminum starts with the conversion of bauxite ore
into alumina (Al2O3) followed by the electrolysis of alumina into aluminum metal,
where alumina is dissolved in molten cryolite. The required process temperature in
this case is 900–1000 °C high temperature process involves high-energy consump-
tion and pollution as well. Apart from this, the other available commercial processes
like carbothermic process, Alcoa’s method also involve high temperatures. Since
aluminum has a fast and expanding market, the demand can be fulfilled with effec-
tive primary production routes or by secondary recycling. However, minimizing the
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cost of production by ensuring low energy consumption and low pollution is also
challenging. It has been found that, recycling of aluminum can save up to 70% energy
in comparison with the primary production process [1]. Therefore, interest towards
recycling has increased tremendously in recent years.

As aluminum has negative reduction potential, it cannot be used for electrochem-
ical reduction in aqueous solution. As a result, an immerging route with ionic liquids
can be promising for aluminum recycling due to their unique properties. Ionic liquids
are salts having organic cation and organic/inorganic anion. Due to the nature of
their bond, ionic liquids have much lower melting temperature ~100 °C than cryo-
lite. They could provide much flexibility for aluminum synthesis in terms of wide
liquidus temperature, high thermal stability, negligible vapor pressure, low melting
point and wide electrochemical window [2]. Therefore, ionic liquid can significantly
reduce the processing temperature of aluminum recycling to as low as 100 °C, which
attracts researcher for exploring low temperature aluminum synthesis.

In recent years, researchers have studied different aspects of ionic liquids
for aluminum electrorefining. For instance, some worked with constant potential
approach [1–12]. While others studied with constant current approach [9, 13, 14].
Furthermore, studies have been conducted on different types of ionic liquids like
EMIC, BMIC, HMIC, the major variables of the system are temperatures, potentials,
types of electrodes, stirring speed, electrode distance etc.

Reddy and co-workers reported several works on several ionic liquid systems.
For EMIC system, (EMIC:AlCl3 = 1:2 molar ratio (MR)) more than 170 A/m2 of
current density was reported with a current efficiency more than 85% [1, 3]. They
also reported works on BMIC system, (BMIC:AlCl3 = 1:2 MR). Over 300 A/m2

current density was foundwithmore than 85% current efficiency [8]. For HMIC (MR
1:2), the current density was reported more than 250 A/m2 [4]. Current efficiency
was obtained more than 85% for the same system. All these works were conducted
in 50 cc volume cells. However, limited scale-up experimental data are available,
which is crucial to find the prospect of industrial use.

In this work, the electrorefining of aluminum was performed in a scale-up setup
with 600 mL beaker cell, about ten times higher capacity than the lab-scale experi-
ments. The 1-butyl-3-methylimidazolium chloride (BMIC) ionic liquid with AlCl3
was used for the study. This paper includes the results obtained on the effect of applied
potential, electrode distance, and stirring speed on current density and efficiency of
electrochemical separation of aluminum from mixed scrap.

Experimental Procedure

The electrochemical separation of aluminum was carried out in 600 mL glass beaker
cell fitted with teflon lid. The lid contained electrodes, thermometer and port for
argon purging. Copper cathode was prepared by cutting 0.5 mm thick, 99.98% pure
copper plate obtained from Sigma Aldrich® into ~75 mm × 49 mm × 0.5 mm size
electrodes. Aluminum anodes were prepared from Al ingot, made from scrap metal,
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into ~70mm×40mm×3mmsize electrodes.Both anode and cathodewere polished
with 240 SiC grit paper followed by 600 grit paper before using for electrolysis. The
effective area of the electrodes was measured by measuring the actual area of the
electrodes immersed into the electrolyte.

The ionic liquid was prepared by measuring 1-butyl-3-methylimidazolium chlo-
ride (BMIC) (≥98.0%) from Sigma Aldrich® and anhydrous AlCl3 (95%+) from
Alfa Aesar® on electronic precision balance at 1:2 molar ratio and mixed in 600 ml
beaker on a hot plate with 60 rpm magnetic stirring. After preparing the ionic
liquid, the electrodes were inserted into the solution with argon purging at a rate
of 60 cc/min throughout the experiments. Argon was continuously supplied at same
rate to preserve the solution when experiments were not running.

Power source (Kepco® Programmable Power Supply) supplied the required
voltage across anode and cathode, and current wasmeasured by precisionmultimeter
(Keithley®2000 Multimeter). After maintaining a temperature of 100 °C, variable
potentials were applied from power supply for different conditions. Solution was
continuously stirred with magnetic stirrer with variable speed (60–120 rpm). Elec-
trolysis was done for 4 h for each of the experiments, where anode–cathode distances
were varied from 1 to 2 cm. Same solution was used for all the experiments since this
was scale-up study. However, electrical conductivity of the solution was monitored
from time to time in order to monitor the quality of the ionic liquid solution with
(Corning® Pinnacle 541) conductivity meter. Temperature was continuously moni-
tored by inserting thermometer into ionic liquid. Current density was calculated by
dividing the current by active cathode area, and microstructure analysis was done by
SEM (JEOL 7000).

Results and Discussion

Effect of Applied Potential on Current Density

Lab-scale experimentswere optimized for 1:2molar ratiowith an applied potential of
1.5V for EMIC, BMIC andHMICwhere current density over 170, 300 and 250A/m2

was obtained, respectively [1, 3, 4, 8]. Therefore, initially scale-up experiments were
designed for the BMIC:AlCl3 (MR 1:2) system for which maximum current density
was obtained in lab scale at 1.5 V. The following reactions take place during the
electrolysis of aluminum in ionic liquids inside the cell:

Anode: Al + 7AlCl−4 = 4Al2Cl
−
7 + 3e−

Cathode: 4Al2Cl
−
7 + 3e− = Al + 7AlCl−4

Figure 1 shows the current density with 1.5 V of applied potential across anode
and cathode for scale-up experiment. The current density profile was found below
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Fig. 1 Current density versus time for 1.5 V applied potential and, 2 cm electrode distance, 60 rpm
stirring speed at 100 °C temperature

100 A/m2, which is significantly lower than the lab-scale experiments as reported by
Wang 307.5 A/m2 [8]. Higher current density is always desired for higher deposition
rates of the aluminum [8]. As a result, 1.5 V was not found enough for producing
higher current density for scale-up system. Higher potential is needed for scale-up
system in order to obtain higher current density.

Figure 2 illustrates the effect of applied potential on current density showing an
increasing trend with applied voltage. The rate of reduction on cathode increases
with higher potentials resulting in increased current density [6].

A significant rise in current density, is observed from 3 to 4 V compared to the
applied potential from 2 to 3 V. Maximum current density of 146.7 A/m2 for 3 V was
found, while for similar lab-scale conditions at 140 °C and 105 °C, current densities
of 310 A/m2 and 235 A/m2 were reported, respectively [5–7], which are higher than
scale-up condition.

Furthermore, maximum current density of 257.98 A/m2 was obtained for 4 V
(Fig. 2), which is maximum for the applied range of potentials (1.5–4.0 V). However,
researchers have reported higher current density (300 A/m2) for similar conditions
at 3.4 V [5].

Therefore, it can be said that, scale-up experiments require higher potential for
overcoming the system resistance, polarization and overpotentials.

The outcome of the 4 V encouraged the author to study the system with 4.5 V.
However, fluctuating current density was observed in case of 4.5 V. The fluctuation is
not desired for a stable production of aluminum. Therefore, 4 V was found optimum
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Fig. 2 Effect of applied potential on current density with 2 cm electrode distance, 60 rpm stirring
speed and 100 °C temperature. (Color figure online)

for the scale-up system, and further studies were carried out at applied potential of
4 V to the cell.

Effect of Electrode Distance on Current Density

The effect of distance between anode and cathode on current density is shown in
Fig. 3. With the decrease of electrode distance, current density increased. Reduction
of electrode distance has stronger influence in lowering the internal resistance of the
system, thus increasing current density of the system [15]. Moreover, in Fig. 2, the
4 V–2 cm distance data provided much higher current density than in Fig. 3. The
drop can be attributed to the decrease of electrical conductivity with time. In Fig. 2,
the electrical conductivity was found to be 2.43 S/m where as in Fig. 3 conductivity
dropped to 1.88 S/m.

Effect of Stirring Speed on Current Density

Effect of stirring speed is shown in Fig. 4 where current density increased with
increasing stirring speed. Though 90 rpm stirring produced higher current density in
early stages but later in the stable region after 8000 s it followed the trend. Stirring
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has significant effect in transporting the reducible ion (Al2Cl7−) towards cathode
essentially increasing the current density of the system [16]. More than 16% rise in
current density was reported by Wang for lab-scale experiments from 60 to 120 rpm
of stirring speed [8], whereas in this work, more than 37% rise was observed for the
same conditions. However, higher stirring rate may produce some issues in scale-
up experiments like spalling off metals from cathode, increasing ionic liquid in the
deposited metals, which is important in the context of getting high purity and high
yield during aluminum production.

Microstructure of Cathode Deposits

Figure 5 shows the SEM micrographs of the deposited aluminum collected from
cathode, where it shows the granular morphology of the particles with different
potential. The EDS study shows 96.8 at% Al for 2 V, 91.8 at% Al for 3 V and

Fig. 5 SEM microstructures of deposited aluminum at varying potential a 2 V, b 3 V and c 4 V,
with 60 rpm stirring speed and 2 cm electrode distance at 100 °C
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88.6 at%Al for 4 V, respectively. Higher potential reduced the purity of the deposited
aluminum on cathode. Moreover, copper, chlorine and manganese impurities were
detected in EDS. Since Al anode is from scrap alloys like Al 2020, which contains
copper and manganese [17], anode is the possible source of these elements. Chlorine
may come from the ionic liquid, which contains chloride ions.

Conclusions

Electrolysis of aluminum in scale-up system was investigated on the basis of previ-
ously reported lab-scale data on BMIC:AlCl3 = 1:2 molar ratio. Lab-scale voltage
(1.5V)was not enough for getting higher current density for scale-up system. Internal
resistance and, polarization of the cell can be attributed to this phenomenon, and
requires further study in the future. More than 220 A/m2 current density was found
for 4 V applied potential, which was optimum for the scale-up experiments. Addi-
tionally, lower electrode distance (~1 cm) and higher stirring speed (120 rpm) also
facilitated the current density. However, lowering of electrical conductivity with
time was found to be a significant factor for reduced current density for the same
system. SEM analysis revealed the granular morphology of the deposited aluminum
with 88–96% purity of aluminum with different voltages. On the basis of this work,
future studies on internal resistance of system, polarization, diffusion mechanisms
and energy requirement will be needed for efficient electrochemical separation of
aluminum from mixed scrap scale-up applications.
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Iron Recovery from Nickel Slag
by Aluminum Dross: A Static Model
from Industrial Practice View

Guangzong Zhang, Nan Wang, Min Chen, Xiaoao Li, Hui Li, Ying Wang,
and Yanqing Cheng

Abstract Nickel slag can be recycled as one of excellent secondary sources due to
valuable iron resource. A static model of recycling nickel slag by aluminum dross
was established based onmaterial balance and non-isothermal thermodynamic calcu-
lations. Discussions had been carried out under different basicities of the modified
slags and the reduction degree of ‘FeO,’ and the results showed that the dosage of
nickel slag, aluminum dross, and modifier is 55.60%, 28.82%, and 15.58%, respec-
tively, at the basicity of modified slag of 1.0. The non-isothermal thermodynamic
model indicated that an increment of slag temperature from 114.3 to 430.2 K could
be obtained with the reduction process, which not only signified the superiority of
aluminothermy, but also laid a foundation for the industrial practice.

Keywords Nickel slag · Aluminum dross ·Material balance calculation ·
Non-isothermal thermodynamic model

Introduction

Nickel slag can be recycled as one of excellent secondary sources due to valuable
iron resource [1–3]. The iron content in quenched nickel slag from flash smelting can
be as high as 50 wt%, which is the main reason why so many researchers have paid
their attentions on its recycling in past years. Compared with stockpiling in heaps
in the open air, iron exaction is no doubt an efficient way to reduce environmental
pollution and resource waste.

Pyrometallurgicalmethods have the advantages in slag treatment, which can avoid
the waste water produced by hydrometallurgy as well as make the full use of the
considerable heat carried by molten slag [4–6]. Different from carbothermic reduc-
tion, aluminothermic reduction that is treated as a self-sustaining technique has been
used in today’s recovery, such as copper slag recycling [7–9]. However, aluminum
dross fromaluminum industries is used as the reductant in thiswork, and the higherAl

G. Zhang · N. Wang (B) · M. Chen · X. Li · H. Li · Y. Wang · Y. Cheng
School of Metallurgy, Northeastern University, Liaoning 110819, China
e-mail: wangn@smm.neu.edu.cn

© The Minerals, Metals & Materials Society 2021
TMS 2021 150th Annual Meeting & Exhibition Supplemental Proceedings,
The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-030-65261-6_93

1045

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65261-6_93&domain=pdf
mailto:wangn@smm.neu.edu.cn
https://doi.org/10.1007/978-3-030-65261-6_93


1046 G. Zhang et al.

content of ~35 wt% promotes a substitution of pure aluminum shots, where it should
be mentioned that the contents of hazardous elemental N, Cl, and F in aluminum
dross can meet the emission standard for harmless treatment after washing treat-
ment and the high-temperature process [10]. Therefore, recycling nickel slag by
aluminum dross can realize the full use of the metallurgical solid wastes as well as
the environmental protection.

Thermal effect in waste treatment has always been a key issue for researchers,
because the proper utilization of slag melt and application of exothermic property of
aluminothermic reaction can both facilitate energy conservation. However, the ther-
modynamic foundations underlying the current recycling is still not clear, especially
for the industrial practice, the dosage of reactants and the heat input that required
has never been studied.

The objective of this work is to discuss the evolution of slag compositions and slag
temperature based on the static model, which is established according to the calcula-
tions of material balance and non-isothermal thermodynamic model. Dependences
of slag-composition variation on basicity of the modified slag and on the reduction
degree of ‘FeO’ are analyzed to lay a foundation for the high-temperature experi-
ment. Also, the heat energy underlying molten nickel slag with different discharge
temperatures, the dependence of heat energy of slag system on reduction degree of
‘FeO’ and the slag temperature change under different basicities of the modified slag
are successively discussed to evaluate the ‘waste heat utilization’ and the exothermic
effect of aluminothermic reaction on slag treatment.

Experimental

Nickel slag raw material was obtained during flash smelting and was supplied by a
domestic nickel plant, the compositions of which is shown in in Table 1. It could
be found that the mass fraction of ‘FeO’ is as high as 51.31 wt%, much higher than
the average grade of iron ore in China (~27 wt%). Combined with nickel slag, the
compositions of aluminum dross that was collected from an aluminum enterprise are
also listed in Table 1. The content of metallic Al in aluminum dross is 33.14 wt%,
and the lower contents of F, K, and Cl (~0.14%) can be ignored due to the process
conditions without soluble-salt addition, which indicates that aluminum dross can
be used as the reductant in slag treatment [11].

Table 1 Chemical compositions of nickel slag and aluminum dross (wt%)

Compositions ‘FeO’ CaO MgO SiO2 Al2O3 Al AlN Na2O Ni Co Cu S

Nickel slag 51.31 3.58 8.41 31.60 – – – – 0.16 0.08 0.22 1.20

Aluminum
dross

– 2.04 6.97 10.12 40.83 33.14 4.85 2.05 – – – –
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Modeling Construction

When aluminum dross is added to the molten nickel slag, aluminothermic reaction
as expressed in Eq. (1) will occur at the interface between aluminum and molten slag
[12]. Based onmass conservation, the input and output of each element are analyzed,
and the material calculation during the melting reduction can be realized.

Al(l)+ 1.5FeO(l) = 1.5Fe(l)+ 0.5Al2O3(s),

�Gθ = −444, 428.5+ 89.55T J ·mol−1 (1)

Taking element Al as an example, the source contains Al, Al2O3, and AlN in
aluminum dross and the output includes the left element Al in slag, the Al2O3 formed
during reaction and the AlN that did not participate in the reaction. The balance
equation is shown as follow:

m(Al)Aluminum dross + m(Al2O3)Aluminumdross + m(AlN)Aluminum dross

= m(Al)Slag + m(Al2O3)Slag + m(AlN)Slag (2)

Slag compositions during current reaction is dominated by oxides of CaO, SiO2,
‘FeO,’ Al2O3, and MgO, and the mass fraction of each oxide can be calculated
according to Eq. (3):

w(MeO,Me = Ca, Si, Al, Fe,Mg)

= Mass ofMeO in slag system after reaction

Totalmass of slag system after reaction
× 100% (3)

Slag temperature during recycling will have an important influence on the kinetic
conditions of the reduction and the separation of reduced product from slag in later
period. From the perspective of thermodynamics, the aluminothermic reaction is a
strongly exothermic process, a considerable heat energy will be released into slag
pool, as shown in Eq. (1). However, the endothermic effect of the modifier and
aluminum dross dissolutions should also be taken into account, which makes the
heat-balance calculation more important.

Based on 100 kg of nickel slag, analysis of energy conservation is carried out
upon established non-isothermal thermodynamic model, as shown in Eq. (4) [11].

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Qinput =
∑ mi

Mi
�Hi

Qoutput =
∑

T∫

T0

Cp, j · m j + Qheat loss

Qinput − Qoutput = dT

dm

(
mFeCp,Fe + mslagCp,slag

)

(4)
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where Qinput and Qoutput is the heat input and heat output per unit mass of the slag
system, respectively, and Qinput includes the heat generated from aluminothermic
reaction and the CaO modification, while Qoutput includes the heat loss during recy-
cling and the dissolution of aluminum dross and CaO (kJ kg−1), mi and mj represent
the masses of reactants (i refers to Al and the modifier CaO, j refers to the aluminum
dross and the modifier CaO), and mFe and mslag are the mass of the generated iron
liquid and slag system, respectively (kg); Mi is the molar mass (g mol−1), and �Hi

is the enthalpy change of reaction (kJ mol−1); T and T 0 is the slag and the room
temperature (298 K), respectively (K); Cp,j, Cp,Fe, and Cp,slag are the capacities of
reactants, the generated iron liquid and the slag, respectively (kJ K−1 kg−1), which
can be obtained from Eq. (5) [13].

CP = A1 + A2 × 10−3T + A3 × 105T−2 + A4 × 10−6T 2 + A5 × 108T−3 (5)

where A1, A2, A3, A4, A5 are the coefficients relevant to the capacities and T is the
temperature of the oxide, the iron or the slag (K).

Results and Discussion

Dependence of Slag-Composition Variation on Basicity
of the Modified Slag

Table 2 shows the slag compositions and the dosage of reactants under different
modification conditions. As basicity of the modified slag increases from 0.5 to 1.5,
the mass fractions of SiO2, MgO, and ‘FeO’ in the modified slag gradually decrease,
while the mass fractions of CaO gradually increase. In addition, combining the mass
fraction of ‘FeO’ in themodified slag andEq. (1), the dosage of aluminumdross under
different basicities is calculated, which lays a foundation for the high-temperature
experiments. It can be seen that the dosage of aluminumdross decreases from31.59 to

Table 2 Chemical compositions of the modified slags and the percentages of reactants (mass
fraction/%)

Basicity
of
modified
slags

Slag compositions Dosage of reactants

w (SiO2) w (Al2O3) w (CaO) w (MgO) w (‘FeO’) Nickel
slag

Aluminum
dross

CaO

0.5 29.50 0.00 14.76 7.85 47.89 60.96 31.59 7.45

0.75 27.48 0.00 20.61 7.31 44.60 58.15 30.14 11.71

1.0 25.71 0.00 25.71 6.84 41.74 55.60 28.82 15.58

1.25 24.16 0.00 30.20 6.43 39.22 53.26 27.60 19.14

1.5 22.78 0.00 34.17 6.06 36.98 51.11 26.49 22.40



Iron Recovery from Nickel Slag by Aluminum Dross: A Static … 1049

26.49%with the increasing basicity of modified slag. Moreover, the dosage of nickel
slag, aluminum dross, and modifier is 55.60%, 28.82%, and 15.58%, respectively, at
the basicity of the modified slag of 1.0.

Dependence of Slag-Composition Variation on Reduction
Degree of ‘FeO’

Figure 1 shows the mass-fraction variation of oxides with the reduction degree of
‘FeO,’ where Fig. 1a shows the mass-fraction variation of all components under
basicity of 1.0 and Fig. 1b shows the changes of ‘FeO,’ Al2O3, and CaO under
basicity of 0.75, 1.0 and 1.25, respectively. As shown in Fig. 1a, the mass fraction of
‘FeO’ in slag gradually decreases from 41.61% as the increasing reduction degree,
yet the mass fraction of Al2O3 gradually increases, and it can reach up to 35.81%
in secondary slag. Simultaneously, the contents of SiO2 and MgO increase slightly,
while the content of CaO remains unchanged. Based on the tendency of curves in
Fig. 1b, CaO content in slags gradually increases with the increasing basicity at a
fixed ‘FeO’ reduction degree. Taking the modified slag as an example, the mass
fraction of CaO is 20.61%, 25.71%, and 30.20%, respectively, from the basicity
of 0.75 to 1.25. In contrast, the contents of ‘FeO’ and Al2O3 in the slag decrease
with the increasing basicity. The mass fractions of ‘FeO’ and the Al2O3 in modified
and secondary slags are 44.60%, 41.74%, 39.22%, and 38.20%, 35.81%, 33.72%,
respectively, under the three slag basicities.

Fig. 1 Slag composition evolution ofMeO (Me=Ca, Si, Al, Fe, Mg) with ‘FeO’ reduction degree.
a R = 1.0; b R = 0.75, 1.0 and 1.25. (Color figure online)
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Heat Energy Underlying Molten Nickel Slag with Different
Discharge Temperatures

According to Eq. (1), the relationship between the heat energy carried by 100 kg of
molten nickel slag and its discharge temperature is calculated, as shown in Fig. 2.
With temperature increasing from 1573 to 1633 K, the heat energy carried by the
molten nickel slag gradually increases from 115.49 × 103 to 121.46 × 103 kJ.
In addition, the ratio of the heat energy carried by initial molten nickel slag to
the heat required for different reduction temperatures is also shown. Taking the
reduction temperature of 1773 K as an example, the ratio varies in the range of
75.54–79.44%, which undoubtedly reflects the great value of ‘waste heat utilization’
during recycling metallurgical waste slags. As the reduction temperature increases
from 1673 to 1873 K, the heat required to melt the nickel slag also increases, and the
ratio under the same discharge temperature decreases as a consequence. For instance,
the heat energy carried by molten nickel slag with discharge temperature of 1573 K
accounts for 80.96%, 75.54%, and 70.79% under the three reduction temperatures,
respectively.

Dependence of Heat Energy on Reduction Degree of ‘FeO’

Table 3 shows the heat-balance calculation results of slag system under basicity of the
modified slag of 1.0, and Fig. 3 shows the proportions of heat input and heat output of
the slag system accordingly. For the heat input of slag system, the exothermic heat of
aluminothermic reaction gradually increases from 0.00 to 211.14 × 103 kJ with the
increasing reduction degree of ‘FeO.’ As shown in Fig. 3a, the proportion occupies

Fig. 2 Relationship of heat energy and the output temperature for 100 kg of nickel slag. (Color
figure online)
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Fig. 3 Percentages of heat input and heat output of slag system with modified basicity of 1.0.
(Color figure online)

heat input of slag system from 0.00 to 53.17%. At the same time, the proportion of
heat carried by molten nickel slag accounts for 62.10–29.08% of heat input, which
plays dominant role before the reduction degree of ‘FeO’ of 55.33% and indicates
the importance of ‘waste heat utilization’ in reducing energy consumption.

Combining Table 3 with Fig. 3b, the endothermic heat of dissolution of the modi-
fier and aluminum dross varies from 36.66× 103 to 157.87× 103 kJwith the increase
of the reduction degree of ‘FeO,’ which accounts for 54.65–58.63% of heat output of
the system.Under the effect of heat input and output, the heat of slag system increases
from 18.88 × 103 to 99.82 × 103 kJ, causing an increase in slag temperature from
1687.29 to 2003.24 K. Furthermore, the temperature increase of modified slag can
be attributed to the exothermic effect of modification. Larger CaO addition under
higher slag basicity induces a larger heat release and temperature increase.

Slag Temperature Change Under Different Basicities
of Modified Slag

Figure 4 shows the slag temperature change with the reduction degree of ‘FeO’
under different basicities of modified slag of 0.75, 1.0, and 1.25, where the discharge
temperature of nickel slag is set as 1573 K and the heat loss during the reaction
is calculated as 10% of the physical heat of the whole slag system [11]. It can be
seen that the slag temperature under the three basicities of modified slag gradu-
ally increases with the reduction degree of ‘FeO.’ Taking the basicity of 1.0 as an
example, slag temperature changes from 1687.29 to 2003.24 K as mentioned above,
114.29–430.24 K higher than the discharge temperature of 1573 K. In addition, slag
temperature increases in the range of 83.22–430.73 K and 140.16–429.80 K under
basicities of 0.75 and 1.25, respectively. From the perspective of industrial practice,
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Fig. 4 Slag temperature
change under different
basicities of modified slag.
(Color figure online)

both the ‘waste heat utilization’ and the exothermic effect of aluminothermic reac-
tion play a very important role in increasing the temperature of molten pool, laying
a foundation for the high-valued utilization of metallurgical solid wastes.

Conclusions

Based on iron recovery from nickel slag by aluminum dross, the evolution of slag
compositions and slag temperature based on the established static model have been
discussed, and the following conclusions can be drawn:

(1) Material balance calculations show that the dosage of nickel slag, aluminum
dross, andmodifier is 55.60%, 28.82%, and 15.58%, respectively, at the basicity
of modified slag of 1.0. As the reduction degree of ‘FeO’ increases, the mass
fraction of ‘FeO’ in slag gradually decreases from 41.61%, yet the mass fraction
of Al2O3 gradually increases, which can reach up to 35.81% in secondary slag.

(2) Calculation of non-isothermal thermodynamic model indicates that the heat
energy carried by the 100 kg of molten nickel slag gradually increases from
115.49 × 103 to 121.46 × 103 kJ with discharge temperature increasing from
1573 to 1633K. For reduction temperature of 1773K, the ratio of the heat energy
carried by initial molten nickel slag to the heat required for different reduction
temperatures varies in the range of 75.54–79.44%, reflecting the great value of
‘waste heat utilization’ during recycling metallurgical waste slags.

(3) The proportion of exothermic heat of aluminothermic reaction occupies the heat
input of slag system from 0.00 to 53.17%. For 100 kg of molten nickel slag,
the heat of slag system increases from 18.88× 103 to 99.82× 103 kJ under the
effect of heat input and output, which causes an increment of slag temperature
from 114.3 to 430.2 K with the reduction process.
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Resource Recovery of Cerium
from Spent Catalytic Converter Using
Aqueous Metallurgy

Sadia Ilyas, Hyunjung Kim, and Rajiv Ranjan Srivastava

Abstract Cerium recovery from a secondary waste stream generated after the
extraction of Pt-group metals from spent catalytic converter has been investigated.
Different mineral acids alone used as lixiviant could leach only 33% cerium;
however, HF added acid mixture showed an increased leaching up to 96%. The
determined value of activation energy 31.8 kJ/mol revealed that leaching progressed
via diffusion-controlled mechanism. Subsequently, cerium from leach liquor was
extracted using 4 tri-alkyl phosphine oxides in kerosene, which indicated the forma-
tion of extracted species to be

[
Ce(SO4)2.2L .HSO

−
4

]
org. The loaded organic was

quantitatively stripped back into the H2SO4 solution by adding an H2O2 dosage as a
reducing agent. Thus, obtained Ce-bearing stripped solution was treated with oxalic
acid to precipitate high-purity Ce2(C2O4)3. The process is simple and potentially
dealt to recycle the critical metal values which remained less attractive until now.

Keywords Cerium · Rare earth metals · Spent automobile catalysts · HF
leaching · Ce(IV) solvation · Ce(III) oxalate
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Introduction

Due to the stringent environmental regulation on automobiles’ emissions, three-
way catalytic converters became essential to modern automobiles for controlling
the gaseous emissions [1, 2]. The catalytic converters usually consist of platinum
group metals (PGMs) as the active components with wash-coated γ-Al2O3 on the
cordierite support; however, CeO2 acts as the structure stabilizer while promoting
the catalytic activity [3, 4]. After being exhausted, the spent catalysts are usually sent
to landfilling; however, certain parts are being recycled only for PGMs recovery [5].
Thus, the values of cerium are lost in residual landfilling, which is a non-sustainable
practice and one of the key areas to pay the attention for recycling of this rare earth
metal (REM). In contrast, cerium demands are continuously increasing in catalytic
materials (including the fuel cells, auto-catalysts, and fluid-cracking catalysts), glass
polishing, nuclear chemistry, semiconductor and ceramic industries, and low-energy
fluorescence bulbs [6]. A compounded growth rate of cerium that is predicted to be
8% and the controlled trade of rare earths along with its reserves limited to certain
geopolitical boundaries immensely pushes a need for the exploitation of alternative
resources that could mitigate cerium’s supply risks in the future [7, 8].

In recent times, the consumption of catalytic converters has increased proportion-
ally with the soaring production of automobiles, therefore generating a large number
of spent catalysts. The recovery of cerium from the spent catalysts can potentially
contribute to the secondary supply route of this REM. Until now, numerous pyro-
and hydro-metallurgical techniques have been studied for recycling of the exhausted
catalytic converters [5, 9]; however, a few exist for resource recovery of cerium.
Due to the refractory nature of CeO2, it is hard to leach in dilute acid solutions [10,
11], and hence, acid baking as a pre-treatment step has been suggested to yield 85%
leaching efficiency [12]. HCl leaching in the presence of H2O2 followed by sulfate
double-salt precipitation has also been reported by Steinlechner and Antrekowitsch
[13]; however, the experimental details are missing. Due to the lacking study in this
context, the present study accounts for a hydro-metallurgical route to cerium recovery
from a secondary generated after the PGMs’ leaching from spent auto-catalysts.

Notably, the leach residue generated via the bio-cyanidation leaching of PGMs
has been used as the feed material for cerium recovery in this study. Acid leaching
in the presence of hydrofluoric acid (HF) has been conducted for effective disso-
lution of cerium, while varying the parameters like HF addition, temperature, and
time. Subsequently, the extraction of cerium from leach liquor has been conducted
using an organophosphorus mixture as the extractant and the influential parameters
are optimized. Finally, cerium stripped from the loaded organic in the presence of
hydrogen peroxide has been recovered as the high-purity oxalate precipitate.
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Experimental

The sample fed in this study was obtained through the bio-cyanidation of spent auto-
catalyst that containing 26.4% Al, 4.3% Ce, 2.7% Mg, and 7.9% Si. The reagents
like hydrochloric acid (30%, Merck), nitric acid (65%, Sigma-Aldrich), sulfuric
acid (95%, Daejung), hydrofluoric acid (40%, Merck Millipore), hydrogen peroxide
(30%, Merck), oxalic acid (90%, Junsei Chemical Co.), organophosphorus organic
mixture (93%, Cytec Canada Inc.), and distilled kerosene (Junsei Chemical Co.)
were used without further purification. 15 g sample and 150 mL acid solutions of
pre-determined concentration was taken into 250 round-bottom flask under the stir-
ring condition (provided agitation of 250 rpm). For heating and stirring purpose, a
hot plate with a magnetic stirring facility was used. Until specified, leaching studies
were conducted at 60 °C for 4 h duration. When required, HF was separately added
into sulfuric acid by keeping the pulp density fixed at 10%. After completion of
leaching, the slurry was filtered, and the filtrate was analyzed using an inductively
coupled plasma optical emission spectrometer (ICP-OES, iCAP 7400 Duo, Thermo
Scientific) for knowing the leaching efficiency. Subsequently, leach liquor containing
4.2 g/L cerium was contacted with an organic solvent of a pre-determined concen-
tration at an O/A ratio of 1. For which, a 30-mL volume of each phase in a 100 mL
separating funnel was contacted for 5 min at 25 ± 2 °C. The equilibrated solution
was settled for 10 min;, thereafter, the collected raffinate was analyzed for knowing
the cerium content and determining the extraction efficacy. The back-extraction of
cerium was conducted using a stripping solution of 1.0 mol/L H2SO4 with H2O2.
Further, the precipitation of cerium with a calculated oxalic acid was conducted
using 50 mL stripped solution in 100 mL beaker, while maintaining temperature,
90(± 2) °C; agitation speed, 150 rpm; pH of the solution, 1.5(± 0.2), duration,
15 min; and settling time, 1 h. The slurry was filtered, and the filtrate was analyzed
to determine the precipitation efficiency. On the other side, the precipitates were
water-washed and overnight dried in a vacuum dryer for the characterization studies.

Results and Discussion

Acid Leaching

Leaching behavior of cerium in different acids was investigated at varying concen-
trations ranging from 1.0 to 6.0 mol/L acid. Experimental results are summarized
in Fig. 1a, revealing the poor leachability for cerium (<33%) regardless of the
acid media. This act can be ascribed to the acid resistance property of ceria [14].
Further, sulfuric acid was chosen due to low cost and less corrosive nature, and the
change in leaching yield was investigated with the acid mixture prepared by mixing
different concentrations of HF (0.25–2.0 mol/L) with 2.0 mol/L H2SO4. Figure 1b
depicts that cerium leachingwas improvedwith increasing concentration ofHF in the



1058 S. Ilyas et al.

Fig. 1 Leaching behavior of ceriumwith different acids as a function of concentration (a); with acid
mixture containing 2mol/LH2SO4 and varied concentration ofHF (b); and at different temperatures
as a function of time (c)

acid mixture, indicating the influential act of fluoride ions. The leaching efficiency
improved from 30.6 to 95.6% with respect to increasing concentration of HF up to
2.0 mol/L. However, not much improvement was observed above 1.0 mol/L HF in
the acid mixture (increased from 91.4 to 95.6%), hence, the addition of 1.0 mol/L
HF was optimized.

Further, the effect of temperature ranging from 40 to 80 °Cwith respect to time (up
to 240 min) was investigated. Experimental results are shown in Fig. 1c depicted that
at 40 °C, leaching efficiency was very low (~28% in 30 min) which could improve
only to 63% in 240 min. At 60 °C, leaching was significantly improved (>90%) in
240 min which further increased up to 98% at 80 °C. To underpin the dissolution
mechanism into the acid mixture, the following equation was employed to determine
the apparent activation energy (Ea) [15]:

ln

(
t1
t2

)
= Ea

R

(
1

T1
− 1

T2

)
(1)
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where the roasting at temperaturesT 1 (40 °C) andT 2 (80 °C) for time t1 (120min) and
t2 (30 min) were considered (in which the leaching efficiency of cerium was approx-
imately the same) to determine the Ea value. Thus, calculated Ea value (31.8 kJ/mol)
indicated that the leaching process followed the diffusion-controlledmechanism [16].

Solvent Extraction with Organophosphorus Mixture

Cerium extraction from leach liquor was investigated with a commercially avail-
able organic mixture of 4 tri-alkyl phosphine oxides at different concentrations
ranging from 2 to 20% (v/v). Experimental results are shown in Fig. 2a depicted that
cerium extraction increased with increasing concentration of the organophosphorus
compound, which can be corroborated to the shifting of distribution curve with more
available extraction sites into the organic phase [17, 18]. The extraction improved
from 14 to 90% with extractant concentration increased from 2 to 16%, and finally
reached to ~93% using 20% extractant into the organic phase. The logarithmic plot
for cerium distribution into both phases versus the extractant concentration yielding
straight line with R2 value 0.98 (not shown here) and slope value 1.99 could reveal
that two moles of extractant are complexed with each mole of cerium extraction into
the organic phase.

Further, the extraction behavior was examined as a function of acid concentra-
tion in the range of 0.25–2.0 mol/L H2SO4 using 20% (v/v) extractant in the organic
phase. The results are shown in Fig. 2b depicted that the extraction decreased from 95
to <86% when H2SO4 concentration changed from 0.25 to 2.0 mol/L. This behavior
can be a resultant of the competition between metal species and bisulfate ions [19,
20]. Additionally, a decline in cerium extraction with lower HF-H2SO4 ratio might
be due to the presence of aluminum fluoride in the leach liquor which acts as a deflu-
orinating agent to scrub the fluorinated species co-extracted into the organic phase.
The logarithmic plot for cerium distribution versus H2SO4 concentration yielding
straight line with R2 value 0.976 (not shown here) and slope value 0.6 could reveal
the requirement of one mole acid against each mole of cerium extraction. As sulfuric

Fig. 2 Extraction behavior of cerium from leach liquor as a function of extractant concentration
(a); acid concentration (b); and stripping behavior from the loaded organic as a function of H2O2
addition (c)
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acid dissociates as bisulfate ions (pka value, 1.99), the stoichiometric reaction can
be given as:

Ce(SO4)2 + 2{Cyanex 923}org + HSO−
4 ↔ [

Ce(SO4)2.2{Cyanex 923}.HSO−
4

]
org

(2)

As per the phase ratio variations at different O/A between 1/4 and 4/1, the extrac-
tion could be increased from 30 to >99%. Using the experimental data, the McCabe–
Thiele diagram was drawn, which showed that the quantitative extraction of cerium
can be achieved in two-stages of counter-current extraction (CCE) at an O/A ratio of
1. A batch simulation under CCE yielded 4.1 g/L cerium extraction into the organic
phase,which further underwent to stripping studies.Ceriumstripping from the loaded
organic was examined as a function of H2O2 addition in 1 mol/L H2SO4 solution.
Results are shown in Fig. 2c revealed that the stripping efficiency increased with
increasing addition of H2O2 and reached to about 98% using 0.5 mol/L H2O2.

Oxalate Precipitation

Cerium form insoluble compound in the presence of oxalate ions by following the
reaction below:

Ce2(SO4)3 + 3(H2C2O4) → Ce2(C2O4)3 + 3H2SO4 (3)

The precipitation of cerium from stripped solution after maintaining the pH at
~1.5 was investigated as a function of oxalic acid addition in the variation range of
Ce3+:H2C2O4 = 1:0.5–1:5. The results are shown in Fig. 3a revealed that precip-
itation requires a high oxalic acid possibly due to the acceleration of nucleation

Fig. 3 Cerium precipitation from stripped liquor as a function of stoichiometric ratio with oxalic
acid (a); and XRD patter of the oxalate precipitate (b)
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growth in the presence of higher oxalate ions. The precipitation efficiency could
be improved from 18.6 to 54% by changing addition from 1:0.5 to 1:2, which was
further increased to achieve above 99% cerium recovery at 1:5. The vacuum-dried
precipitate was characterized using the XRD technique, indicating the formation of
Ce2(C2O4)3.10H2O (Fig. 3b). Finally, the purity of the oxalate product was analyzed
to be >99.6%.

Conclusions

The efficient recovery of cerium was conducted from the secondary waste of bio-
cyanide processed auto-catalysts while using the advantages of aqueous metallurgy.
Due to poor leaching of cerium (<34%) in strong mineral acids, HF was intro-
duced with 2.0 mol/L H2SO4 solution that could improve efficiency up to 95%. The
activation energy for leaching cerium into the acid mixture was determined to be
31.8 kJ/mol, which revealed that leaching followed the diffusion-controlled mech-
anism. Cerium from leach liquor was subsequently extracted using an organophos-
phorusmixture that forming

[
Ce(SO4)2.2L .HSO

−
4

]
org species into the organic phase.

Further, the quantitatively extracted cerium into the organic phase was stripped back
into the aqueous phase while contacting with 1.0 mol/L H2SO4 + 0.5 mol/L H2O2.
Finally, the high-purity Ce2(C2O4)3.10H2O was recovered by precipitating cerium
with oxalic acid at Ce3+:H2C2O4 mole ratio = 1:5.
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Transient Vortex Flow Characteristics
in Three-Strand Bloom Tundish
at the End of Casting

Mingtao Xuan, Min Chen, Kaizhu Zhang, and Xiaojie Hua

Abstract To increase the yield by decreasing the amount of residual molten steel
in tundish, the vortex flow characteristics of the molten steel was investigated in a
practical three-strand bloom tundish at the end of casting using physical and numer-
ical simulation. The results showed that the vortex was strongly dependent to the
asymmetric distribution of molten steel and the casting speed, so the vortex flow
first occurred at strands 1 and 3, and the height of vortex formation was decreased
by 25% while the casting speed was decreased from 0.65 to 0.48 m/min for the
bloom with section size of 360 mm × 300 mm. Furthermore, the use of a square
inhibiting baffle could disturb the upper fluid flow to decrease the height of vortex
development by 23% at the casting speed of 0.48 m/min. Therefore, the installation
of square inhibiting baffle is recommended, and the casting should be operated at
lower casting speed.

Keywords Three-strand tundish · Vortex flow characteristics · Inhibiting baffle ·
Physical and numerical simulation

Introduction

Reducing inclusions and increasing alloy yield are an important issue to the alloy steel
production.At the endof casting, vortexes can formabove the submerged entry nozzle
and entrap slag into the mold. The vortex slag entrainment can not only increase
the inclusions in molten steel but also cause the oxidation of alloying elements.
Moreover, some of the slag deposit in submerged entry nozzle internal surface and
promote clogging. Although increasing the level height can inhibiting the vortex
formation, but the alloy yield will decrease. Thus, the vortex flow characteristics in
tundish at the end of casting are of crucial importance for the quality and cost of
product.

M. Xuan · M. Chen (B) · K. Zhang · X. Hua
School of Metallurgy, Northeastern University, Shenyang 110819, Liaoning, P. R. China
e-mail: chenm@smm.neu.edu.cn

© The Minerals, Metals & Materials Society 2021
TMS 2021 150th Annual Meeting & Exhibition Supplemental Proceedings,
The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-030-65261-6_95

1063

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65261-6_95&domain=pdf
mailto:chenm@smm.neu.edu.cn
https://doi.org/10.1007/978-3-030-65261-6_95


1064 M. Xuan et al.

Over recent years, free-surface vortex formation during liquid draining through a
hole at the bottom of a vessel has been studied via physical and numerical simulation.
Park and Sohn [1] investigated the air core in a circular tank by using experimental
and computational methods. The critical height of vortex formation depended on
the angular velocity of liquid. Li et al. [2, 3] used a mathematical model to analyze
the mechanism and influencing factors of free-surface vortex formation during steel
teeming process, and indicated that the initial tangential velocity and the position
and diameter of nozzle had large effects on sink vortex formation. Although the
phenomenon of free-surface vortex formation in the ladle is similar to that in the
tundish, but the flow pattern in tundish is more complicated.

Solorio-Oiaz et al. andGarcía-Hernández et al. [4, 5] studied a typical slab tundish
by physical and numerical simulations, and indicated that even if the tundish was in
normal operation, the unbalanced flow caused by the structure was still the source
of the vortex formation. Meanwhile, the transient behavior of fluid flow was also an
important reason for slag entrapment. Zhang et al. [6] studied the filling process in
a practical tundish using VOF model and found that the unsteady flow pattern could
cause slag entrapment and steel re-oxidation.

However, few works paid attention on the transient behavior of vortex flow at the
end of casting. Ruan et al. [7] studied the free-surface formation and improved the
unreasonable structure to prevent vortex flow in the slab tundish at the end of casting.
Michalek et al. [8] developed a physical model to study the slag entrainment in a
multi-strand billet tundish.

Despite researchers have studied the vortex formation and slag entrainment in
the ladle and tundish by numerical and physical simulation, the vortex formation in
bloom tundish was not well understood. The current work develops a mathematical
model for investigating the transient behavior of vortex flow in a practical three-strand
bloom tundish at the end of casting, and the control strategy was also discussed. The
calculated results of this model were verified by water model experiments.

Model Descriptions

Physical Model

Based on the normal Froude similarity number [4], a 1:4 scaled physical model
was established to study the characteristics and control strategy of vortex forma-
tion. Details of experiments could be found elsewhere. Table 1 gives the operating
parameters and physical properties on the prototype and physical model.
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Table 1 Operating
parameters and physical
properties in practical tundish
and physical model

Parameter Prototype 1/4 model

Casting speed (m3/h) 3110–4212 97–132

Mold width × thickness (mm2) 360 × 300 90 × 75

Height of initial liquid level (mm) 850 212.5

Liquid density (kg/m3) 7000 1000

Liquid viscosity (kg/(m·s)) 0.0055 0.001

Gas density (kg/m3) 1.2 0.56

Gas viscosity (kg/(m·s)) 1.82 × 10−5 7.45 × 10−5

Mathematical Model

Mathematical Formulations

The assumptions applied in the present multiphase flow of tundish can be found
elsewhere. In this study, the VOF model coupled with RNG k-ε turbulence model
was developed to capture the characteristics of vortex formation at the end of casting.
Among them, the RNG k-ε turbulence model provided the flow pattern in the compu-
tational domain, and theVOFmodel was used to track the phase interface between air
andmolten steel. The general formof onemass equation, threemomentum equations,
and two standard k-ε turbulence equations could be expressed as Eq. (1).

∂(ρuiφ)

∂xi
= ∂

∂xi

(
�φ

∂φ

∂xi

)
+ Sφ (1)

αair + αsteel = 1 (2)

where ρ is the fluid density, kg/m3; ui is the speed in i direction, m/s; φ is the vari-
ables including velocities at three directions, temperature, enthalpy, turbulent kinetic
energy, and dissipation rate, xi is the direction, �φ is the coefficient of diffusion, and
Sφ is the source term. The flow parameters of the mixed fluid were calculated by the
weighted average of the volume fractions of the phases. Furthermore, the Coriolis
force was added into the momentum equation as a source term [7].

Computational Details

To reduce the computational cost, the computational domain was half of the tundish,
as shown in Fig. 1a. Additionally, the square inhibiting baffle was used to delay the
vortex formation, and its structure was shown in Fig. 1b.

At the wall in the domain, the zero-slip boundary condition was used. The outlet
velocity was calculated by the flow rate. The top surface was set as a pressure inlet
condition. To guarantee computational efficiency, the pressure implicit with splitting
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Fig. 1 Schematics of the simulation domain and square inhibiting baffle: a tundish model, b square
inhibiting baffle

of operators (PISO) algorithm was chosen to solve the partial differential equation.
A time step of 0.0005 s was used to ensure the stability of courant number in the
transient process.

Results and Discussion

Vortex Formation Characteristics

To validate the developed mathematical model, a 1:4 scaled case was calculated to
predict the free-surface vortex formation process and flow field in the water model
of tundish at the casting speed of 0.48 m/min. Figure 2 shows the experimental and
simulation results for the free-surface vortex formation at the strand 1. Compared
with the figure in the physical model obtained by a camera, the phenomenon of free-
surface vortex formation on the surface was captured well by numerical results. After
the molten steel flows into the mold, the axial pressure gradient was increased in the

Fig. 2 Vortex formation obtained by a physical and b numerical simulation. (Color figure online)
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Fig. 3 Volume fraction
diagram at different stages of
vortex. (Color figure online)

nozzle and forced the fluid into the nozzle. Therefore, the potential energy of molten
steel was converted to kinetic energy, which was the source of vortex formation.

According to the experiments, the critical height of vortex formation at strand 2
was much smaller than that at strand 1, so this study only investigated the vortex
formation at strand 1. Figure 3 shows the comparison of critical height between
numerical simulation and physical modeling, in which three stages represented from
the initial emergence to the final air-entrapment. All three stages were the formation,
evolution, and penetration of vortex. In the formation stage, the vortex was formed in
the tundish, and the free-surface was slightly deformed. With the process of casting,
the angular momentum of molten steel near the nozzle gradually increased, which
drove the upper liquid to rotate, causing the vortex to gradually develop. When the
vortex extended to the nozzle, it was defined as the air-entrapment stage. In the same
order as vortex development, the simulated critical heights was 28 mm, 20 mm, and
18 mm, respectively, which were in good agreement with the experimental results
of 30, 20, and 17 mm.

Figure 4 shows the velocity distribution at different sections above the strand
1. At the free surface, which is 28 mm form the bottom of the tundish, the steel
velocity was nearly 0.05 m/s, and the sink vortex was also formed. Several high
velocity zones were found adjacent to the wall, and at the center of the tundish,
and a clockwise vortex was formed by it. Figure 4b shows the velocity distribution
10 mm from the bottom. Compared with Fig. 4a, an increased flow velocity was
detected, and the area of high velocity zones decreased. At the section 5 mm from
the bottom, presented in Fig. 4c, the velocity distribution was centered on the nozzle,
and the high velocity zones were narrowed further. In other words, the momentum
of molten steel concentrated near the nozzle at the bottom and dissipated upward.
This phenomenon indicated that amount of molten steel flowed form the walls to the
nozzle and flowed from top to down, and this unbalance flow caused by asymmetric
structures of tundish was the source of vortex formation.
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(a) 

(b) 

(c) 

Fig. 4 Velocity distribution at different height from bottom: a free surface, b 10 mm, c 5 mm.
(Color figure online)
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Effect of Casting Speed

As mentioned previously in this study, the exit momentum at the end of continuous
casting process had a significant effect on the flow pattern and promoted the vortex
formation to the critical limits. Therefore, the effect of casting speed on vortex
formation was studied in the practical tundish. For all cases, the simulation medium
of molten steel and the similarity ratio of 1:1 were taken.

The velocity vector on the free surface 160 mm from the bottom of tundish are
shown in Fig. 5. The simulation results correspond to two different casting speeds
of 0.48 m/min and 0.65 m/min, respectively. At low casting speed (0.48 m/min), see
Fig. 5a, the disturbance velocity was too low to form a distinct vortex, and the air-
entrapment was not detect in this case. With the growing casting speed (0.65 m/min),
as shown in Fig. 5b, a higher velocity developed on the interface, as well as a distinct
vortex formed with air-entrapment. From the experimental results, when the casting
speed increased to 0.65 m/min, the critical height of vortex formation was 40 mm,
which was consistent with the numerical results.

Figure 6 shows the velocity distribution along the axis of the strand 1 nozzle
corresponding to different casting speeds. For both the two cases, the velocity was
very high in the nozzle, which meant the momentum dissipated less here. In the
transition region, the velocity decreased rapidly with increasing the sectional area.
Above the nozzle, the velocity continued to drop to near 0. Additionally, the results
show that the velocity increased with casting speed; however, the velocity upon the
nozzle was slightly increased, as shown in Fig. 5. This was because that most of
the momentum was transferred to around rather than only above the nozzle. So the
casting speed could be reduced, which was equivalent to reducing the momentum of
molten steel in the tundish. The critical height of vortex formation could be decreased
rapidly.

Fig. 5 Velocity vector diagramwith liquid level of 160mmat different casting speeds:a 0.48m/min,
b 0.65 m/min. (Color figure online)
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Fig. 6 Velocity distribution
along the axis of the nozzle.
(Color figure online)

Control Strategy

According to the works ahead, the casting speed should be as small as possible to
prevent the formation of vortex. However, due to the limitation of the heat energy
and stable production, the casting speed should not be too low. Therefore, the casting
speed of 0.48 m/min was taken in this section. The square inhibiting baffle was used
to improve the flow pattern at the end of casting in the tundish and reduced the
critical height of vortex formation. Figure 7 shows the simulation results of the
square inhibiting baffle when the bath level is 90 mm.

Figure 7a shows that the free surface sank at this bath level which meant that
the vortex was formed. For the original structure of tundish, the molten steel flowed
directly into the nozzle. On the way to the nozzle, the molten steel flowed upward

Fig. 7 Velocity vector diagram of vortex formation using square inhibiting baffle: a vertical section
of nozzle center, b free surface. (Color figure online)
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and passed through the square inhibiting baffle. This flow pattern increased the
momentum loss and disturbed the upper fluid flow to the nozzle.

Figure 7b shows that the vortex was formed on the free surface. The square
inhibiting baffle reduced the velocity andmade itmore even on the surface. Compared
with the original tundish structure, the velocity difference on the surfacewas reduced,
and the rotation speed upon the nozzle decreased. Therefore, the formation of vortex
became more difficult, and the critical height reduced to 23 mm form experiments.
Based on the experimental results and simulated results, the using of square inhibiting
baffle could decreased the critical height of vortex formation significantly.

Conclusions

Based on the physical and numerical simulation, the transient vortex flow character-
istics were investigated in a practical three-strand bloom tundish at the end of casting.
Moreover, the control strategy was also discussed. The conclusions are as follows:

(1) The momentum of molten steel near the nozzle gradually spread around in the
process of upward propagation and high velocity zones were formed near the
wall. The asymmetric distribution of high velocity regions on the free surface
was the source of vortex formation.

(2) The casting speed was a key parameter for the formation of vortex. As the
casting speed increased, the critical height of vortex formation increased from
30 to 40 mm. So the casting speed should be as low as possible in this condition.

(3) The square inhibiting baffle could force the molten steel at the bottom flow
upward to disturb the upper fluid flow to the nozzle. When the casting speed
was 0.48 m/min, the using of square inhibiting baffle could decrease the critical
height of vortex formation to 23 mm.
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Energy Balance Investigation of
Close-Coupled Optimized-Pressure Gas
Atomization Pour-Tube Design Geometry
to Prevent Melt Freeze-Off

F. Hernandez, E. Deaton, T. Prost, and I. E. Anderson

Abstract Metal additive manufacturing (AM) is an evolving technology, and the
supply of quality feedstock material needs to follow suit. Closed-coupled optimized-
pressure gas atomization (CCOPGA) promises narrow size distribution, spherical
powder, and optimized use of gas. However, pour-tubemelt solidification is an obsta-
cle to enabling a wider alloy palate. Many solutions involve adding melt superheat,
but do not account for all cooling influences. While the Joule-Thomson effect and
forced convection promotes high cooling rates for the powder, excessive heat loss
can lead to freeze-off. Therefore, optimizing the melt delivery geometry is needed
to reduce freeze-off and down time. Analytical and numerical models are employed
to study the heat transfer process between the pour tube and the surroundings for
CCOPGA of both Ni and Ca melts. The effects of normalized length, radius, and
thermal diffusivity are considered. Work supported by USDOE-EERE-AMO and
USDOE-OE through Ames Laboratory Contract No. DE-AC02-07CH11358.

Introduction

Freeze-off in powder producing systems is of great concern because of the down
time required to reactivate powder production, which can lead to significant costs.
Two common solutions include: employing high-aspiration designs to increase melt
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flow rates, and increasing melt super heat. Therefore, the pour-tip design is of great
significance from a transport perspective.

Unlike free-fall configurations, where the melt is mostly exposed to convective
heat transfer and radiation, pour tubes in close-coupled systems also expose the melt
to significant conductive heat transfer. Several freezing points have been observed
in close-couple gas atomization which can be related to the principal contact regions
between the melt and the system walls: the crucible, the melt delivery system, the
base and tip of the pour tube, and the periphery of the truncated cone exposed to
high-speed gas.

The metals in the crucible are typically heated above the liquidius or the highest
melting-point temperature and this excess is known as super heat temperature (Tsh).
Although freeze-off can be avoided for large Tsh, the maximum Tsh can be limited
by several factors such as the boiling temperature of a given component, the melting
point of the crucible, the maximum temperature achieved by the heating system, the
activation energy of undesirable chemical reactions, among others. Themelt delivery
system is a pipe system that conveys the melt into the atomization chamber. This
system is typically composed of straight tubes and nozzles. This region can reduce the
melt temperature significantly, depending on the complexity of the design, leading to
freeze-off. As the melt exits the pour tube, several breakup mechanisms and complex
flows can lead to fragmentation and impingement on the pour-tube base. This flow
can heat the base of the pour tube, but it can also lead to freeze-off. Another type of
freeze-off occurs when the melt flows up the conical pour-tube sidewall region (lick
back) and solidifies due to conduction with the pour tube and convection with the
high-speed gas.

Optimal geometry (gas-die pour-tube system) implies reduced heat losses, lower
operation costs and high yields. However, the design can depend on the thermo-
physical and chemical properties of the materials involved, making the optimization
process a case-by-case procedure. In this work, the effect of convective heat transfer,
tip extension, tip radius and selected materials are studied to understand the param-
eters driving optimal systems. Radiation is not considered. Simplified mathematical
and numerical models are employed to estimate the convective heat transfer and the
temperature field. Steady-state and start-up conditions are considered.

Problem Formulation

The optimized-pressure close-coupled gas atomization process can be divided into
three or more subsystems: the pressurized gas supply, the melt supply and the atom-
ization region. Several close-coupled dies have been proposed in the literature. Here,
we employ a traditional die with an annular slit to pour calcium or nickel from a
stainless steel or zirconia (ZrO2)/YSZ pour tube, respectively. A simplified domain
of the problem is depicted in Figure 1 and the material properties are presented
in Table 1. The thermal conductivity of calcium, κ , is obtained from the provi-
sional values of resistivity, ρe, using the Wiedemann–Franz law, k = LT/ρe, where
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Fig. 1 Close-couple gas atomization geometry

Table 1 Material properties of the liquid (i.e. melting point) and the solid, available data (limited
for Ca)

Ar Ca Ni Steel Al2O3 ZrO2/YSZ

Density, ρ
(kg/m3)

Variable 1396.7 7810 [5] 8000 [7] – 5680

Conductivity,
k (W/m K)

0.024 82.5 54.2 [1] 21.4 [7]
(1115 K)

12 3.0 [6]

Specific heat,
Cp (J/kgK)

520.3 873.3 [2] 1176.8 [5] 665 [7] – 420

Specific heat,
Cv (J/kgK)

312.2 793.9 (γ ~
1.1)

871.7 [5] 536 [5] (γ
of Fe)

– 380

Melting point
temperature,
Tmp (◦C)

– 842 1453 – – –

L = 2.44 × 10−8 W�K−2, ρe = 33 × 10−8 �m and T is the liquid temperature[3].
This problem is analyzed in terms of the geometric parameters,

R = Ro

Ri
, Dg = dg

E
, E = E

Ro
(1)

where Ro is the base pour-tube radius, Ri is the melt orifice radius, dg is the annular
slit gap and E is the extension length of the pour tube.
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Simplified Mathematical Model

The heat equation in cylindrical polar coordinates, r = (r, θ, z), for a solid with
constant conductivity can be used to understand the fundamental principles of the
heat transfer problem,

∂T

∂t
= αs

[
1

r

∂

∂r

(
r
∂T

∂r

)
+ 1

r2
∂2T

∂θ2
+ ∂2T

∂z2

]
(2)

where α is the thermal diffusivity, α = k
ρCv

, ρ is density, Cv is the specific heat
at constant volume, k is thermal conductivity and the subscript s stands for solid.
Initially, the solid temperature is T (0, r, z) = Tw0, while the melt temperature is
Tm . The simplest solution is the 1D steady-state problem without azimuthal heat
transfer that is subject to a fixed temperature at the inner wall, T (Ri ) = Tm , and
convective heat transfer rate per unit area at the outer wall, qr (Ro) = hg (Tw − Tr ),
where Tr is the adiabatic wall or recovery temperature associated with the convective
heat transfer coefficient hg , and Tw = T (Ro). Solving Eq. (2) gives the steady-state
temperature,

Ts (r) = Tm − Bis
1 + Bis lnR ln

r

Ri
(Tm − Tr ) (3)

in terms of the radius ratio, R = Ro
Ri
, the solid Biot number, Bis , or the cylindrical

Biot number, Bics ,

Bis = hg Ro

ks
, Bics = hg Ro

ks
lnR (4)

which evaluated at r = Ro gives the minimum wall temperature,

Tw = Tm + Bis lnRTr
1 + Bis lnR , Tw ≡ Tw

Tm
= 1 + Bis lnR Tr

Tm

1 + Bis lnR (5)

and the steady-state radial heat transfer rate for an extension length E ,

Qr = 2πRoEhg

1 + Bis lnR (Tm − Tr ) , Q ≡ Qr

2πRoEhg (Tm − Tr )
= 1

1 + Bis lnR (6)

Equation (6) shows that reducing Ro and E while increasingR can reduce reduce
Qr significantly, meanwhile increasing Bis while reducing hg can reduce Qr further.
Typical values of Bis and Bics are shown in Table 2, where R = 1 occurs in co-
flows, R → ∞ in free jets and the typical range for CCOPGA is 3 � R � 8. The
solid can show more relevant temperature gradients, particularly for ZrO2 since it
is less conductive. The effect of material selection and temperature range operation
is depicted in Figure 2 in terms of the normalized tip temperature, Tw, and the
normalized heat conduction, Q. A case with R = 4 and ZrO2 could have Q = 0.5
or Q = 0.35 for relatively small or large Ro, respectively. A case with R = 2 and
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Fig. 2 Normalized wall temperature and heat transfer in terms of Bis . (Color figure online)

steel could haveQ = 0.96 toQ = 0.88, for relatively small or large Ro, respectively.
However, for a fixed Q, Qr increases linearly with Ro.

Numerical Formulation

An immiscible multiphase model is employed, where the solid is considered quies-
cent, isobaric and incompressible, while the gas is compressible and the liquid metal
is not considered. Mass, momentum and total energy are solved discretized using the
finite volume method and Runge-Kutta-3. Details of the model can be found in [4].
The simplified 2D axisymmetric problem solves the thermal energy for the liquid
and the solid only,

∂ρe

∂t
+ ∇ · [

ρǔu
] = −∇ · q (7)

considering uniform velocity vl entering the domain (thermal advection term). The
discretion is based on Euler backward and finite volumes. Here, e = ǔ + 1

2u · u is
the total energy per unit mass, ǔ is the internal energy per unit mass and q is the
conduction heat flux given by the Fourier’s law,

q = −k∇T (8)

Methodology

A fully 3D gas-solid flow solver is employed for estimating hg and Tr . The solid
temperature is initially uniform and set to Tw0 = 800K. The argon gas flow is
suddenly started as in [4], where the gas total condition are p0 and T0. From
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Table 3 Geometric and flow conditions for the simulations

Flow Geometric

Property Value Case Ri (mm) Ro (mm) E (mm) E R Dg

p0 (psia) 100 0 1.5 7.25 2.9 0.4 4.8 0.44

T0 (K) 286.5 1 1 7.25 4.2 0.58 7.3 –

p∞
(atm)

1.1 2 1.5 7.25 4.2 0.58 4.8 –

T∞ (K) 300 3 3 7.25 4.2 0.58 2.4 –

Tw (K) 800–
1023

4 1.5 7.25 5.8 0.8 4.8 –

vl (m/s) 2 5 2.0 4.0 4.0 1.0 2.0 –

the solution, ∂T
∂r , mach number Ma and hg are computed. The normal deriva-

tive is approximated to the radial derivative since the angle is relatively small.
The convective heat transfer coefficient is estimated from the relation hg (z) =
kg

dT
dr w

/ (Tw − Tr ), where Tr is grossly approximated to the flat plate solution

Tr ≈
[
1 + √

Pr∗ (γ − 1) /2Ma2∞
]
T∞. The Prandtl number, Pr∗, is computed at

the reference temperature T ∗ ≈ (
0.5 + 0.039Ma2e

)
T∞ + 0.5Tw[8]. Then, the sim-

plified 2D axisymmetric model is employed to calculate the liquid and solid tem-
perature distribution. Several geometric conditions are studied, as summarized in
Table 3.

Results and Discussion

The detailed gas flowover a close-coupled system (gas die and pour tube) is simulated
for case 0. The convergence on mesh refinement is addressed. The temperature is
extracted at time 0.16ms, near the middle of the pour tube (z/E ∼ −0.5) and along
the radial coordinate. The convergence on local mesh refinement is presented in
Figure 3. It can be observed that the difference in hg and T reduces considerably
between 
r = 2.8µm and 
r = 5µm.

The convective heat transfer coefficients at the exterior and bottom walls are
calculated for Tw0 = 800K and 
r = 2.8µm. This is presented in Figure 4. As it
can be observed, the temperature distribution varies considerably for different axial
locations, which also affects hg . For instance, hg is larger at the start of the boundary
layer, reduces diatonically until reaching aminimumat theflowdetachment point (not
shown) and then increases monotonically. The polynomial fit will be employed in the
next section, scaled in terms of ζ = |z| /E . Notice how the local T∞ also varies. The
recovery temperature variation is minimal (
Tr < 5K). The proposed heat transfer
rate per unit area is given by q (ζ ) = hgr (ζ )

(
Tw − T r

)
, where hgr (ζ ) = ∑8

i=0 Aiζ
i

(Ai is shown in Fig. 4) and T r = 292K.
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Fig. 3 Effect of mesh refinement at t ∼ 0.1ms and z/E ∼ −0.5

Fig. 4 Variation of properties at different locations (|z| /E) for the finest mesh 
r = 3µm and
t = 0.16ms

Fig. 5 Example of the pour-tube and melt temperature distribution. The liquid flows from right to
left. (Color figure online)

Another important convective heat transfer coefficient is needed at the bottom
of the pour-tube. For this initial study, gas-only flow conditions will be explored.
Here, the subsonic heat transfer will consider q (ζ ) = hgb (ζ )

(
Tw − T∞

)
, where

hgb = 109W/m2-K and T∞ = 281K.
Now, the 2D axisymmetric heat equation is solved and the steady-state solution

is reported, considering superheat temperature of Tsh = Tmp + 50K, Tw0 = 750 ◦C
and 
r = 180µm. An example of the temperature profile is shown in Figure 5. The
case with R = 4.8 was observed to give sufficient insulation, as was predicted in
Fig. 2 for R = 4 (Q = 0.79). Notice how the Ni/ZrO2 case achieves lower wall
temperatures than the Ca/Steel case.
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Table 4 Steady-state minimum temperature (◦C) and outflow heat transfer rate (W) of the pour
tube

Case Material R E Tmelt min Tw Tw 1D

(Eq. (5))
Qradial Qradial 1D

(Eq. (6))
Qbottom Qtop Qnet

0 Ca/Steel 4.8 0.4 883 715 705 34.1 36.0 13.2 21.0 68.3

1 Ca/Steel 7.3 0.58 873 675 677 46.9 50.0 12.9 29.1 88.9

2 Ca/Steel 4.8 0.58 881 715 705 49.8 52.2 13.3 32.0 95.2

2 Ni/ZrO2 4.8 0.58 1501 396 612 30.8 43.9 12.6 13.1 56.5

3 Ca/Steel 2.4 0.58 887 782 760 54.6 56.3 12.8 32.4 99.7

4 Ca/Steel 4.8 0.8 879 715 705 69.4 72.0 13.5 40.7 123.6

5 Ca/Steel 2.0 1.0 888 843 803 30.8 31.5 3.7 9.0 43.5

Table 5 Minimum centerline temperature (r = 0, z = −E). Comparison against Tmp = 842 ◦C
Tw0(◦C) 750 600 500 300

Tsh(◦C) 892 942 992 892 942 892 942 992 1042 1092

R t (ms) Tm (◦C) Tm (◦C) Tm (◦C) Tm (◦C)
9.0 2.2 853.8 890.4 926.9 813.5 850.0 786.6 823.1 859.7 842.4 879.0

7.3 2.3 868.2 909.9 951.5 843.1 884.8 826.4 868.0 909.7 917.8 859.5

4.8 2.7 888.9 937.8 986.8 885.7 934.6 883.5 932.4 981.3 1025.9 1074.8

The heat transfer rate and minimum temperature is presented in Table 4 for dif-
ferent cases. Notice how the minimum temperature does not reach Tmp for any of the
selected cases. The most important heat exchange occurs radially, from the melt into
the high-speed gas, follow by the top. From cases 1–3, lowering R increases Qnet.
Notice that case 4 has the largest Qnet primarily due to the large extension, E . Case 5
shows how reducing Ro for lowR and large E lowers Qnet. Case 2 shows how using
zirconia reduces Tw and Qnet for a liquid with large Tmp(Ni).

Now, the critical radius ratio and super heat for preventing calcium solidification
at the central axis during start-up is investigated. Here,R, Tw0 and Tsh are varied for
E = 0.58 (constant R0 and E) and radial mesh resolution 
r = 73µm. The lowest
centerline temperature of calcium is reported in Table 5. For Tw0 = 300 ◦C, using
large R requires superheat temperatures at least 200 ◦C above the melting point,
meanwhile only 50 ◦C for Tw0 = 750 ◦C. ForR ≤ 4.8, the effects of Tw and Tsh are
relatively small or null (R < 2.4, developing thermal boundary layer).

Conclusions

For a fixed pour-tube outer radius (constant Biot number), reducing the inner radius
reduces radial heat transfer rates, predicted analytically and numerically, but can also
reduce the melt core and minimum temperatures. Preheating reduces the required
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superheat temperature, particularly for thickpour-tubes. Theminimum liquid temper-
ature reaches its lowest value during startup and increases with preheat temperature.
Reducing the extension length, outer radius and selecting insulating materials such
as YSZ are effective ways of reducing the cooling effect.

Acknowledgements Work supported by USDOE-EERE-AMO and USDOE-OE through Ames
Laboratory Contract No. DE-AC02-07CH11358. Special thanks to Dustin Hickman for providing
the estimation of calcium thermal conductivity.
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