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Preface

The 31st edition of the annual Benelux Conference on Artificial Intelligence (BNAIC
2019) and the 28th Belgian Dutch Conference on Machine Learning (Benelearn 2019)
were jointly organized by the Vrije Universiteit Brussel, the Université Libre de
Bruxelles, and the Université de Liège, under the auspices of the Benelux Association
for Artificial Intelligence (BNVKI) and the Dutch Research School for Information and
Knowledge Systems (SIKS), in collaboration with Brewery of Ideas under the name AI
Synergies.

Held yearly, the objective of these conferences is to promote and disseminate recent
research developments in Artificial Intelligence (AI) and Machine Learning (ML) in the
Benelux. For the first time, we have combined these two conferences with a whole-day
business track (on November 6, 2019) and an ‘Art-AI’ evening (also November 6,
2019) into an overarching event called AI Synergies, with the goal of further expanding
the reach and impact of the two conferences and to allow people from industry to get in
touch with the academics and learn about their work. This part of the conference was
co-organized by the company Brewery of Ideas.

For the scientific part, we welcomed four types of contributions, namely A) regular
papers, B) compressed contributions, C) demonstration abstracts, and
D) bachelor/master thesis abstracts. We received 127 submissions, 66 for the AI and 61
for the ML tracks. In terms of the four types, we received 10 demonstration abstracts,
24 bachelor/master thesis’s, 50 regular paper submissions, and 43 compressed con-
tributions. Submissions were evaluated by three reviewers. From all these submissions,
the International Program Committee (see at end) selected 115 for the conference, to be
presented either as talk or research pitches in sessions organized around the most
important AI and ML topics.

Finally, the BNAIC/Benelearn Program Committee selected the most insightful and
relevant papers from both the ML and AI tracks to be included in these
post-proceedings. An additional peer-review process was single blind with three
reviewers per paper. In total 11 papers were withheld, resulting in the post-proceedings
you are currently reading.

For the AI part, the selected papers reflect the diversity of submissions that were also
presented at the conference. The post-proceedings include two contributions on the
topic of modular design of robot swarms and one contribution that aims to help in the
fight against HIV. Additionally, the AI part has a contribution on computational models
that can help understand how humans perceive language, as well as a novel method for
exploring latent spaces of datasets.

For the ML part, the ratio between fundamental and applied papers is quite bal-
anced: three for each. The applied part of the ML post-proceedings includes papers on
various fields: churn prediction in telecommunications, a recommendation system, and
a data visualization tool. On the fundamental side, the papers cover defense against
adversarial attacks, ordinal classification problems, and detrimental point processes.



With the booming interest in AI and ML in both academia and companies, this
edition of the BNAIC/Benelearn conferences was an outstanding success. It revealed
that both communities are active and strong in the Benelux, and we hope that future
organizations of this event will surpass the one organized in 2019 in Brussels.

July 2020 Bart Bogaerts
Gianluca Bontempi

Pierre Geurts
Nick Harley

Bertrand Lebichot
Tom Lenaerts
Gilles Louppe
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AutoMoDe-IcePop: Automatic Modular
Design of Control Software for Robot
Swarms Using Simulated Annealing

Jonas Kuckling(B) , Keneth Ubeda Arriaza, and Mauro Birattari

IRIDIA, Université Libre de Bruxelles, Brussels, Belgium
{jonas.kuckling,mbiro}@ulb.ac.be

Abstract. Prior research has shown that the optimization algorithm
is an integral part of the automatic modular off-line design of control
software for robot swarms and can have great influence on the quality of
the control software produced. In this paper we investigate, whether a
stochastic local search metaheuristic—simulated annealing—can be used
as the optimization algorithm in the automatic modular design of robot
swarms. The results indicate that simulated annealing is indeed a viable
candidate. Additionally, we investigate the influence of some obvious
variations of simulated annealing on the performance of the automatic
modular design.

Keywords: Swarm robotics · Automatic design · Simulated annealing

1 Introduction

Designing control software for a robot swarm is a challenging task, as the global
desired behavior usually emerges from the interactions of the robots between each
other and the environment [10,37]. Manual software design therefore often relies
on trial-and-error [4] and a general methodology for designing control software
for robot swarms is still missing [12].

Automatic design offers a promising alternative, by transforming the design
problem into an optimization problem. Instead of writing control software that
performs a specific mission, a target architecture is optimized with regard to a
mission-dependent objective function. A popular automatic design approach is
neuro-evolutionary swarm robotics which uses evolutionary algorithms to design
artificial neural networks. While this approach has successfully been applied
to many missions [8,11,21,33,35,36], multiple challenges remain to be solved
[5,31,34]. The most important is the weak transferability of the generated control
software, resulting in performance drops when deployed in reality. This drop

JK and KUA contributed equally to this work and should be considered as co-first
authors. The experiments were designed by JK and performed by KUA. The paper was
drafted by JK and edited by MB; all authors read and commented the final version.
The research was directed by MB.
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in performance is often associated with the reality gap—inherent differences
between the design context of the simulation and the real world.

Francesca et al. [14] see in this phenomenon a resemblance to the problem of
over-fitting in machine learning. Analogous to the bias-variance trade-off [9,17],
they propose to introduce a bias to the automatic design process. Their proposed
bias is a restriction of possible control software, by defining a control architec-
ture which can be composed through the combination of predefined modules. As
a proof of concept, Francesca et al. implemented AutoMoDe-Vanilla, an auto-
matic modular design approach that generates finite-state machines with up to
four states. Such generated finite-state machines are composed of states, which
will execute an associated behavior as long as they are active, and transitions,
that have an associated probabilistic condition which can trigger the transition
from one state to another. Vanilla uses F-race [2] to combine the finite-state
machines out of a set of predefined modules (behaviors and conditions) and to
fine tune their parameters.

With AutoMoDe-Chocolate [13], Francesca et al. implemented a variant of
Vanilla that differs only in the optimization algorithm employed. Chocolate
uses Iterated F-race [3], instead of F-race. The results of their experiments show
that Chocolate performs significantly better than Vanilla on many missions.
Given that the only difference between the two methods is the optimization
algorithm it seems apparent that the optimization algorithm is an important
part of the automatic modular design approach and can have a great influence on
the performance of generated control software. Following up on this observation,
we create IcePop, another instance of AutoMoDe. It is functionally similar to
Chocolate and Vanilla but it uses simulated annealing as an optimization
algorithm. We choose simulated annealing because it is a well-studied algorithm
[6,19,26,29,32] that has found many applications (for surveys see for example
[1] and [32]).

Simulated annealing is a metaheuristic inspired by the thermodynamical pro-
cess of annealing [23]. At higher temperatures the particles in a crystal are
more excited and can move more freely than at lower temperatures. Similarly,
the simulated annealing algorithm has a “temperature” parameter. When it is
high, the algorithm has a chance to accept worsening solutions, mimicking the
free movement of the particles. At lower temperatures, the algorithm will select
worsening solutions less likely, thus constraining the movement of the solution
candidate. Simulated annealing has shown properties that are desirable for the
automatic design of control software. It has been shown to effectively traverse
the search space and to converge quickly towards promising solutions [22]. This
allows an efficient use of the allocated budget. Furthermore, simulated anneal-
ing contains mechanisms to escape local optima—e.g., by accepting worsening
moves at higher temperatures. Without any a priori knowledge of the shape of
the search space, this is an important property as it reduces the risk of premature
convergence to suboptimal solutions.

The rest of this paper is structured as follows: In Sect. 2 we present the
experimental setup that we used—the robotic platform, the design methods



Automatic Modular Design of Control Software Using Simulated Annealing 5

and the experimental protocol. In Sect. 3 we present four experiments and their
results. In Sect. 4 we summarize our findings and give an outlook to future work.

2 Experimental Setup

In this section we describe the experimental setup and protocol that was used
to obtain the results described in Sect. 3.

2.1 Robotic Platform

IcePop designs control software for a swarm of modified e-puck robots [16,30].
The e-puck robots are equipped with two wheels, whose velocity can be adjusted
independently, three ground sensors that can perceive the greyscale color value of
the floor, and eight IR transceivers that are spaced equally around the robot, that
can perceive proximity and light values. The robot is also equipped with a range-
and-bearing board [18] that comprises twelve IR emitters and twelve receivers
equally distributed along the perimeter of the board and pointed radially and
outwards, on the horizontal plane. The range-and-bearing board allows the e-
puck to send and receive messages within a range of 0.7m. In order to abstract
the actual sensor configuration, we use a reference model [20]. Specifically, we use
RM1.1 (see Table 1), the reference model that was used to define the modules
of Chocolate.

In this reference model, each robot has eight light and proximity sensors
returning floating point values between 0 and 1. proxi and lighti define the
proximity and light reading for the ith sensor respectively. Three ground sensors
(groundi) return one of three values, indicating whether the ground underneath
them is black, gray or white. The reference model uses the range-and-bearing
board to count the number of neighbors in communication range (n) and cal-
culates an attraction vector (Vd) towards the center of mass of all perceived
robots. Additionally the robot has two wheels, whose velocity can be adjusted
independently (vl and vr for the velocity of the left wheel and the right wheel
respectively).

2.2 Automatic Design Methods

We compare two automatic modular design methods: Chocolate and IcePop.
Chocolate [13] generates probabilistic finite-state machines with up to four
states. For that it uses a set of six behaviors and six conditions that are defined
on top of RM1.1 [20]. The six behaviors are: exploration, stop, phototaxis, anti-
phototaxis, attraction and repulsion. The six conditions are: black-floor, gray-
floor, white-floor, neighbor-count, inverted-neighbor-count and fixed-probability.
For a detailed description of the modules, we refer the reader to their original
definition [14]. The optimization algorithm used by Chocolate is Iterated F-race
[27].
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Table 1. Reference model RM1.1 [20]. Sensors and actuators of the e-puck robot. The
period of the control cycle is 100 ms.

Sensor/Actuator Parameters Values

proximity proxi, with i ∈ {0, . . . , 7} [0, 1]

light lighti, with i ∈ {0, . . . , 7} [0, 1]

ground groundi, with i ∈ {0, . . . , 2} {black, gray, white}
range-and-bearing n {0, . . . , 19}

Vd ([0, 0.7]m, [0, 2π] radian)

wheels vl, vr [−0.12, 0.12] m/s

Algorithm 1. Component-based simulated annealing algorithm
best solution s∗ := incumbent solution ŝ := s0
i := 0
T0 := initialize temperature according to initial temperature
while stopping criterion is not met do

choose a solution si+1 in the neighborhood of ŝ according to exploration criterion
if si+1 meets acceptance criterion then

ŝ := si+1

if ŝ improves over s∗ then
s∗ := ŝ

end if
end if
if temperature length steps since last temperature update then

update temperature according to cooling scheme;
end if
reset temperature according to temperature restart mechanism;
i := i + 1

end while
return s∗

In this paper, we propose IcePop. It is based on Chocolate, as it uses the
same modules and target architecture. The difference between the two methods
is that IcePop adopts the component-based simulated annealing algorithm (see
Algorithm 1) as the optimization algorithm. Franzin and Stützle proposed this
component-based algorithm in an effort to unify many variants of the simulated
annealing algorithm [15]. We choose to adopt this algorithm because it provides
the flexibility to easily change components should the need arise.

The component-based simulated annealing algorithm contains placeholders
for commonly used components. In Table 2, we present our choices of compo-
nents that we use in the implementation of the simulated annealing for IcePop.
The initial solution supplied to the algorithm is a minimal valid instance of con-
trol software. In our case this is a finite-state machine with exactly one state
executing the stop behavior. The neighborhood function is implicitly defined
through the application of a random valid perturbation operator. In IcePop, we
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Table 2. Configuration of the simulated annealing algorithm.

Component Type Parameter

Initial solution Minimal controller Stop behavior

Neighborhood Defined through perturbation operators

Initial temperature Fixed value T0 = 125.0

Stopping criterion Budget of simulations 50000 simulations

Exploration criterion Random exploration Valid perturbation operators

Acceptance criterion Metropolis condition Mean with 10 samples

Temperature length Fixed value Tlength = 1

Cooling scheme Geometric cooling α = 0.9782

Temperature restart Fixed value Every 5000 simulations

have defined eleven perturbation operators: adding a state, removing a state,
adding a transition, removing a transition, changing the initial state, chang-
ing the starting point of a transition, changing the end point of a transition,
changing the behavior associated with a state, changing the condition associ-
ated with a transition, changing the parameters of a behavior, and changing the
parameters of a condition. The initial temperature is set to 125.0. The stopping
criterion is defined as a maximum budget of simulation runs. That is, after the
allocated budget of simulation runs is exhausted, the algorithm should return
the final instance of control software. The exploration criterion selects a ran-
dom valid perturbation operator and applies it on the incumbent solution. The
acceptance criterion is the Metropolis condition [23,28] that accepts or rejects
new solutions based on their performance. The Metropolis condition will always
accept an improving solution, and will accept a worsening solution with proba-
bility exp(−(e − e′)/T ) where T is the current temperature, e is quality of the
currently best solution and e′ is the quality of the perturbed solution. Because
the performance of each instance of control software is stochastic, e and e′ will
be computed as the mean of a sample of 10 runs of the respective instance of
control software. The temperature length determines the number of steps before
the temperature cools down again. We set the value to 1, so that the cooling
happens in every step. The cooling scheme that is then applied is the geometric
cooling [23]. In geometric cooling, the updated temperature is computed as T ∗α,
where T is the current temperature and α is the cooling coefficient, which we
set as α = 0.9782. Additionally, the temperature resets to the initial value every
5000 simulations.

The source code of our implementation of IcePop is available at: https://
github.com/keua/design-of-robot-swarms-by-optimization

2.3 Missions

All experiments were conducted with 20 robots on two missions Aggregation
with Ambient Cues (AAC) and Foraging.

https://github.com/keua/design-of-robot-swarms-by-optimization
https://github.com/keua/design-of-robot-swarms-by-optimization
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Fig. 1. The two missions: AAC (left) and Foraging (right).

AAC. The arena contains two circles, one black, one white. A light source
is placed on the side of the arena that contains the black circle (Fig. 1, left).
The robots are tasked to aggregate on the black spot. The objective function
FAAC =

∑T
t=0 Nt where Nt is the number of robots on the black circle at time

step Nt.

Foraging. The arena contains two source areas in the form of black circles and
a nest, as a white area. A light source is placed behind the nest to help the
robots to navigate (Fig. 1, right). As the robots have no gripping capabilities,
we consider an idealized version of foraging, where a robot is deemed to retrieve
an object when it enters a source and then the nest. The goal of the swarm is to
retrieve as many objects as possible. The objective function is Ff = Ni, where
Ni is the number of retrieved objects.

2.4 Protocol

As each design process is stochastic, we run 20 independent designs for each
design method, resulting in 20 instances of control software. The so obtained
instances are then each assessed 10 times in the design context (what we call
simulation) and another 10 times in a different simulation setting (what we call
pseudo-reality). Pseudo-reality is a concept to evaluate the transferability of
control software [25]. Instead of assessing the performance directly in reality, a
different simulation context is used. Research has shown that control software
that transfers well into reality also transfers well into pseudo-reality, while control
software that transfers badly into reality also transfers badly into pseudo-reality.

The results are presented in notched box-and-whisker boxplots, giving a
visual representation of the samples. In such a notched box-and-whisker box-
plot, the horizontal thick line denotes the median of the sample. The lower and
upper sides of the box are called upper and lower hinges and represent the 25th
and 75th percentile of the observations, respectively. The upper whisker extends
either up to the largest observation or up to 1.5 times the difference between
upper hinge and median—whichever is smaller. The lower whisker is defined
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Fig. 2. Performance of control software created by IcePop for different budgets.

analogously. Small circles represent outliers (if any), that are observations that
fall beyond the whiskers. Notches extend to ±1.58IQR/

√
n, where IQR is the

interquartile range and n = 20 is the number of observations. Notches indicate
the 95% confidence interval on the position of the median. If the notches of two
boxes do not overlap, the observed difference between the respective medians is
significant [7].

3 Results

In this section we describe four experiments we conducted and the results we
obtained. The instances of control software produced, the details of their per-
formances, and videos of their execution on the robots are available as online
supplementary material [24]. We also discuss possible reasons for the results.

3.1 Influence of the Budget

We conduct one experiment to investigate the influence of the budget on the
performance of the generated control software. Designs with a smaller budget
need less time to finish but usually produce results that perform less well in
simulation. The higher the time the better usually the performance in simula-
tion, but an overdesigning effect might be observed, where the improvement in
simulation does not carry over to reality. We tested IcePop with five different
budgets (5000, 10000, 25000, 50000 and 100000 simulations respectively).

The results displayed in Fig. 2 show the influence of the budget on the perfor-
mance of the control software generated by IcePop. One trend that is apparent
from the data, is that, as expected, a larger design budgets leads to control
software that performs better in simulation. However the relative improvement
diminishes and the performance seems to reach a peak around a budget of 50000
simulations.
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Furthermore the performance in pseudo-reality improves initially with an
increased budget. Here, however, the performance levels after the budget of
25000 simulations is reached and does not improve any further. This could be
an indicator that the design reached the peak performance that is still trans-
ferable. Further designs might improve the performance in simulation but the
transferability will suffer in return.

3.2 Influence of the Sample Size

We chose the Metropolis condition as the acceptance criterion in the component-
based simulated annealing for IcePop. In its original definition it was defined to
compare two single performance measures. As the evaluation of the performance
of an instance of control software is stochastic, we sample several simulation
runs. The mean of this sample is then supplied to the Metropolis condition.

In a second experiment, we investigate the influence of the sample size on
the performance of the generated control software. Smaller sample sizes use less
of the budget to evaluate one solution, allowing more solution candidates to be
investigated. On the other hand, outliers will have a greater impact on the mean
of the samples and thus the perceived performance. Larger sample sizes lead
to the inverse effect. Fewer total solution candidates would be investigated but
the performance of each individual solution candidate is more robust to outliers.
We study the influence of the sample size on the performance of the generated
control software by evaluating the performance in simulation and in pseudo-
reality for three sample sizes: 5, 10, and 15. Additionally we test every variant
on the three budgets that showed peak performance in the previous experiment
(25000, 50000, and 100000 simulations).

Figure 3 shows the results for the three different variants of the sample size
over the three investigated budgets. For a budget of 25000 simulations, all vari-
ants perform similar and no differences can be seen, both in simulation and
pseudo-reality. In the case of a budget of 50000, the variant with a sample size
of 10 samples performs slightly better than the other two variants, in the mis-
sion Foraging when assessed in simulation. In pseudo-reality, this difference
however is not present anymore. It could therefore very well be that this is sim-
ply a statistical artifact of the stochastic design process. For 100000 simulation
runs, the three variants achieve a comparable performance again and only minor
differences can be observed. All in all, the three different sample sizes that we
compared show no noticeable differences.

3.3 Influence of the Restarting Mechanism

We conduct a third experiment, to investigate the influence of the restarting
mechanism. Restarting resets the temperature to a higher value, allowing the
design process to make bigger movements in the search space again. We inves-
tigate four different restarting mechanisms: fixed length (restarts after a fixed
number of simulations, in this case every 5000 simulations), no restart (the tem-
perature cools over the whole design process and is never restarted), reheat (the
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Fig. 3. Influence of the sample size.
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Fig. 4. Influence of the restart mechanism.
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Fig. 5. Comparison between Chocolate and IcePop.
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temperature is reset every 5000 simulations, the new temperature is set to the
one that generated the biggest improvement so far), restart once (after the half
of the budget is exhausted the temperature resets). We test all restarting mech-
anisms on budgets of 25000, 50000 and 10000 simulations.

Figure 4 shows the results for the different restarting mechanisms. The results
for a budget of 25000 simulation runs show no difference between the four vari-
ants. In case of a budget of 50000 simulation runs all variants perform similarly
in the mission AAC. In the mission Foraging, the restarting mechanism that
restarts every 5000 simulation runs performs worse than the other three vari-
ants. For a budget of 100000 simulation runs, all four variants perform similarly
again. In the mission Foraging, however, the fixed length restarting mechanism
(default) shows a larger distribution than the other three variants.

In conclusion, the four different variants fail to produce noticeable differences
in the performance of the generated control software.

3.4 Comparison with Chocolate

In the last experiment, we compare the performance of IcePop with Chocolate
across three different budgets (25000, 50000 and 100000 simulations).

Figure 5 shows the comparison results of IcePop with Chocolate for bud-
gets of 25000, 50000, and 100000 simulations respectively. Throughout all three
budgets, it is apparent that IcePop performs better in simulation than Choc-
olate in both missions. In the mission AAC, the difference in performance is
statistically significant.

Unfortunately the drop of performance when assessed in pseudo-reality is
slightly larger for IcePop than for Chocolate. This could indicate that IcePop
might be less transferable to real robots than Chocolate. Despite the larger
performance drop, IcePop still performs better in pseudo-reality, and in AAC
this difference in performance is also statistically significant.

Additionally, we have taken the best performing instance of control software
of IcePop and Chocolate (with a design budget of 100k simulations) for each
mission and directly applied it to a swarm of twenty real e-pucks. Videos of the
performance of the control software on real robots can be found online [24].

4 Conclusions

In this work we have investigated a default configuration for simulated annealing
in the context of automatic modular design. The results indicate that simulated
annealing can be a viable candidate for the automatic modular design of robot
swarms. Additionally, we have investigated the influence of some obvious varia-
tions to the simulated annealing on the performance of the automatic modular
design. The component-based simulated annealing approach allowed us to easily
implement these variants.

Simulated annealing is a well studied optimization algorithm with many pro-
posed extensions, improvements and variants. A next step could be finding a
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suitable configuration of components that satisfies best the demands of the auto-
matic modular design. Also, it would be interesting to apply IcePop to a broader
range of missions.
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35. Trianni, V., López-Ibáñez, M.: Advantages of task-specific multi-objective optimi-
sation in evolutionary robotics. PLoS One 10(8), e0136406 (2015). https://doi.
org/10.1371/journal.pone.0136406

36. Trianni, V., Nolfi, S.: Self-organizing sync in a robotic swarm: a dynamical system
view. IEEE Trans. Evol. Comput. 13(4), 722–741 (2009). https://doi.org/10.1109/
TEVC.2009.2015577

37. Yang, G.Z., et al.: The grand challenges of Science Robotics. Sci. Robot. 3(14),
eaar7650 (2018). https://doi.org/10.1126/scirobotics.aar7650

https://doi.org/10.1109/CDC.1985.268600
https://doi.org/10.1109/CDC.1985.268600
https://doi.org/10.1016/j.swevo.2019.100565
https://doi.org/10.1016/j.swevo.2019.100565
https://doi.org/10.1007/978-1-4419-1665-5_1
https://doi.org/10.1098/rsta.2003.1258
https://doi.org/10.1162/EVCO_a_00172
https://doi.org/10.1162/EVCO_a_00172
https://doi.org/10.1371/journal.pone.0136406
https://doi.org/10.1371/journal.pone.0136406
https://doi.org/10.1109/TEVC.2009.2015577
https://doi.org/10.1109/TEVC.2009.2015577
https://doi.org/10.1126/scirobotics.aar7650


Evaluation of Alternative Exploration
Schemes in the Automatic Modular

Design of Robot Swarms
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Abstract. The swarm robotics literature has shown that complex tasks
can be solved by large groups of simple robots interacting with each other
and their environment. Most of these tasks require the robots to explore
their environment, making exploration a building block of the behaviors
of robot swarms. However, exploration schemes have rarely been thor-
oughly evaluated, especially in the context of automatic design. This is
the case with AutoMoDe, an automatic modular design approach that
designs control software by assembling predefined mission-agnostic mod-
ules that embed fixed and arbitrarily selected exploration schemes. In
this paper, we study the influence of different exploration schemes on the
automatic design of robot swarms. To do so, we introduce AutoMoDe-
Coconut, a new variant of AutoMoDe with multiple configurable explo-
ration schemes embedded within its modules. We test Coconut both in
bounded and unbounded workspaces and we compare the results with
those of AutoMoDe-Chocolate in order to understand the impact of the
new exploration schemes. The results show that Coconut is prone to
select exploration schemes that fulfill the requirements of the mission in
hand. However, Coconut does not perform better than Chocolate, even in
situations where the only exploration schemes available to Chocolate are
at an apparent disadvantage. We conjecture that the overall exploration
capabilities of the swarm are not the mere reflection of individual-level
exploration schemes but result from a more complex interaction between
the atomic behaviors of the individuals.

Keywords: Automatic design · Exploration · Random walk

1 Introduction

A robot swarm is a large group of robots whose collective behavior results
from local interactions of the robots between themselves and with their
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environment [9]. A robot swarm operates without relying on any external struc-
ture or any form of centralized control [1,32]. These characteristics make swarms
of robots scalable, robust and flexible.

Unfortunately, the design of control software for robot swarms is a complex
activity. Indeed, there is no reliable way to anticipate the global behavior of a
swarm of robots based on the behavior of a single individual [12]. It is there-
fore common to resort to automatic design, for which multiple methods have
been developed [10,26,37]. In particular, AutoMoDe [14] is an automatic mod-
ular design approach that produces control software by assembling preexisting
software modules into an appropriate modular architecture’e.g., a finite-state
machine or a behavior tree. The possible states come from a finite set of atomic
behaviors, such as the attraction to light sources or the repulsion from other
robots. A few methods belonging to the AutoMoDe family have been proposed
so far. Most of them are variants of Vanilla, the first method proposed that
meet the specifications of AutoMoDe [14]. In these variants, most of the atomic
behaviors embed the same exploration scheme: ballistic motion.

We foresee that other exploration schemes, such as random walks
[11,27,31,38], could improve the exploration capabilities of robot swarms auto-
matically generated via AutoMoDe.

To study the influence of different exploration schemes in automatic mod-
ular design of robot swarms, we introduce AutoMoDe-Coconut, a new variant
of AutoMoDe able to select different exploration schemes. Following the tenets
of the automatic offline design of robot swarms [4], we assess the capabilities of
Coconut to design control software for missions that require the robot swarm
to explore in different manners. To this aim, we conduct experiments on two
classes of missions using realistic simulations and real robots experiments. We
compare the performance of Coconut against the one of the state-of-the-art
modular design method AutoMoDe-Chocolate [13]. We expect Coconut to out-
perform Chocolate in at least one class of mission thanks to its extended explo-
ration capabilities. To the best of our knowledge, this is the first time different
exploration schemes are compared in the context of automatic design.

The paper is structured as follows. In Sect. 2, we discuss related work in
automatic design and exploration. In Sect. 3, we present Coconut, the automatic
modular design method we investigate in the paper. In Sect. 4 we describe the
experimental setup. In Sect. 5, we illustrate the results of the experiments. In
Sect. 6, we conclude the paper and we sketch future research.

2 Related Work

In single-robot systems, the control software is typically designed by hand by a
human developer as the behavior of the robot is easy to derive from its specifica-
tions. In swarm robotics however, the link between the behavior of the individual
robots that one should program and the global behavior of the swarm that one
wishes to obtain is often particularly complex. Indeed, it is difficult to antic-
ipate the behavior of a swarm solely based on the individual behavior of the



20 G. Spaey et al.

robots [6]. The control software of the individual robots is therefore a trial and
error process, which is time consuming, prone to bias and errors, and difficult to
replicate [5]. Automatic design appears to be a promising way to overcome the
difficulties of generating control software for robot swarms [12].

Neuro-evolutionary robotics is the classical automatic design approach
adopted in swarm robotics [8,26]. In this approach, robots are controlled by
a neural network whose parameters (and possibly the structure) are optimized
using an evolutionary algorithm in an off-line process based on computer simula-
tions [29,35,36]. The inputs of the neural networks are the readings of the sensors
and outputs are the commands to be fed to the actuators. Unfortunately, the
neuro-evolutionary approach is known to produce control software that crosses
the reality gap poorly [19,33]. Indeed, a noticeable drop in performance can be
often observed when neural networks optimized in simulation are tested on real
robots. This is the result of a sort of overfitting of the control software to the
simulator, which prevents it to then generalize to the real world [22].

An alternative approach to automatic design is the automatic modular design
method proposed by Francesca et al. AutoMoDe [14]. The original idea behind
AutoMoDe is to inject a bias in the automatic design process by increasing
the granularity of the control software architecture. This reduces the risk of
overfitting the simulator and eventually increases the chance that the control
software produced crosses the reality gap successfully, generalizing properly to
reality. Multiple variants of AutoMoDe have been developed so far [13,18,21].

However, the exploration scheme used by AutoMoDe, ballistic motion, was
selected arbitrarily from Vanilla and has been kept in all the following studies
without a further discussion. Recent works have shown the relevance of the explo-
ration scheme in robot swarms. Common random walks (Brownian motion [11],
correlated random walk [31], Lévy walk [38] and Lévy taxis [27]) have been evalu-
ated by Dimidov et al. [7] with a swarm of Kilobots. An optimal parametrization
for these random walks was found with this configuration. Kegeleirs et al. [20]
evaluated the same random walks, along with ballistic motion, for mapping with
ten e-pucks and found that the parametrization does not generalize to other
robotic platforms. Similarly, Ramachandran et al. [30] performed distributed
mapping with three robots using a custom variant of Lévy walk. To the best of
our knowledge, no study has been published that evaluates the performance of
the aforementioned exploration schemes in the context of the automatic design
of collective behaviors for robot swarms.

3 AutoMoDe-Coconut

Coconut builds on Chocolate [13]. As Chocolate, it belongs to the AutoMoDe
class of methods originally defined by Francesca et al. [14]. These methods auto-
matically generate control software by assembling predefined, mission-agnostic
software modules. Like Chocolate, Coconut produces control software for the
e-puck platform [25]. The control software produced by Coconut, like the one
produced by Chocolate, has the form of a probabilistic finite-state machine.
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The modules are either low-level behaviors to be used as states of the state
machine or conditions to be associated with its edges. Conditions determine
whether a transition should happen or not. Modules may have tunable parame-
ters that modify their functioning. The topology of the probabilistic finite-state
machine, the behaviors and the conditions to be included, and the value of
their parameters are determined by an optimization algorithm that maximizes
a mission-specific performance measure. The optimization algorithm adopted in
Coconut, as well as in Chocolate, is Iterated F-race (irace) [23]. The only differ-
ence between Coconut and Chocolate is that, in Coconut, the modules have a
parameter controlling the type of exploration scheme to use, whereas in Choco-
late the scheme is fixed for each module. Indeed, Coconut embeds three different
exploration schemes within its modules: ballistic motion with random rotations,
ballistic motion with vector field and, random walk. As Coconut is identical to
Chocolate in all other aspects, the discussion on performance differences can
focus on the sole influence of these exploration schemes.

3.1 Robot Platform

Coconut produces control software for the e-puck platform, extended with three
hardware modules: the Overo Gumstix, the ground sensor, and the range and
bearing. The e-puck is a circular two-wheeled robot, whose diameter is approx-
imately 70 mm. It has 8 IR transceivers, positioned all around its body, that work
both as light and proximity sensors. The Overo Gumstix module is a single-board
computer that allows the e-puck to run Linux. The ground sensor module allows
the e-puck to perceive the color of the floor. The range-and-bearing module [16] is
an infrared communication device for local sensing and messaging. It operates by
broadcasting a ping signal that can be received by robots within a range of about
0.7 m from the sender. A robot that receives a ping is able to estimate the relative
position of the sender in polar coordinates. The capabilities of the e-puck platform
are formally defined by the reference model RM 1.1 [17], see Table 1.

3.2 Set of Modules

Coconut’s modules are built upon those of Chocolate. They comprise 6 behaviors
and 6 transitions:

Behaviors:

– rambling1: the robot explores randomly its environment;
– stop: the robot stands still;
– phototaxis: the robot goes towards the light source, if perceived;
– anti-phototaxis: the robot goes away from the light, if perceived;
– attraction: the robot goes towards its neighboring peers, if perceived;
– repulsion: the robot goes away from its neighboring peers, if perceived.
1 Originally, this module was called exploration [14]. In this paper, we changed its

denomination to avoid confusion with the notion of exploration scheme.
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Table 1. Reference model RM1 of the e-puck robot [17]. RM1 abstracts sensors and
actuators by defining the input and the output variables that are made available to
the control software at each control step. Sensors are defined as input variables: the
control software can only read them. Actuators are defined as output variables: the
control software can only write them. Input and output variables are updated with a
period of 100 ms.

Sensor/Actuator Variables

Proximity proxi ∈ [0, 1], with i ∈ {1, 2, ..., 8}
Light lighti ∈ [0, 1], with i ∈ {1, 2, ..., 8}
Ground groundi ∈ {white, gray, black}, with

i ∈ {1, 2, 3}
Range-and-bearing n ∈ [0, 20] rm ∈ [0, 0.70], with

m ∈ {1, 2, ..., 20} bm ∈ [0, 2π] rad, with

m ∈ {1, 2, ..., 20}
Wheels vl, vr ∈ [−0.12, 0.12] m/s

Conditions:

– black-floor: change state if floor is black;
– white-floor: change if it is white;
– gray-floor: change if it is gray;
– neighbor-count: change if sufficiently many neighboring peers are perceived;
– inverted-neighbor-count: change if they are sufficiently few;
– fixed-probability: change state with a fixed probability.

The behaviors are identical to those of Chocolate except for the exploration
scheme adopted. In Chocolate, fixed default exploration schemes are used in
the rambling module (ballistic motion with random rotations) as well as in the
phototaxis, anti-phototaxis, attraction and repulsion modules when no light/no
neighboring peers are perceived (ballistic motion with vector field). In Coconut,
these five modules do not use a default exploration scheme but have instead a
new ε parameter that has 3 possible values: BMVF, BMRR, and RW.

If ε = BMVF, the exploration scheme is a ballistic motion with vector field.
The robot follows the two-dimensional vector w = wb −wo, where wb represents
the ballistic vector and wo the perceived obstacle vector. The ballistic vector is
trivially defined as wb = (1,∠0) and represent a straight motion. The obstacle
vector wo is calculated with Eq. 1.

wo =
8∑

i=1

(ri,∠bi) (1)

Where ri represents the reading of i, one of the eight proximity sensors of the
robot and bi the angle between this sensor and the front of the robot. The vector
wo therefore represents the average position of the sensed obstacle(s) as the sum
of the eight vectors corresponding to proximity readings.
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Table 2. Different value ranges of the key parameters of the random walks, along with
the corresponding distributions [7,27].

Move length μ Turning angle ρ

Brownian motion Asymptotically Gaussian-like 3 Uniform 0

Correlated random walk Asymptotically Gaussian-like 3 Wrapped Cauchy ∈ [0, 1]

Lévy walk Power law ∈]1, 3] Uniform 0

Lévy taxis Power law ∈]1, 3] Wrapped Cauchy ∈ [0, 1]

If ε = BMRR, the exploration scheme is a ballistic motion with random
rotations. The robot moves in a straight line. When it encounters an obstacle, it
turns on itself for a random number of control cycles uniformly chosen between
[0, τ ], where τ is a parameter of the module. The parameter τ is an integer in
the range [0, 100].

If ε = RW, the exploration scheme is a random walk. The robot follows the
two-dimensional vector w = wLt−wo, where wLt represents the Lévy taxis vector
and wo is calculated with Eq. 1, as in the ballistic motion with vector field. The
Lévy taxis vector is calculated as wLt = (1,∠Ta) where Ta is the turning angle
defined by Eq. 2.

Ta = 2arctan
(

1 − ρ

1 + ρ
tan

(
π(r − 0.5)

))
+ bias (2)

The turning angle changes after a number of control cycles governed by the
movement length Ml defined by Eq. 3.

Ml = Lminr
1

1−µ (3)

These equations depend on the parameters μ and ρ, 2 parameters of the module.
The parameter μ is real-valued and chosen in the range ]1, 3]. The parameter ρ
is real-valued as well and chosen in the range [0, 1]. Table 2 presents the values
of μ and ρ for the major state-of-the-art random walks that can be modeled
by Eqs. 2 and 3. These additional parameters have also an effect on the search
space size: it is larger for Coconut than for Chocolate.

3.3 Automatic Design Process

Coconut produces control software in the form of probabilistic finite-state
machines. The topology of the probabilistic finite-state machine, the modules
to be included and their parameters are defined by an optimization process. The
space of the probabilistic finite-state machines that Coconut can possibly gen-
erate is constrained to those comprising at most 4 states having each at most 4
outgoing edges.

As an optimization algorithm, Coconut uses the implementation of Iterated
F-race provided by the R package irace [23] with its default parameters. Iterated
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F-race is based on F-race [2], a racing procedure where a set of candidate solu-
tions are randomly sampled and then sequentially evaluated, over a set of test
cases, to eventually select the most suitable one. Along the sequential evalua-
tion of candidate solutions, a Friedman test is repeatedly performed to identify
candidate solutions that perform significantly worse than at least another one.
These solutions are discarded so that the evaluation can focus on the best ones.
The algorithm terminates when only one candidate solution remains or when a
predefined budget of evaluations is depleted. Iterated F-race consists of multiple
iterations of F-race. After the first iteration, each subsequent one operates on
a set of candidate solutions that are sampled around those that the previous
iteration selected as the best ones. The algorithm terminates when a predefined
budget of evaluations is depleted.

Within the optimization process, simulations are performed using the
ARGoS3 simulator [28], version beta 48, together with the argos3-epuck
library [15]. ARGoS3 is a modular multi-physics robot simulator specifically con-
ceived to simulate robot swarms. Coconut uses the 2D dynamic physics engine of
ARGoS3 to simulate the robots and the environment. The argos3-epuck library
provides low-level implementations of the sensors and actuators of the e-puck
robot with fine control on noise levels for all actuators and sensors. ARGoS3
and the argos3-epuck library inject a realistic level of sensor and actuator noise
in all simulations as suggested by Miglino et al. [24] as a good practice for reduc-
ing the impact of the reality gap.

4 Experimental Setup

In order to assess the performance impact of the new exploration schemes inte-
grated in its modules, we compare Coconut to Chocolate on a set of missions,
both in bounded and unbounded workspaces. Similarly to previous studies in
automatic modular design, we also compare Chocolate and Coconut to Evostick,
an automatic design method that implements a typical evolutionary robotics
setup. Evostick was introduced in Francesca et al. [14] to define a yardstick
against which AutoMoDe variants can be compared. We expect Coconut to pro-
duce results similar to those of Chocolate in bounded workspace but to outper-
form Chocolate in unbounded workspace. The choice of the missions is motivated
by the need to challenge both the general problem-solving capabilities of the two
methods and their exploration capabilities. Therefore, the missions consist in
missions already used to test other AutoMoDe variants as well as a new mission
specifically targeting the exploration capabilities offered by the new exploration
schemes. The chosen missions are aggregation, foraging, and grid exploration.

4.1 Missions

Each mission takes place in a dodecagonal workspace of 4.91 m2 surrounded by
walls that are tall enough to prevent the robots from seeing anything beyond
them. The floor is gray with the exception of black or white areas specific to
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each mission. All missions are performed by a swarm of 20 e-puck robots for
a duration of 120 s. In the following descriptions, the coordinates are in meters
with the origin of the axes at the center of the workspace. The x axis points
right and the y axis points up. The three missions are detailed below.

Aggregation: The robots must aggregate as fast as possible on a black spot
at the center of the workspace. The floor is completely gray except for a black
circular area of diameter 0.60 m at the center of the workspace. At the beginning
of the experiment, the 20 robots are randomly placed in the whole workspace.
Figure 1a shows the workspace of the mission. The performance of the swarm is
measured by the sum of the time spent, in seconds, by each robot in the black
area during the whole duration of the mission. Formally:

Faggregation =
N∑

i=1

Ti (4)

Where N = 20 is the number of robots and Ti is the aggregated time spent in
the black area by robot i during the whole duration of the mission.

Foraging: The robots must retrieve as many objects as possible from two
sources and drop them in a specific area, the nest. The sources and nest are rep-
resented respectively by two black spots and a white area. The two black spots
are black circular areas of diameter 0.30 m located at the coordinates (0, 0.75)
and (0,−0.75). The white area covers the whole region of the workspace with
x > 0.60. Moreover, a light source is placed behind the nest at coordinates
(1.25, 0) at 0.75 m from the ground. Figure 1b shows the workspace of the mis-
sion. Since the e-puck robot doesn’t have grasping capabilities, the transporta-
tion of objects is abstracted. Therefore, it is supposed that a robot grabs an
object (if it isn’t already holding one) when it enters a source and drops the
object (if it has one) when it enters the nest. At the beginning of the experi-
ment, the 20 robots are randomly placed in the workspace. The performance of
the swarm is measured by the sum of the number of objects retrieved by each
robot, during the whole duration of the mission. Formally:

Fforaging =
N∑

i=1

Oi (5)

Where N = 20 is the number of robots and Oi is the number of objects retrieved
by the robot i.

Grid Exploration: The robots must explore and cover as much space as pos-
sible. The floor is completely gray. At the beginning of the experiment, the 20
robots are randomly placed in the workspace. Figure 1c shows the workspace
of the mission. In order to measure the performance of the swarm, the arena is
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divided in a grid of 10 tiles by 10 tiles. For each tile, we retain the time t elapsed
since the last time it was visited by a robot. Each time the tile is visited by a
robot, this time is reset to 0. The performance of the swarm is measured by the
sum over all control cycles of the opposite of the average time t over all the tiles.

(a) Aggregation (b) Foraging (c) Grid exploration

Fig. 1. Workspaces of the 3 bounded missions, including an example of initial positions
for the robots

(a) Aggregation (b) Foraging (c) Grid exploration

Fig. 2. Workspaces of the 3 unbounded missions, including an example of initial posi-
tions for the robots

Formally:

Fgridexploration =
Ncc∑

i=1

(
1

Ntiles

Ntiles∑

j=1

−tij

)
(6)

Where Ncc is the number of control cycles for the whole experiment, Ntiles is
the number of tiles and tij is the time, at the control cycle i, since the tile j was
crossed by a robot.

For each of these missions, we evaluated an alternative version in an
unbounded workspace. The only difference between a mission and its unbounded
counterpart is that 3 walls have been removed from the workspace of the
unbounded workspace mission. The 3 walls are the same for all the missions,
namely the leftmost wall and its 2 neighbors. Figure 2 displays the workspaces
of those alternative unbounded missions. These 2 sets of missions constitute the
bounded and the unbounded classes of missions studied in this paper.
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4.2 Protocol

Coconut, Chocolate and Evostick are executed 10 times on each of the 3 missions
of each class with a budget of 100.000 evaluations. This design process produces
10 instances of control software per mission and per method. Each of these
instances is then evaluated once on its respective mission2. The results of these
evaluations are then presented mission by mission.

Then, each instance is uploaded on real e-pucks and evaluated once in a real
environment with the same geometry and features as in the simulation. The
results of these evaluations are also presented for each mission.

The evaluation of the performance on each mission is represented by notched
box plots. For each mission, the score obtained in simulation and in reality
for Coconut, Chocolate and Evostick is reported. Statements about the relative
performance of the three methods on a specific mission are supported by the
confidence intervals of those box plots. The evaluation of the aggregated perfor-
mance over all of the missions is represented by a Friedman test. Once again,
statements about the relative performance of the two methods are supported by
the confidence intervals of this test. Any statement like “A performs significantly
better/worse than B” means that the confidence intervals of the box plots of the
scores obtained or the Friedman test for A and B do not overlap.

In order to interpret the observed performance of the automatic modular
design methods, one needs to have some insight into the modules used by the
two variants of AutoMoDe. We use two ways to measure the use of the different
modules during a mission. The first one consists in counting, for each module, the
proportion of instances of control software using this module in their finite-state
machine. While this measurement gives some information about the finite-state
machines and the behavior of the control software, it also shows modules that
might not actually be used at runtime. Indeed, some states of the finite-state
machines can be bypassed completely by high-probability transitions, making
them useless. The second measurement is the average (across all of the robots of
the swarm and all instances of control software of the mission) of the proportion
of time each robot uses the behavior of each module. While this measure gives
a better idea of the actual use of the different modules at runtime, it fails to
differentiate important modules used for a short time and useless modules used
as transitions. For that reason, the two measurements are compared.

5 Results

We present the qualitative analysis of the results. Demonstrative videos, code,
and additional results are available in [34]. The performance of Chocolate,
Coconut and Evostick on the two classes of missions are shown in Fig. 3. For all
missions, Evostick performs the same or better than both AutoMoDe methods in
simulation but completely fails in reality. This is coherent with previous results
obtained in the literature [13,18]. For Chocolate and Coconut, the results in

2 This protocol has been used in [13,14,18,21,22] and is further discussed in [3].
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simulation are close to those in reality for all the missions and for both methods
although a small reality gap can be seen. An analysis of the exploration schemes
used by Coconut for the different missions is shown in Fig. 4. We observe that
Coconut selects the ballistic motion for the bounded missions to promote explo-
ration. Indeed, ballistic motion allows the robots to cover larger distances. For
the unbounded missions, Coconut switches to random walk to promote exploita-
tion. The random walk tends to keep robots in the same area and hence reduces
the risks to lose robots. In this sense, the exploration scheme has an influence in
the unbounded class of missions.

(b) Bounded aggregation (c) Bounded foraging (d) Bounded grid
exploration

(e) Unbounded
aggregation

(f) Unbounded foraging (g) Unbounded grid
exploration

Fig. 3. Performance of Chocolate, Coconut and Evostick on aggregation, foraging and
grid exploration, in bounded (top) and unbounded (bottom) workspaces. The higher
the better.

Performance-wise, Coconut performs similarly to Chocolate in most mis-
sions. Differences between Chocolate and Coconut can only be observed for the
bounded versions of foraging and grid exploration. However, these differences
do not result from the exploration capabilities of Coconut but rather from the
difference between the search space size of both methods. Indeed, Coconut has
a larger search space and hence explores more solutions. Eventually, Coconut
can find a solution that Chocolate cannot produce. In particular, this is the case
for the bounded foraging mission. On the contrary, Chocolate will explore fewer
solutions and converge to an optimal solution faster than Coconut. Eventually,
this can translate into a slightly better performance, like for the bounded grid
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(b) Aggregation (c) Foraging (d) Grid exploration

Fig. 4. Runtime use of the ballistic motion with vector field, ballistic motion with
random rotations and random walk exploration schemes in control software designed
by Coconut for aggregation, foraging and grid exploration, in bounded and unbounded
workspaces.

(a) Bounded foraging (b) Unbounded foraging

Fig. 5. Runtime use of the modules in control software designed by Chocolate and
Coconut for foraging in bounded (left) and unbounded (right) workspaces.

exploration. All in all, there is no improvement from the addition of new explo-
ration schemes, even for the unbounded class of missions for which relying only
on ballistic motion is an apparent disadvantage.

Therefore, we analyze the finite-state machines produced by Chocolate and
Coconut on bounded and unbounded missions. We focus here on foraging but
the following observations can also be made on the other missions. We can see
in Fig. 5 that, in the unbounded mission, both Chocolate and Coconut decrease
their use of the exploration module to rely more on the light (phototaxis and
anti-phototaxis). The light is indeed at the opposite of the open part of the
workspace and helps the robots to stay within the workspace. Considering that
the performance of Chocolate and Coconut are similar, random walk does not
help Coconut to achieve a better behavior. Therefore, we conjecture that Choco-
late is able to adapt to different classes of missions by combining the modules
at its disposal, without relying on different exploration schemes. In this sense,
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the exploration capabilities of Chocolate emerge from the interaction between
its different modules rather than being the direct result of specific embedded
exploration schemes.

6 Conclusions

We introduced Coconut, an automatic modular design method able to select
different exploration schemes for each of its modules. We evaluated Coconut
on three missions in bounded and unbounded workspaces. We observed that
Coconut is prone to select exploration schemes that fit the requirements of the
mission at hand. In bounded workspace, the control software produced uses
mainly ballistic motion as it allows robots to cover bigger distances than ran-
dom walks and promotes hence exploration. On the contrary, in unbounded
workspaces, the control software produced uses mainly instances of random walk
as it promotes exploitation behaviors that help maintaining the robots within
the workspace. In this sense, the influence of the exploration scheme is only
relevant for the class of missions in which the workspace is unbounded.

We also compared Coconut to Chocolate, the state-of-the-art automatic mod-
ular design method. Performance-wise, we could not observe a conclusive differ-
ence between the control software produced by Chocolate and Coconut, even in
unbounded workspaces. Other exploration schemes do not improve the perfor-
mance of the swarm as we expected but the results are still interesting as they
allow us to make the following observations.

Even though Chocolate could only rely on ballistic motion as exploration
scheme, it yielded a similar performance to Coconut in unbounded workspaces.
Chocolate was hence able to design a control software preventing the robots
to leave the workspace by combining its different modules. This means that
exploration capabilities come from the interaction between atomic behaviors and
not only from the exploration schemes embedded in the modules. In this sense,
we saw that AutoMoDe adjusts to produce appropriate exploration strategies
for the task at hand.

For the class of missions conceived so far, ballistic motion has proven to
be a sufficiently appropriate exploration scheme. Still, whether random walk
exploration could be a suitable solution in other contexts needs to be further
explored.
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32. Şahin, E.: Swarm robotics: from sources of inspiration to domains of application.
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5 Machine Learning Group, Université Libre de Bruxelles, Boulevard du Triomphe
CP212, 1050 Bruxelles, Belgium
{nversbra,tlenaert}@ulb.ac.be

6 Interuniversity Institute of Bioinformatics in Brussels, Université Libre de
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Abstract. One of the cornerstones in combating the HIV pandemic is
the ability to assess the current state and evolution of local HIV epi-
demics. This remains a complex problem, as many HIV infected indi-
viduals remain unaware of their infection status, leading to parts of
HIV epidemics being undiagnosed and under-reported. We first present
a method to learn epidemiological parameters from phylogenetic trees,
using approximate Bayesian computation (ABC). The epidemiological
parameters learned as a result of applying ABC are subsequently used
in epidemiological models that aim to simulate a specific epidemic.
Secondly, we continue by describing the development of a tree statis-
tic, rooted in coalescent theory, which we use to relate epidemiological
parameters to a phylogenetic tree, by using the simulated epidemics.
We show that the presented tree statistic enables differentiation of epi-
demiological parameters, while only relying on phylogenetic trees, thus
enabling the construction of new methods to ascertain the epidemiolog-
ical state of an HIV epidemic. By using genetic data to infer epidemic
sizes, we expect to enhance our understanding of the portions of the
infected population in which diagnosis rates are low.
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1 Introduction

About 37 million people are currently infected with HIV and an estimated 35
million people have died due to the effects of AIDS (the eventual result of HIV
infection) since the beginning of the epidemic at the start of the twentieth cen-
tury [1]. Global efforts have ensued to enhance the collection, dissemination and
accessibility of epidemiological data related to HIV. One of the most burden-
some aspects in curtailing the spread of HIV emerges from infected individuals
being unaware of their infection status. This stems from the fact that a host can
be infected for many years before noticing any symptoms [2–4]. As a result, a
significant fraction of the HIV infected population remains undiagnosed, ham-
pering effectiveness of interventions and assessment of further developments of
the epidemic. Consequently, methods that deliver a well-founded estimate of the
number of HIV infected individuals are paramount [5]. Such an estimate provides
insight regarding the number of undiagnosed infected individuals. State-of-the-
art methods that aim to provide estimates of the size of HIV epidemics generally
consist of applying compartment models to routine surveillance data to estimate
the number of infected individuals (i.e. number of new diagnoses over time and
CD4+ cell counts) [6,7].

An abundance of clinical data is available in the context of HIV epidemics, as
upon diagnosis a number of tests are performed and the results thereof collected.
One of those tests determines the genotype of the virus infecting a patient [8].
To that purpose, the genetic sequence of the virus is determined. As a result, a
vast number of HIV sequences have been collected over the last decades.

In this work we introduce a new method to quantify HIV incidence. The
method relies on genetic data to gain insight into the specific sub-populations
that contain a high rate of undiagnosed individuals, thus allowing for more effec-
tive health policies, through diagnosis strategies that are directed towards these
particular sub-populations.

We validate our research on the HIV-1 epidemic in Portugal (Sect. 4.1). We
therefore first present inference of the epidemiological parameters of said epi-
demic by applying approximate Bayesian computation [9]. We apply approx-
imate Bayesian computation to fit a model that contains the epidemiological
parameters in question (Sect. 4.2). We further show that calibrating simulations
to specific epidemics is essential, as the epidemiological dynamics has an impor-
tant impact on the shape of the phylogenetic tree (Sect. 5). We then construct
a tree statistic that enables differentiation of epidemiological parameters based
on phylogenetic trees (Sect. 4.4) and evaluate it on a set of epidemiological sim-
ulations (Sect. 5.3).

2 Background

2.1 Phylogenetic Trees

Phylogenetic trees are trees that capture evolutionary relationships between
organisms. Figure 1 illustrates a phylogenetic tree’s structure. A rooted tree
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consists of a root N4, internal nodes {N0, N1, N2, N3}, leaves {L0, L1, L2, L3,
L4, L5} and branches interconnecting nodes with other nodes and leaves.

Fig. 1. An illustration of a phylogenetic tree

The horizontal branches of a phylogenetic tree indicate a measure of distance
between the organisms represented by their respective leaves. This distance can
be based on the amount of genetic change or can represent natural time, by using
a molecular clock, i.e. an estimate of the time required for the observed genetic
difference based on mutation rates [10]. A smaller path between two nodes, i.e.
traversing the tree through the nodes from one leaf to another, thus indicates a
stronger evolutionary relatedness.

Originally, such trees were constructed using morphological or phenotypic
evidence [11]. Currently, genetic data has become the default data for phyloge-
netic tree construction [12].

Maximum Likelihood Methods. Maximum likelihood methods are widely
used to construct phylogenetic trees. They rely on Maximum likelihood (ML);
a statistical framework that employs an associated likelihood function [12]. The
philosophy behind such methods consist of calculating the likelihood of hypo-
thetical trees having produced the set of observed sequences, based on a model
of sequence evolution [12].

However, calculating the likelihood with respect to all hypothetical trees
would be intractable as the number of possible trees is (2n − 5)!! with n the
number of sequences [13,14].

It has been shown that constructing a phylogenetic tree using maximum like-
lihood is NP-hard [14,15]. Maximum likelihood implementations therefore rely
on heuristic techniques to efficiently explore the search space. They thus explore
a search space, where the tree currently being held as hypothesis has an associ-
ated likelihood value, and rearrangements of that tree that increase or decrease
the likelihood. This approach alleviates the need to consider all possible hypo-
thetical trees, by not exploring low likelihood regions unnecessarily. Maximum
likelihood methods’ main advantage resides in providing exact likelihoods, which
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allows for quantitative comparison of tree quality and can serve as an indication
of the current position within the search space.

3 Human Immunodeficiency Virus

The Human Immunodeficiency Virus (HIV) is a retrovirus of about 120 nm.
The HIV genome consists of nine genes, which code for 15 single proteins that
are necessary for the virus to persist [16,17]. The most relevant ones in this
context are envelope (env), group-specific antigen (gag) and polymerase (pol).
env is especially relevant; it consists of gp120 and gp41, which mediate the virus’
interactions with the host’s cells and are thus the main causative agent for HIV
mainly targeting T-lymphocytes and macrophages expressing the CD4+ antigen
(i.e. specific parts of the human immune system) [18,19]. This mechanism results
in a marked decline in the number of CD4+ cells after HIV infection. After a
period of latency (during which a specific equilibrium between HIV and CD4+

cells emerges), the number of CD4+ cells typically drops to low levels, while the
number of HIV particles rises, rendering the infected host prone to opportunistic
infections [20,21].

A single infected cell can produce thousands of new infectious HIV particles,
either as an acute event, followed by cell death, or over a period of weeks, slowly
releasing new HIV particles [16,22].

3.1 HIV Phylogenies

HIV evolves one million times faster than human DNA [23,24], mainly as a result
of its error prone reverse transcriptase and the short lifespan of the viral gener-
ation [25–27]. As a result, the genetic variance among HIV viruses is large.
Two types have been defined; HIV-1 and HIV-2 [28,29], both can result in
acquired immune deficiency syndrome (AIDS), but HIV-2 progression to AIDS
is generally slower [30].

HIV-1 has been divided in several groups; M, N, O and P. Group M is of par-
ticular interest, as it is the pandemic form, which has infected a vast amount of
people [29,31]. Group O represents less than 1% of HIV-1 infections and is mostly
found in west and south-east Africa [32]. Group N has an even lower prevalence,
with only 13 documented cases up to 2010, all occurring in Cameroon. Group P
has only been observed in two cases, and presumably accounts for 0.06% of HIV
infection [33,34].

Group M has diverged into nine subtypes; A, B, C, D, F, G, H, J and K
and over one hundred circulating recombinant forms (CRF) [29,35,36]. These
are established through recombination of HIV strains, after an individual suffers
infection from multiple subtypes (superinfection) and are considered CRFs if
they are subsequently detected in three or more individuals who are not epi-
demiologically linked [37].
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HIV-2 has at least eight distinct lineages (A-H), from which only groups A
and B have significantly spread to humans [38].

Considering that infection by a specific subtype can result in different patho-
genesis and resistance [39], it is essential to differentiate between subepidemics
when conducting research on the topic. Tools have been developed to identify
specific type and subtypes [40,41].

3.2 Epidemiological Models

Compartment models are one of the most popular concepts stemming from math-
ematical epidemiology [42], they aim to capture population dynamics by strat-
ifying individuals into different compartments. As an example, the SIR model
consists of 3 compartments; Susceptible (S), Infected (I) and Recovered (R) (or
removed) and has transitions between those compartments (see Fig. 2). R, S
and I represent the number of people in the respective compartment at a certain
point in time. The rates β and γ are specific to infectiousness and pathology. The
SIR model consists of three coupled non-linear ordinary differential equations,
representing the change in each compartment over time;

Ṡ = −βSI (1)

İ = βSI − γI (2)

Ṙ = γI (3)

With β the infection rate, γ the recovery rate and t time.

Fig. 2. SIR compartment model, compartments Susceptible (S), Infected (I) and
Recovered (R) represented by circles, transitions between them by arrows, denoted
by their associated rates (β and γ)

The model and extended versions thereof are especially relevant when trying
to answer health policy questions. In our work, such models will be used to
simulate specific HIV epidemics.

3.3 Detecting Missed Infections in Phylogenetic Trees

The starting point for our tree statistic was the method presented in [43], which
uses the coalescent [44] to provide an indication of the extent to which samples
are missing, or overly present in a specific phylogenetic tree.
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Equation 4 specifies how to calculate node probabilities for each node j in a
tree [43].

πj(t, k,N) =
j∑

i=1

ks
i Pri(Clineage) (4)

With i the interval index, ti the interval length, k the number of lineages to
coalesce in an interval, N the population size and Pri(Clineage) the lineage coa-
lescence probability.

Zj ∝ nπj − npj (5)

To be able to gauge to what extent the population making up the tree under
investigation is under- or oversampled, one can convert the node probabilities
to z-scores, by using Eq. 5. This equation quantifies the relation between the
number of descendant leaves expected at a node (i.e. nπj) and the number of
observed descendant leaves for that node (i.e. npj). Descendant leaves are all the
leaf nodes one obtains by following the branches of the node [43]. The z-score of
a node thus reflects the extent to which more (or less) descendants are expected,
given the observed descendants in the tree.

3.4 Portuguese HIV-1 Epidemic

The first reports of HIV-1 diagnoses in Portugal go back to 1983. By 2014,
53072 diagnoses had been reported [45]. As in most European HIV epidemics,
subtype B is the most prevalent HIV-1 subtype, followed by subtype G, which
is atypical in a European setting [46]. Within the “men who have sex with men”
risk group, the number of yearly diagnoses show a mild but steady increase,
while modes of transmission have transformed from intravenous drug use being
the main cause of new infections to infections stemming from heterosexual sex in
the period 2000–2014 [45]. This change is associated with lower diagnoses rates
overall (consistent with diagnoses in Europe in general), possibly illustrating
the beneficial results of a health policy implementation that was particularly
effective for intravenous drug-users (e.g. through providing single-use needles).
We apply our research on data stemming from this epidemic.

4 Methods and Materials

4.1 Portuguese Data

The data used in the experiments was made available through a HIV-1 resistance
database from Hospital Egas Moniz. Henceforth, we will refer to the used data
as ‘Portuguese data’ for the sake of brevity.

Data storage and querying was achieved through the RegaDB system [47].
Said system allows for complex querying, which was key to assemble all the rel-
evant data in an efficient manner. We proceeded by querying genetic sequences
of HIV-1 belonging to distinct patients. In doing so, we assembled three genetic
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sequence sets, differing in the HIV-1 subtypes they contain. The first set only
holds subtype B sequences (n = 2216). The second set is made up of subtype G
sequences (n = 1961). And a final set (n = 6079) that does not take into account
the specific subtype (and thus also includes other subtypes besides B and G).
HIV-1 sequences were classified using the Rega typing tool [48,49]. Each patient
only contributed one genetic sequence to a set, if multiple sequences were asso-
ciated with a single patient, the sequence established first was selected.

For each set, an alignment was created using MAFFT [50]. The resulting
alignments were then used to infer phylogenetic trees using maximum likelihood
trough RAxML [51]. RAxML was used with the GTR-γ model. A maximum
likelihood tree was constructed and subsequently annotated through bootstraps.
Bootstrapping was halted automatically based on extended majority rule con-
sensus trees (i.e. autoMRE). In order to preserve the confidential nature of the
employed patient data, tree inference was carried out on local computers exclu-
sively and only anonymized patient data was used.

4.2 Simulation Calibration

In order to validate our tree statistic on a real world epidemic, being able to gen-
erate simulation data that was plausible with regard to the real world epidemic
was essential. We thus proceeded by inferring relevant epidemiological parame-
ters in order to calibrate subsequent simulations. To that end, we opted to use
ABC [9] to learn said parameters, this approach was inspired by the work pre-
sented in [52]. ABC is closely related to Markov chain Monte Carlo (MCMC), but
unlike MCMC, does not require the calculation of exact likelihoods, which can
be intractable for complex models [52,53]. Learning the relevant epidemiological
parameters in an ABC setting requires the presence of some distance measure,
as an alternative to the exact likelihoods used in MCMC approaches. Taking
into account that the available epidemic data we want to infer parameters from
exists in the form of a phylogenetic tree, and the possibility of generating new
phylogenetic trees through simulation, we employ a kernel method developed by
Poon [54] as a distance measure between two trees. In concreto, we rely on a
specified compartment model (see Fig. 3 for the used model) that enables the
generation of trees.

By using the aforementioned kernel method, we assume that correspondence
in trees reflect similarities between the model and the epidemic underlying the
observed tree. In order to explore the possible parameters of the specified model
efficiently, ABC is used. In essence, ABC varies parameter values in order to
simulate more data by using the proposed parameter values in a specified model
and aims to minimise the distance between the newly generated data and the
observed data (in this case using the kernel method as a distance measure) [9,52].
Table 1 shows the parameters used in our ABC application. Broad parameter
ranges were chosen around commonly used values in the field.
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Table 1. Parameters used in ABC kernel method SI model, X = eμ+σZ represents
the log-normal distribution, βi being the infection rate, γi the mortality rate, μ the
mortality rate from natural causes, N the population size.

Parameter Range σ Initial Prior

N [103–106] 103 104 X = eμ+σZ , μ = 0.5 and σ = 10000

βi [10−3–10] 0.05 0.5 X = eμ+σZ , μ = 1.0 and σ = 0.01

γi [0–5] 0.01 0.1 X = eμ+σZ , μ = 1.0 and σ = 0.01

μ [0–1] 0.002 0.02 X = eμ+σZ , μ = 1.0 and σ = 0.01

4.3 Simulations

Rcolgem [55,56] was used to simulate epidemics, based on parameter ranges
obtained from application of the ABC-kernel method. Each simulation set con-
sisted of 1000 simulations, outputting phylogenetic trees, and a log of the pop-
ulation dynamics over time. The used model (based on [57,58]) is given by the
following equations, and is illustrated in Fig. 3.

Ṡ = bN − μS − (β0I0 + β1I1 + β2I2)
S

N

İ0 = (β0I0 + β1I1 + β2I2)
S

N
− (μ + γ0)I0

İ1 = γ0I0 − (μ + γ1)I1

İ2 = γ1I1 − (μ + γ2)I2

The model is an extension of a SIR model, and consists of a susceptible
state (S), three infection stages (I0, I1, I2) and a deceased state (θ). The model
includes births (determined by parameter b) and deaths (determined by param-
eter yi) (i.e. conceptual addition and removal of simulated individuals) without
a recovery state. Used parameter values, determined from the results of ABC
application, are as follows; γ0 = 0.045, γ1 = 0.14, γ2 = 0.5 μ = 0.001, β0 = 0.12,
β1 = 0.03 and β2 = 0.009 while S0 is varied between 145000 and 157000 and
the sample size (i.e. the number of leaves in the tree) between 1000 and 12000.
Parameters were sampled between the specified ranges using Latin hypercube
sampling. The goal being to find parameters for the simulation engine that result
in phylogenetic trees that are similar to the ones inferred from the Portugal data,
in order to match the underlying epidemic.

4.4 Constructing the Tz -score

The starting point in constructing our tree statistic was the method described
in [43]. The result of applying said method on a tree is an annotated tree,
which includes node probabilities for each node in the tree. In order to construct
our tree statistic from such an annotated tree, we devised a procedure to infer
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Fig. 3. Extended SIR compartment model, compartments Susceptible (S), three
Infected stages (Ii) and Deceased (θ) represented by circles, transitions between them
by arrows, denoted by their associated rates (infections βi, death through infection γi,
death trough natural causes μ and births b)

information about the population on the basis of z-scores. We proceeded by
defining a statistic that demonstrates the overall extent to which a tree is over-
or undersampled. We call this statistic Tz. To convert the obtained annotated
tree to a single statistic value, we rely on the z-score in the root of the tree, as
node probabilities are by definition propagated to the root node; Tz = Zr

s , with
Zr the z-score of the root and s the number of samples (i.e. leaves) making up
the tree. In order to apply the method, a tree and a N need to be specified.
Through experimental analyses, we found that a large N is necessary to obtain
informative results, we thus specified N = 105. Hence we obtain a single Tz

score for each tree, allowing qualitative comparison between trees, while still
being able to assess z-scores of individual nodes in the tree.

5 Results

5.1 Approximate Bayesian Computation

Figure 4 presents the results of ABC application in order to fit a specific tree.
Here only the results for the parameter μ are displayed for clarity. The figure
indicates that the ABC chain converged after about 1500 iterations and had thus
learned plausible values for said parameters with regard to the specified model.
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Fig. 4. ABC kernel method result, μ over different iterations

5.2 Phylogenetic Tree Assessment

We first present a visual comparison of tree topologies between the tree inferred
from the Portuguese dataset, a tree obtained through an ABC application cal-
ibrated simulation and a PANGEA [59] simulation, which aims to model the
HIV epidemic in sub-Saharan Africa. If topologies show major discrepancies, we
assume this indicated the simulations are not well calibrated with regard to the
actual epidemic, while a relatively corresponding topology would indicate simu-
lations resembling the actual epidemic. The PANGEA tree serves as an example
of topology difference when comparing different epidemics.

Figures 5a, 5c and 5e provide a visual representation of the relevant phylo-
genetic trees. Figure 5a stems from the Portuguese dataset, and as such offers a
baseline of desired tree topology. Figure 5c presents the tree obtained through
an ABC calibrated simulation, and Fig. 5e shows a tree from a PANGEA simu-
lation. We demonstrate visually that the relevant tree topologies display a rela-
tively high level of correspondence. We further investigated tree correspondence
by using patristic distances [60]. The patristic distance between two leaves l0
and l1 is the number of changes needed to l0 in order for it to become identical
to l1 [61]. Figures 5b, 5b and 5f present a histogram of the patristic distances
present in the tree stemming from the Portuguese dataset the ABC calibrated
simulated tree and the PANGEA tree respectively. These show that the ABC
calibrated simulation tree is concordant with the tree stemming from the Por-
tuguese epidemic.
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5.3 Tz -score Distribution
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Fig. 6. Rcolgem simulation analysis, sample size (i.e. number of leaves) against Tz-
score, with number of infected individuals in the simulations, shown as a gradient from
2.56 × 104 (red) to 4.64 × 104 (blue), N = 105 (Color figure online)

Figure 6 presents the result of application of our method on 1000 trees obtained
from rcolgem simulations. In the figure, obtained Tz scores are plotted against
tree sample sizes and the number of infected individuals in the simulations, shown
as a gradient from 2.56×104 (red) to 4.64 × 104 (blue). As a reminder, the num-
ber of infected individuals is determined by βi and S0. We can clearly observe a
distribution that allows distinction of the number of infected by Tz scores and
sample sizes. Indicating that we obtained an informative distribution through
application of our method. The figure shows that a lower Tz score correlates
with a larger portion of the infected population not being included in the phy-
logenetic tree. Additionally, as sample size goes down the distribution becomes
wider, indicating sufficiently large trees are necessary to allow for meaningful
inferences.



46 P. Libin et al.

Fig. 7. ABC parameter calibration. A range of parameters is used in a compartment
model to generate phylogenetic trees. These trees are then compared to a tree inferred
from the actual epidemic data to fit the parameters.

Fig. 8. Tz scores can be calculated on trees that were generated by compartment models
with known epidemiological parameters, allowing the evaluation of said Tz scores.

6 Discussion and Conclusions

Figures 7 and 8 show a summary of the approach presented in this work. First,
we can relate real-world genetic data to epidemiological parameters by apply-
ing ABC to an inferred phylogenetic tree (Fig. 7). Second, the development of
the Tz score is enabled by the generation of trees with known epidemiological
parameters, allowing us to relate Tz scores with said epidemiological parameters
(Fig. 8).
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The presented results show that the presented Tz score enables differentiation
of epidemiological parameters based on phylogenetic trees. As such, an interest-
ing further development would be to learn a function f(S0, β, γ,N) → TN

z , i.e.
learning the effect of epidemiological parameters on Tz values in general, and
from there, f(TN

z ) → {β, γ}, i.e. constructing a function that relates obtained
Tz scores to possible epidemiological parameters, which we assume to be feasible,
as S0 should be ascertainable trough census data and epidemiological studies.
We would further like to extend the Tz score to include a measure of uncertainty
associated to inferences. A possible approach to accomplish this would be to
apply our method on multiple subtrees, resulting from pruning the tree under
investigation, and determining the extent to which results remain coherent with
regard to the number of pruned leaves. Additionally, investigating the effect of
simulating epidemics using current models specifically tailored to HIV-1 (e.g.
an approach where the currently prevalent CD4+ models would be adapted to
generate phylogenetic trees) would be an interesting further development.

We have shown that application of the ABC method with compartment mod-
els allows us to capture trends of a real epidemic, but more complex models (such
as individual-based models) might yield better correspondence with actual epi-
demic data. While the computational cost of such models should be considered,
this would be an interesting avenue for future work.

Planned further research includes adaptation of the method presented in
[43] to draw coalescent probabilities from a distribution that is specific to HIV
evolutionary dynamics.

We have presented a tree statistic that can be employed to assort phylogenetic
trees on the basis of their underlying epidemiological parameters. By doing so, we
provide a first step towards a method to infer epidemiological parameters from
phylogenetic trees using coalescent theory, which would additionally be able to
indicate the specific subpopulations in which diagnosis rates are low, providing
a crucial tool for health policy researchers.
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Abstract. Lexical processing times can yield valuable insights about
structure in language and the cognitive processes that enable the use of
language. Being able to estimate lexical processing times enables us to
estimate readability and reading times of any text. It has been claimed
that lexical processing times of words are influenced by word occurrence
frequencies as well as the context it appears in (McDonald and Shill-
cock 2001; Baayen 2010). The context might be important because of
predictive processes that enable quicker lexical processing (Christiansen
and Chater 2016). In the present paper, the effects of morphosyntac-
tic predictions on lexical processing times are investigated using two
computational models. These computational models are trained to pre-
dict upcoming part-of-speech tags based on preceding part-of-speech tags
and their predictions are compared with human predictions and human
reading times from the PROVO corpus (Luke and Christianson 2018).
A recurrent neural network is able to explain variance in human pre-
diction errors whereas the Rescorla-Wagner model performs less well.
The Rescorla-Wagner prediction associations do however explain more
variance in human reading times. Moreover, the Rescorla-Wagner model
associations explain more variance in gaze durations than human pre-
diction errors. The human prediction errors and the Recorla-Wagner
model associations combined explain most variance (Adj. R2 = 0.719)
in reading times, which indicates that the part-of-speech tag-based
Rescorla-Wagner model associations contain complementary information
to explicit human predictions about lexical processing times.

Keywords: Lexical processing · Cognitive modeling ·
Rescorla-Wagner · Recurrent neural networks · Reading · Language
modeling

1 Introduction

Human brains are able to process information at great speeds, but more complex
information requires more effort and processing time. Analysis of word-level lex-
ical processing times can yield insights about what aspects of language influence
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reading effort the most and this information can be useful at various levels of lin-
guistic analysis. At the highest level, lexical processing time estimations can help
to give more accurate full text reading times. At a lower level, lexical processing
times can help to identify what parts of sentences may be hard to read, even
though the sentence is considered to be grammatically correct. Finally, lexical
processing times may be able to help explain why languages contain syntactic
consistency and semantic redundancy. This paper describes the use cognitively
plausible computational models to explain lexical processing times, but previous
findings about lexical processing times will be described first.

1.1 Lexical Processing

Human lexical processing behaviour has previously been critical to the devel-
opment of computational language models (Balota et al. 2007; McClelland and
Rumelhart 1981). Reading times of words in isolation have for instance been
studied to explain between-word differences and these reading times can yield
a lot of information about the cognitive effort that is required for processing
certain lexical features. Several factors have been claimed to explain variation
in lexical processing times of individual words such as word frequency, concrete-
ness and ambiguity, but lexical processing times can be better explained when
context is taken into account (McDonald and Shillcock 2001; Baayen 2010).

McDonald and Shillcock (2001) introduce a concept called Contextual Dis-
tinctiveness that takes the frequencies of surrounding words into account to
predict reading times. This context-dependent measure is able to explain more
variance in lexical processing times than pure word frequencies (McDonald and
Shillcock 2001). However, Baayen (2010) argues that the statistical approach of
McDonald and Shillcock (2001) still only relies on the word frequency effect and
this effect is only a epiphenomenon of learning word forms of lexical meaning. On
the other hand, the Naive Discriminative Reader (NDR) model (Baayen et al.
2011) would be able to explain more variance in lexical processing times.

Baayen (2010) applies a frequency based language model and the NDR model
on a data set with monomorphemic and monosyllabic words and concludes that
the NDR model results explain most variance of human response latencies. The
NDR model learns associations between nearby character unigrams and bigrams
by applying the Rescorla-Wagner equations (Rescorla et al. 1972). The result is
a two-layer connectionist network of which the weights are learned by iterating
through raw text. The NDR model is ignorant about word order or semantics
but analysis shows that the model still captures syntactic and morphological
co-occurrence effects (Baayen 2010). The NDR model fully relies on character-
level co-occurrence of words that are close to the target word to make word-level
predictions which indicates that morphosyntactic patterns within words do influ-
ence lexical processing times. Baayen (2010) also states that lexical processing
may also be influenced by higher level co-occurrence effects due to how words
should be combined to create meaningful sentences. The influence of characters
in preceding words on the lexical processing times of a future word suggests
that a form of anticipation or prediction takes place before a word is processed.
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Previous studies indicate that rather specific predictions are made before encoun-
tering linguistic input which enables humans to process spoken language quickly
enough (Christiansen and Chater 2016). Through neural event-related potential
studies it has been found that humans predict features like lexical categories
(Hinojosa et al. 2005) and grammatical gender (Van Berkum et al. 2005).

The biases and patterns that influence lexical processing may not only be
learned for individual words, but these factors may also apply to morphosyntactic
features of these words (Baayen 2010; Luke and Christianson 2016). Therefore,
the present paper attempts to explain lexical processing times based on mor-
phosyntactic predictions. More specifically, computational models are trained to
predict fine-grained word classes based on the word classes of context words.
Example 1 illustrates this type of context-based word class prediction for the
first sentence in the PROVO corpus based on the Penn Treebank part-of-speech
tagset (Marcus et al. 1993).

Example 1. There are now rumblings that [...] ≡ EX VBP RB NNS IN
Context: EX VBP RB NNS, Target: IN

Data for studying lexical processing times can be extracted from self-paced
reading tasks or from eye-tracking data while reading. Especially eye-tracking
data may be a good proxy for lexical processing time since eye-tracking does not
make reading any more difficult than natural reading. As mentioned before, the
present paper describes a prediction-based modeling approach for estimating
lexical processing times. Word-level predictability scores can be estimated by
letting humans predict upcoming words in a sentence using the cloze procedure
(Taylor 1953). Predictability scores refer to the fraction participants that predict
a target word correctly. This procedure lets participants of an experiment predict
the next word in a sentence given the preceding words. Predictability of a word
can be estimated by the fraction of correct predictions with a large group of
participants. The PROVO corpus (Luke and Christianson 2018) is the largest
English corpus that contain predictability scores and also includes eye-tracking
data for the same sentences. Therefore, this corpus very valuable for evaluating
the effects of context-based predictability on lexical processing.

Analyses on the PROVO corpus reveals that humans only predict 5% of con-
tent words correctly due to the sparsity of content words (Luke and Christianson
2016). As a result, the exact word predictability scores do not contain significant
explanatory power for estimating reading times (Luke and Christianson 2016).
The authors did however find that the lexical classes to which a word belongs
are consistently predictable. It may for instance be hard to guess the next word
in a sentence, but it may be clear that it is likely to be a noun. The lexical class-
based predictability scores did significantly explain some variance in the reading
times which makes the authors conclude that predictability of lexical features
may influence reading times (Luke and Christianson 2016). The present paper
will further investigate the effects of morphosyntactic predictability on reading
times by using the PROVO data set. Computational models that should learn to
predict morphosyntactic features are created and predictability scores from the
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PROVO corpus can indicate whether the models are able to make similar predic-
tions as humans even if the models perceive only a small set of morphosyntactic
features as opposed to actual words. After this, it will be evaluated whether the
model prediction outputs can explain human reading times. The results will then
show whether the computational models mimic the prediction technique during
lexical processing on a morphosyntactic level.

1.2 Computational Models

One type of computational model that is able to learn patterns in sequential
data like language is the Recurrent Neural Network (RNN) (Elman 1990). A
simple RNN with a single hidden layer can be used as a connectionist model for
cognition. This type of network is able to make predictions based on the current
input and the internal representation of the previous input. The connection to the
previous hidden state enables the network to learn longer-distance dependencies
between sequential inputs. It is not claimed that RNNs replicate human learning
or comprehension (Elman 1990; Van Berkum et al. 2005), but RNNs have been
applied successfully in linguistic tasks that involve pattern learning (Mirman
et al. 2010; Misyak et al. 2010). Even though the RNN model is not designed as
a cognitive model, its simple design can still be considered cognitively plausible.
Therefore, the RNN architecture will be used for a computational model in the
present paper.

A different kind of computational model that is designed specifically for mod-
elling cognitive behaviour is the Rescorla-Wagner (R-W) model (Rescorla et al.
1972). This type of model learns associations between cues and outcomes based
on error-driven learning. Associations between cues and outcomes are strength-
ened or weakened based on how well predictions match the outcomes. As a
result, the model will not associate new cues with outcomes if a different cue
already reliably predicts an outcome. A common example of this type of learning
is Pavlov’s dog. If a dog hears a bell before each meal, the bell will be associ-
ated with the meal. If after learning this, also a light will be flashed before each
meal this will not be associated with the meal because the bell cue is already
informative enough (Rescorla et al. 1972). This type of conditioning has been
associated with behaviourist animal learning, but it has also been successfully
used for modelling lexical processing (Baayen 2010). Therefore, this model is
also used in the present paper.

RNN models and R-W models are expected to learn differently because of
their different input representations, hidden state connections and general com-
plexity. Due to the presence of one or more hidden layers in a RNN model and
the lack of a hidden layer in a R-W model, a RNN model would be expected
to make more accurate predictions. High accuracy is however not necessarily
equivalent to human-like performance.
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2 Method

To investigate the predictability of morphosyntactic features and the effects of
morphosyntactic predictability, a RNN model and a R-W model are trained to
predict part-of-speech (POS) tags of words based on the POS tags of preceding
words. POS tag prediction is used instead of word prediction to eliminate the
sparsity problem of words. The evaluation data is relatively small and does not
give a good coverage of English words. As a benefit of generalising to POS tags
the influence of interpretable morphosyntactic features can be evaluated.

Fig. 1. Regression lines for correlation between human gaze duration per word for
different types of POS match scores with a 95% confidence interval. POS match scores
are the fractions of human word predictions that have the same POS tag as the target
word.

The models have to be trained on a large amount of English texts so that the
models will learn typical grammatical structures in English. Then, the models
make predictions on unseen data. The models might rely on similar syntactic
patterns as humans if model predictions explain variance in human prediction
scores. Finally, it will be evaluated whether the models explain variance in human
reading times. If this is the case, then lexical processing seem to rely on making
morphosyntactic predictions. The differences between model results will give an
estimation of the mechanism with which these predictions are made.

2.1 Data

Evaluation Data. For comparison between model predictions and human pre-
dictions and reading times, the previously discussed PROVO corpus (Luke and
Christianson 2018) is used. However, this corpus contains just 55 texts with 132
sentences in total. This small amount of data does not cover the large amount of
syntactic variation that is present in natural language. Additionally, the mod-
els should not be trained on this evaluation data if a fair comparison between
humans and models should be made. The human prediction and reading time
measures orginate from humans who have not read these particular texts before
but, since they are humans, they have read large amounts of other texts before
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participating in the experiment. Because of this, the PROVO corpus is only used
for evaluation while model training is executed with a large set of different texts.

The texts in the PROVO corpus are a combination of excerpts of news arti-
cles, popular science articles and fiction (Luke and Christianson 2018). On aver-
age, the text excerpts contain 2.5 (range 1–5) sentences of 13.3 (range 3–52)
words per sentence. Word predictions are collected for all words except the first
word of each document using a cloze-procedure experiment with 470 univer-
sity students. The documents are presented to the participants one word at a
time and the participants have to type in their prediction of the next word at
each step. As a result, each word in the PROVO corpus contains at least 40
predictions. Reading time data is collected using an eye-tracking experiment
with 84 participants that did not participate in the prediction experiment (Luke
and Christianson 2016). During reading, humans tend to move back and forth
between words. As a result, the eye-tracking data contains multiple measures like
the first fixation duration and the amount of fixations on the target word (Luke
and Christianson 2018). The first fixation duration may be informative, but the
total time a human spent looking at a word may be a better indicator for lexical
processing time. Therefore, the total fixation duration, the gaze duration, will be
used in this paper as a measure for lexical processing times. Gaze durations that
are shorter than 80ms or longer than 800ms have been removed in the creation
of the corpus (Luke and Christianson 2018). As a result, gaze duration times per
word are close to normally distributed. Therefore, the mean gaze durations per
word are used in this paper as a proxy for human lexical processing times.

Training Data. The data that is used to train the language models is the WSJ
part of the Penn Treebank (PTB) (Marcus et al. 1993). This annotated corpus
of news articles does not cover all genres of text present in the PROVO corpus,
but the texts in both corpora are written by professional authors. Therefore, the
sentences in both corpora are likely to be considered to be grammatically correct
according to common English writing standards. This similarity is important
since the models have to fully rely on syntactic structure without additional
semantic cues that are present in informal spoken and written language. The
PTB data set consists of 49,208 sentences from 2312 news articles. For model
efficiency purposes, only sentences with 3 to 60 tokens are used. This removes
only 1.0% of the sentences in the PTB.

Part-of-Speech Tags. Both the PTB and the PROVO corpus contain POS
tag information for each word but different tag sets are used in each corpus.
The PTB corpus contains human annotated POS tags using its own tag set
that is commonly used. The POS tags in the PROVO corpus originate from the
automatic CLAWS tagger (Garside 1997). Due to obvious tagging mistakes and
incompatibility between the PTB tag set and the CLAWS tag set, the PROVO
data is re-tagged to the PTB tag set. This re-tagging is done using the default
NLTK POS tagger due to its decent performance (Loper and Bird 2002). The
PTB tag set contains tags for lexical classes like verbs and nouns, but classes
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are also separated by morphosyntactic features like tenses and plurality. As a
result, the tag set contains 36 word-level POS tags and 9 additional tags for
different kinds of punctuation. In order to investigate the differences between
lexical categories without distinction between finer-grained categories, the PTB
POS tags are converted to the Universal tag set (Nivre et al. 2018) using the
official conversion table1. This simpler tag set contains 11 unique tags that cor-
respond to lexical classes. The computational models are however trained on the
more fine-grained PTB tags. Figure 1 illustrates a preliminary view of how POS
match scores of different tag sets correlate with gaze durations. POS match
scores are the fractions of human predictions that have the same POS tag as
the target word. The figure illustrates that the CLAWS match scores that are
based on a tag set that is nearly the same as the Universal tag set does not
correlate with the gaze durations. The Universal POS match scores do correlate
with gaze durations and the effect is even stronger for the finer-grained PTB
POS tags. This correlation suggests that morphosyntactic predictability may
influence gaze durations, but the correlation may for instance also be caused by
different word length distributions between POS tags. Figure 2 illustrates that
not all word classes are equally predictable. Note that proper nouns are never
correctly predicted by humans. A possible reason may be that participants in
this experimental setting avoid guessing names because the chance of guessing
a proper name is too small in general.

Fig. 2. Distributions of PTB POS Match scores per Universal POS tag. Boxes indicate
quartiles, whiskers the 1.5 interquantile range and dots indicate outliers.

2.2 Recurrent Neural Network Model

Training: The first model that is trained to predict POS sequences is a fully
connected simple recurrent neural network (RNN). The input layer and output
layer each contain 45 input units that correspond to each possible PTB POS
tag and the recurrent hidden layer contains 300 units. Figure 3 illustrates the
RNN network structure. At each time step, the input unit is activated that
corresponds to the POS tag of the previous word and the target output is the
1 https://universaldependencies.org/tagset-conversion/en-penn-uposf.html.

https://universaldependencies.org/tagset-conversion/en-penn-uposf.html
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POS tag of the next word. To get output unit activations that correspond to
POS tag probabilities, the softmax function is applied to the output layer.

Fig. 3. RNN network structure. Each circle represents 45 fully connected units and
each box represents 300 fully connected units. For each target, the preceding POS
tag is used as input. Identity of earlier POS tags is derivable through access to the
preceding hidden state.

Hyper-parameters for the network are chosen based on manual tests to
improve accuracy without overfitting. Because of the risk of overfitting in loss
minimizing neural networks, 10% of the data is set aside as validation data. The
network is trained for 50 epochs using the Adam optimizer (Kingma and Ba
2014) with learning rate 0.001 and the categorical cross-entropy loss function.
The order of the sentences is shuffled between each epoch so sentences that orig-
inated from the same source text are not processed in order. A dropout rate of
20% is set between the recurrent layer and the output layer to prevent overfitting
(Srivastava et al. 2014). As a result, the training and validation errors are very
similar throughout the training process.

The trained model has achieved a categorical prediction accuracy on the PTB
training data of 38%. This accuracy score includes punctuation predictions and
does not yield any information about certainty and biases. Generally, the trained
model also predicts less common POS tags on the training data, but rare POS
tags do not always occur in predictions.

Testing: For comparison with human predictions, the PROVO sentences are
passed through the frozen network without allowing any weight updates to take
place. The predictions where the target tag is punctuation are removed to match
the human experimental results. Punctuation outputs are also removed since pre-
dicting punctuation was not an option for humans and the outputs are rescaled
to sum up to one again. For comparison with human results, multiple measures
are extracted from the model prediction outputs: the target value activation,
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the maximum activation value (response activation) and the mean squared error
(MSE). These three values are closely related but they represent different kinds
predictability information. The target activation represents how probable the
actual POS tag is, whereas the response activation represents the extent to
which any specific POS tag is expected. Finally, the MSE gives an overall error
measure of the possible outputs. Due to the nature of how the MSE is calculated,
this measure emphasizes the distribution of non-target outputs. In other words,
the MSE is high if the absolute prediction error is equally distributed over the
different non-target outcomes.

2.3 Rescorla-Wagner Model

Fig. 4. Rescorla-Wagner network structure with temporally encoded cues.

Training: The Rescorla-Wagner (R-W) model is not designed to process sequen-
tial input like the sentences that are to be processed. Architecturally, the R-W
model is equivalent to a perceptron model excerpt that a different learning strat-
egy is used. To deal with the sequential nature of language, positional encoding
is used for cues. The POS tag of each word in the PTB corpus is used once as
the outcome for the R-W model with all preceding word POS tags as its cues.
This network structure is illustrated in Fig. 4. The cues are all suffixed with its
distance from the outcome. This means that a single word serves as a unique
cue for each upcoming word. This positional encoding enables the model to be
associated with multiple outcomes at different positions. A determiner may for
instance be associated with an adjective at the next position and with a noun
at the position after that without any conflict. A shortcoming of this approach
is that all cues are presented with the same salience, even though some cues
may represent words that were read up to 60 words before. The RNN model is
able to selectively remember and forget information about preceding POS tags,
but the R-W model cannot do this. Figure 5 does however illustrate that this
may not be a problem. Associations with POS tags at longer distances are not
learned because they are not consistently present in different sentences. Mean
association strengths therefore decrease quickly as distance increases.
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Fig. 5. Mean Rescorla-Wagner association strengths per distance between cue and
outcome.

In addition to the position encoded POS tags corresponding to the preceding
words in the sentence, a special start cue is added with its relative position.
This allows the network to take the position of the outcome in the sentence
into account. This is added to let the model know whether it is predicting the
beginning or end of a sentence.

The α parameter of the R-W model is set to 0.00001 and all generated cues
and outcomes of the PTB corpus are passed through the model in random order
to learn associations. Only a single iteration is used since multiple iterations
through the full data set do not improve prediction accuracy significantly. Addi-
tional iterations would increase the size of differences between associations, but
this does not affect outcomes. For the same reason, the α parameter is set to a
low value. Larger values up to 0.01 do not significantly change prediction accu-
racy but higher values lead to a sudden increase in training accuracy and a
decrease in validation accuracy. The choice of a small α parameter prevents this
kind of overfitting and retains most nuances between associations of different
possible outcomes.

Testing: After the single learning iteration through the PTB data set, predic-
tions for the PROVO corpus sentences are extracted from the model without
updating the associations. For comparison with human data, the association
with the target POS tag (target activation) as well as the highest association
value (response activation) are extracted for each word in the corpus.

3 Categorical Results

Before the evaluation of how well the RNN model and the R-W model match
human prediction behaviour, the categorical predictions of the words are ana-
lyzed. To do this, the most likely predictions per word are compared to get
accuracy values for the models and for humans. These predictions are collected
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Table 1. Accuracy scores for humans and models on PTB and Universal tag sets.

PTB Acc. Universal Acc.

Human 0.482 0.561

RNN 0.372 0.459

R-W 0.321 0.383

for both the PTB tag set and the Universal tag set to analyze more fine-grained
differences. Table 1 shows that the two computational models do not outperform
human predictions based on overall accuracy. Accuracy scores may seem low, but
all scores are much higher than would be expected from random guessing. There-
fore, both models as well as the humans must take POS-tag information into
account. The RNN model seems to make more accurate predictions overall than
the R-W model. However, the absolute accuracy difference between the RNN
model and the R-W model is 5.1% for the PTB tag set whereas it is 7.6% for
the Universal tag set. This suggests that the RNN model predicts a similar POS
tag more often than the R-W model when the exact prediction is incorrect. In
other words, the RNN model may for instance generalize over verbs and predict
a singular verb where a plural verb is the target. This kind of generalization is
not possible in the R-W model due to the simplicity of the model design.

The reason that humans outperform the models is most likely because native
English speaking adults have read more text than is provided to the models as
training data. Additionally, the humans received actual words as context instead
of POS tags and there may be more informative semantic clues than only the infor-
mation captured by the POS tag. Nevertheless, accuracy scores of both models are
close enough to human performance for it to be possible that the models make sim-
ilar generalizations as humans do. Such a conclusion can however not be made by
looking at accuracy scores alone, since scores cannot be compared directly. The
models received less information than the human participants so if model scores
have predictive power for human scores, that suggests that the subset of informa-
tion that the models get is actually an informative subset.

Fig. 6. Actual or predicted POS tag frequencies for humans and models. Actual PTB
POS tags are aggregated per Universal POS tag for clearer interpretation, but the
distribution of fine-grained PTB POS tags is equivalent.
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Figure 6 shows that humans and the models both have prediction biases
towards certain POS tags relative to actual frequencies. This figure shows for
instance that humans generally expect nouns and determiners more often than
their actual occurrence frequencies whereas verbs are predicted less often. The
model responses, and especially the R-W model responses, have larger deviations
from the target frequencies but the direction of the deviation always matches
the over- or underestimation direction of humans. The only exception to this
rule are proper nouns since humans never predicted a proper noun in the exper-
iment. This does not have to mean that proper nouns as a word category are
always unexpected. It is more likely that they do not to randomly guess names
as opposed to actual English words since there is an unbound number of possible
names. In summary, the frequencies suggest that the models have biases in a sim-
ilar direction as humans but the effects are much stronger in the models. Mainly
the shared underestimation of verbs suggests that the models do not just predict
the most likely POS tag based on frequency since verbs occur frequently. There-
fore, the frequencies suggest that the models and humans might share similar
generalizations. This can however not be concluded based on raw frequencies,
so therefore the explanatory power of model predictions for explaining human
predictions will now be evaluated.

4 Computational Models

4.1 Modelling Human Predictions

If the computational models make predictions similarly to humans, then the
model results should have explanatory power for predicting the fractions of pre-
dictions by humans that correspond to the target POS tag (human POS match
scores). Therefore, statistical models are created with the human POS match
scores as the dependent variable. The values of this dependent variable range
between zero and one with a skewed distribution with many values close to zero.
Nevertheless, an linear ordinary least squares model is sufficient to model the
data since the final models fit the data nicely with nearly normally distributed
residuals and no violation of assumptions. An advantage of these linear models
over more advanced modeling techniques is that the directions of the estimator
effects are easily evaluated. Models are created by stepwise addition of estima-
tors and interactions if they improve the AIC score. The models that fit the
human POS match scores the best are shown in Table 2.

Baseline Model. Before computational model outputs are used as estimator
for human match scores, a baseline model is created which has to be improved
by adding the model estimators. The baseline model contains the POS tag and
the word length as estimators where the word length is the amount of characters
in the original word. The effects in the resulting model for instance reveal that
humans are inherently better at predicting POS tags like singular nouns (p <
0.001) than adverbs (p < 0.001). The baseline model also indicates that humans
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Table 2. Ordinary least squares (OLS) model results for human POS prediction accu-
racy per prediction model. Baseline is used as a stand-in for POS ∗ WordLength.

Model OLS estimators PTB tag set Universal tag set

(Target: human prediction accuracy per word) AIC Adj. R2 AIC Adj. R2

WordLength WordLength 1494.025 0.017 1802.648 0.002

POS POS 890.363 0.231 887.159 0.308

Baseline POS + WordLength 873.576 0.236 882.760 0.310

RNN Baseline + POS ∗ TargetAct + MSE :TargetAct 622.407 0.315 594.474 0.390

R-W Baseline + POS ∗ TargetAct + ResponseAct 713.222 0.290 680.430 0.369

RNN + R-W RNN + R − W 643.857 0.317 591.216 0.397

are somewhat better at predicting shorter words than longer words because
the effect of word length is negative (p < 0.001). The usage of POS tags as
estimators is important since match scores may be different for different POS
tags due to biases and frequency differences. The computational models should
however be able to add additional information. The word length is by itself
not a good estimator for human prediction accuracy but in combination with
the POS estimator it does significantly contribute to the model. Shorter target
words appear to be easier to predict by humans whereas the POS tag based
computational models cannot know whether the original target word was short.
The residuals of the baseline model are not normally distributed, which suggests
that there may be structure in the data that is unaccounted for.

RNN Model. An ordinary least-squares model is created for the RNN model
using the same procedure that was used for the baseline model. In addition to the
POS and word length estimators, the RNN target activation variable significantly
improves the model fit for both the PTB POS match as well as the Universal POS
match target variables. The effect is positive (p = 0.001), which indicates that
the RNN target activation significantly predicts human responses. In addition to
the main effects, the interaction between the POS tag and the target activation
improves the model fit as well as the interaction between the target activation
and the MSE value. There is a strong positive effect for the interaction between
target activation and MSE (p < 0.001) whereas the main effect of MSE does not
significantly improve the model. The interaction indicates that the POS match
scores will be high when the target activation is high while the MSE is also
high. This is a curious interaction because a high target activation value should
correspond with a low error, but the MSE will also be high if the activations
are evenly distributed over the possible outcomes. Therefore, this interaction
indicates that the POS match is high if the target POS tag is relatively probable
while all other POS tags are all equally improbable.

R-W Model. Similarly to the RNN model, an ordinary least-squares model is
created for the R-W using stepwise addition of estimators on top of the baseline
model. The target activation value adds most explanatory power to the model
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with a strong positive effect (p < 0.001). This indicates that the R-W association
is a good estimator for human predictions. In addition to the main effect for
target activations, a main effect for the response activations also significantly
contributes to the model with a negative effect (p = 0.003). As a result, the POS
match is predicted to be lower if the response activation is high. If the response is
equal to the target, the POS match will still be high because the coefficient of the
target activation is much higher. In addition to these main effects, an interaction
between the POS tag and the target activation is added to the model, because
the target activation effect is not equally strong for all POS tags.

Model Comparison. The AIC scores and the adjusted R2 scores are shown
in Table 2 for each OLS model described in the previous sections. These results
clearly show that both the RNN model and the R-W model reveal predictive
information for human predictions that was not present in the baseline model.
The table also shows that the RNN model predicts human responses better than
the R-W model. This indicates that the more complex structure of the RNN
model and the loss minimizing learning procedure do not only lead to better
prediction accuracy but predictions also match human predictions more closely.
It is not likely that the RNN model and the R-W model contain complementary
predictive information since a union of the RNN and the R-W estimators does
not improve the model fit. These findings show that predictions of the com-
putational models and especially the RNN model at least partially depend on
the same patterns that humans use. Therefore, these results suggest that syn-
tactic patterns influence human predictions. This is not an entirely surprising
conclusion since humans have an intuition whether a sentence is grammatically
correct, but this at least reveals that the computational models are able to learn
the same grammatical patterns.

4.2 Modelling Human Gaze Durations

The human prediction model results show that the computational models are
able to reveal information about how humans explicitly predict upcoming words
in a sentence. In this section the gaze durations are modelled using the prediction
variables of the computational models. The influence of POS predictability on
gaze durations is investigated in this section, so therefore the human POS match
scores are also used as a estimator in the statistical models. If the influence
of syntactic predictability on gaze durations is very strong and if the models
approximate human cognition very well, it would be theoretically possible that
computational model results reveal more predictive information than the POS
match scores. The results of the best ordinary least squares models are listed in
Table 3.
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Table 3. Ordinary least squares (OLS) model fits and explained variance for gaze
durations per word. The Baseline, Human, RNN and R-W estimators are stand-ins
for the estimators in their respective models with the exclusion of duplicates.

Model OLS estimators (Target: human gaze durations per word) AIC Adj. R2

POS POS 2560.335 0.515

WordLength WordLength 2009.570 0.604

Baseline POS + WordLength 1366.281 0.695

Human Baseline + PTB POSMatch 1278.411 0.706

RNN Baseline + POS ∗ TargetAct 1333.473 0.702

R-W Baseline + POS ∗ TargetAct + POS ∗ ResponseAct 1282.181 0.711

RNN + R-W RNN + R − W 1309.381 0.711

Human + RNN Human + RNN 1267.892 0.710

Human + R-W Human + R − W 1215.665 0.719

Baseline Model. A baseline ordinary least squares model is created to evaluate
whether the computational model predictions actually add new information. The
dependent variable, the gaze duration distribution is skewed with relatively many
long values due to the temporal nature of the variable. To make the distribution
more close to normal distributed, the gaze durations are log-transformed. Gaze
durations are modelled using the same baseline features that were used to predict
the POS match scores: the POS tag and the word length. A model is selected
using the same stepwise addition procedure that was used before. The best model
contains main effects for the POS tag as well as the word length. In addition
to these main effects, the interaction between POS tag and word length would
significantly improve the model fit, but this is likely caused by inherently different
distributions of word lengths between POS tags. The interaction is excluded from
the model because the model would overfit to specific words for some POS tags.
The baseline model is already a decent estimator for gaze duration because it
already explains 70.6% of the variation in the gaze durations according to the
adjusted R2 value. Neither the POS nor the word length estimators predict
this much variance as sole estimators which indicates that both estimators are
important.

Human Model. To evaluate whether POS predictability influences gaze dura-
tions, a statistical model is created to predict gaze durations using human POS
match scores. The predictive power of the calculated PTB POS and Universal
POS match scores are tried as estimators as well as the CLAWS POS match
scores that were calculated by Luke and Christianson (2018). Of these three
variants of POS predictability, the PTB POS match scores explain most vari-
ance. The addition of other POS match variants nor the addition of interactions
improve the model fit. This indicates that the PTB tag set approximates cogni-
tive symbolic representations of syntactic labels most closely.

RNN Model. Now a similar statistical model is created with RNN model
outputs to evaluate whether the RNN model reveals information about gaze
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durations. In addition to the baseline estimators, the target activation is added
as a main effect as well as an interaction between the POS tag and the target
activation. The main effect of the target activation is negative (p = 0.04) which
indicates that gaze durations are shorter if the target is predictable by the RNN
model. The response activation nor the MSE estimators do not significantly
improve the model fit. This suggests that the gaze duration is not significantly
influenced by the probability distribution of non-target responses.

R-W Model. Of the candidate R-W estimators, the response activation
improves the baseline model fit with the largest effect although the target acti-
vation is a close second. Stepwise addition reveals that the use of both the target
activation and the response activation main effects improve model fit as well as
the interactions of both estimators with the POS tags. In this model, the gaze
duration significantly decreases with both higher target activations (p = 0.04)
as well as higher response activations (p < 0.001). This indicates that gaze dura-
tions are shorter when POS tags are predictable in the R-W model.

Model Comparison. Table 3 shows how well the best versions of each pre-
dictive model are able to explain variance in gaze durations. The model with
human PTB POS match scores fits the gaze durations significantly better than
the baseline model, but the two computational models do too. According to the
AIC scores, the models for RNN and R-W fit the data less well than the human
POS match based model but more noteworthily, the R-W model seems to fit
better than the RNN model. This reversal of positions with respect to the POS
match prediction model may have revealed some important information about
nature of these algorithms with respect to cognition because the models seem to
match different tasks. Maybe more importantly than the AIC score comparison,
the results show that the R-W model is able to explain just as much information
as the human POS match based model. The adjusted R2 value is even slightly
higher, but the difference is really small.

To investigate whether different models contain complementary information
about gaze durations, the estimators of the computational models are combined.
Table 3 shows that the combination of the RNN model and the R-W model does
not improve model with respect to single models. The combination of human
POS match scores and the RNN estimators neither improves the model which
indicates that the RNN model does not reveal any additional information. It
does however appear that the union of the human prediction model and the R-
W model significantly improves model fit (ΔAIC = 62.746). Additionally, the
union model also explains more variance according to the adjusted R2 measure.
This result indicates the associations learned by the R-W model are able to
explain variation in gaze durations that could not be explained by the human
prediction data. Therefore, it can not only be concluded that gaze durations
are influenced by syntactic predictability and that the models are able to make
similar predictions, but the results show that the R-W model associations explain
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additional information that could not be explained by explicit human predictions
since the R-W model explains additional variance to the human prediction scores.

5 Conclusion

This paper started with the premise that lexical processing times are influenced
by the predictability of syntactic patterns. Both the RNN and the R-W should
be able to make accurate predictions to some extent and due to the added com-
plexity of the RNN model, the RNN model would likely have a higher accuracy.
The results have indeed shown that this is the case. The accuracies do however
not indicate whether the models make the same mistakes as humans nor does it
indicate whether the models are certain about the same words that have high
predictability agreement by humans.

Table 2 shows that both models are able to explain variance in human predic-
tions on top of the variation explained by POS tags and word length. However,
the RNN model fits the human prediction data much better and explains more
variance than the R-W model. The results show that the RNN model explains
most variance for human prediction accuracies with respect to the R-W model.
Therefore the cognitive process of humans may have similar features as the
RNN model for the task of next word prediction. Additionally this suggests that
humans use morphosyntactic features of preceding words to make predictions.

The results for the gaze duration models are however quite different as can
be seen in Table 3. These results show that the human predictions have some
explanatory power for gaze durations and therefore for lexical processing time.
Noteworthily, the R-W model results fit the human gaze durations better than
the RNN results and the R-W model results explain even a little more variance
than the model based on human prediction accuracies. This suggests that the
R-W model may be a good approximation of the cognitive process that takes
place when humans read text. The model was trained on relatively little data
with only the ordered POS tags as input and output. Therefore, it seems that
human lexical processing times depend on morphosyntactic predictions. When
combining the human POS matches with the R-W estimators, even more vari-
ation of gaze durations is explained. Therefore, some associations found by the
R-W model are actually better estimators of lexical processing time than human
POS predictions.

The main question of this paper was whether word-level syntactic predictabil-
ity plays an important role in lexical processing and two computational models
were compared. It appears that the RNN is the best model to explain human
predictions. The reason for this is likely that the RNN architecture allows more
complexity in finding the solution and the human brain is capable of making
these complex predictions when thinking consciously. Lexical processing while
reading text is also influenced by syntactic predictability, but it appears that this
does not work with the exact same cognitive system that is used for conscious
predictions. The gaze durations are better explained by the simple associations
in the R-W model, which means that humans require a longer lexical processing
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time if certain morphosyntactic properties are not anticipated. Explicit predic-
tions and gaze durations are both influenced by a prediction mechanism, but the
differences between models suggest that the associated cognitive processes are
not the same.

The results that are described in this paper may have strong implications
in cognitive linguistic research because more information about the cognitive
process of reading text is revealed. However, these results may also impact read-
ability research and applications. The R-W model that is built for this paper can
be applied on unseen text to give a numeric indication about readability if one
assumes that reading pace is a good proxy for readability. Existing readability
formulas and measures are based on heuristics and content whereas the R-W
model is data driven and able to model lexical processing times. To demonstrate
this type of application, a demo is created that calculates gaze durations for
any text based on the R-W model outputs and the coefficients of the statistical
model. The demo visualizes the adjustments of reading times that are explained
by the R-W model estimators. The demo is publicly available at https://lexical-
processing.wietsedv.nl.
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Abstract. Kernel PCA is a powerful feature extractor which recently
has seen a reformulation in the context of Restricted Kernel Machines
(RKMs). These RKMs allow for a representation of kernel PCA in terms
of hidden and visible units similar to Restricted Boltzmann Machines.
This connection has led to insights on how to use kernel PCA in a gen-
erative procedure, called generative kernel PCA. In this paper, the use
of generative kernel PCA for exploring latent spaces of datasets is inves-
tigated. New points can be generated by gradually moving in the latent
space, which allows for an interpretation of the components. Firstly,
examples of this feature space exploration on three datasets are shown
with one of them leading to an interpretable representation of ECG sig-
nals. Afterwards, the use of the tool in combination with novelty detec-
tion is shown, where the latent space around novel patterns in the data
is explored. This helps in the interpretation of why certain points are
considered as novel.

Keywords: Kernel PCA · Restricted Kernel Machines · Latent space
exploration

1 Introduction

Latent spaces provide a representation of data by embedding the data into an
underlying vector space. Exploring these spaces allows for deeper insights in the
structure of the data distribution, as well as understanding relationships between
data points. Latent spaces are used for various purposes like latent space car-
tography [11], object shape generation [21] or style-based generation [8]. In this
paper, the focus will be on how the synthesis of new data with generative meth-
ods can help with understanding the latent features extracted from a dataset.
In recent years, generative methods have become a hot research topic within the
field of machine learning. Two of the most well-known examples include varia-
tional autoencoders (VAEs) [9] and Generative Adversarial Networks (GANs) [2].
An example of a real-world application of latent spaces using VAEs is shown in
[20], where deep convolutional VAEs are used to extract a biologically meaning-
ful latent space from a cancer transcriptomes dataset. This latent space is used
c© Springer Nature Switzerland AG 2020
B. Bogaerts et al. (Eds.): BNAIC 2019/BENELEARN 2019, CCIS 1196, pp. 70–82, 2020.
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to explore hypothetical gene expression profiles of tumors and their reaction to
possible treatments. Similarly disentangled variational autoencoders have been
used to find an interpretable and explainable representation of ECG signals [19].
Latent space exploration is also used for interpreting GANs, where interpolation
between different images allows for the interpretation of the different features
captured by the latent space, such as windows and curtains when working with
datasets of bedroom images [14]. Latent space models are especially appealing
for the synthesis of plausible pseudo-data with certain desirable properties. If the
latent space is disentangled or uncorrelated, it is easier to interpret the meaning
of different components in the latent space. Therefore it is easier to generate
examples with desired properties, e.g. we want to generate a new face with cer-
tain characteristics. More recently, the concept of latent space exploration with
GANs has been further developed by introducing new couplings of the latent
space to the architecture of the generative network, this allows for control of
local features for image synthesis at different scales in a style-based design [8].
These adaptations of GANs are known as Style-GANs. When applied to a facial
dataset, the features can range from general face shape and hair style up to eyes,
hair colour and mouth shape.

In this paper, kernel PCA is used as a generative mechanism [16]. Kernel
PCA, as first described in [15], is a well-known feature extractor method often
used for denoising and dimensionality reduction of datasets. Through the use
of a kernel function it is a nonlinear extension to regular PCA by introducing
an implicit, high dimensional latent feature space wherein the principal com-
ponents are extracted. In [18], kernel PCA was cast within the framework of
Restricted Kernel Machines (RKMs) which allows for an interpretation in terms
of hidden and visible units similar to a type of generative neural network known
as Restricted Boltzmann Machines (RBMs) [3]. This connection between kernel
PCA and RBMs was later used to explore a generative mechanism for the kernel
PCA [16]. A tensor-based multi-view classification model was introduced in [7].
In [13], a multi-view generative model called Generative RKM (Gen-RKM) is
proposed which uses explicit feature-maps in a novel training procedure for joint
feature-selection and subspace learning.

The goal of this paper is to explore the latent feature space extracted by kernel
PCA using a generative mechanism, in an effort to interpret the components. This
has led to the development of a Matlab tool which can be used to visualise the
latent space of the kernel PCA method along its principal components. The use of
the tool is demonstrated on three different datasets: the MNIST digits dataset, the
Yale Face database and the MIT-BIH Arrhythmia database. As a final illustration,
feature space exploration is used in the context of novelty detection [5], where
the latent space around novel patterns in the data is explored. This to help the
interpretation of why certain points are considered as novel.

In Sect. 2, a brief review on generative kernel PCA is given. In Sect. 3, latent
feature space exploration is demonstrated. Subsequently we will illustrate how
latent feature space exploration can help in interpreting novelty detection in
Sect. 4. The paper is concluded in Sect. 5.
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2 Kernel PCA in the RKM Framework

In this section, a short review on how kernel PCA can be used to generate new
data is given, as introduced in [16]. We start with the calculation of the kernel
principal components for a d-dimensional dataset {xi}N

i=1 with N data points
and for each data point xi ∈ R

d. Compared to regular PCA, kernel PCA first
maps the input data to a high dimensional feature space F using a feature map
φ(·). In this feature space, regular PCA is performed on the points φ(xi) for
i = 1, . . . , N . By using a kernel function k(x, y) defined as the inner product
(φ(x) · φ(y)), an explicit expression for φ(·) can be avoided. Typical examples
of such kernels are given by the Gaussian RBF kernel k(x, y) = e−‖x−y‖2

2/(2σ2)

or the Laplace kernel k(x, y) = e−‖x−y‖2/σ, where σ denotes the bandwidth.
Finding the principal components amounts to solving the eigenvalue problem
for the kernel matrix1 K, with matrix elements Kij = (φ (xi) · φ (xj)). The
eigenvalue problem for kernel PCA is stated as follows:

KH� = H�Λ, (1)

where H = [h1, . . . , hN ] ∈ R
d×N , the first d ≤ N components are used, is

the matrix with the eigenvectors in each column and Λ = diag{λ1, . . . , λd} the
matrix with the corresponding eigenvalues on the diagonal. In the framework
of RKMs, the points φ(xi) correspond to visible units vi and hi are the hidden
units. As in [16], the generative equation is given by:

v� = φ(x�) =

(
N∑

i=1

φ(xi)h�
i

)
h�, (2)

where h� represents a newly generated hidden unit and v� the corresponding
visible unit. Finding x� in Eq. (2) corresponds to the pre-image problem [6]. In
[16], the authors give a possible solution by multiplying both sides with φ(xk),
which gives the output of the kernel function for the generated point in the input
space x� and the data point xk:

k̂(xk, x�) =
N∑

i=1

k(xk, xi)h�
i h�. (3)

The above equation can be seen as the similarity between the newly generated
point x� and xk. This expression can be used in a kernel smoother approach to
find an estimate x̂ for the generated data point x�:

x̂ =
∑S

i=1 k̃(xi, x
�)xi∑S

i=1 k̃(xi, x�)
, (4)

1 For simplicity, the mapped data are assumed to be centered in F . Otherwise, we
have to go through the same algebra using φ̃(x) := φ(x) − ∑N

i=1 φ(xi). This is the
same assumption as in [15].
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where k̃(xi, x
�) is the scaled similarity between 0 and 1 calculated in (3) and S the

number of closest points based on the similarity k̃ (xi, x
�). Given a point in the

latent space h�, we get an approximation for the corresponding point x̂ in input
space. This mechanism makes it possible to continuously explore the latent space.

3 Experiments

Our goal is to use generative kernel PCA to explore the latent space. Therefore
a tool2 is developed where generative kernel PCA can easily be utilised for
new datasets. First kernel PCA is performed to find the hidden features of the
dataset. After choosing an initial hidden unit as starting point, the values are
varied for each component of the hidden unit to explore the latent space. The
corresponding newly generated data point in the input space is estimated using
the kernel smoother approach.

In the tool, a partial visualisation of the latent space projected onto two prin-
cipal components is shown. We continuously vary the values of the components of
the selected hidden unit. This allows the exploration of the extracted latent space
by visualising the resulting variation in the input space. The ability to perform
incremental variations aids interpretation of the meaning encoded in the latent
space along a chosen direction. In Fig. 1, the interface of our tool is shown.

Generated image
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Choose features to visualize
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Fig. 1. Interface of the Matlab tool for exploring the latent space. At the bottom, the
parameter values and position in the latent space can be chosen. In the top right the
latent space along two selected principal components is shown and on the left the newly
generated data point in the input space is visualised.

2 Matlab code for the latent space exploration tool is available at https://www.esat.
kuleuven.be/stadius/E/software.php.

https://www.esat.kuleuven.be/stadius/E/software.php
https://www.esat.kuleuven.be/stadius/E/software.php
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MNIST Handwritten Digits
As an example, the latent space of the MNIST handwritten digits dataset [10]
is explored, where 1000 data points each of digits zero and one are sampled. A
Gaussian kernel with bandwidth σ2 = 50, S = 15 and number of components d =
10. In Fig. 2, the latent space is shown along the first two principal components
as well as the first and third components.

In Fig. 3, digits are generated along the directions indicated on the plots of
the latent space in Fig. 2. This allows us to interpret the different regions and
the meaning of the principal components. Along direction A, corresponding to
the first principal component, we find an interpolation between the regions with
digits of zero and one. Direction B seems to correlate with the orientation of the
digit. This explains the smaller variation along the second principal component
for the zeros as rotating the digit zero has a smaller effect compared to the rota-
tion of digit one. The third direction, corresponding to component 3, seems to
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Fig. 2. Latent space of the MNIST digits dataset for the digits 0 and 1. The dotted lines
indicate the direction along which new data points are generated. (a) Data projected on
the first two principal components (b) Data projected on the first and third principal
component.

Fig. 3. Exploration of the latent space of the MNIST digits data set. In the top two
rows images are generated along the directions A and B in Fig. 2a and in the bottom
row the images are generated along direction C in Fig. 2b.
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be related to squeezing the zeros together, which explains the larger variance for
the zeros compared to the ones.

Yale Face Database
Another example of latent space exploration is done on the Extended Yale Face
Database B [1], where 1720 data points are sampled. A Gaussian kernel with
bandwidth σ2 = 650, S = 45 and number of components d = 20.

(a) (b)

(c) (d)
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Fig. 4. Exploring different regions of the latent space of the Yale Face Database. (e)
Data projected on the first two principal components for the Yale Face Database.
(a)–(d) Generated faces from the different regions.

The latent space along the first two principal components is shown in Fig. 4e.
Four different regions within the feature space are highlighted from which
corresponding images are generated. The dissimilarity between the images in the
various regions suggests the components capture different lighting conditions on
the subjects.

The tool allows us to gradually move between these different regions and see
the changes in the input space as shown in Fig. 6. Moving between regions A
and B shows increasing illumination of the subject. We can thus interpret the
first principal component as determining the global level of illumination. Note
that besides data points without a light source no variation of the intensity of
the lighting was varied while collecting the data for the Yale Face Database B.
Only the position of the light source was changed. Generative Kernel PCA thus
allows us to control the level of illumination regardless of the position of the light
source. The bottom row seems to indicate that the second principal component
can be interpreted as the position of the light source. In region C of the feature
space the points are illuminated from the right and region D from the left. This
interpretation of the second principal component seems indeed valid from Fig. 5a
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Fig. 5. Latent space of the Yale Facebase database B. (a) Points in orange indicate
data points with a negative azimuthal angle between the camera direction and source
of illumination, which corresponds to a light source to the right of the subject and vice
versa for positive azimuthal angle. (b) Points in red indicate the hidden units of the
same subject with lighting from different azimuthal angles. (Color figure online)

Fig. 6. Exploring the space between the regions of the latent space in Fig. 4e. The top
row shows images generated between regions A and B, while the bottom row explores
the space between regions C and D.

where the latent space is visualised with labels indicating the position of illumi-
nation obtained from the Yale Face Database. Faces with a positive azimuthal
angle between the camera direction and the source of illumination are contained
in the top half of the figure. This corresponds to a light source left of the subject
and vice versa for a negative azimuthal angle. The first and second component
are thus disentangled as the level of illumination does not determine whether
the light comes from the left or the right. Furthermore in Fig. 5b the hidden
units corresponding to the same subject under different lighting conditions are
shown. The elevation of the light source is kept constant at zero elevation, while
the azimuthal angle is varied. We see from the plot that the points move not
strictly along the second principal component but follow a more circular path.
This indicates that varying the azimuthal angle correlates with both the first and
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second principal component, i.e. moving the light source more to the side also
decreases the global illumination level as less light is able to illuminate the face.
We conclude that while in the original data set the position of the light source
and the level of illumination are correlated, kernel PCA allows us to disentangle
these factors and vary them separately when generating new images.

As a further example of generative kernel PCA, interpolation between 2 faces
is demonstrated. Kernel PCA is performed on a subset of the database consisting
out of 130 facial images of two subjects, the hyperparameters are the same as
above. Variation along the fourth principal component results in a smooth inter-
polation between the two subjects, shown in Fig. 7. We also include an example
in the bottom row where the interpolation does not result in a smooth change
between the subjects. This illustrates a major limitation of our method as gener-
ative kernel PCA predominantly detects global features such as lighting and has
difficulty with smaller, local features such as eyes. This stems from the fact that
generative kernel PCA relies on the input data to be highly correlated which in
this example translates itself to the need of the faces to be aligned with each
other.

Fig. 7. Three examples of interpolation between two subjects of the Yale Face Database
B along the fourth component. The uttermost left and right pictures in the rows rep-
resent the original faces.

MIT-BIH Arrhythmia Database
Besides the previous examples of latent space exploration for image datasets,
kernel PCA is also applicable to other types of data. In this section, the MIT-
BIH Arrhythmia dataset [12] is considered consisting out of ECG signals. The
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goal is to demonstrate the use of kernel PCA to extract interpretable directions in
the latent feature space of the ECG signals. This would allow a clinical expert to
gain insight and trust in the features extracted by the model. Similar research
was previously done by [19] where they investigated the use of disentangled
variational autoencoders to extract interpretable ECG embeddings. A similar
approach is used to preprocess the data as in [19].

The signals from the patients with identifiers 101, 106, 103 and 105 are
used for the normal beat signals and the data of patients 102, 104, 107, 217 for
the paced beat signals. This results in a total of 785 beat patterns which are
processed through a peak detection program [17]. The ECG signal is first passed
through a fifth-order Butterworth bandpass filter with a lower cutoff frequency
1 Hz and upper cutoff frequency 60 Hz. The ECG beats are sampled 360 Hz and a
window of 0.5 s is taken around each R-wave resulting in 180 samples per epoch.
A regular Gaussian kernel with bandwidth σ2 = 10 is used, with S = 10. The
first 10 principal components are used in the reconstruction.

In Fig. 8 the latent feature space projected on the first two principal com-
ponents is shown. Kernel PCA is also able to separate between the normal and
paced beats.
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Fig. 8. The latent space for 785 ECG beat signals of the MIT-BIH Arrhythmia dataset
projected on different principal components. The hidden units of both normal and
paced heartbeats are shown.

Figure 9 shows the result in input space of moving along the first principal
components in the latent feature space. As original base point we take a normal
beat signal, i.e. corresponding to a hidden unit on the bottom right of Fig. 8a. The
smooth transition between the beat patterns allows for interpretation of the first
principal components. This allows a clinical expert to understand on what basis
the paced beats are separated by the principal components and if this basis has a
physiological meaning. In order to investigate the separated region of the latent
space at the top of Fig. 8b we start from a paced beat pattern and vary along the
third principal component. This allows us to see which sort of heartbeat patterns
are responsible for this specific distribution in the latent space.
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Fig. 9. Exploring the first three principal components of the latent feature space for
the MIT-BIH arrhythmia database for normal and paced beats. The red line represents
the newly generated datapoint compared to the original point depicted in blue. The
top, middle and bottom row represent the variation along the first, second and third
components respectively. Top and middle row start with a normal heartbeat pattern
and the bottom row with a paced signal. (Color figure online)

4 Novelty Detection

As a final illustration of latent space exploration using generative kernel PCA,
we consider an application within the context of novelty detection. We use the
reconstruction error in feature space as a measure of novelty [4], where Hoffmann
shows the metric demonstrates a competitive performance on synthetic distribu-
tions and real-world data sets. The novelty score is calculated for all data points,
where the 20% of data points with the largest novelty score are considered novel.
These points typically reside in low density regions of the latent space and are
highlighted as interesting regions to explore using the tool. We consider 1000
instances of the digit zero from the MNIST dataset. After performing kernel
PCA with the same parameters as in the previous section, we explore the latent
space around the detected novel patterns. The data projected on the first two
principal components is shown in Fig. 10.
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Fig. 10. The latent space for 1000 zeros of the MNIST digits data set. The central
cluster of points consists out of data points with a high novelty score, this corresponds
to a low density region in the latent space. The black dots indicate the points in latent
space which are sampled.

The generated images from the positions indicated by the black dots in Fig. 10
are shown in Fig. 11. The first row allows us to interpret the first principal
component as moving from a thin round zero towards a more closed digit. The
middle of the latent space is where the novel patterns are located which seems to
indicate most zeros are either thin and wide or thick and narrow. A low amount
of zeros in the data set are thick and wide or very thin and narrow. The bottom
row of Fig. 11 gives the interpretation for the second principal component as
rotating the digit. The novel patterns seem to be clustered more together and
as such have a less obvious orientation. Important to note is that we only look
at the first 2 components for the interpretation, while in practice the novelty
detection method takes all 20 components into consideration.

Fig. 11. Exploration of the latent space in Fig. 10. The top row indicates the points
generated from the horizontal black dots, while the bottom row correspond to the
vertical positions.
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Above experiment shows that latent space exploration methods can give addi-
tional insights for novelty detection. Both the generating mechanism, as well as
the novelty detection make use of the kernel PCA formulation. The two meth-
ods naturally complement each other: the novelty detection provides interesting
regions in the latent space to explore, at the same time helps the generative
mechanism in interpreting why certain points are considered as novel.

5 Conclusion

The use of generative kernel PCA in exploring the latent space is demonstrated.
Gradually moving along components in the feature space allows for the inter-
pretation of components and consequently additional insight into the underlying
latent space. This mechanism is demonstrated on the MNIST handwritten dig-
its data set, the Yale Face Database B and the MIT-BIH Arrhythmia database.
The last example showed generative kernel PCA to be a interesting method
for obtaining an interpretable representation of the ECG beat embedding. As
a final illustration, feature space exploration is used in the context of novelty
detection [5], where the latent space around novel patterns in data is explored.
This to aid the interpretation of why certain points are considered as novel. Pos-
sible future directions would be the consideration of the geometry of the latent
space. Not moving in straight lines, but curves through high density regions.
Another direction would be to make use of different types of kernels as well as
explicit feature maps for more flexibility in the latent feature space.
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Abstract. Machine learning (ML) classifiers—in particular deep neural
networks—are surprisingly vulnerable to so-called adversarial examples.
These are small modifications of natural inputs which drastically alter the
output of the model even though no relevant features appear to have been
modified. One explanation that has been offered for this phenomenon is
the calibration hypothesis, which states that the probabilistic predictions
of typical ML models are miscalibrated. As a result, classifiers can often
be very confident in completely erroneous predictions. Based on this idea,
we propose the MultIVAP algorithm for defending arbitrary ML mod-
els against adversarial examples. Our method is inspired by the induc-
tive Venn-ABERS predictor (IVAP) technique from the field of confor-
mal prediction. The IVAP enjoys the theoretical guarantee that its pre-
dictions will be perfectly calibrated, thus addressing the problem of mis-
calibration. Experimental results on five image classification tasks demon-
strate empirically that the MultIVAP has a reasonably small computa-
tional overhead and provides significantly higher adversarial robustness
without sacrificing accuracy on clean data. This increase in robustness is
observed both against defense-oblivious attacks as well as a defense-aware
white-box attack specifically designed for the MultIVAP.

We make our code available at https://github.com/saeyslab/multivap.

1 Introduction

Machine learning techniques have made great progress in recent years, obtaining
state of the art performance in areas such as natural language processing [76] as
well as image and speech recognition [73]. However, the theoretical properties of
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Fig. 1. Example of an adversarial perturbation for image classification models. The
image on the left is correctly classified as ice cream by the ResNet50 deep neural
network from [36]. When the perturbation shown in the middle is added to this image,
we obtain the sample on the right. Although visually indistinguishable, the altered
image is classified as a burrito instead.

the deep neural networks responsible for this success remain poorly understood.
At present, there is no theory which can satisfactorily explain the success of deep
learning and many open questions remain [91]. A peculiar example of this lack
of theoretical understanding is the existence of so-called adversarial perturba-
tions [6]. These are small modifications to the inputs of a model which can drasti-
cally change its output, even though the alterations are completely insignificant.
This is perhaps nowhere as apparent as in image recognition, which is where the
phenomenon was first studied for deep neural networks [80]. Figure 1 shows an
example of an adversarial perturbation in this setting. The phenomenon is by
no means restricted to images, however: recently, significant progress has been
made towards generating adversarial examples for domains other than images.
This includes speech recognition, where inaudible distortions of spoken frag-
ments can lead to erroneous transcriptions [65], and text processing where small
typographical errors can mislead the models [22].

As pointed out by [6], adversarial examples already have a long history. How-
ever, to date, it appears there is no consensus regarding the causes of this vulner-
ability in modern deep neural networks nor do there appear to exist satisfactory
solutions. Despite intense research effort, at present there does not exist any real
defense against this phenomenon; almost all serious defenses which have been
proposed thus far have either been broken completely [4,10,12,13] or have dif-
ficulties scaling to realistic problems [16,51,67]. This is problematic for a few
reasons:

– From a statistical learning perspective, it calls into question how well our ML
models actually grasp the task they are expected to solve. If the accuracy of an
image recognition algorithm can be degraded to the level of random guessing
(or even below that) by changing just a handful of pixels in a high-resolution
image, then what has this model actually learned?

– There are several plausible scenarios where malicious actors may be both
capable as well as tempted to exploit these shortcomings for personal gain [29].
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Examples of this include bypassing automated content filtering systems and
facial recognition scanners, detecting copyright violations, flagging e-mail
spam, etc.

– Several powerful attacks exist which can successfully fool ML models using
adversarial examples even when little to no knowledge about the target model
is available [8,14,35]. These so-called “black-box attacks” usually only require
query access to the model and can generate highly effective adversarials with
a limited number of queries. However, some methods do not even require
query access: universal adversarial perturbations can fool a wide range of ML
models and can be crafted without any form of access to the target model [55].

One possible explanation for this problem that has garnered some support is
the calibration hypothesis [19,34]. This idea explains the existence of adversar-
ial examples as a consequence of overconfident extrapolation by current machine
learning models. More formally, the calibration hypothesis states that the predic-
tions of our models are not calibrated. To understand precisely what this means,
consider a typical parametric machine learning model for multiclass classifica-
tion based on a finite set of parameters θ ∈ Θ. Such a model often works by
fitting a scoring function s : X × Θ → R

k which yields a vector of real num-
bers, one component per class. These scores are used to estimate probabilities
pi(x; θ) ≈ Pr[Y = i | X = x]—that is, the probability that a given sample x
belongs to class i—via some form of calibration. The most common method is
Platt’s scaling [63], which fits a logistic sigmoid to the score vector:

pi(x; θ) =
exp(wisi(x; θ) + bi)

∑k
j=1 exp(wjsj(x; θ) + bj)

.

The parameters θ of the model are then chosen so that the Kullback-Leibler
divergence between the data distribution and the model distribution is mini-
mized. In practice, this corresponds to minimizing the negative log-likelihood of
the data (x1, y1), . . . , (xm, ym) under the model distribution:

θ� = arg minθ −
m∑

i=1

log pyi
(xi; θ). (1)

The final predictions are then given by ŷ(x) = arg maxi pi(x; θ�). These are
point predictions in the sense that only a single output ŷ(x) ∈ Y is given. If any
measure of uncertainty accompanies these predictions at all, it is usually the
estimated class probability pi(x; θ�). However, as discussed in [19], [86] and [34],
these probabilities can be badly mistaken: often there is no theoretical guaran-
tee that the estimated probability pi(x) will approximate the true probability
Pr[Y = i | X = x] to any degree of accuracy1. In particular, [34] perform an
1 Of course, there is the classic result of [25] which states that, in expectation, the

cross entropy loss is minimized if and only if the model perfectly recovers the data
distribution. In practice, however, we rarely minimize this loss exactly. It is currently
a major open problem in deep learning to provide similar guarantees when the model
fit is suboptimal.
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extensive comparison of modern deep neural networks with older methods. They
come to the surprising conclusion that miscalibration is especially pronounced
among newer models, even though these models achieve superior classification
performance to the older methods.

Note that this phenomenon is perfectly consistent with the existence of effi-
cient learning algorithms which output highly accurate hypothesis functions,
because a low classification error only implies that the class that is assigned the
highest probability will usually also be the correct class. There is almost never
any penalty on overconfidence: if the true class only has a probability of 60%,
say, then the prediction will be counted as correct even if the learned classifier
assigns it a probability of 100%. Indeed, one almost never has access to such
precise probability estimates; in practice, data sets used for supervised learn-
ing only contain the most likely label without any accompanying probabilities.
The typical trick to remedy this is to assume the most likely label has proba-
bility one and fit the classifier accordingly. In some sense, this practice in fact
encourages overconfidence and so the issue of adversarial vulnerability due to
miscalibration may come as no surprise. A popular method to address this flaw
is label smoothing [79]. This technique linearly interpolates between the prob-
ability distribution produced by the model and another distribution, typically
the uniform distribution, in order to “soften” the predictions and introduce more
uncertainty:

p′
i(x; θ) = (1 − ε)pi(x; θ) + εu(i).

If u is the uniform distribution on k classes, this reduces to

p′
i(x; θ) = (1 − ε)pi(x; θ) +

ε

k
.

Label smoothing has been used with some success in adversarial settings [44],
but it lacks any theoretical guarantees.

Although the calibration hypothesis has not yet been proven by any means,
some reasonable arguments exist that make it a plausible candidate for explain-
ing at least in part why classifiers can be so brittle. For one, the maximum
likelihood estimate θ� returned by the optimization (1) can incur approxima-
tion and estimation errors due to biases in the data set and ill-specified model
classes. Often, in order to solve (1) in practice, optimization algorithms such as
gradient descent are used which are scalable but lack theoretical convergence
guarantees if the problem is not convex2 [7,30]. Hence, we might not achieve a
global optimum or even a good local optimum of the cost function. Moreover, it
is difficult to quantify exactly how reliable any given point prediction made by a
deep neural network really is [26,54]. ReLU networks in particular can severely
overestimate class membership probabilities when data points lie far away from
previously seen training data [37]. It therefore makes sense that an adversary

2 Guarantees can also be given for non-convex problems, but these usually require at
least bounded iterates or a Lipschitz continuous gradient [78]. Such assumptions are
often violated or difficult to verify in practice.
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could exploit all of these deficiencies to deliberately craft input samples on which
the model will be overconfident in the wrong direction.

If one accepts the calibration hypothesis, then it is natural to look into
machine learning methods that enjoy provable guarantees on the calibration
of their predictions. Such methods already exist: they are the main focus of
the field of conformal prediction [72,85]. In this work, we employ one algorithm
from this field in particular: the inductive Venn-ABERS predictor (IVAP) pro-
posed by [86]. This is a computationally efficient technique which can hedge the
predictions of any binary classifier in such a way that one obtains perfectly cal-
ibrated outputs. Our method, which we call the MultIVAP, extends the IVAP
to multiclass problems and is able to provide significantly increased adversar-
ial robustness. Empirical evaluations on five image classification tasks as well
as theoretical results also support the idea that our defense can be scaled to
realistic models.

1.1 Related Work

Research interest in adversarial robustness has increased dramatically since 2013,
when [80] showed that deep neural networks can be very sensitive to small per-
turbations of their inputs. However, the idea of adversarial classification goes
back to at least 2004 with the work of [18] who noticed that machine learning
algorithms are highly sensitive to violations of the assumption that the data are
independent and identically distributed. They proposed a solution for the case of
naive Bayes classifiers. [49] continued this line of research and defined the adver-
sarial classifier reverse engineering (ACRE) learning problem, where one has to
learn sufficient information about the target machine learning system in order to
construct adversarial attacks. They present efficient learning algorithms which
reverse engineer linear classifiers and construct effective adversarial attacks. This
idea was later generalized by [84], who proved that any distribution which can
be efficiently learned can also be efficiently reverse engineered. For a historical
overview of this field, we refer the reader to [6].

Since the work of [80], the ML community has focused mostly on adversar-
ial robustness for deep neural networks. Important contributions in this vein
include [31], who proposed the linearity hypothesis which explains the existence
of adversarial examples as a consequence of overly linear behavior of deep neu-
ral networks. They also suggested the technique of adversarial training, a form
of data augmentation which is still considered to be one of the most effective
defenses. Subsequent work has challenged the linearity hypothesis [81] and the
consensus at present seems to be that this idea indeed does not capture the full
problem. Current attempts at defending against adversarial perturbations usu-
ally cast it as a robust optimization problem [51] and try to find certifiable lower
bounds on the robustness achieved by the defense [16,67,74]. Some progress has
also been made on theoretical questions of learnability and sample efficiency of
robust classifiers [3,17,32,69,89]. The results of these investigations are mostly
negative, indicating that robust learning is fundamentally harder and requires
more data than standard learning.
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To the best of our knowledge, aside from our own work in [62], little prior
work has considered using conformal prediction as a defense against adversarial
attacks. [61] propose a deep k-nearest neighbor classification scheme inspired
by the conformal prediction algorithm from [85]. Not many evaluations of the
robustness of this method appear to have been performed thus far, however: we
are only aware of the work of [75] in this regard, who develop a moderately strong
attack against the scheme. Moreover, this method requires a k-nearest neighbor
search in high-dimensional spaces, so its computational efficiency is questionable.
[9] augment existing classifiers with a novel non-conformity measure in order to
improve robustness to out-of-sample data, but they do not specifically evaluate
this method against adversarial attacks and so its robustness against worst-case
manipulations is unclear. Moreover, robustness to out-of-sample data may not
be sufficient for general adversarial robustness: some attacks explicitly try to
generate adversarials that lie on the data manifold. These cannot be considered
as out-of-distribution and yet they still very often succeed in fooling models [24,
43].

We cannot discuss calibration of ML model predictions without also mention-
ing Bayesian neural networks or BNNs [26]. In the Bayesian setting, one does
not consider the optimal point estimate θ� of the model parameters; rather, one
computes a weighted average over all possible models. This requires the specifi-
cation of a prior Pr[θ] on the model weights. Inference in a BNN then involves
marginalization over these weights:

Pr[y | x] =
∫

Pr[θ] Pr[y | x, θ]dθ.

The exact computation of this integral is intractable for realistic problems where
θ is high-dimensional and Pr[y | x, θ] is given by a complicated deep neural net-
work. As such, various approximation techiques such as sampling, variational
inference, Monte Carlo Dropout and SWAG have been proposed [27,42,50].
These methods have faced criticism, however, mostly because there is disagree-
ment as to how one should specify the prior. It is usually argued that unin-
formative distributions such as the standard Jeffreys prior can be used for this
purpose [41]. On the contrary, [28] argue the exact opposite: Bayesian neural
networks require highly informative priors, otherwise they cannot provide useful
uncertainties. The main issue is that neural networks are often overparameter-
ized : they have many more parameters than training data points to fit them.
Combined with an uninformative prior, this leads to a posterior distribution
Pr[y | x] that does not concentrate, that is, which cannot distinguish predic-
tors that generalize well from ones that do not. Hence, BNNs run the risk of
not yielding useful uncertainty estimates if an insufficiently informative prior is
used.

By contrast, the method we investigate here is a frequentist procedure, relying
on the computation of p-values derived from some measure of “conformity”. This
conformity score does not require us to form uncertainty estimates of the weights
of the model; instead, it is calculated based solely on the scores assigned by the
classifier to samples from a separate calibration data set. As a result, this method
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has much smaller computational overhead than the Bayesian techniques, but it
requires us to sacrifice part of the data set for calibration.

It is interesting to note, however, that even though our approach is fre-
quentist, it can easily be combined with Bayesian techniques since it makes no
assumptions on the underlying model. In particular, our algorithm can be applied
to a BNN in order to improve its calibration. This combination of Bayesian infer-
ence with frequentist methods has been called Frasian inference [87], a portman-
teau of frequentist and Bayesian as well as a tribute to the statistician Donald
Fraser. Whether such combinations of frequentist and Bayesian procedures have
any significant merit for adversarial robustness is an interesting question that
we leave for future work.

We also mention the work of [52] who consider another generalization of the
IVAP to multiclass problems. Their approach is based on a one-vs-one classifi-
cation scheme where a separate IVAP is used for each pair of distinct classes i
and j. They then estimate the pairwise class probabilities

rij(x) ≈ Pr[Y = i | Y ∈ {i, j},X = x].

In the case of an IVAP, which returns pairs of probabilities (pij
0 , pij

1 ), there are
various ways one could reduce the output to a single probability estimate. A
typical one is the minimax method:

rij(x) =
pij
1 (x)

1 − pij
0 (x) + pij

1 (x)
.

These estimates are then merged into multiclass probabilities using a voting
method due to [64]:

pi(x) =

⎛

⎝
∑

j �=i

1
rij(x)

− (K − 2)

⎞

⎠

−1

,

where K is the number of classes. [52] empirically study the performance of mul-
ticlass classifiers when their predictions are calibrated according to this strategy.
They find that the above method using an IVAP is more reliable than existing
popular alternatives such as Platt’s scaling. The method we propose here is sim-
ilar, but ours is based on a one-vs-all approach instead of a one-vs-one scheme.
Moreover, it is not immediately clear what theoretical statistical guarantees the
method proposed by [52] retains. Since it is our goal to provide some certifiable
method for defending against adversarial perturbations, we are more concerned
with provable guarantees on the calibration of the output of the classifier. To
this end, we construct our algorithm in such a manner that calibration guaran-
tees can still be given. Specifically, the long-term error rate ε is a controllable
parameter of our method, similar to other conformal predictors [85].

1.2 Organization

The rest of this paper is organized as follows. In Sect. 2, we establish the necessary
background in conformal prediction. Section 3 introduces our proposed defense,
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which we have called the MultIVAP algorithm. Experiments with this algorithm
are carried out in Sect. 4. Finally, Sect. 5 concludes the work.

2 Conformal Prediction

As its name suggests, the field of conformal prediction is concerned with making
predictions based on how well a previously unseen sample “conforms” to the
data that has already been seen [85]. A conformal predictor is a function Γ which
takes a confidence level ε ∈ [0, 1], a bag3 of instances B = �(x1, y1), . . . , (xn, yn)�
and a new object x ∈ X and outputs a set Γ ε(B, x) ⊆ Y of possible labels.
Intuitively, the set Γ ε(B, x) consists of those labels which the predictor believes
might be the true label with a probability of at least 1−ε. This property is called
exact validity [85]. Formally, exact validity can be defined as follows. Let ω =
(x1, y1), (x2, y2), . . . be an infinite sequence of samples from an exchangeable4

distribution. Define the error after n samples at significance level ε as

errε
n(Γ, ω) =

{
1 if yn /∈ Γ ε(�(x1, y1), . . . , (xn−1, yn−1)�, xn),
0 otherwise.

Exact validity means that the random variables errε
1(Γ, ω), errε

2(Γ, ω), . . . are all
independent and Bernoulli distributed with parameter ε. For deterministic pre-
dictors, however, this property can never be satisfied (see [85] for a proof of
this statement). Therefore, in the deterministic case, we only demand that the
errors are dominated in distribution by a sequence of independent Bernoulli dis-
tributed random variables. That is, there exist two sequences of random variables
ξ1, ξ2, . . . and η1, η2, . . . such that the following conditions are all met:

1. Each ξn is independent and Bernoulli distributed with parameter ε.
2. errε

n(Γ, ω) ≤ ηn almost surely for all n.
3. The joint distribution of η1, . . . , ηn equals that of ξ1, . . . , ξn for all n.

This property is called conservative validity and implies the following asymptotic
result by the law of large numbers:

lim
n→∞ Pr

[
1
n

n∑

i=1

errε
i (Γ, ω) ≤ ε

]

= 1.

Hence, for deterministic conformal predictors, one can still say that the fraction
of mistakes they make tends to be bounded by ε as n grows large. We can
quantify this convergence more precisely as follows. Let

En =
1
n

n∑

i=1

errε
i (Γ, ω).

3 A bag or multiset is a collection of objects where the order is irrelevant (like a set)
but duplicates are allowed (like a list).

4 A probability distribution is said to be exchangeable if every permutation of a
sequence is equally likely.
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The sequence of samples ω satisfies E[|En|] < ∞. Therefore, the sequence of
conditional expectations Zt = E[En | ω1, . . . , ωt] forms a Doob martingale [21].
Furthermore, this martingale is (1/n)-Lipschitz:

|Zt+1 − Zt| ≤ 1
n

.

The Azuma-Hoeffding inequality [5,38,53] now yields

Pr[En ≥ E[En] + t] ≤ exp(−2nt2).

By conservative validity, we have E[En] ≤ ε and so

Pr[En ≥ ε + t] ≤ exp(−2nt2).

Setting δ = exp(−2nt2) we find

t =

√
1
2n

log
1
δ
.

Therefore, the following inequality holds with probability at least 1 − δ:

1
n

n∑

i=1

errε
i (Γ, ω) ≤ ε +

√
1
2n

log
1
δ
. (2)

Indeed, for n → ∞ we have En ≤ ε almost surely. However, (2) allows us
to construct confidence intervals when n is finite without having to make any
distributional assumptions. Note that (2) is non-vacuous only for

n ≥ 1
2(1 − ε)2

log
1
δ
, δ ≥ exp

(−2n(1 − ε)2
)
.

For example, if we wish to guarantee (2) with probability at least 95% for
ε = 0.01 and n = 104, then the error term is 0.012. This means we have
En ≤ 2.2% with probability exceeding 95% for a dataset consisting of 10k sam-
ples, which is a reasonably small sample size by current standards. Therefore,
although conservative validity is purely an asymptotic result, favorable finite-
sample bounds can also be given via typical concentration of measure arguments.

Algorithm 1 is the general conformal prediction algorithm. It takes as a
parameter a non-conformity measure Δ. A non-conformity measure is any
measurable real-valued function which takes a sequence of samples z1, . . . , zn

along with an additional sample z and maps them to a non-conformity score
Δ(�z1, . . . , zn�, z). This score is intended to measure how much the sample z
differs from the given bag of samples. For example, in a regression problem, we
might define a non-conformity measure by taking the absolute or squared differ-
ence between the given output y and the output ŷ which we would predict given
the previously seen examples.
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Algorithm 1: The conformal prediction algorithm.
Input: Non-conformity measure Δ, significance level ε, bag of examples

�z1, . . . , zn� ⊆ Z, object x ∈ X
Output: Prediction region Γ ε(�z1, . . . , zn�, x)

1 foreach y ∈ Y do
2 zn+1 ← (x, y)
3 for i = 1, . . . , n + 1 do
4 αi ← Δ(�z1, . . . , zn� \ �zi�, zi)
5 end
6 py ← 1

n+1#{i = 1, . . . , n + 1 | αi ≥ αn+1}
7 end
8 return {y ∈ Y | py > ε}

The conformal prediction algorithm is always conservatively valid regardless
of the choice of non-conformity measure. However, the predictive efficiency of
the algorithm—that is, the size of the prediction region Γ ε(B, x)—can vary
considerably with different choices for Δ. If the non-conformity measure is chosen
sufficiently poorly, the prediction regions may even be equal to the entirety of
Y. Although this is clearly valid, it is useless from a practical point of view.

Algorithm 1 determines a prediction region for a new input x ∈ X based
on a bag of old samples by iterating over every label y ∈ Y and computing
an associated p-value py. This value is the empirical fraction of samples in the
bag (including the new “virtual sample” (x, y)) with a non-conformity score
that is at least as large as the non-conformity score of (x, y). By thresholding
these p-values we obtain a subset of candidate labels yi1 , . . . , yit such that each
possible combination (x, yi1), . . . , (x, yit) is “sufficiently conformal” to the old
samples at the given level of confidence. More concretely, this means each of
the labels yi1 , . . . , yit could be assigned to the sample x based on our knowledge
of previously seen data. Conformal predictors are thus inherently multi-label
predictors as they return sets of possible outcomes instead of a single outcome.

2.1 Inductive Venn-ABERS Predictors

In this work, we will mainly be interested in a particular conservatively valid
predictor known as the inductive Venn-ABERS predictor (IVAP). First proposed
by [86], an IVAP works by taking advantage of another inductive learning rule
(such as a neural network) and calibrating its output in order to hedge the
predictions of that rule.

The IVAP is designed only for binary classification problems. When instan-
tiated with a scoring rule and an additional calibration data set, it outputs two
scalars p0, p1 ∈ [0, 1] with p0 ≤ p1 for each new prediction. The theoretical
guarantee enjoyed by the IVAP is that these quantities form bounds on the
conditional probability that the true label is 1 given the input:

p0(x) ≤ Pr[Y = 1 | X = x] ≤ p1(x).
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To achieve this, the IVAP requires a calibration set, a separate data set that
must be independent of the training set. It uses this additional data to fit a
calibration curve with which we can assess the reliability of any new prediction.
Algorithm 2 shows the pseudo-code.

Algorithm 2: The inductive Venn-ABERS prediction algorithm.
Input: bag of examples �z1, . . . , zn� ⊆ Z, object x ∈ X , learning

algorithm A
Output: Pair of probabilities (p0, p1)

1 Divide the bag of training examples �z1, . . . , zn� into a proper training set
�z1, . . . , zm� and a calibration set �zm+1, . . . , zn�.

2 Run the learning algorithm A on the proper training set to obtain a
scoring rule F .

3 foreach example zi = (xi, yi) in the calibration set do
4 si ← F (xi)
5 end
6 s ← F (x)
7 Fit isotonic regression to {(sm+1, ym+1), . . . , (sn, yn), (s, 0)} obtaining a

function f0.
8 Fit isotonic regression to {(sm+1, ym+1), . . . , (sn, yn), (s, 1)} obtaining a

function f1.
9 (p0, p1) ← (f0(s), f1(s))

10 return (p0, p1)

IVAPs are a variant of the conformal prediction algorithm where the non-
conformity measure is based on an isotonic regression of the scores which the
underlying scoring classifier assigns to the calibration data points as well as
the new input to be classified. Isotonic (or monotonic) regression aims to fit a
non-decreasing free-form line to a sequence of observations such that the line
lies as close to these observations as possible. In the case of Algorithm 2, the
isotonic regression is performed as follows. Let s1, . . . , sk be the scores assigned
to the calibration points. First, these points are sorted in increasing order and
duplicates are removed, obtaining a sequence s′

1 ≤ · · · ≤ s′
t. We then define the

multiplicity of s′
j as

wj = #{i | si = s′
j}.

The “average label” corresponding to some score s′
j is

y′
j =

1
wj

∑

i:si=s′
j

yi.

The cumulative sum diagram (CSD) is computed as the set of points

Pi =

⎛

⎝
i∑

j=1

wj ,
i∑

j=1

y′
jwj

⎞

⎠ = (Wi, Yi)
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for i = 1, . . . , t. For these points, the greatest convex minorant (GCM) is com-
puted. Figure 2 shows an example of a GCM computed for a given set of points
in the plane. Formally, the GCM of a function f : U → R is the maximal con-
vex function g : I → R defined on a closed interval I containing U such that
g(u) ≤ f(u) for all u ∈ U [83]. It can be thought of as the “lowest part” of the
convex hull of the graph of f .
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Fig. 2. Example of the greatest convex minorant of a set of points, shown as a red line.
This image was produced with the fdrtool package [46].

The value at s′
i of the isotonic regression is now defined as the slope of the

GCM between Wi−1 and Wi. That is, if f is the isotonic regression and g is the
GCM, then

f(s′
i) =

g(Wi) − g(Wi−1)
Wi − Wi−1

=
g(Wi) − g(Wi−1)

wi
.

We leave the values of f at other points besides the s′
i undefined, as we will

never need them here.
Figure 3 illustrates what the isotonic regression could look like for an IVAP.

The scores s are shown as black circles. They were generated from a standard
normal distribution and sorted in increasing order (as the IVAP does). The labels
y were assigned based on whether the drawn sample was non-negative (y = 1
for s ≥ 0) or negative (y = 0 for s < 0). Each label was flipped with some
pre-determined probability of error that varies for each individual plot shown in
the figure. The noise level for y increases from left to right and top to bottom,
with the top-left plot being completely free of noise and the bottom-right plot
consisting almost entirely of random noise. The resulting isotonic fits are shown
as red lines. It can be seen that the isotonic regression line interpolates from
a perfect fit to a random chance line. As long as there is not too much label
noise, classification of the samples can be performed with reasonable accuracy
by simply thresholding the regression line.
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Fig. 3. An example of isotonic regression on an artificial data set with varying noise
levels. This image was produced with the isoreg function from the R language [66].

The IVAP works by constructing two such regression lines for each test sam-
ple x with score s ∈ R assigned by the classifier: one where the calibration data
is augmented with (s, 0) and one where it is augmented with (s, 1). The values of
these curves at s form the lower and upper bounds respectively on the probabil-
ity that the sample belongs to the positive class. For large data sets, we expect
these values to be close together because the isotonic regressions are relatively
insensitive to noise and outliers (as argued in [86]).

In prior work, we showed that it is possible to use IVAPs to detect adversarial
manipulation of inputs for binary classification tasks [62]. Our goal here is to
extend this work to the multiclass case and to construct an algorithm which
provides stronger robustness and higher accuracy than the method we proposed
previously.

3 MultIVAP

The IVAP is only designed for binary classification tasks and cannot directly
work with multiclass problems. There exist two common methods for extending
binary classifiers to the multiclass case, known as one-vs-one (OvO) and one-vs-
all (OvA) [57]. To keep the computational overhead to a minimum, we opt for
the OvA strategy here with a particular choice of aggregation method which will
give us certain theoretical calibration guarantees. The full pseudocode is given
in Algorithm 3, which we have called the MultIVAP.
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Algorithm 3: MultIVAP
Input: bag of examples �z1, . . . , zn� ⊆ Z, object x ∈ X , learning

algorithm A, significance level ε
Output: subset of labels from {1, . . . , K}

1 Divide the bag of examples into a proper training set {z1, . . . , zm} and a
calibration set {zm+1, . . . , zn}.

2 Run the learning algorithm A on the proper training set to obtain a
scoring classifier F .

3 for i from 1 to K do
4 Let Fi be the score assigned by F to the ith class.
5 Create a new calibration set Si = {(xm+1, y

′
m+1), . . . , (xn, y′

n)} where
y′

j = 1[yj = i].

6 Use an IVAP to obtain probabilities p
(i)
0 , p

(i)
1 for x using Si and Fi for

calibration.
7 end
8 Solve (MultIVAP) to obtain an optimal solution V ⊆ Y.
9 return V .

Consistent with the OvA strategy, the MultIVAP essentially works by fitting
K IVAPs, one for each class, where the ith IVAP must decide whether a sample
belongs to class i or not. The MultIVAP then takes the lower and upper bounds
output by each of the IVAPs,

(
p
(1)
0 , p

(1)
1

)
, . . . ,

(
p
(K)
0 , p

(K)
1

)
, and solves a mixed

integer linear program (MILP) described below. The point of this optimization is
to assign a (possibly empty) set of labels V ⊆ Y to the sample x such that certain
probabilistic guarantees can be given on the result. Specifically, we consider a
multi-probabilistic problem where instead of a single label Y there is a stochastic
set L of possible labels that can be assigned to a given sample X. It is necessary
to consider this generalization of the typical single-label classification setting,
since it is known that perfect calibration cannot be achieved unless the classifier
is multi-probabilistic [85]. That is, classification rules which output only a single
label each time can never be perfectly calibrated. The probabilities computed
by the IVAPs then bound the likelihood that a certain label should be included
in this set:

p
(i)
0 ≤ Pr[i ∈ L | X] ≤ p

(i)
1 . (3)

Given a concrete realization x of the random variable X, we wish to construct
a set of candidate labels V ⊆ Y which approximates the associated realization
of L as well as possible. That is, we want to find the largest set of labels V
such that the probability that each label i ∈ V also belongs to L is maximized.
Formally, this objective corresponds to maximizing Pr[V ⊆ L | X]. To this end,
we note that
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Pr[V ⊆ L | X] = Pr

[
∧

i∈V

(i ∈ L)

∣
∣
∣
∣
∣
X

]

(a)

≥
∑

i∈V

Pr[i ∈ L | X] − (|V | − 1)

(b)

≥
∑

i∈V

p
(i)
0 − (|V | − 1).

The first inequality (a) follows from the intersection bound and the second
inequality (b) follows from (3). Furthermore,

Pr[V ⊆ L | X] ≤ min
i∈V

Pr[i ∈ L | X] ≤ min
i∈V

p
(i)
1 .

Combining the above results, we have the bounds
∑

i∈V

p
(i)
0 − (|V | − 1) ≤ Pr[V ⊆ L | X] ≤ min

i∈V
p
(i)
1 . (4)

Fix an ε ∈ [0, 1] and let αi = 1[i ∈ V ]. In order for Pr[V ⊆ L | X] ≥ 1 − ε to
hold, by (4) it is sufficient to have

∑

i∈V

p
(i)
0 − (|V | − 1) ≥ 1 − ε.

This is equivalent to
K∑

i=1

αi

(
p
(i)
0 − 1

)
≥ −ε. (5)

In order to maximize the upper bound on Pr[V ⊆ L | X], it is necessary to
maximize the smallest p

(i)
1 over all i ∈ V . That is,

Pr[V ⊆ L | X] ≤ min
i∈Y

1 + αi

(
p
(i)
1 − 1

)
. (6)

Our objective is now formally to maximize the cardinality of V and the upper
bound (6) while maintaining the constraint (5). This way, we obtain a conserva-
tive estimate of all labels that could be included in L with probability at least
1 − ε. We can construct this estimate by solving the following MILP:

maximize
α1, . . . , αK , q

α1 + · · · + αK + q

subject to α1, . . . , αK ∈ {0, 1},

q ∈ [0, 1] (MultIVAP),

q + αi

(
1 − p

(i)
1

)
≤ 1, i = 1, . . . , K,

K∑

i=1

αi

(
p
(i)
0 − 1

)
≥ −ε.
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Here, the binary variables αi determine which labels get included in the
solution V and q is a dummy variable which represents the smallest p

(i)
1 over all

i ∈ V . Every solution V to (MultIVAP) satisfies the bounds

1 − ε ≤ Pr[V ⊆ L | X] ≤
{

mini∈V p
(i)
1 if V is non-empty,

1 otherwise.

Note that at least one feasible solution to (MultIVAP) always exists, namely
α1 = · · · = αK = 0 and q = 1. This corresponds to taking the empty set
V = ∅ as the prediction for L, which of course satisfies the trivial guarantee
Pr[∅ ⊆ L | X] = 1. If no solution exists other than the trivial empty set, then
the prediction is rejected at the ε significance level. Figure 4 gives a high-level
schematic overview of the inference phase of the MultIVAP.

(a) A neural network takes the original sample (belonging to the class of automobiles)
and outputs a logit vector. The MultIVAP makes use of ten IVAPs to convert the logits
of these ten different classes into probability bounds. These bounds are then merged
via an optimization method to yield a set of two labels: automobile and truck. This
means that, based on the model output, our method believes that at least one of these
two labels is appropriate for the given sample.

(b) In this example, the model is unreliable on the given input: it would predict auto-
mobile whereas the correct label is cat. Our method detects this and responds by not
outputting any labels at all; the prediction is empty and the sample is rejected.

Fig. 4. Schematic overview of the inference phase of the MultIVAP.
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3.1 Computational Complexity

There is still the question of the computational efficiency of Algorithm3. Note
that we can split the algorithm into two distinct stages:

1. Calibration. When the MultIVAP is first initialized, it is instantiated with a
learning algorithm and a training data set. During calibration, it runs the
learning algorithm and then runs the IVAP algorithm K times, once for each
class. This step needs to be performed only once.

2. Inference. Once the MultIVAP is fully initialized, new samples can be pro-
cessed using the precomputed isotonic regressions to obtain the probabilistic
bounds. Then, the final prediction is computed by solving a MILP.

The complexity of the inference step is hard to quantify due to the solution of
an optimization problem; we perform timing experiments in Sect. 4 in order to
empirically estimate the overhead in this phase. It is easy to see, however, that
the overhead incurred in the calibration step is O(Kc log c) where c is the size
of the calibration set. This follows because we fit K IVAPs and the complexity
of the IVAP is dominated by the sorting step in the isotonic regressions, as
discussed in [86].

3.2 Choosing the Calibration Set

Another important aspect of the MultIVAP is the question of how to choose
the calibration set. Formally, the only requirement is that this set must be an
independent sample from the data distribution similar to the test or validation
set [86]. However, it would be interesting to have finite-sample guarantees on
the performance of the predictor depending on the size c of the calibration set.
To the best of our knowledge, such guarantees do not exist yet. [86] contains
the only real discussion we have been able to find in the literature on this issue.
There, the authors state that the lower and upper bounds (p(i)0 , p

(i)
1 ) used by

the MultIVAP will lie very close together for large data sets, but this is only an
asymptotic statement that says little about the actual rate of convergence when
the data set is finite.

In our own work [33], we have found that the IVAP can be sensitive to
the particular choice of calibration set size to the point where the predictions
can sometimes become unusable. Unsurprisingly, this appears to depend on the
specifics of the underlying model; that is, some models are harder for the IVAP
to calibrate than others. In the absence of theoretical finite-sample guarantees,
the size of the calibration set may be treated as another hyperparameter which
can be tuned on a separate validation set. The optimal size can then be chosen
depending on how well the accuracy of the resulting predictor is balanced against
other considerations such as computational overhead.
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3.3 Defense-Aware White-Box Attack

To enable a fair and thorough evaluation of the MultIVAP, we also design a cus-
tom defense-aware white-box attack specifically for fooling this defense5. Given
that the MultIVAP is a multi-probabilistic predictor returning a set of labels
rather than a single prediction, we must slightly modify the typical goal of caus-
ing a misclassification since that is ill-defined here. On the one hand, we do not
want the correct label to be present in the resulting label set; on the other hand,
we do not want the MultIVAP to output too many or too few labels either as
this can also raise suspicion. We settle on the following optimization problem:6

min
x̃∈X

‖x − x̃‖∞ + λ‖F (x̃) − s‖∞. (7)

Here, F : X → R
K is the scoring classifier, λ ∈ R is a parameter and s ∈ R

K

is a target vector of scores. The scalar λ is optimized via binary search so that
the magnitude of the perturbation ‖x − x̃‖∞ is as small as possible. The score
vector s is determined by searching the calibration set of the MultIVAP for all
calibration samples (x′, y′) such that y′ does not belong to the prediction region
of x. Among these candidates, we randomly sample one element x′ and take its
calibration score vector as the target s = F (x′).

An adversarial example produced by (7) is accepted only if the following
conditions are met:

1. The perturbation stays within the budget, that is, ‖x − x̃‖∞ ≤ η where η is
a user-specified perturbation bound.

2. The MultIVAP does not return an empty prediction region for the adversarial
sample.

3. The true label is not present in the prediction region returned by the MultI-
VAP.

Solutions to (7) satisfying these properties are counted as “successes”, and the
success rate of the attack is the fraction of samples that were counted as such.

The intuition behind our defense-aware attack is the following. The K IVAPs
used internally by the MultIVAP will output the same upper and lower bounds
for all samples that are assigned the same scores by the classifier F . Therefore,
if we can corrupt a sample x into a sample x̃ which shares the score vector of
another sample x′, then x̃ will be associated with the same probabilities as x′

and the optimization problem (MultIVAP) will have the same solution sets for
both. This will cause the MultIVAP to output the same prediction regions for
x̃ and x′. If, furthermore, the distance between x and x̃ is small and if the true
label of x is not present in the prediction region of x′, then x̃ can be considered
an adversarial example. This is what we aim to achieve in (7). In finding an

5 See [11] for an overview of the various desiderata that an adversarial defense evalu-
ation should satisfy.

6 We use the �∞ norm everywhere as this is recommended by [51]. However, the attack
can be trivially adapted to any other norm.
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appropriate sample x′ to target, we try to minimize ‖F (x) − F (x′)‖∞ in order
to “warm-start” the attack.

Note additionally that the objective (7) can be optimized using gradient
descent without issue, as the scoring classifier F is a standard (fully differen-
tiable) neural network. In particular, our defense-aware attack will not suffer
from any so-called gradient masking [4]. This is a common problem affect-
ing gradient-based adversarial attacks where a proposed defense method has
“masked” or somehow corrupted the gradient signal of the model it is supposed
to defend. As shown by [4], this does not actually make models more robust.
It can, however, create the illusion of robustness if one only evaluates against
gradient-based attacks. Importantly, standard neural networks trained using typ-
ical methods generally do not exhibit gradient masking, making it not a concern
for our attack.

4 Experiments

Full data set

Training Testing Validation Calibration

64%
16% 4%

16%

Fig. 5. Illustration of the different data splits used in our experiments.

We perform experiments on MNIST, Fashion-MNIST, CIFAR-10, Asirra and
SVHN data sets [23,47,48,60,88]. For each data set, we normalize the pixel
values to the interval [0, 1]. For the Asirra data set, we also resized all images to
64×64 pixels to facilitate processing by our pipeline as the images come in various
irregular sizes. The data splits we used are illustrated in Fig. 5: we used 64% of
the data for training the neural networks, 16% for testing, 4% for validation and
16% for calibrating the MultIVAP. These splits were constructed by randomly
shuffling the entire data set and subdividing the samples accordingly.

We train convolutional neural networks and apply Algorithm 3 to obtain a
calibrated multi-probabilistic predictor. The exact architectures used for each
data set are described in appendix A, listings A.1 to A.5. We used the Keras
library with the TensorFlow backend for training the neural networks [1,15].
Each network was optimized using the Adam optimizer [45] and trained for 10
epochs, except for Asirra which was trained for 50 epochs. For the IVAPs, we
made use of an implementation by [82]. We report several metrics to assess the
performance of the MultIVAP:

– The accuracy (ACC) of the original model. We give both the accuracy of the
original model on the full test set as well as the accuracy of the model on the
subset of predictions accepted by the MultIVAP. This is referred to as the
“corrected accuracy” (COR).
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– The average Jaccard index (JAC) of the MultIVAP on the test set [39]. This
index, also known as the intersection over union (IoU), is defined as

J(x) =
|L(x) ∩ V (x)|
|L(x) ∪ V (x)|

where L(x) is the true label set for the sample x and V (x) is the MultIVAP
prediction region. In the special case where L(x) is a singleton (single-label
prediction), this formula reduces to

J(x) =

{
1/|V (x)| if L(x) ⊆ V (x),
0 otherwise.

That is, it is inversely proportional to the size of the prediction region V (x)
if this region contains the correct label. If it does not, then a score of zero is
assigned. In particular, rejected predictions where V (x) = ∅ are treated as if
they are erroneous. The average Jaccard index over the test set is then given
by

J =
1
m

∑

i:L(xi)⊆V (xi)

1
|V | .

If the MultIVAP always returns exactly one label, then the average Jaccard
index coincides with the typical notion of test accuracy. In general, however,
the MultIVAP can return multiple labels or even no labels at all in case
of rejection. Therefore, J will always be bounded by the accuracy and it is
expected that it will often be smaller.

– The predictive efficiency (EFF), which is the average number of labels the
MultIVAP outputs across all samples. Ideally, this number should be very
close to one.

– The significance level ε at which the results for the MultIVAP were obtained.
This level was determined by tuning the threshold on a held-out validation
set such that the predictive efficiency was as close to one as possible.

– The true rejection rate (TRR) along with the false rejection rate (FRR) and
the overall rejection rate (REJ). Formally, these are computed as follows:

TRR =
TR

TR + FA
, FRR =

FR
FR + TA

, REJ =
TR + FR

TR + FR + TA + FA
.

The quantities appearing in these equations are the number of true rejections
(TR), false acceptances (FA), false rejections (FR) and true acceptances (TA).
Samples are rejected if the MultIVAP returns an empty prediction region. A
rejection is true if the underlying scoring classifier F would have returned an
erroneous prediction and false otherwise.

It is of particular importance for us to study the Jaccard index, efficiency, TRR
and FRR of the MultIVAP together and not simply the accuracy score. This
is because the MultIVAP is a multi-label predictor, meaning it yields a set of
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possible labels for each sample instead of a single point prediction like most
models do. When considering the performance of such a method compared to a
standard classifier that outputs an argmax over a set of estimated probabilities,
we must ask ourselves the following questions:

1. How well do the label sets predicted by the MultIVAP correspond to the
true label sets? This is measured by the Jaccard index, which is one possible
generalization of the accuracy score specifically for multi-label predictors.

2. How many labels does the MultIVAP output on average? This is the predictive
efficiency. We do not want this quantity to be much higher or lower than
the ground truth (which is usually one), otherwise the MultIVAP can create
confusion.

3. When the MultIVAP rejects a prediction, what is the probability that this
rejection was “justified”, in the sense that the underlying model used by the
MultIVAP was wrong? This is quantified by the true rejection rate and the
false rejection rate.

Naturally, we want the Jaccard index at 100%, the predictive efficiency close
to one, the TRR close to 100% and the FRR close to 0%. We can exercise
some amount of control over these metrics by varying the significance level ε.
In our experiments, we used a held-out validation set to tune ε in order to have
a predictive efficiency as close to one as possible. Depending on the particular
application, however, one can use many other methods to tune ε. For instance, in
cybersecurity settings, it is considered highly undesirable to unjustly flag benign
samples as malicious because this interferes with legitimate users’ business. In
such cases, we might be more concerned with minimizing the FRR than we are
with maximizing predictive efficiency (or we may want to specify some sort of
trade-off between these two metrics) and so we might tune ε so that the FRR
does not exceed some specified threshold instead.

To assess the robustness of the MultIVAP against adversarial perturbations,
we consider two threat models:

Defense-Oblivious. Here, we evaluate the defense against non-adaptive transfer
attacks. That is, the attacks have no knowledge of the defense; they are crafted
against the baseline model and then simply presented to the MultIVAP. This is
the bare minimum of robustness that any defense should hope to achieve [11].
The attacks we tested against here are DeepFool [56], projected gradient descent
(PGD; [51]), fast gradient sign method (FGSM; [31]), single pixel [77] and local
search [59]. All implementations were provided by the Foolbox library [68]. We
chose this particular set of attacks because of their diversity: there are gradient-
based attacks (DeepFool, PGD and FGSM), non-gradient-based attacks (Single
pixel and local search), iterative (DeepFool, PGD, single pixel, local search) and
single step attacks (FGSM).

Defense-Aware. In this setting, we use our own adaptive attack detailed in Sect. 3
to specifically bypass the MultIVAP. This evaluation should be a worst-case
scenario for our defense and provides an estimation of a lower bound on its
actual robustness.



106 J. Peck et al.

Finally, we address the question of computational efficiency of our method.
It is difficult to precisely quantify the complexity of the MultIVAP as it requires
the solution of a MILP, which is NP-complete in general [7]. As such, we perform
timing experiments where we measure the average time per prediction for both
the baseline model and the MultIVAP on the test sets of each task.

The code for all our experiments is available at https://github.com/saeyslab/
multivap. We consistently used 64% of the data for training, 16% for testing, 4%
for validation and 16% for calibration.

4.1 Results

Table 1. Results of the baseline models and the MultIVAPs on the different data sets.

Task Baseline MultIVAP

ACC (COR) JAC 1 − ε EFF TRR FRR REJ

MNIST 99.10% (99.59%) 94.16% 33.75% 0.99 56.94% 4.54% 2.90%

FMNIST 91.81% (93.84%) 83.44% 24.20% 1.04 29.62% 4.45% 6.75%

CIFAR-10 76.40% (81.52%) 61.86% 20.77% 1.05 32.73% 8.36% 15.54%

Asirra 88.82% (89.04%) 83.65% 41.86% 1.00 2.69% 0.48% 1.10%

SVHN 92.22% (96.40%) 80.77% 25.23% 1.01 59.22% 7.70% 10.42%

Results on clean data are reported in Table 1. We can see from the corrected
accuracy that the MultIVAP can increase the accuracy of the original model at
the cost of rejecting a certain percentage of the predictions. These percentages
can vary significantly depending on the underlying model and the data set: on
Asirra, we reject 1.10% of predictions whereas on CIFAR-10 we reject 15.54%.
If one counts rejection as misclassification, then the corrected accuracy minus
rejections (COR - REJ) can sometimes be lower than the baseline accuracy
(ACC). However, depending on the specific application, it may not be appro-
priate to treat rejections as if they are errors: if correctness of the output is
of paramount importance—such as when machine learning is used for medical
applications, industrial control systems or autonomous vehicles—then it can be
preferable to reject a relatively large number of predictions and return control to
human moderators instead of allowing the model to continue functioning based
on erroneous output. The risk of false rejection can be outweighed by the risks
associated with misclassification, especially if the false rejection rate is relatively
low (as it is in Table 1).

The Jaccard indices are relatively high, although (as expected) it is lower
than the baseline accuracy because of the rejected predictions. The predictive
efficiency is very close to one on all tasks, with high TRRs and relatively low
FRRs. The significance levels 1 − ε are rather low, however, meaning the statis-
tical guarantees provided by our method are relatively weak. This may be due
to our specific way of tuning ε or it may be due to looseness of the bounds.
Improving these bounds and obtaining better guarantees is left to future work.

https://github.com/saeyslab/multivap
https://github.com/saeyslab/multivap
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Since the MultIVAP inevitably returns multiple labels sometimes, it is inter-
esting to study which labels it tends to output together. This gives us an idea
of the classes that the MultIVAP has difficulty separating and may be a useful
tool for diagnosing model shortcomings. Figure 6 plots co-occurence matrices as
heatmaps for each classification task, where the cell at row i, column j contains
the number of times that labels i and j were returned together in a prediction
on the proper test set. The diagonals are left blank for clarity since every label
trivially co-occurs with itself each time. We see from these heatmaps that the
classes that are most difficult for the MultIVAP to separate are also the most

(a) MNIST

(b) Fashion-MNIST (c) CIFAR-10

(d) Asirra (e) SVHN

Fig. 6. Co-occurence matrices of the MultIVAP for the different classification tasks.
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perceptually similar ones: on CIFAR-10, automobiles are confused with trucks
and deers are confused with horses, for example. On the other hand, birds are
never confused with horses and frogs are never confused with trucks. Similar
results hold for the other data sets.

Figure 7 plots the accuracy (defined as the fraction of prediction regions con-
taining the correct label), predictive efficiency and rejection rate of the MultI-
VAP as a function of the significance level ε. The tuned value for ε is shown as a

Fig. 7. Accuracy, predictive efficiency and rejection rate for the MultIVAP on the
different tasks. Note that we shade the area between the 5th and 95th percentiles of
the predictive efficiency.



Calibrated Prediction as a Defense against Adversarial Attacks 109

dotted black line. As expected, a higher significance level yields higher accuracy
and better predictive efficiency but also a higher rejection rate.

Figure 8 presents ROC curves of the MultIVAP for each task, where the false
rejection rate is plotted against the true rejection rate. The tuned threshold
ε is indicated with a dotted black line. We see that the MultIVAP achieves
consistently high AUC scores, indicating that it is indeed capable of determining
whether a prediction from the underlying model is reliable or not.

Fig. 8. ROC curves of the MultIVAP on the different tasks.
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Results for adversarial transfer attacks are presented in Table 2. For MNIST
and Fashion-MNIST, we chose η = 0.3; for all other data sets, we let η = 0.03 as
these bounds are fairly typical in the literature. We can see that the MultIVAP
is significantly more accurate than the original models and that it generally has
a high TRR on adversarial samples.

Table 2. Performance metrics of the baseline models and the MultIVAPs on adversarial
transfer attacks.

Task Attack Baseline MultIVAP

ACC (COR) JAC EFF TRR FRR REJ

MNIST (η = 0.3) DeepFool 35.86% (35.83%) 27.18% 0.52 59.23% 60.86% 59.81%

PGD 0.38% (0.33%) 37.23% 0.64 52.32% 46.67% 52.30%

FGSM 4.39% (4.57%) 41.13% 1.10 39.64% 2.85% 38.03%

Single pixel 98.01% (99.01%) 93.96% 0.99 62.89% 4.04% 5.21%

LocalSearch 25.48% (26.13%) 43.24% 0.41 84.02% 2.60% 63.28%

FMNIST (η = 0.3) DeepFool 27.98% (28.14%) 29.32% 0.66 43.60% 39.90% 42.56%

PGD 0.00% (0.00%) 35.19% 0.69 41.59% — 41.59%

FGSM 1.10% (1.11%) 28.27% 0.53 56.76% 2.38% 56.19%

Single pixel 85.05% (88.25%) 83.66% 1.02 35.28% 3.45% 8.21%

LocalSearch 51.10% (52.46%) 73.33% 0.76 60.46% 2.84% 31.01%

CIFAR-10 (η = 0.03) DeepFool 0.01% (0.01%) 37.47% 0.95 24.16% 16.10% 24.10%

PGD 0.00% (0.00%) 35.28% 0.91 28.13% — 28.13%

FGSM 0.00% (0.00%) 32.38% 0.83 32.36% 0.00% 32.25%

Single pixel 60.68% (68.12%) 59.43% 1.01 37.53% 4.39% 17.43%

LocalSearch 18.99% (21.39%) 52.00% 0.73 48.62% 4.10% 40.16%

Asirra (η = 0.03) DeepFool 0.00% (0.00%) 37.01% 0.99 1.18% 12.50% 12.04%

PGD 0.00% (0.00%) 41.37% 0.98 1.60% — 1.60%

FGSM 0.00% (0.00%) 37.71% 0.98 1.64% 0.00% 1.63%

Single pixel 75.40% (75.50%) 77.01% 1.00 1.63% 0.00% 0.40%

LocalSearch 57.80% (57.87%) 73.14% 1.00 1.49% 0.00% 0.63%

SVHN (η = 0.03) DeepFool 0.01% (0.01%) 31.69% 0.82 36.00% 16.34% 35.86%

PGD 0.00% (0.00%) 27.98% 0.80 41.33% 0.00% 41.33%

FGSM 0.00% (0.00%) 19.16% 0.54 58.72% 0.00% 58.55%

Single pixel 69.59% (77.38%) 72.00% 0.96 58.50% 1.99% 15.78%

LocalSearch 22.91% (25.47%) 56.55% 0.79 71.61% 2.01% 30.32%

Figure 9 shows the success rate of our defense-aware adversarial attack as
a function of the number of iterations of gradient descent. We used the same
values of η for the defense-aware attack as we did for the transfer attacks. The
maximum number of iterations was limited to 5,000 as we noticed that the
success rates for all tasks seemed to plateau after this point. The highest rate we
were able to achieve on any task is less than 40%. For CIFAR-10 in particular,
we have a success rate of less than 30%. By contrast, at the time of this writing,
state of the art robust accuracy on CIFAR-10 is less than 50% for η = 0.03 [71].
On MNIST and Fashion-MNIST, our success rates of 15% and 30% at η = 0.3
seem to be competitive with existing methods, which achieve robust accuracies
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of 87.54% and 76.83% respectively [2]. Note also that our 
∞ bound of 0.3 for
Fashion-MNIST is three times higher than the 0.1 bound used by [2].

Fig. 9. Success rate of the defense-aware adversarial attack as a function of the number
of iterations of optimization. The lines represent the mean success rate based on ten
random restarts of the attack. The area between the 5th and 95th percentiles is shaded.

To gain more insights into the precise nature of our defense-aware adversarial
examples, we plot the associated confusion matrices in Fig. 10. We see that these
bear a striking similarity to the co-occurrence matrices from Fig. 6, where we
observed that the MultIVAP mainly confuses perceptually similar classes. This
means that when the defense-aware adversarial attack succeeds in fooling the
MultIVAP, the resulting adversarial sample is usually misclassified into a class
that is visually close to the original correct class. This is an important finding
for two reasons:

– It represents a definite improvement over the state of the art in adversarial
defense. Currently, even the most robust models can still be tricked into mis-
classifying a given sample into almost any other class regardless of similarity.
The fact that the MultIVAP mostly confuses only perceptually similar classes
is a good indicator that it is fundamentally more robust than other models.

– The mistakes that the MultIVAP makes on the adversarial examples are
similar to the ones it makes on the test set. This suggests that we can make
the model more robust via “traditional” means, that is, by decreasing test
error using data augmentation or other tricks. Co-occurence matrices such as
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Fig. 6 can show us which classes are the most difficult for the MultIVAP to
separate. This information can be used to guide efforts for reducing test error.
More advanced and computationally expensive methods such as adversarial
training may not be required to increase robustness; standard techniques for
improving the generalization performance might already suffice.

(a) MNIST

(b) Fashion-MNIST (c) CIFAR-10

(d) Asirra (e) SVHN

(a) MNIST

(b) Fashion-MNIST (c) CIFAR-10

(d) Asirra (e) SVHN

(a) MNIST

(b) Fashion-MNIST (c) CIFAR-10

(d) Asirra (e) SVHN

Fig. 10. Confusion matrices of the adversarial examples for each task.

Figure 11 shows the results of our timing experiments. Here, we compute
the average time per prediction for the baselines as well as the MultIVAPs and
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calculate the base-10 log of the ratio between these two quantities over the proper
test set:

LogRatio = log10

(
average MultIVAP inference time
average baseline inference time

)

.

We find that the log-ratio is close to one for problems with ten classes whereas
it is close to 0.2 for the binary classification task. This translates to a slow-down
factor of ten and 1.6 respectively. In practice, we found that this overhead was
negligible in wall clock time for the models and data sets we tested.

Fig. 11. Comparison of the computational efficiency of the baseline models and the
MultIVAPs. These measurements were taken on a single machine utilizing one NVIDIA
Titan Xp GPU alongside four Intel Core i5-6600 CPUs @ 3.30 GHz each.

4.2 Comparison with Adversarial Training

At present, adversarial training seems to be the most successful defense against
adversarial perturbation known in the literature. In particular, the 
∞ PGD
adversarial training method by [51] is considered state of the art in this field.
However, it introduces a considerable computational overhead: it can easily
increase the time required to fully train a given model by a factor of 30.
Recently, [71] proposed a novel “free” adversarial training procedure which
appears to achieve similar results to the method of [51] while keeping the compu-
tational overhead negligible compared to standard training. Therefore, we have
opted to compare our MultIVAP algorithm to the adversarial training method
by [71]. The pseudo-code is shown in Algorithm 4. This algorithm is identical



114 J. Peck et al.

to standard minibatch stochastic gradient descent training for neural networks,
except that a single “running perturbation” δ is stored and constantly updated
at the end of each iteration. This perturbation is used to create the adversar-
ial minibatches. In standard PGD training, these minibatches are created by
re-running the PGD optimization from scratch every iteration. Free adversarial
training speeds this up by replacing this expensive optimization by a single gra-
dient update to a single perturbation δ. Multiple gradient updates are supported
(and in fact recommended) via the hop step parameter m, which must be set
to a divisor of the number of epochs in order to keep the number of gradient
updates to the model parameters constant.

Algorithm 4: Adversarial training for free
Data: Training samples D, number of epochs T , perturbation bound η, learning

rate τ , hop steps m
Result: adversarially trained model

1 Initialize model parameters θ.
2 δ ← 0.
3 for epoch from 1 to T/m do
4 for minibatch B ⊆ D do
5 for i from 1 to m do
6 Update θ with stochastic gradient descent:

gθ ← 1

|B|
|B|∑

j=1

∇θL(xi + δ, yi, θ),

gadv ← ∇xL(x + δ, y, θ),

θ ← θ − τgθ.

7 Update the adversarial perturbation δ:

δ ← δ + η · sign(gadv),

δ ← clip(δ, −η, η).

8 end

9 end

10 end
11 return θ

To make our comparison, we retrain our baseline models used by the Mul-
tIVAP with the free adversarial training method7 and subject these models to
the 
∞ PGD adversarial attack. The data preprocessing, perturbation bounds
as well as the number of training epochs used here were all kept identical to the

7 Implementation available at https://github.com/ashafahi/free adv train. Accessed
2020-06-17.

https://github.com/ashafahi/free_adv_train
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ones in the previous sections. We set the number of hop steps to ten in all our
experiments, since this number achieved good results according to [71] and is a
divisor of our total number of epochs (10 or 50 depending on the data set).

Before we present our experimental comparison with free adversarial train-
ing, however, it is important to note that our defense is relatively unique in the
field of adversarial ML since it is multi-valued. Most approaches to adversar-
ial robustness focus on hardening classifiers so that their misclassification rate
when exposed to adversarial samples is reduced. The resulting models typically
still return point predictions and as such they are evaluated using the standard
accuracy metric. The MultIVAP, being multi-valued, is evaluated instead using
a combination of different metrics, including the Jaccard index (a generalization
of standard accuracy) and the rejection rates. We have done our best to provide
a fair comparison between the MultIVAP and free adversarial training, but we
believe the choice is ultimately determined by the preferences of the practitioner
and cannot be reduced to any single objective metric.

Table 3. Accuracy scores of the adversarially trained models on clean data as well as
adversarial examples generated by the �∞ PGD attack.

Task Clean Robust

MNIST 97.36% 93.03%

FMNIST 83.27% 74.64%

CIFAR-10 23.54% 15.94%

Asirra 50.00% 50.00%

SVHN 19.59% 19.59%

The results of our experiments with free adversarial training are shown in
Table 3. It is immediately clear that these numbers are far inferior to those
obtained by [71]. This can be attributed to the choice of model: we used very
simple CNNs (see Appendix A) whereas Shafahi et al. made use of ResNet archi-
tectures [36]. On some data sets such as CIFAR-10, SVHN and Asirra, free adver-
sarial training using our baseline models does not perform significantly better
than random guessing and the MultIVAP is clearly superior. On MNIST and
Fashion-MNIST, however, we do note a significant increase in adversarial robust-
ness against the 
∞ PGD attack. On MNIST, the clean and robust accuracies
of free adversarial training are higher than the corresponding Jaccard indices
of the MultIVAP. For Fashion-MNIST, the clean accuracy is comparable to the
Jaccard index of the MultIVAP but the robust accuracy is higher. Note, how-
ever, that for both of these data sets the MultIVAP rejects a large portion of
adversarial examples which would have fooled the model: the true rejection rate
exceeds 50% for MNIST and 40% for Fashion-MNIST.

We conclude from this that our method has an interesting comparative advan-
tage with respect to free adversarial training: the MultIVAP can already pro-
vide significant adversarial robustness for simple models whereas free adversarial
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training requires more complex models in order to outperform the MultIVAP on
the same data set. This is in line with existing research on adversarial robustness
which indicates that in order to obtain more robust models one must increase
model capacity [58]. With the MultIVAP approach, this increase in model com-
plexity is avoided since the burden of detecting adversarial examples is carried
by the conformal predictor instead. Of course, there is a price to pay for this
advantage: free adversarial training by itself incurs virtually no overhead at all—
although, arguably, this overhead is merely “hidden” in the additional model
complexity required to achieve significant robustness—whereas the MultIVAP
incurs a cost in both the training phase as well as the testing phase. As has
already been discussed, the overhead of training the MultIVAP is log-linear in
the size of the calibration set. The overhead in the testing phase depends on the
number of classes and is visualized in Fig. 11. A precise characterization of the
computational complexity of this phase is difficult since it involves the solution
of a MILP, but in our experiments the overhead was negligible since the baseline
models were already very efficient to evaluate.

These results suggest an important topic for future work: a large-scale bench-
mark study which characterizes the trade-off between model complexity and
adversarial robustness for different defense methods. The main question of inter-
est to us is whether the MultIVAP is more “model efficient” than existing state
of the art adversarial defenses, in the sense that it can match or outperform
the robustness provided by other methods using simpler models. The experi-
ments we performed here indicate that the MultIVAP is indeed more efficient
on the models and data sets we tested, but a complete picture would require
us to compare the MultIVAP to adversarial training on larger data sets such as
ImageNet [20] and bigger models such as Wide ResNet architectures [90].

5 Conclusion

We have proposed a computationally efficient multiclass generalization of the
inductive Venn-ABERS prediction algorithm which we have called the MultI-
VAP. In our experiments, we have found that this method significantly increases
both the accuracy as well as the adversarial robustness of any model with which
it is instantiated. The MultIVAP takes two hyperparameters, a calibration data
set and a significance level ε, which can be tuned according to various objectives.
The method enjoys the theoretical guarantee that its label sets will contain the
true label with a probability of at least 1 − ε. The code for our implementation
is available at https://github.com/saeyslab/multivap.

Several avenues for future work are possible. For one, the probabilistic bounds
we have obtained for the error probability of our method have the advantage
that they reduce inference using the MultIVAP to a MILP, which can be solved
relatively efficiently. However, this efficiency comes at the cost of looseness: the
tuned values of 1 − ε we computed in our experiments are very low (always less
than 50% and often less than 25%). Obtaining tighter probabilistic bounds with
stronger guarantees on the label set is perhaps the most interesting improvement

https://github.com/saeyslab/multivap
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that could be made. However, the resulting optimization problem might no longer
be linear or even convex, making the problem more difficult to solve.

Improving the computational efficiency of this method when the number
of classes becomes very high is definitely a worthwhile avenue for future work
as well. Currently, the MultIVAP appears to increase inference time by a fac-
tor that is approximately equal to the number of classes. In applications that
are very time-sensitive and which have a large number of classes (e.g. extreme
classification [40]), this might be unacceptable. The main bottleneck here is the
optimization problem; the other part of the algorithm which gathers the outputs
of the different IVAPs is straightforward to parallelize as the different classes can
be treated independently.

Furthermore, in data-limited settings, it may be undesirable to sacrifice a
relatively large portion of the data set for calibration of the MultIVAP, especially
if a separate validation split is required for tuning other hyperparameters. We
did not study the effect of the size of the calibration set in detail here, but it
can prove useful to test how small this set can be made before the MultIVAP is
unable to meet certain guarantees on robustness and accuracy.

It may also be possible to develop stronger defense-aware attacks against the
MultIVAP, since we only studied one attack in this work. We recall Schneier’s
Law [70]:

Anyone, from the most clueless amateur to the best cryptographer, can
create an algorithm that they themselves cannot break.

We therefore invite the community to scrutinize our defense and develop stronger
attacks against it. Nevertheless, even if our particular defense is ever broken, we
believe there is a broader point to be made here: to the best of our knowledge,
there exist almost no papers that attempt to tackle adversarial machine learning
using techniques from the field of conformal prediction. Given that this entire
field is dedicated precisely to the problem of trustworthiness of probabilistic
predictions, it would seem there is still much unexplored potential in this area.
We refer the interested reader to the works of [72,85,86].
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A Network Architectures

1 input_shape = (28, 28, 1)

2 model = Sequential()

3 model.add(Conv2D(32, kernel_size=(5, 5),

4 activation='relu',

5 input_shape=input_shape))

6 model.add(Conv2D(64, (5, 5), activation='relu'))

7 model.add(MaxPooling2D(pool_size=(2, 2)))

8 model.add(Flatten())

9 model.add(Dense(128, activation='relu'))

10 model.add(Dense(num_classes))

11 model.add(Activation('softmax'))

Listing A.1: Network architecture for MNIST

1 input_shape = (28, 28, 1)

2 model = Sequential()

3 model.add(Conv2D(32, kernel_size=(3, 3),

4 activation='relu',

5 input_shape=input_shape))

6 model.add(Conv2D(32, (3, 3), activation='relu'))

7 model.add(MaxPooling2D(pool_size=(2, 2)))

8 model.add(Dropout(.25))

9 model.add(Conv2D(64, (3, 3), activation='relu'))

10 model.add(Conv2D(64, (3, 3), activation='relu'))

11 model.add(MaxPooling2D(pool_size=(2, 2)))

12 model.add(Dropout(.25))

13 model.add(Flatten())

14 model.add(Dense(512, activation='relu'))

15 model.add(Dropout(.5))

16 model.add(Dense(num_classes))

17 model.add(Activation('softmax'))

Listing A.2: Network architecture for Fashion-MNIST
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1 input_shape = (32, 32, 3)

2 inp = Input(shape=input_shape)

3 x = Conv2D(32, (3, 3), padding='same', input_shape=input_shape)(inp)

4 x = Activation('relu')(x)

5 x = Conv2D(32, (3, 3))(x)

6 x = Activation('relu')(x)

7 x = MaxPooling2D(pool_size=(2, 2))(x)

8 x = Dropout(.2)(x)

9

10 x = Conv2D(64, (3, 3), padding='same')(x)

11 x = Activation('relu')(x)

12 x = Conv2D(64, (3, 3))(x)

13 x = Activation('relu')(x)

14 x = MaxPooling2D(pool_size=(2, 2))(x)

15 x = Dropout(.2)(x)

16

17 x = Flatten()(x)

18 x = Dense(512)(x)

19 x = Activation('relu')(x)

20 x = Dropout(.2)(x)

21 x = Dense(num_classes)(x)

22 x = Activation('softmax')(x)

Listing A.3: Network architecture for CIFAR-10

1 input_shape = (32, 32, 3)

2 model = Sequential()

3 model.add(Conv2D(32, kernel_size=(3, 3),

4 activation='relu',

5 input_shape=input_shape))

6 model.add(Conv2D(32, (3, 3), activation='relu'))

7 model.add(MaxPooling2D(pool_size=(2, 2)))

8 model.add(Dropout(.25))

9 model.add(Conv2D(64, (3, 3), activation='relu'))

10 model.add(Conv2D(64, (3, 3), activation='relu'))

11 model.add(MaxPooling2D(pool_size=(2, 2)))

12 model.add(Dropout(.25))

13 model.add(Flatten())

14 model.add(Dense(512, activation='relu'))

15 model.add(Dropout(.5))

16 model.add(Dense(num_classes))

17 model.add(Activation('softmax'))

Listing A.4: Network architecture for SVHN
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1 input_shape = (64, 64, 3)

2 num_classes = 2

3 model = Sequential()

4 model.add(Conv2D(32, kernel_size=(3, 3),

5 activation='relu',

6 input_shape=input_shape))

7 model.add(Conv2D(32, (3, 3), activation='relu'))

8 model.add(MaxPooling2D(pool_size=(2, 2)))

9 model.add(Dropout(.25))

10 model.add(Conv2D(64, (3, 3), activation='relu'))

11 model.add(Conv2D(64, (3, 3), activation='relu'))

12 model.add(MaxPooling2D(pool_size=(2, 2)))

13 model.add(Dropout(.25))

14 model.add(Conv2D(128, (3, 3), activation='relu'))

15 model.add(Conv2D(128, (3, 3), activation='relu'))

16 model.add(MaxPooling2D(pool_size=(2, 2)))

17 model.add(Dropout(.25))

18 model.add(Flatten())

19 model.add(Dense(512, activation='relu'))

20 model.add(Dropout(.5))

21 model.add(Dense(num_classes))

22 model.add(Activation('softmax'))

Listing A.5: Network architecture for Asirra
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Abstract. The ability to learn an accurate classification process is often
limited by the amount of labeled data. Incorporating additional informa-
tion into the learning process for overcoming this limitation has been a
popular research topic. In this work, we focus on ordinal classification
problems that are provided with limited absolute information and addi-
tional relative information. We modify some classical machine learning
methods to combine both types of information. Moreover, we propose a
new distance metric learning method to exploit both types of informa-
tion for learning a suitable distance metric that can be incorporated into
the augmented method of k nearest neighbors for ordinal classification.
The experimental results show that our method is competitive with other
modified machine learning methods and considering additional relative
information leads to a better performance.

Keywords: Machine learning methods · Ordinal classification ·
Distance metric learning · Absolute information · Relative information

1 Introduction

Ordinal classification problems naturally appear in many research areas, such as
medical research [5] and social sciences [7]. For instance, on the online shopping
website Amazon, customers use ordinal labels to evaluate products according to
their preferences. The ordinal scale could be represented by four labels such as
“bad”, “average”, “good” and “excellent”. Machine learning methods deal with
large manually-labeled datasets for solving these problems. However, the perfor-
mance of these methods is usually limited by the amount of absolute information
(i.e., examples with given class labels). Moreover, it is usually time-consuming
and costly to collect a large amount of absolute information. Fortunately, gath-
ering a large amount of additional relative information (i.e., preference orders
for couples of examples) is much easier. Even though specific class labels from
c© Springer Nature Switzerland AG 2020
B. Bogaerts et al. (Eds.): BNAIC 2019/BENELEARN 2019, CCIS 1196, pp. 126–136, 2020.
https://doi.org/10.1007/978-3-030-65154-1_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65154-1_7&domain=pdf
https://doi.org/10.1007/978-3-030-65154-1_7


Machine Learning Methods for Ordinal Classification 127

absolute information are much more informative than preference orders from
relative information, in order to demonstrate the usefulness of relative informa-
tion, the main challenge of this work is to combine a small amount of absolute
information and a large amount of relative information for ordinal classification.

There are many research works that have discussed and validated the impor-
tance of considering additional information [12]. For example, in the field of
soft-label classification [13,14,19], the additional information consists of prob-
ability scores. A basic assumption is that there is some uncertainty associated
with the class label that should be associated with each of the examples [12].
Experts are invited to assign class labels to examples and provide the correspond-
ing additional information that reflects how certain they are on the class label
that should be specified. A natural way of solving the soft-label classification
problem is to modify classical machine learning methods, e.g.., logistic regres-
sion and support vector machines. Inspired by this idea, for our problem setting
in which there is a small amount of absolute information and a large amount of
relative information, we use a similar idea to modify classical machine learning
methods by combining both types of information.

Furthermore, there are many related methods that have been proposed for
solving ordinal classification problems. In addition to some classical methods [8],
such as naive methods, ordinal binary decomposition methods and threshold
methods, distance metric learning methods [2] are also popular. For example,
Fouad et al. [6] incorporated additional information into ordinal classification
tasks by changing the default distance metric in the input space based on a
natural order between class labels. Their experimental results show that the
proposed ordinal-based distance metric learning improves the ordinal classifica-
tion performance. Recently, Nguyen et al. [11] considered ordinal information
as local constraints and proposed a method that incorporates these constraints
into a distance metric learning task. Their experiments demonstrated that con-
sidering the order of class labels could lead to learning a better distance metric.

In this work, firstly, we modify some classical machine learning methods
by incorporating additional relative information. Subsequently, similarly to the
assumption that close examples are assumed to have the same class label, we
assume that close couples tend to have the same order relation, an assumption
that has been successfully validated in previous work [16]. Inspired by the work
of Nguyen et al. [11], we learn a better distance metric by imposing different
distance constraints for absolute and relative information, and incorporate the
learned distance metric into the augmented method of k-NN [16] for ordinal
classification. Finally, we test the modified classical machine learning methods
and the distance metric learning methods on some benchmark datasets. The
experiments show the benefits of considering additional relative information.

2 Problem Description

Formally, the input data includes two types of information: absolute information
and relative information. The first type of information is collected in a set A =
{(x1, y1), (x2, y2), ..., (xn, yn)} with a set of input examples D = {x1,x2, ...,xn},
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where xi = (xi1, ..., xid) belong to the input space X ⊆ R
d and the class labels yi

belong to the output space Y = {C1, C2, ..., Cr}. The class labels are assumed to
be ordered as follows C1�C2�...�Cr. The second type of information is collected
in a set R = {((a1,b1), R1), ..., ((am,bm), Rm)}. We denote the set of couples
for which we have relative information by C = {(a1,b1), (a2,b2), ..., (am,bm)}.
It is assumed that, if a couple (a,b) belongs to C, then also the couple (b,a)
belongs to C. For any p ∈ {1, ...,m}, an order relation Rp =≺ indicates that bp

is preferred to ap and an order relation Rp =� indicates that ap is preferred to
bp. Note that here we impose that both ap and bp may not be equally preferred.
Additionally, it is assumed that whenever ((a,b), R) ∈ R, it also holds that
((b,a), RT) ∈ R, where RT represents the transpose of R. A main characteristic
of our problem is that the amount of absolute information is typically smaller
than the amount of relative information, i.e., n � m.

3 Machine Learning Methods with Additional Relative
Information

In this section, firstly, we modify some classical model-based machine learning
methods to incorporate additional relative information. Secondly, we extend an
instance-based distance metric learning method to combine absolute and relative
information.

3.1 Classical Machine Learning Methods

Proportional Odds Model [10] with Additional Relative Information.
The goal of the proportional odds model (POM) is to use a logistic function to
predict the probabilities of the different possible outputs. Formally, the cumula-
tive probability is modeled as the logistic function as follows:

P (yi ≤ j|xi) = φ(θj − w · xi) =
1

1 + exp (w · xi − θj)
, (1)

where the vector w is common across all class labels, the vector of thresholds θ
is used for separating different class labels and φ(t) = 1

1+exp(−t) . The class label
Ck is represented as the interval Ck ∈ [θk−1, θk], where θ0 = −∞ and θr = +∞.
The loss function is defined as the negative log-likelihood as follows:

L(w, θ) = −
n∑

i=1

log(φ(θyi
− w · xi) − φ(θyi−1 − w · xi)). (2)

In our problem setting, additional relative information is provided. For each
ordinal couple (aj ,bj) with an order relation �, we get the inequalities w ·aj >
w · bj . In order to incorporate a large margin that separates an example from
another one that is regarded as worse [18], the corresponding constraints are
formulated as follows:

w · aj − w · bj ≥ 1. (3)
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By considering a soft margin to deal with some non-separable cases, we define
the new objective function as follows:

min
w,θ

L(w, θ) +
α

m

m∑

j=1

ηj +
λ

2
‖w‖22

s.t. w · aj − w · bj ≥ 1 − ηj , (case Rj = �) , (4)
ηj ≥ 0, ∀j ,

where m is the number of constraints, α is a parameter to control the impact
from relative information, ||w||2 is the regularizer to avoid overfitting, λ is the
regularization parameter and the ηj are slack variables. We refer to the propor-
tional odds model with additional relative information as POM-R.

Support Vector Learning for Ordinal Regression [9] with Additional
Relative Information. The goal of support vector learning for ordinal regres-
sion (SVOR) is to consider a utility function U(x) = w · x that is related to
a mapping h from objects to ranks by h(x) = Ck ⇔ U(x) ∈ [θk−1, θk], where
θ0 = −∞ and θr = +∞. The objective function is formulated as follows:

min
w,θ

1
2

‖w‖22 + C
n∑

i=1

∑

j �=i

ξi,j

s.t. zi,j(w · xi − w · xj) ≥ 1 − ξi,j , (5)
ξi,j ≥ 0, ∀i, j ,

where C > 0 is a trade-off parameter, zi,j = +1 when yi �yj and zi,j = −1 when
yi � yj . The rank boundaries θk are estimated as

θk =
U(x1;w∗) + U(x2;w∗)

2
, (6)

where w∗ is the optimal weight vector, (x1,x2) = arg min(i,j),yi=Ck+1,yj=Ck

[U(xi;w∗) − U(xj ;w∗)], which means that the optimal thresholds θk for the
class label Ck lie in the middle of the utilities of the closest examples of the class
labels Ck and Ck+1.

Here, for additional relative information, we incorporate the same constraints
as in Eq. (4). The new objective function is formulated as follows:

min
w,θ

1
2

‖w‖22 + C

n∑

i=1

∑

j �=i

ξi,j +
α

m

m∑

j=1

ηj

s.t. zi,j(w · xi − w · xj) ≥ 1 − ξi,j ,

ξi,j ≥ 0, ∀i, j , (7)

w · aj − w · bj ≥ 1 − ηj , (case Rj = �) ,

ηj ≥ 0, ∀j .
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We refer to the support vector learning for ordinal regression with additional
relative information as SVOR-R.

Support Vector Ordinal Regression [4] with Additional Relative Infor-
mation. The goal of support vector ordinal regression is to find an optimal map-
ping direction w and r − 1 thresholds, which define r − 1 parallel discriminant
hyperplanes for the r class labels. Differently to the above-mentioned SVOR,
here the methods use two different ways to estimate empirical errors by consid-
ering thresholds. One way is to consider the explicit constraints on thresholds
(this method is referred to as SVOREX). For each threshold θj , the empirical
errors are computed for the examples from the two adjacent classes Cj and Cj+1.
The objective function is formulated as follows:

min
w,θ

1
2

‖w‖22 + C

r−1∑

j=1

(
nj∑

i=1

ξj
i +

nj+1∑

i=1

ξ∗j+1
i )

s.t. w · xj
i − θj ≤ −1 + ξj

i ,

ξj
i ≥ 0, ∀i = 1, ..., nj , (8)

w · xj+1
i − θj ≥ + 1 − ξ∗j+1

i ,

ξ∗j+1
i ≥ 0, ∀i = 1, ..., nj+1 ,

where θj−1 ≤ θj , for j = 2, ..., r − 1, the nj is the number of examples with the
class label Cj and ξj

i , ξ∗j+1
i are slack variables.

The other way is to consider the implicit constraints on thresholds (this
method is referred to as SVORIM). The examples in all the classes are incorpo-
rated to estimate the errors for all thresholds. The objective function is formu-
lated as follows:

min
w,θ

1
2

‖w‖22 + C
r−1∑

j=1

(
j∑

k=1

nk∑

i=1

ξj
ki +

r∑

k=j+1

nr∑

i=1

ξ∗j
ki )

s.t. w · xk
i − θj ≤ −1 + ξj

ki, ξj
ki ≥ 0 ,

∀k = 1, ..., j, i = 1, ..., nk , (9)

w · xk
i − θj ≥ +1 − ξ∗j

ki , ξ∗j
ki ≥ 0 ,

∀k = j + 1, ..., r, i = 1, ..., nk .

Here, similarly to the above-mentioned modified methods, we incorporate
additional relative information into the two methods by setting the same con-
straints as in Eq. (4). The new objective functions are omitted due to the
space limit. We refer to the corresponding modified methods as SVOREX-R
and SVORIM-R, respectively.
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3.2 Distance Metric Learning Methods

In this paper, we extend the idea of Nguyen et al. [11] to process absolute and
relative information. For absolute information, if the neighbor example has the
same class label as the given example, the distance to the given example is
expected to be small. Otherwise, the distance to the given example is expected
to be large. Moreover, the examples with different class labels are expected to
be separated according to the differences between their class labels. The corre-
sponding constraints R = R1 ∪ R2 are described as:

R1 = {(i, j, l) | i, j, l ∈ {1, ..., n},xj ,xl ∈ N (xi), yi = yj �= yl}, (10)

R2 = {(i, j, l) | i, j, l ∈ {1, ..., n},xj ,xl ∈ N (xi), (yi�yj �yl)∨(yi�yj �yl)}, (11)

where N (xi) is the neighborhood of xi containing the nearest neighbor examples.
In the following experiments, we set the number of nearest neighbor examples
as 5.

We refer to the distance metric learning method as DMLA, solving the fol-
lowing optimization problem:

min
M,ξ

fL(M) = λTr(M) +
1
C

∑

(i,j,l)∈R
ξijl

s.t. d2M(xi,xl) − d2M(xi,xj) ≥ 1 − ξijl (12)
ξijl ≥ 0, ∀(i, j, l) ∈ R
M � 0 ,

where λ is the regularization parameter, Tr(M) is the trace of the matrix M,
which is computed as the sum of all diagonal elements, C is the number of
constraints in R, d2M(xi,xj) = (xi −xj)TM(xi −xj) and ξijl are slack variables.

However, for relative information, there are no given class labels and we
cannot explicitly use the above distance constraints. Here, we assume that close
couples have the same direction and then consider relative information by setting
different distance constraints:

R′ = {(p, q, t) | p, q, t ∈ {1, ...,m}, (aq,bq), (at,bt) ∈ N ((ap,bp)), ζp = ζq �= ζt} ,
(13)

where ζ represents the order relation, ζ ∈ {�, ≺} and N ((ap,bp)) is the neigh-
borhood of the couple (ap,bp). Here, we compute the distance between couples

by d∗((u,v), (w, t)) = d(u,w) + d(v, t), where d(u,v) =
√∑d

i=1(ui − vi)2.
We refer to our proposed distance metric learning method as DMLAR, solv-

ing the following problem:



132 M. Tang et al.

min
M,ξ,η

fL(M) = λTr(M) +
α

C

∑

(i,j,l)∈R
ξijl +

β

D

∑

(p,q,t)∈R′
ηpqt

s.t. d2M(xi,xl) − d2M(xi,xj) ≥ 1 − ξijl

d2∗M((ap,bp), (at,bt)) − d2∗M((ap,bp), (aq,bq)) ≥ 1 − ηpqt (14)
ξijl ≥ 0, ∀(i, j, l) ∈ R
ηpqt ≥ 0, ∀(p, q, t) ∈ R′

M � 0 ,

where α is the parameter to control the impact from absolute information, β is
the parameter to control the impact from relative information, D is the number of
constraints in R′, d∗M((as,bs), (ar,br)) = dM(as,ar)+dM(bs,br) and ηpqt are
slack variables. Note that, in order to reduce the computational complexity, we
replace d2∗M((as,bs), (ar,br)) by d2M(as,ar)+ d2M(bs,br), where the additional
term obtained in the expansion of the square of the sum of both distances is
ignored for avoiding computing the gradient of square roots. We use subgradient
descent methods to update M until the above objective function converges.

Ultimately, the learned distance metric is used within k-NN. We refer to this
method as DMLA k-NN or DMLAR k-NN (depending on whether only abso-
lute or both absolute and relative information is used for learning the distance
metric).

4 Experiments

4.1 Datasets

We perform our experiments on some datasets from real ordinal classification
problems and other datasets from discretized regression problems. The former
datasets are from some open repositories, UCI machine learning repository [1]
and mldata.org [15]. The latter datasets are provided by Chu [3]. Table 1
describes the characteristics of these datasets. We use ten-fold cross-validation
to get the performance.

Note that these datasets do not contain relative information. Due to the dif-
ficulties of getting relative information from real datasets, we simulate synthetic
data by generating relative information from the given absolute information.
For each dataset, one of the folds is used for testing. The other folds are used
for collecting absolute and relative information. We randomly select 5% of the
other folds as absolute information and the remaining 95% for generating rel-
ative information by transforming the class labels into order relations between
examples. More in detail, if there are two training examples and their class labels
are y1 = C1 and y2 = C2 with the order relation C1 � C2, we will recreate two
couples (a1,b1) with a1 ≺ b1 and (b1,a1) with b1 � a1. Note that, if two exam-
ples have the same class label, no couple is generated. For more details on the
generation process for relative information, we refer to our previous work [16].
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Table 1. Description of the benchmark datasets.

Dataset #Examples #Features #Classes

Real ordinal classification datasets

Toy (TO) 300 2 5

Balance-scale (BS) 625 4 3

Eucalyptus (EU) 736 91 5

Swd (SW) 1000 10 4

Lev (LE) 1000 4 5

Winequality-red (WR) 1599 11 6

Car (CA) 1728 21 4

Discretized regression datasets

Housing5 (HO5) 506 14 5

Abalone5 (AB5) 4177 11 5

Bank1-5 (BA1-5) 8192 8 5

Bank2-5 (BA2-5) 8192 32 5

Computer1-5 (CO1-5) 8192 12 5

Computer2-5 (CO2-5) 8192 21 5

Housing10 (HO10) 506 14 10

Abalone10 (AB10) 4177 11 10

Bank1-10 (BA1-10) 8192 8 10

Bank2-10 (BA2-10) 8192 32 10

Computer1-10 (CO1-10) 8192 12 10

Computer2-10 (CO2-10) 8192 21 10

4.2 Performance Measure

Here, as performance measure we use the C-index, which is computed as the
proportion of the number of concordant pairs to the number of comparable
pairs (see [17], page 50):

C-index =
1∑

Cp�Cq
TCp

TCq

∑

yi�yj

(δ(y∗
i � y∗

j ) +
1
2
δ(y∗

i = y∗
j )),

where TCp
and TCq

are respectively the numbers of test examples with the class
labels Cp and Cq, {yi, yj} is the real ordinal pair from test examples, while
{y∗

i , y∗
j } is the corresponding predicted ordinal pair.

4.3 Performance Analysis

For each original dataset, we generate the new constructed data with only abso-
lute information or with both absolute and relative information. We employ
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Table 2. C-index for only absolute information or for both absolute and relative infor-
mation from each original dataset. The best results are highlighted in boldface. The
column Num represents the number of modified methods that outperform the corre-
sponding methods. The row Num represents the number of original datasets where the
modified method outperforms the corresponding method.

Dataset For only absolute information For absolute and relative information

POM SVOR SVOREX SVORIM DMLA k-NN POM-R SVOR-R SVOREX-R SVORIM-R DMLAR k-NN Num

TO 0.5068 0.5039 0.5192 0.4933 0.6230 0.5372 0.5327 0.5142 0.4959 0.7822 4

BS 0.8964 0.8840 0.6281 0.8997 0.8943 0.9283 0.9292 0.9457 0.9339 0.9209 5

EU 0.6895 0.7288 0.7103 0.7199 0.7295 0.8277 0.8645 0.7444 0.7789 0.8163 5

SW 0.5757 0.7117 0.6027 0.6385 0.6565 0.6020 0.7521 0.6796 0.6652 0.6979 5

LE 0.7738 0.7962 0.6276 0.7958 0.7593 0.7631 0.8144 0.8028 0.7918 0.7860 3

WR 0.5809 0.7272 0.7171 0.7058 0.6751 0.5809 0.7301 0.7111 0.6826 0.7173 2

CA 0.8287 0.8567 0.9142 0.9109 0.8965 0.8278 0.9462 0.9235 0.9201 0.9397 4

HO5 0.8256 0.7875 0.8217 0.8467 0.8313 0.8453 0.8405 0.8299 0.8424 0.8642 4

AB5 0.7913 0.6843 0.7755 0.7916 0.7226 0.7980 0.7770 0.7821 0.7896 0.7178 3

BA1-5 0.9341 0.7161 0.9477 0.9477 0.9323 0.9395 0.9446 0.9473 0.9472 0.9264 2

BA2-5 0.7962 0.6048 0.7966 0.8044 0.7382 0.8147 0.7970 0.8055 0.8071 0.7342 4

CO1-5 0.8966 0.7905 0.8938 0.8951 0.8772 0.8951 0.8821 0.8911 0.8961 0.8835 3

CO2-5 0.9086 0.8663 0.9095 0.9113 0.9049 0.9072 0.8997 0.9085 0.9109 0.9061 2

HO10 0.8126 0.7750 0.7954 0.7752 0.7817 0.7976 0.8250 0.8229 0.8191 0.8381 4

AB10 0.7884 0.6825 0.7623 0.7839 0.7170 0.7897 0.7826 0.7750 0.7841 0.7009 4

BA1-10 0.9446 0.6985 0.9493 0.9497 0.9359 0.9460 0.9446 0.9493 0.9497 0.9254 2

BA2-10 0.7940 0.6171 0.7895 0.7988 0.7294 0.8003 0.7965 0.7921 0.8007 0.7246 4

CO1-10 0.8969 0.7902 0.8922 0.8949 0.8726 0.8989 0.8749 0.8887 0.8959 0.8756 4

CO2-10 0.9186 0.8504 0.9111 0.9137 0.8970 0.9205 0.8913 0.8109 0.9140 0.9009 4

Num 13 19 11 12 13

the classical machine learning methods POM, SVOR, SVOREX, SVORIM and
the distance metric learning method DMLA k-NN for only absolute information
from each original dataset. We employ the modified machine learning methods
POM-R, SVOR-R, SVOREX-R, SVORIM-R and our proposed distance metric
learning method DMLAR k-NN for both absolute and relative information from
each original dataset. Their performances are shown in Table 2. In the classi-
cal and modified machine learning methods, threefold cross-validation is used to
determine the parameters α, λ, C. In the distance metric learning methods, we
set λ = 10−4 and α = β = 1.

These experimental results show that the distance metric learning methods
are competitive with other classical or modified machine learning methods. Dif-
ferent methods get the best performance on different data, which is reasonable,
because there is no method that can beat all other methods. Note that on most
of the datasets at least 3 out of 5 modified methods for both absolute and relative
information perform better than the corresponding methods for only absolute
information. Additionally, each modified method for both absolute and relative
information performs better than the corresponding method for only absolute
information on at least 11 out of 19 datasets. The results show that considering
additional relative information improves the performance of different machine
learning methods.

The experimental results also show other phenomena. First, SVOR-R outper-
forms SVOR on all datasets but other modified machine learning methods only
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outperform their original counterparts on some datasets. For instance, SVOREX-
R outperforms SVOREX only on 11 datasets. Second, when considering abso-
lute information only, SVORIM gets a better performance than other original
machine learning methods on most of the datasets.

5 Conclusion

We have modified some classical machine learning methods for ordinal clas-
sification for the setting in which limited absolute information and substantial
additional relative information is available. Furthermore, we have proposed a dis-
tance metric learning method that combines absolute and relative information to
satisfy different distance constraints for learning a better distance metric. This
learned distance metric is incorporated into the augmented method of k-NN [16]
for ordinal classification. We perform experiments on some benchmark datasets.
The experimental results show that the distance metric learning method is com-
petitive with respect to other machine learning methods and that incorporating
additional relative information leads to a better performance.
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Abstract. Determinantal point processes (DPPs) are well known mod-
els for diverse subset selection problems, including recommendation
tasks, document summarization and image search. In this paper, we
discuss a greedy deterministic adaptation of DPPs. Deterministic algo-
rithms are interesting for many applications, as they provide inter-
pretability to the user by having no failure probability and always return-
ing the same results. First, the ability of the method to yield low-rank
approximations of kernel matrices is evaluated by comparing the accu-
racy of the Nyström approximation on multiple datasets. Afterwards, we
demonstrate the usefulness of the model on an image search task.

Keywords: Determinantal point processes · Landmark sampling ·
Diversity

1 Introduction

Selecting a diverse subset is an interesting problem for many applications. Exam-
ples are document or video summarization [3,10,13,14], image search tasks [11],
pose estimation [13] and many others. Diverse sampling algorithms have also
shown their benefits to calculate a low-rank matrix approximations using the
Nyström method [21]. This method is a popular tool for scaling up kernel meth-
ods, where the quality of the approximation relies on selecting a representative
subset of landmark points or Nyström centers.

Notations. In this work, we will use uppercase letters for matrices and calli-
graphic letters for sets, while bold letter denote random variables. The notation
(·)† denotes the Moore-Penrose pseudo inverse of a matrix. We also define the
partial order of positive definite (resp. semidefinite) matrices by A � B (resp.
A � B) if and only if A − B is positive definite (resp. semidefinite). Further-
more, we denote by K, the Gram matrix [k(xi, xj)]ni,j=1 obtained from a positive
semidefinite kernel such as the Gaussian kernel k(x, y) = exp(−‖x− y‖22/(2σ2)).

Nyström Approximation. The Nyström method takes a positive semidefinite
matrix K ∈ R

n×n as input, selects from it a small subset C of columns, and con-
structs the approximation K̂ = KCK†

CCK�
C , where KC = KC and KCC = C�KC

c© Springer Nature Switzerland AG 2020
B. Bogaerts et al. (Eds.): BNAIC 2019/BENELEARN 2019, CCIS 1196, pp. 137–151, 2020.
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are submatrices of the kernel matrix and C ∈ R
n×|C| is a sampling matrix

obtained by selecting the columns of the identity matrix indexed by C. The
matrix K̂ is used in the place of K, so to decrease the training runtime and
memory requirements. Using a dependent or diverse sampling algorithm for the
Nyström approximation has shown to give better performance than independent
sampling methods in [8,15].

Determinantal Point Processes and Kernel Methods. Determinantal point pro-
cesses (DPPs) [12] are well known models for diverse subset selection problems.
A point process on a ground set [n] = {1, 2, ..., n} is a probability measure over
point patterns, which are finite subsets of [n]. It is common to define a DPP
thanks to its marginal kernel, that is a positive symmetric semidefinite matrix
satisfying P � I. Let Y denote a random subset, drawn according to the DPP
with marginal kernel P . Then, the probability that C is a subset of the random
Y is defined by

Pr(C ⊆ Y) = det(PCC). (1)

Notice that all principal submatrices of a positive semidefinite matrix are positive
semidefinite. From (1), it follows that:

Pr(i ∈ Y) = Pii

Pr(i, j ∈ Y) = PiiPjj − PijPji

= Pr(i ∈ Y)Pr(j ∈ Y) − P 2
ij .

The diagonal elements of the kernel matrix give the marginal probability of
inclusion for individual elements, whereas the off-diagonal elements determine
the “repulsion” between pairs of elements. Thus, for large values of Pij , or a
high similarity, points are unlikely to appear together. In some applications, it
can be more convenient to define DPPs thanks to L-ensembles, which can be
related to marginal kernels by the formula L = P (I − P )−1 when P ≺ I (more
details in [2]). They allow to define the probability of sampling a random subset
Y that is equal to C:

Pr(Y = C) =
det(LCC)
det(I + L)

. (2)

In contrast to (1), the only requirement on L is that it has to be positive semidef-
inite. Notice that the normalization in (2) can be derived classically by consid-
ering the property relating the coefficients of the characteristic polynomial of a
matrix to the sum of the determinant of its principal submatrices of the same
size. In this paper, the L-ensemble is chosen to be a kernel matrix K.

Exact sampling of a DPP is done in two phases [12]. Let V be the matrix
whose columns are the eigenvectors of K. In the first phase, a subset of eigen-
vectors of the kernel matrix K is selected at random, where the probability of
selecting each eigenvector depends on its associated eigenvalue in a specific way
given in Algorithm 1. In the second phase, a sample Y is produced based on
the selected vectors. At each iteration of the second loop, the cardinality of Y
increases by one and the number of columns of V is reduced by one. A k-DPP [11]
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is a DPP conditioned on a fixed cardinality |Y| = k. Note that ei ∈ R
n is the

i-th vector of the canonical basis.

input: L-ensemble L � 0
initialization: J = ∅ and Y = ∅
Calculate the eigenvector/value pairs {(vi, λi)}n

i=1 of L.
for: i = 1, . . . , n do

J ← J ∪ {i} with prob. λi
λi+1

end for
V ← {vi}i∈J a set of columns
while: |V | > 0 do

Draw an index i according to the distribution pi = 1
|V |

∑
v∈V (vTei)

2.
Y ← Y ∪ i
V ← V⊥, an orthonormal basis for the subspace of V orthogonal to ei.

end while
return Y.

Algorithm 1: Exact DPP sampling algorithm associated to the L-ensemble
L [12]. Notice that P = L(L + I)−1, so that the eigenvector/value pairs of P
are exactly {(vi,

λi

λi+1 )}n
i=1.

Deterministic algorithms are interesting for many applications, as they pro-
vide interpretability to the user by having no chance of failure and always return-
ing the same results. The usefulness of deterministic algorithms has already been
recognized by Papailiopoulos et al. [18] and McCurdy [17], who provide determin-
istic algorithms based on the (ridge) leverage scores. These statistical leverage
scores correspond to correlations between the singular vectors of a matrix and
the canonical basis [1,7]. The recently introduced Deterministic Adaptive Sam-
pling (DAS) algorithm [8] provides a deterministically obtained diverse subset.
The method shows superior performance compared to randomized counterparts
in terms of approximation error for the Nyström approximation when the eigen-
values of the kernel matrix have a fast decay. A similar observation was made
for the deterministic algorithms of Papailiopoulos et al. [18] and McCurdy [17].

This paper discusses a deterministic adaption of k-DPP, where we have the
following empirical observations:

1. The method is deterministic, hence there is no failure probability and the
method always produces the same output.

2. Only the k eigenvectors with the largest eigenvalues are needed, which results
in a speedup when k 	 n.

3. We observed that the method samples a more diverse subset than the original
k-DPP on multiple datasets.

4. There is no need to tune a regularization parameter, which is the case for the
DAS algorithm.
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5. The method shows superior accuracy in terms of the max norm of the Nyström
approximation on multiple datasets compared to the standard k-DPP, along
with better accuracy of the kernel approximation for the operator norm when
there is fast decay of the eigenvalues.

In Sect. 2, we introduce the method. Secondly, we make a connection with
the DAS algorithm, namely the deterministic k-DPP corresponds to the DAS
algorithm with an adapted projector kernel matrix. In Sect. 3, we evaluate the
method on different datasets. Finally, a small real-life illustration is shown in
Sect. 4.

2 Deterministic Adaptation of k-DPP

We discuss a deterministic adaptation of k-DPP, by selecting iteratively land-
marks with the highest probability. As it is described in Algorithm 2, we can
successively maximize the probability over a nested sequence of sets C0 ⊆ C1 ⊆
· · · ⊆ Ck starting with C0 = ∅ by adding one landmark at each iteration. The pro-
posed method is an adaptation of the improved k-DPP sampling algorithm given
by Tremblay et al. [20]. Our proposed method start from a projective marginal
kernel P = V V �, with V = [v1, ..., vk] ∈ R

n×k the sampled eigenvectors of the
kernel matrix. Instead of sampling the eigenvectors [12], the k eigenvectors with
the largest eigenvalue are chosen. Secondly, at each iteration the point with the
highest probability p(i) = Pii −P�

CiP
†
CCPCi is chosen, where C corresponds to the

selected subset so far. Besides the interpretation of DPPs in relation to diver-
sity, the aforementioned probability gives a second insight in diversity. Namely
we have p(i) = ‖vi − πVCvi‖22 , where vi ∈ R

n×1 is the i-th column of V and πVC
is the projector on VC = span {vs|s ∈ C}. The chosen landmark corresponds to
the point that is the most distant to the space of the previously sampled points.

input: Kernel matrix K, sample size k.
initialization: C ← ∅
Calculate the first k eigenvectors V ∈ R

n×k from K.
P = V V T

Define p0 ∈ R
N : ∀i, p0(i) =

∥
∥V�ei

∥
∥2

p ← p0

for: i = 1, . . . , k do
Select ci with highest probability p(i)
C ← C ∪ {ci}
Update p : ∀j p(j) = p0(j) − P �

CjP
†
CCPCj

end for
return C.

Algorithm 2: Deterministic adaptation of the k-DPP sampling algorithm.
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2.1 Connections with DAS

Algorithmically, the proposed method corresponds to the DAS algorithm [8]
(see, Algorithm 3 in appendix) with a different projector kernel matrix. More
precisely, DAS uses a smoothed projector kernel matrix Pnγ(K) = K(K+nγI)−1

with K � 0. The ridge leverage scores li(γ) =
∑n

j=1
λj

λj+nγ V 2
ij can be found on

the diagonal Pnγ(K). Let V ∈ R
n×n be the matrix of eigenvectors of the kernel

matrix K. On the contrary, in this paper, the proposed method has a sharp
projector kernel matrix with the rank-k leverage scores li =

∑k
j=1 V 2

ij on the
diagonal. This has the added benefit that there is no regularization parameter
to tune. The DAS algorithm is given in the Appendix.

Algorithm 2 is a greedy reduced basis method as defined in [6]. Other greedy
maximum volume approaches are found in [4,5,9]. These greedy methods are
used for finding an estimate of the most likely configuration (MAP), which is
known to be NP-hard [9]. In practice, we see that the method performs quite
well and gives a consistently larger det(KCC), which is considered a measure for
diversity, compared to the randomized counterpart (see Sect. 3). This number is
calculated as follows log(det(KCC)) =

∑k
i=1 log(λi), with {λi}k

i=1 the singular
values of KCC . A small illustration is given in Fig. 1, where the deterministic
algorithm gives a more diverse subset.

-2 -1 0 1 2 3 4
-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

(a) Uniform
-2 -1 0 1 2 3 4

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

(b) k-DPP
-2 -1 0 1 2 3 4

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

(c) Deterministic k-DPP

Fig. 1. Illustration of sampling methods on an artificial dataset. Uniform sampling does
not promote diversity and selects almost all points in the bulk of the data. Sampling a
k-DPP overcomes this limitation, however landmarks can be close to each other. The
latter is solved by using the deterministic adaptation of k-DPP, which gives a more
diverse subset.

3 Numerical Results

We evaluate the performance of the deterministic variant of the k-DPP with
a Gaussian kernel on the Boston housing, Stock, Abalone and Bank 8FM
datasets, which have 506, 950, 4177 and 8192 datapoints respectively. Those
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public datasets1 have been used for benchmarking k-DPPs in [15]. The imple-
mentation of the algorithms is done with MatlabR2018b.

Throughout the experiments, we use a fixed bandwidth σ = 2 for Boston
housing, Stock and Abalone dataset and σ = 5 for the Bank 8FM dataset after
standardizing the data. The following algorithms are used to sample k land-
marks: Uniform sampling, k-DPP2 [11], DAS [8] and the proposed method. DAS
is executed for multiple regularization parameters γ ∈ {100, 10−1, . . . , 10−6}
where the sample with the best performing γ is selected to approximate
the kernel matrix. The total experiment is repeated 10 times. The qual-
ity of the landmarks C is evaluated by the relative operator or max norm
‖K − K̂‖{∞,2}/‖K‖{∞,2} with K̂ = KC(KCC + εI)−1K�

C with ε = 10−12 for
numerical stability. The max norm and the operator norm of a matrix A are
given respectively by ‖A‖∞ = maxi,j |Aij | and ‖A‖2 = max‖x‖2=1 ‖Ax‖2. The
diversity is measured by log(det(KCC)), where a larger log determinant means
more diversity. The results for the Stock dataset are visible in Fig. 2. The results
for the rest of the datasets or shown in Figs. 8, 9, 10 and 11 in the Appendix.
The computer used for these simulations has 8 processors 3.40 GHz and 15.5
GB of RAM.

As previously mentioned, the greedy method returns a more diverse sub-
set. Figure 8 shows the log(det(KCC)) where the proposed method shows similar
performance as DAS, while improving on both the randomized methods. The
same is visible for the relative max norm of the Nyström approximation error.
DAS and the deterministic variant of the k-DPP perform well on the Boston
housing and Stock dataset, which show a fast decay in the spectrum of K (see
Fig. 7). If the decay of the eigenvalues is not fast enough, the randomized k-DPP,
shows better performance. The same observation was made for the deterministic
(ridge) leverage score sampling algorithms [17,18] as well as DAS [8].

4 Illustration

We demonstrate the use of the proposed method on a image summarization task.
The first experiment is done on the Stanford Dogs dataset3, which contains
images of 120 breeds of dogs from around the world. This dataset has been
built using images and annotation from ImageNet for the task of fine-grained
image categorization. The training features are SIFT descriptors [16] (given by
the dataset), which are used to make a histogram intersection kernel. We take
a subset of 50 images each of the classes border collie, chihuahua and golden
retriever. The total training set is visualized in Fig. 5 in the Appendix. Figure 3
displays the results of the method for k = 4. One can observe that the images
are very dissimilar and dogs out of each breed are represented. This is confirmed
by the projection of the landmarks on the 2 first principal components of the
1 https://www.cs.toronto.edu/∼delve/data/datasets.html, https://www.openml.org/

d/223.
2 We used the Matlab code available at https://www.alexkulesza.com/.
3 http://vision.stanford.edu/aditya86/ImageNetDogs/main.html.

https://www.cs.toronto.edu/~delve/data/datasets.html
https://www.openml.org/d/223
https://www.openml.org/d/223
https://www.alexkulesza.com/
http://vision.stanford.edu/aditya86/ImageNetDogs/main.html
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Fig. 2. The log(det(KCC)), relative operator norm and relative max norm of the
Nyström approximation error and timings as a function of the number of landmarks
on the Stock dataset. The results are plotted on a logarithmic scale, averaged over 10
trials. The larger log(det(KCC)), the more diverse the subset.

kernel principal component analysis (KPCA) [19], where the landmark points
lie in the outer regions of the space.

We repeat the above procedure on the Kimia99 dataset4. The dataset has 9
classes consisting of 11 images each. It contains shapes silhouettes for the classes:
rabbits, quadrupeds, men, airplanes, fish, hands, rays, tools, and a miscellaneous
class. The total training set is visible in Fig. 6 in the Appendix. First, we resize
the images to size 100×100. Afterwards, we apply a Gaussian kernel with band-
width σ = 100 after standardizing the data. The results of the proposed method
with k = 9 are visible in Fig. 4. The method samples landmarks out every class,
making it a desirable image summarization. This is supported by the projection
of the landmarks on the 2 first principal components of the KPCA, where a
landmark points is chosen out of every small cluster.

4 https://vision.lems.brown.edu/content/available-software-and-databases#
Datasets-Shape.

https://vision.lems.brown.edu/content/available-software-and-databases#Datasets-Shape
https://vision.lems.brown.edu/content/available-software-and-databases#Datasets-Shape
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Fig. 3. Illustration of the proposed method with k = 4 on the Stanford Dogs dataset.
The selected landmark points are visualized on the left, the projection on the 2 first
principal components of the KPCA on the right.
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Fig. 4. Illustration of the proposed method with k = 9 on the Kimia99 dataset. The
selected landmark points are visualized on the left, the projection on the 2 first principal
components of the KPCA on the right.

5 Conclusion

We discussed a greedy deterministic adaptation of k-DPPs. Algorithmically, the
method corresponds to the DAS algorithm with a different projector kernel
matrix. The proposed method is evaluated by comparing the accuracy of the
Nyström approximation on multiple datasets. Experiments show the proposed
method is able to give a more diverse subset, along with better performance for
the relative max norm. When there is a fast decay of the eigenvalues, the deter-
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ministic method is more accurate than randomized counterparts. To conclude,
we demonstrate the usefulness of the model on an image search task.
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A Additional Algorithms

input: Matrix K � 0, sample size k and γ > 0.
initialization: C0 = ∅ and m = 1.
P ← K(K + nγI)−1

while: m ≤ k do
sm ∈ arg max diag

(
P − PCmP −1

CmCm
P �

Cm

)
.

Cm ← Cm−1 ∪ {sm} and m ← m + 1.
end while
return Cm.

Algorithm 3: DAS algorithm [8].
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B Additional Figures

Fig. 5. The training data of the Stanford Dogs dataset.
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Fig. 6. The training data of the Kimia99 dataset.
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Fig. 7. Singular value spectrum of the datasets on a logarithmic scale. For a given
index, the value of the eigenvalues for the Stock and Housing dataset are smaller than
Abalone and Bank8FM.
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Fig. 8. log(det(KCC)) in function of the number of landmarks. The error is plotted on
a logarithmic scale, averaged over 10 trials. The larger the log(det(KCC)), the more
diverse the subset
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Fig. 9. Relative operator norm of the Nyström approximation error as a function of
the number of landmarks. The error is plotted on a logarithmic scale, averaged over 10
trials.
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Fig. 10. Relative max norm of the approximation as a function of the number of
landmarks. The error is plotted on a logarithmic scale, averaged over 10 trials.
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Fig. 11. Timings for the computations of Fig. 9 as a function of the number of land-
marks. The timings are plotted on a logarithmic scale, averaged over 10 trials.
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Abstract. Bayesian Personalized Ranking (BPR) is a well-known rec-
ommendation framework that learns to rank items based on one-class
implicit feedback. In some domains such as video and music streaming
and news aggregator websites, users’ implicit feedback is not limited to
one-class feedback as there are other types of feedback such as watching,
listening and reading time which are continuous. This feedback reflects
the consumption behavior of users. In this research we show that using
this kind of implicit feedback on the top of one-class feedback, recom-
mender systems are able to learn user preferences more precisely. We pro-
pose an extended form of BPR by including user consumption behavior to
recommend news topics. The result shows that using the extended form
of BPR with consumption information improves the performance based
on four evaluation measures. The result also verifies that by considering
a more granular feedback the extended BPR has better predictions.

Keywords: News recommendation · Implicit feedback · Bayesian
personalized ranking

1 Introduction

Users of digital services continuously interact with websites, mobile applications
and personal wearables. These interactions produce a huge amount of infor-
mation about user experiences and preferences, which can be used by service
providers to personalize their services and improve user experience and satis-
faction. Service providers use recommender systems to provide more relevant
services to the users.

To recommend relevant items, recommender systems use feedback from users.
This feedback could be explicit like rating, liking and disliking, or implicit like
clicking on an item url, adding an item to basket, and purchasing. In most cases
only implicit feedback is available because users are not willing to provide their
explicit feedback on the items. A recommender system should rely on the existing
implicit feedback from a user in the website when the explicit feedback from that
user is missing.

c© Springer Nature Switzerland AG 2020
B. Bogaerts et al. (Eds.): BNAIC 2019/BENELEARN 2019, CCIS 1196, pp. 152–164, 2020.
https://doi.org/10.1007/978-3-030-65154-1_9
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One of the well-known recommender system approaches based on implicit
feedback is Bayesian Personalized Ranking (BPR) [1]. BPR is a learning to rank
recommendation framework that uses user specific pair-wise preferences as train-
ing data. The main assumption in this framework is that users prefer observed
items to unobserved items. Therefore BPR only considers binary implicit feed-
back.

In some digital services user’s implicit feedback is more granular than binary
feedback. For instance, consumption behaviour such as watching, listening and
reading time are real valued types of implicit feedback, reflecting user preferences
to a video, a music track or an article. The higher the consumption level the more
interest a user has in the consumed item. In this article we propose to use this
type of information as an additional preference indication about observed items.

Item recommendation is not always the only goal of recommender systems.
Some times digital services want to recommend higher-level products such as
news topics, music play-lists and video channels. Consumption behavior of users
on items can be used to recommend higher-level contents to the user [2].

In this article we propose an extended version of BPR using consumption
behavior of users on news articles to recommend news topics in a news aggrega-
tor website. In this extended version, additional pair-wise comparisons between
observed items are added to the training data.

In the following, related studies about implicit feedback and BPR are
reviewed (Sect. 2). In Sect. 3 we explain the BPR framework and show how
the user consumption behavior is considered in a proposed extended version
of BPR. In Sect. 4 the used datasets are described and the experimental settings
in designing and evaluating the model are discussed. Then the effect of consider-
ing consumption behavior in BPR is assessed in Sect. 5 and discussed in Sect. 6.
Finally, we conclude in Sect. 7 and outline future work in Sect. 8.

2 Related Work

News is highly dynamic, i.e., the set of items changes rapidly. Most of the news
recommenders focus on this characteristic and try to consider recent trends and
user short-term interests in their models [3,4]. Recommending news articles is
not the only goal of news aggregator websites though. In some of these websites
users can subscribe to some topics and later on they will receive personalized
news articles based on these subscribed topics. The set of news topics is not
highly dynamic and therefore complex matrix completion methods can be used
to recommend news topics to the users.

BPR [1] is a matrix completion framework to design recommender systems
based on user-specific relative preferences between observed and unobserved
items. For instance, if a user observed the webpage of item ‘A’ and did not
observe the webpage of item ‘B’, then BPR assumes the user prefers item ‘A’ to
item ‘B’. It uses bootstrap sampling to draw samples from user-specific pairwise
comparisons to train the model. Each sample consists of an observed item and
an unobserved item for a user. Stochastic gradient descent is used to update
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model parameters for each training sample. This sampling-updating strategy is
continued until convergence.

There are some BPR extensions which add confidence values to pair-wise
comparisons. Wang et al. [5] added a confidence score to the BPR framework
in a Tweet recommender system. This score measures users’ confidence on their
pairwise preferences based on received time of tweets. Pan et al. [6] argued
that users’ implicit feedback is not always homogeneous. They used confidence
weights for two levels of implicit feedback. For instance, in a web-shop purchasing
an item implies higher confidence than viewing an item web-page.

Instead of considering only observed and unobserved status for items, multi-
ple levels of preferences can be used based on implicit feedback. Loni et al. [7]
proposed and extended BPR for multi-channel implicit feedback. They define
multiple channels of feedback consisting of three main categories: Observed pos-
itive feedback, unobserved and observed negative feedback. Then they defined
a sampler to draw user-specific pair-wise samples from these multiple channels.
Lerche and Jannach [8] claimed that in real-world applications there are different
types of user actions such as view, add to basket and purchase. They proposed a
framework to draw pair-wise comparisons from these different levels of observed
items. Yu et al. [9] divided the unobserved items into different levels and pro-
posed a multiple pair-wise ranking involving multiple items instead of simple
pairwise ranking.

BPR is not the only framework for implicit feedback. In this study we com-
pared the performance of proposed method with two strong baselines: Weighted
Regularized Matrix Factorization (WRMF) [10,11] and Weighted Approximate-
Rank Pairwise (WARP) [12]. WRMF is a collaborative filtering approach for
implicit feedback datasets. WARP was initially proposed for image annotation
but was later on used as a recommender system.

There are some news datasets that provide users’ logs on news articles. Zhang
[13] conducted a user study to collect explicit and implicit feedback and users’
actions on news articles. Gulla et al. [14] prepared the Adressa dataset that
contains user interactions with Norwegian news articles. The dataset includes
user implicit feedback on news articles, contextual data and articles metadata.
The study of these news datasets is considered as a future work.

3 Topic Recommender

BPR learns its model parameters based on pairwise comparisons between
observed and unobserved items. For instance if we use matrix factorization in the
BPR framework, the model parameters are users and items low-rank matrices.
Matrix factorization is a matrix completion method that predicts the interaction
matrix between users and items by constructing user and item representations,
i.e, U and I, in a same dimensional space. The predicted interaction matrix X̂
can be calculated by X̂ = U ×IT where U is a n×k matrix, I is a m×k matrix,
n is the number of users, m is the number of items and k is the number of latent
factors.
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Algorithm 1 shows the intuition behind BPR as presented in [1]. Each train-
ing sample (u,i,j) in Ds contains a user id u, a positive item i and a negative item
j for that user. BPR assumes that this user prefers item i to item j. The Stochas-
tic Gradient Descent (SGD) approach is used to update parameters based on the
training tuples. x̂uij is predicted by the model and is an arbitrary value which
captures the relationship between user u, item i and item j. If we use matrix
factorization in the BPR framework, x̂uij is calculated by:

x̂uij = Uu · IT
i − Uu · IT

j (1)

in which U and I are user and item low-rank matrices, i.e., the parameters to be
learned. In Algorithm 1, α is the learning rate and λ is the regularization term.

Algorithm 1 Bayesian Personalized Ranking (BPR), as presented in [1]
Input: Training samples (u, i, j) ∈ DS

Output: Learned parameters Θ (user and item low-rank matrices)
Initialize parameters Θ
Repeat

draw a sample (u,i,j) from DS

Θ Θ + α(
e−x̂uij

1 + e−x̂uij
· ∂

∂Θ
x̂uij + λΘΘ)

Until Convergence;

In this research we propose an extended form of BPR (EBPR) to recommend
news topics to the users based on their consumption behaviour on news articles.
EBPR has exactly the same steps like BPR (Algorithm 1 and Eq. 1) but with
an extended training set. The new instances in this extended training set are
generated based on users’ consumption behaviour. In news aggregator websites
this consumption behaviour consists of clicking, dwelling time in an article web-
page, scroll-depth and timestamp of the event. Dwelling time and scroll-depth
show to what extent the user consumed the item and timestamp reflects the
recency of this consumption. A similar setting exists in other domains such as
music and video streaming websites. In these websites listening or watching time
can be used as the consumption behaviour.

To calculate the consumption level we use the following function:

cui =

{
dtui · sdui · tui if user u clicked article i

0 otherwise
(2)

where cui is the consumption level of user u for item i and dtui, sdui and tui are
the values for dwelling time, scroll-depth and timestamp respectively for user
u and item i. We compute these values in a relative way, by defining a maxi-
mal consumption level and then comparing the actual consumption level to the
maximal consumption level. In our case maximal consumption level is 100 per-
cent scroll-depth, length-based minimum reading time and current timestamp.
Length-based minimum reading time depends on the number of words in the
article. By specifying a standard reading time for a word, minimum reading
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time for an article can be estimated by its length. Reading time can depend on
the reading speed of a specific user, but there is no need to normalize reading
time based on the user speed, as in BPR the positive and negative items of a
training sample are both from the same user. A user has a maximal consumption
level for an article if she spends enough time, scrolls the whole page and does
this very recently. High dwelling time without scrolling and high scroll-depth
with very low dwelling time reflect very low consumption.

To reflect the level of consumption in the feedback weight, i.e, to calculate
dtui, sdui and tui, a decay function should be used. This function decays the
feedback weight based on the difference between the maximal and actual con-
sumption level. Various decay functions such as linear (Eq. 3) and exponential
(Eq. 4) can be used to reflect the difference between actual and maximal values.

f(xui) = max(0, 1 − β · Xmax − xui

Xmax
) (3)

f(xui) = e−β·(Xmax−xui
Xmax

) (4)

where f(xui) is the feedback weight (dtui, sdui or tui), Xmax is the maximal
consumption level of variable x for user u, xui is the actual value and β is a
positive constant that controls the level of decay. For instance, if we consider
the feedback weight of one for the maximal consumption of an article, and if the
user scrolled only 20%, then the feedback weight should be decayed based on
80% difference. In this example sdui = max(0, 1 − 0.8β). For timestamp, Xmax

is the timestamp of the most recent interaction of user u in the system.
The aim of topic recommendation is to recommend news topics to the users

based on their consumption behavior on news articles. By aggregating user con-
sumption behavior at the article level, user preferences on news topics can be
inferred. A normalization function should be applied on aggregated values. On
the one hand, there are some niche topics which have few related articles and on
the other hand there are general topics with a large number of related articles.
In Eq. (5), nk is the number of articles related to the topic k. A straightforward
form of fnorm is dividing

∑
i∈k cui by nk.

ruk = fnorm(
∑
i∈k

cui, nk) (5)

Based on the calculated user preferences on news topics (ruk), additional
training instances can be used and the BPR framework can be applied to rec-
ommend news topics to the users. The EBPR has the same steps like BPR
(Algorithm 1 and Eq. 1) but the training data contains additional instances.
Table 1 shows the intuition behind the additional training instances in EBPR.
In this table (Table 1b and 1c) “+” and “-” show the preference for the topic
in the corresponding column versus the topic in the corresponding row and “?”
means that the user does not have any preferences between these two topics.
For instance (see Table 1a), user#150 has observed Topic1, Topic2 and Topic5
and has not observed Topic3, Topic4 and Topic6. Based on the original BPR
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(see Table 1b) user#150 prefers Topic1 to Topic3, Topic4 and Topic6 because
Topic1 is observed and the other ones are not observed. This user does not have
any preferences between Topic2 and Topic1 and also Topic5 and Topic1 because
all of them are observed. Using the calculated user preferences (ruk in EBPR)
(see Table 1c), we assume that this user prefers Topic2 to Topic1 and Topic1 to
Topic5.

Table 1. Illustration of additional training data using calculated user preferences

(a) Calculated preferences of User#150 for the observed topics

Topic1 Topic2 Topic3 Topic4 Topic5 Topic6

User#150 121.52 247.5 Missing Missing 50.8 Missing

(b) The training data for User#150 based on observed/ not observed topics in BPR

Topic1 Topic2 Topic3 Topic4 Topic5 Topic6

Topic1 ? – – ? –

(c) The additional training data for User#150 based on calculated preferences in EBPR

Topic1 Topic2 Topic3 Topic4 Topic5 Topic6

Topic1 + – – – –

Adding pairs from observed items, one should consider sparsity. Most of the
datasets are sparse which means the number of observed items is much smaller
than unobserved items. Therefore drawing negative samples uniformly from the
whole dataset leads to almost the original BPR. To exploit this newly added
information one can specify the portion of training data which should be drawn
from positive items.

4 Dataset and Experiments Set-Up

We use three datasets to evaluate the presented approach.1 Two datasets from a
Flemish news content aggregator website (Roularta Media Group) and a music
dataset. In one of the news datasets (News-1), for each user-article interaction,
information about consumption behavior such as binary click, dwelling time,
scroll-depth and timestamp is given over a period of 60 days. The other news
dataset (News-2) is given over a period of 200 days and it contains the same
information, apart from scroll depth, which is lacking. Based on this given infor-
mation, we want to recommend news topics to the users. Relations between
articles and news topics are also given. To evaluate our method on a publicly
available dataset, we use Lastfm-2k (http://www.lastfm.com)2 to recommend
artists that users listened to their songs and tags that users assigned to the
artists. To the best of our knowledge, there is no publicly available dataset con-
sisting of consumption behavior such as listening or watching time. Therefore
1 The source code is available on https://itec.kuleuven-kulak.be/supportingmaterial.
2 The dataset can be obtained from https://grouplens.org/datasets/hetrec-2011/.

http://www.lastfm.com
https://itec.kuleuven-kulak.be/supportingmaterial
https://grouplens.org/datasets/hetrec-2011/
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we consider the number of interactions per user-item pair as an indication of
consumption behavior, i.e., more interactions reflect more consumption in the
music dataset. Table 2 describes these datasets. In this table items are higher-
level contents and #items refers to number of artists and tags in the music
dataset and number of news topics in the news datasets.

There are some hyperparameters that are tuned. We use matrix factoriza-
tion [15] as the model in the BPR framework. Therefore hyparameters are the
number of latent factors, regularization term λΘ, learning rate α, and the param-
eter λ of the decay function. To tune these hyperparameters one interaction per
user is kept out of the training set and used as the validation set. The hyperpa-
rameters are tuned based on the model performance (nDCG@10) in the valida-
tion set using a grid search.

To evaluate the presented framework we use four evaluation measures; AUC,
nDCG@k, precision@k and recall@k. AUC measures the ability of model to
correctly compare pairs of items. To calculate AUC, similar to sampling in BPR
training, we draw a positive and a negative item from the test set and check
whether the trained model is able to prefer an observed item to an unobserved
one, i.e., predicts higher score for the observed item. Normalized Discounted
Cumulative Gain (nDCG) is a learning-to-rank evaluation method which con-
siders higher penalties for irrelevant items in the recommendation list if they
are ranked at the very beginning of the ranking list. precison@k and recall@k
are standard information retrieval performance measures. precision@k is the
proportion of recommendation list that is relevant and recall@k is the propor-
tion of relevant items in the recommendation list. For the test set we keep two
random positive topics of each user for evaluation. Training set and test set are
completely disjoint.

Table 2. Dataset descriptions

Lastfm (Artist) Lastfm (Tag) News-1 News-2

# Users 1,892 1,860 476 1,337

# Items 12,523 9,749 996 2,638

# Interactions 71,080 35,178 6,163 56,432

Sparsity 0.003 0.002 0.013 0.016

We compare four models: extended BPR (EBPR), BPR, WARP and
WRMF.3 Unlike BPR, in EBPR we draw pair-wise comparisons not only from
observed and unobserved items, but also from observed items. For the news
datasets we consider two versions of EBPR. In the first version (EBPR I) the
consumption level for each user-item consists of number of interactions and in
the second version (EBPR II) consumption level contains more granular informa-
tion such as number of interactions, reading time, scroll-depth and timestamp.
3 Mrec library (https://mendeley.github.io/mrec/) is used for WARP and WRMF.

https://mendeley.github.io/mrec/
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As explained before, for the music datasets, only (EBPR I) can be used. WARP
and WRMF are two popular recommendation algorithms based on implicit feed-
back (see Sect. 2). Popularity-based and random-based recommendations are also
included as baselines.

5 Results

Table 3, Table 4, Table 5 and Table 6 show the results for the artist, tag and
news topic recommendations respectively. As is shown in Table 3 (artist recom-
mendation), the extended form of BPR (EBPR) performs better than original
BPR in all performance measures. The additional information about consump-
tion behavior of users assists BPR to have better predictions compared to the
original version. EBPR is also the best performing approach compared to the
other baselines based on three performance measures. WARP performs better
compared to WRMF and has better AUC compared to BPR.

According to Table 4 (tag recommendation) EBPR again performs better
than original BPR based on all four performance measures. It is the best per-
forming method in three measures compared to the other baselines. This means
that by using the additional information provided by consumption levels the
model has better predictions of user preferences. WARP has a better perfor-
mance compared to BPR.

Table 5 shows the results for news topic recommendation (News-1). The first
version of EBPR (EBPR I) which uses the number of interactions as consump-
tion levels has better performance in all four measures compared to original BPR.
Using more granular information, i.e., dwelling time and scroll-depth, EBPR II
has a better performance compared to EBPR I and original BPR. It is also
the best performing approach compared to the other baselines in this dataset.
WARP performs better than original BPR in three measures.

In the News-2 dataset, again extended versions have better performance com-
pared to BPR except for AUC. According to Table 6, EBPR II is the best per-
forming approach in three performance measures compared to other baselines.
It again shows that the performance of EBPR is higher when the more granular
information such as dwelling time are added to the model. In this dataset WARP
and WRMF perform better compared to BPR.

Concerning model complexity, the extended version of BPR does not affect
the complexity of the original algorithm. EBPR provides more possible training
examples compared to BPR. In BPR the number of possible training examples
for each user is O(|I+

u |.|I−
u |) and for the extended versions it is O(|I+

u |.|I|) where
|I+

u | is the number of interactions of user u, |I−
u | is the number of items that

user u did not interact with and |I| is the number of items. The original version
tends to converge faster compared to the extended BPR. As depicted in Fig. 1,
BPR converges faster compared to EBPR but results in a lower performance.
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Table 3. Results of artist recommendation

AUC nDCG@10 Precision@10 Recall@10

BPR 0.863 0.246 0.045 0.192

EBPR I 0.878 0.305 0.053 0.201

WARP 0.887 0.224 0.038 0.188

WRMF 0.870 0.177 0.031 0.153

Random 0.517 0.002 0.001 0.002

Popular 0.838 0.032 0.011 0.057

Table 4. Results of tag recommendation

AUC nDCG@10 Precision@10 Recall@10

BPR 0.831 0.297 0.052 0.263

EBPR I 0.839 0.321 0.055 0.277

WARP 0.841 0.302 0.055 0.275

WRMF 0.838 0.286 0.053 0.266

Random 0.496 0.011 0.002 0.011

Popular 0.828 0.123 0.036 0.180

6 Discussion

The main assumption of this research is, the more a user consumes an item and
the more recent this consumption, the higher preference she has on that item.
Considering this, one can add pairwise comparisons between observed items to
the BPR training data. The original BPR assumes that users only prefer observed
items to unobserved items. The EBPR uses the additional information based on
consumption levels to form additional pairwise preferences for each user.

The consumption behavior of users can be easily logged in many contexts such
as video and music streaming websites and also text content aggregators. This
feedback reflects more detailed information than binary observed/unobserved
implicit feedback. This additional information aids the model to learn more based
on relations between observed items and performs better than the original BPR.
Based on the results presented in Sect. 5, EBPR has relatively better performance
not only compared to BPR but also compared to two strong baselines, WARP
and WRMF.
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Table 5. Results of news recommendation (News1)

AUC nDCG@10 Precision@10 Recall@10

BPR 0.911 0.589 0.116 0.538

EBPR I 0.914 0.690 0.132 0.609

EBPR II 0.933 0.754 0.138 0.678

WARP 0.921 0.686 0.114 0.572

WRMF 0.897 0.567 0.103 0.517

Random 0.514 0.019 0.003 0.015

Popular 0.853 0.045 0.043 0.208

Table 6. Results of news recommendation (News2)

AUC nDCG@10 Precision@10 Recall@10

BPR 0.916 0.415 0.078 0.397

EBPR I 0.912 0.426 0.095 0.475

EBPR II 0.913 0.527 0.097 0.481

WARP 0.926 0.489 0.088 0.442

WRMF 0.934 0.471 0.085 0.427

Random 0.503 0.004 0.001 0.004

Popular 0.904 0.033 0.045 0.224

Fig. 1. The convergence behavior of BPR and EBPR
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The results in Table 5 and Table 6 confirmed that by using more granular
consumption levels the model is able to predict the user preferences more pre-
cisely. This also confirms the general assumption of our study that users prefer
items that are more consumed. Our extension does not affect the complexity of
BPR as it has a similar algorithmic approach but with some additional training
data. The idea of this study can be used to recommend higher level contents
such as news topics, tags, music playlists, artists and video channels based on
consumption behavior of users on items such as articles, music tracks and videos.

7 Conclusion

Implicit feedback from users is not usually limited to binary feedback
(observed/unobserved). There is more granular information about user feedback
which should be considered in recommendation systems. Consumption behavior
such as number of clicks, reading time and scroll-depth are usually available in
news websites and service providers should use this information to have a better
prediction model for user preferences. This additional information shows to what
extent a user consumes and consequently prefers a particular item. More clicks,
longer reading time and higher scroll-depth rate in item web-page show higher
preferences.

In this study we proposed an extended form of Bayesian Personalized Rank-
ing (BPR) to include user specific pair-wise comparisons between observed items
in the training set using consumption behavior of users. Using a publicly available
datatset (lastfm) and two real-world implementation news datasets, in almost
all cases the extended form of BPR outperforms the original BPR based on
four measures: AUC, nDCG precision and recall. Our method also has a better
performance compared to two other strong baselines, WARP and WRMF.

8 Future Directions

For future work we outline the following directions:

– We will use the calculated user preference for each topic to adapt the gradient
magnitude in the stochastic gradient descent update. In BPR the gradient
magnitude does not depend on user feedback.

– To address the cold-start problem one can use existing side information such
as user profiles, interactions between users [16] and item features [17]. We will
assess the effect of other types of side information such as item co-occurrence
graphs and hierarchical structure in BPR.

– We will assess the effect of adding other consumption information such as the
device that the user used and the medium through which the interaction was
triggered.

– The proposed method can be applied on other news datasets such as
YOW [13] and Adressa [14].



Extended Bayesian Personalized Ranking Based on Consumption Behavior 163

Acknowledgments. This work was executed within the imec.icon project NewsBut-
ler, a research project bringing together academic researchers (KU Leuven, VUB) and
industry partners (Roularta Media Group, Bothrs, ML6). The NewsButler project
was co-financed by imec and received project support from Flanders Innovation &
Entrepreneurship (project nr. HBC.2017.0628).

References

1. Rendle, S., Freudenthaler, C., Gantner, Z., Schmidt-Thieme, L.: BPR: Bayesian
personalized ranking from implicit feedback. arXiv preprint arXiv:1205.2618 (2012)

2. Liang, H., Xu, Y., Tjondronegoro, D., Christen, P.: Time-aware topic recommen-
dation based on micro-blogs. In: Proceedings of the 21st ACM International Con-
ference on Information and Knowledge Management, pp. 1657–1661 (2012)

3. Jugovac, M., Jannach, D., Karimi, M.: StreamingRec: a framework for benchmark-
ing stream-based news recommenders. In: Proceedings of the 12th ACM Conference
on Recommender Systems, pp. 269–273 (2018)

4. Karimi, M., Jannach, D., Jugovac, M.: News recommender systems-survey and
roads ahead. Inf. Process. Manage. 54(6), 1203–1227 (2018)

5. Wang, S., Zhou, X., Wang, Z., Zhang, M.: Please spread: recommending tweets
for retweeting with implicit feedback. In: Proceedings of the 2012 Workshop on
Data-Driven User Behavioral Modelling and Mining from Social Media, pp. 19–22
(2012)

6. Pan, W., Zhong, H., Congfu, X., Ming, Z.: Adaptive Bayesian personalized ranking
for heterogeneous implicit feedbacks. Knowl.-Based Syst. 73, 173–180 (2015)

7. Loni, B., Pagano, R., Larson, M., Hanjalic, A.: Bayesian personalized ranking
with multi-channel user feedback. In: Proceedings of the 10th ACM Conference on
Recommender Systems, pp. 361–364 (2016)

8. Lerche , L., Jannach, D.: Using graded implicit feedback for Bayesian personalized
ranking. In: Proceedings of the 8th ACM Conference on Recommender Systems,
pp. 353–356 (2014)

9. Yu, R., et al.: Multiple pairwise ranking with implicit feedback. In: Proceedings of
the 27th ACM International Conference on Information and Knowledge Manage-
ment, pp. 1727–1730 (2018)

10. Hu, Y., Koren, Y., Volinsky, C.: Collaborative filtering for implicit feedback
datasets. In: 2008 Eighth IEEE International Conference on Data Mining, pp.
263–272. IEEE (2008)

11. Pan, R., et al.: One-class collaborative filtering. In: 2008 Eighth IEEE International
Conference on Data Mining, pp. 502–511. IEEE (2008)

12. Weston, J., Bengio, S., Usunier, N.: WSABIE: scaling up to large vocabulary image
annotation. In: Twenty-Second International Joint Conference on Artificial Intel-
ligence (2011)

13. Zhang, Y.: Bayesian graphical models for adaptive filtering. In: SIGIR Forum, vol.
39, pp. 57 (2005)
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Abstract. Itemsets and association rules are among the most simple
and intuitive patterns that are being used to explore transaction datasets.
However, they lack meaning without both context and domain knowl-
edge. Typically a user has to sift through hundreds of these patterns
before finding an interesting one, losing sight of the forest for the trees.
We propose a novel itemset and association rule visualization that makes
it possible to inspect, assess, and compare patterns at a glance. In a case
study we demonstrate its ability to facilitate a user in deriving and pre-
senting valuable insights from a real-world dataset, which can not only
save time and effort, but also reduce errors introduced by misconceptions.

Keywords: Visualization · Pattern mining · Itemsets · Association
rules

1 Introduction

Pattern mining is a commonly used technique in data exploration and data
analysis [1]. In contrast to actively querying the data, pattern mining has the
advantage of letting the data tell you what it looks like. Essentially, patterns
such as itemsets and association rules provide an efficient way to represent local
structures in the data. Most importantly, they have a summarizing property
which facilitates the end user in interpreting and understanding a dataset.

Unfortunately, pattern mining alone does not suffice: typically a large num-
ber of patterns exists, even for relatively small datasets, making the process of
discovering truly interesting patterns very tedious and strenuous for the practi-
tioner. A transaction dataset with 20 different items for example, contains 220

(more than 1 million) candidate itemsets. This is known as the pattern explosion
problem. To make matters worse, interestingness is a subjective measure that
can only be approximated by objective metrics or features [15].

In previous work this problem has been tackled for instance by sorting and
filtering patterns based on different metrics [6] or by trying to minimize the
number of reported patterns to the most descriptive subset [3,17]. Another app-
roach is to represent patterns in informative visualizations and rely on the end
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Fig. 1. Example of the visualization for an arbitrary itemset {A, B, C}.

user to find what is interesting in their respective domain [4,5,9–13,16]. Our
contribution is situated in the latter context.

We propose a visualization for itemsets based on the double decker plot
from Hofmann et al. [11]. It exploits the monotonicity property which states
that itemsets have a lower or equal support compared to the support of their
subsets. An example of our visualization for the arbitrary itemset {A,B,C} can
be seen in Fig. 1. To demonstrate the power of this visualization, we integrated
the JavaScript-based implementation in the data mining and visualization tool
SNIPER (formerly known as MIME [8]) and performed a case study.

This paper is organized as follows. In Sect. 2 we provide the required back-
ground in pattern mining and visualization. Section 3 describes the visualization
itself with a theoretical analysis. Section 4 includes a case study where the effi-
ciency of the visualization is verified in practice. Related work is discussed in
Sect. 5 and finally we conclude our work in Sect. 6.

2 Background

2.1 Pattern Mining

Pattern mining is the process of discovering statistically relevant patterns in
large datasets [7]. We focus on the mining of itemsets in a transaction database
with items I. A transaction database is a collection of subsets of I. The support
of an itemset is defined as the number of transactions that contain the itemset:

Supp(X) = |{t ∈ D |X ⊆ t}|
with D the transaction database, t a transaction and X an itemset. Frequency
is defined as the relative support:

Freq(X) =
suppX

suppØ
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For every itemset a range of association rules can be derived by splitting it in
two parts: an antecedent X and a consequent Y . An association rule is denoted
as X → Y , where both X and Y are itemsets and X ∩ Y = Ø. We define the
support and confidence of an association rule as follows:

Supp(X → Y ) = Supp(X ∪ Y ) Conf (X → Y ) =
Supp(X → Y )

Supp(X)

Confidence is the conditional probability of a transaction containing itemset
Y when X is already present. Additionally, we define lift as the ratio of observed
support to that expected if X and Y were independent:

Lift(X → Y ) =
Supp(X → Y )

Supp(X) × Supp(Y )

A frequent pattern mining algorithm such as Apriori or Eclat can be used to
find all itemsets with a support higher than some user defined minimum support
threshold [7]. This threshold is imposed to limit the search to patterns that are
statistically relevant. With a minimum support of 1 the algorithm would simply
calculate every pattern that occurs in the dataset, whereas with the minimum
support threshold set to the number of transactions, the algorithm would only
report patterns that occur in every transaction.

It is clear that the choice of minimum support has a big impact on the results
of the pattern mining step and unfortunately there is usually no simple way to
find the “right” value for this parameter. Therefore, choosing this parameter
is typically an iterative and highly interactive process: a higher value may be
too restrictive whereas a lower value can result in more uninteresting patterns
that clutter the output. Defining the interestingness of a pattern usually requires
domain knowledge which classic algorithms cannot take into account [15].

Alternatively, one can work bottom-up; whereas the first approach first mines
an abundance of patterns followed by a filtering step, the bottom-up approach
relies on patterns being built from the ground up by a domain expert. Hybrid
solutions on the other hand try to include the user in each stage of the mining
process, where for example the set of candidate itemsets can be reduced or
expanded at each iteration of Apriori before the algorithm continues [18] or a
framework is provided for the user to edit, combine or augment various patterns
from different techniques [8].

Visualization plays a key role in any of these approaches. In the purely algo-
rithmic approach, visualizations are mostly used in the filtering step, where a
concise but informative visualization of itemsets is preferred over a plain list of
itemsets. The bottom-up and hybrid approaches on the other hand use visualiza-
tions both for finding interesting combinations of items as well as for inspecting
the resulting itemsets.

2.2 Visualization

The main advantage of using visualizations over textual representations is that
they allow for better perceptual processing [14]. There are two phases in the
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theory of information processing: perceptual processing (seeing) and cognitive
processing (understanding). Perceptual processes are automatic, very fast, and
mostly executed in parallel, while cognitive processes operate under conscious
control of attention and are relatively slow, effortful, and sequential [14].

As an example of the power of perceptual processing one can imagine finding
all itemsets that contain a specific item. In a textual notation you are limited to
reading all the itemsets and remembering which ones contained the desired item.
In a notation where all items are given a distinctive color it becomes possible to
identify all occurrences of the item with a glance over the visualization. Likewise,
many other visual variables can be used to encode information into the visual-
ization, facilitating the user in extracting the desired information. This effect
becomes even more powerful when considering comparisons between entities.

Visual variables can be categorized in planar variables (horizontal and ver-
tical position) and retinal variables (shape, size, color, brightness, orientation
and texture). A visualization can make use of these eight primitives in the visual
alphabet to encode information, however it is not always desirable to use all of
them. Leaving some degree of freedom is helpful when combining visualizations
or annotating them.

In our contribution shape, size, color, brightness and orientation are all used
as part of the visualization to varying degrees. Texture and position are left
free for annotation and for integration in other tools. The relative position of
instances of the visualization is not defined, which allows it to be used in more
complex layouts or potentially even in other visualization techniques.

3 SubSect

We present an efficient visualization for displaying itemsets and association rules.
Its main goal is to show the most relevant information about an itemset (or a
collection of itemsets) and allow for a domain expert to quickly interpret whether
or not it is interesting. For this purpose, intuitiveness is very important.

Keeping the theory of visualization in mind, we define the following goals for
our visualization in the context of pattern mining:

G1. The most important properties of a pattern should be semantically clear,
i.e. readable on the visualization in an unambiguous way, ideally through
perceptual processing.

G2. Users should be able to combine their domain knowledge with properties of
itemsets to discover the most interesting patterns.

G3. A user should be able to easily compare two patterns.
G4. Ideally, more insights can be derived from the visualization or from the com-

bination of two or more instances. For example, when the itemsets {A,B,C}
and {A} are visible, information about the itemset {A,B} may also be
derived. Or from the set {A,B,C} information about the rule {A,B} → {C}
can be inferred.
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Fig. 2. The visualization for an arbitrary itemset (a) and for one of its subsets (b).

3.1 Basic Usage

To explain how our visualization works, we first consider the example in Fig. 2a.
Every item in the itemset is represented in the center. The arcs around the center
items show three levels of itemsets that can be formed from these items: 1) the
itemset containing all k items, 2) all k-1 itemsets and 3) all singleton itemsets.
For example, the blue full circle includes all four items A, B, C and D, and has
a frequency of 0.2 as indicated by the label and its radius. The other segments
represent subsets, like for example the cyan arc which spans items A, B and C.
In correspondence with the higher frequency of this itemset (0.25), its arc also
has a proportionally larger radius.

In order to reduce the overlap between arcs, we have chosen to let them span
between the centers of the outer two items, rather than to have them cover 100%
of the edge items. This trade-off reduces image clutter and therefore improves
the scalability of our visualization, at the cost of a steeper learning curve: new
users would expect the full items to be covered, but with some practice we believe
that the meaning of the segments does become intuitive. The fact that same-
cardinality itemsets always have the same shape (arc width) helps in this respect.
Additionally, by hovering over the arc, label or frequency value of an itemset, all
three of them are emphasized, clarifying which visual elements belong together.

Furthermore, in every image only the most interesting and informative sub-
sets are rendered: for a k-itemset these are the k-1-itemsets and the singleton
itemsets. In the left example for an itemset of 4 items, we display the 4-itemset,
the 3-itemsets and the singleton itemsets. Together this combination of subsets
provides the most useful information: the singleton itemsets give a global context
and the k-1-itemsets place the k-itemset in a local context. Note that the arcs
for singleton itemsets are always shaded in white while the others are given a
unique color per itemset. This makes it easier to link multiple instances of the
visualization that have items in common (G3).



170 J. De Pauw et al.

Fig. 3. A more advanced example with the α-conditional view.

Finally, the visualization is equipped with three interactions to maximize
usability: dive deeper, α-conditional view and reset. Animations like hover high-
lighting indicate the presence of these interactions and gradual transition anima-
tions ease the transition between “states” of the visualization, making the effect
of the interactions more clear. Clicking on the cyan arc for example will dive into
its respective itemset {A,B,C}. An animation shows that item D is removed
from the center and the cyan arc becomes a full circle. Three new subsets are
now visible. The result is shown in Fig. 2b. Naturally this action can be repeated
from the new view to dive deeper or the user can choose to go back to the top
level with the reset button that just became available.

In the next Sect. 3.2 we demonstrate a more advanced use case with the α-
conditional view. Section 3.3 discusses the visualization from a theoretical point
of view and analyzes its strengths and weaknesses.
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3.2 Alpha-Conditional View

For any given set of items α we define the α-conditional database as the set of
transactions that contain all items in α. It provides for a natural way of thinking
about association rules. When we say “80% of the people who buy diapers also
buy beer”, we essentially say that the itemset {beer} has a relative support of
80% in the {diapers}-conditional database or equivalently that the association
rule {diapers} → {beer} has a confidence of 80%.

Similar to the interaction for selecting an itemset to dig deeper, it is also
possible to click a single item (in the center or on the outer edges) and add it to
the α set or the “scope” as can be seen in Fig. 3a. In this α-conditional view, the
scope is always visible on the smaller visualization to the left. On the right-hand
side, we see the remaining items and itemsets, but now with their frequencies
relative to the scope.

By moving more items to the scope, it becomes clear that the scope set is
rendered as another instance of the itemset visualization, i.e. with its respective
subsets (see Fig. 3b). This makes for a very interesting synergy, since not only
the scope is visible, but also the context of what the α-conditional transactions
look like. Again one can reset the visualization back to its original state with
the reset button. Additionally it is possible to click items or itemsets in the left
visualization to expand the scope by moving items back to the right-hand side.

3.3 Theoretical Analysis

Itemsets. It is obvious that the frequency of the entire itemset, its k-1 sub-
sets and its constituent items can be seen trivially through the labels and radii
(G1). By the monotonicity property however, we can also derive some informa-
tion about all the itemsets in between (G4). This is especially useful when the
bounds are close together, since this provides a tighter estimate. In Fig. 2a for
example, we can derive that the frequency of {D,C} must lie between 0.31 and
0.48 through the itemsets {A,D,C} and {C}, since they are the most frequent
superset and the least frequent subset respectively.

Association Rules. The relation between an itemset and its subsets also
implies an association rule. If two arcs are close together in terms of their radii, we
know the association rule they imply will also have a high confidence (G4). Recall
that the formula for confidence is Supp({A,B,C,D})

Supp({A,B,C}) for the rule {A,B,C} → {D}.
In Figure 2a we find the frequencies are 0.20 and 0.25, leading to a confidence
of 0.8, which is also intuitively “guessable” from the difference in radius; i.e.
without calculating the value, it is also simple to estimate it quite accurately
from the visualization.

More importantly, we also introduced the α-conditional view to facilitate
representing association rules. The frequency in an α-conditional database is
equivalent to the confidence of the rule with α as antecedent and the itemset as
consequent. Hence we can form any association rule from the itemset by simply
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moving the antecedent items to the scope and “browsing” to the desired itemset
on the right-hand side. For example, Fig. 3a shows, among others, the association
rule {A} → {B,C,D} with a confidence of 0.25. We can also see that {A} has a
support of 0.8 and, from this, derive that Supp({A} → {B,C,D}) = 0.8×0.25 =
0.2.

Scalability. Despite our efforts to reduce overlap and clutter, it remains infea-
sible to render itemsets that consist of a large amount of items. For a k-itemset,
2k + 1 arcs are rendered, which is already more favourable than an exponential
amount. However, an inherent issue arises from the k-1-subsets, whose arcs need
to span k − 1 items, resulting in an inhibiting amount of overlap for large k.

Specific solutions can be considered to facilitate the visualization of large
patterns, such as combining items together in a preprocessing step or manually
selecting the subsets to be rendered, for example by grouping some frequent and
less interesting items in the center (see Sect. 6.1). In our experience however,
large patterns are often of limited use: they are more complex to understand and
typically either have a low frequency or contain many correlated/very frequent
attributes that do not contribute to the pattern.

When the interactions between many attributes need to be studied, we opt
for a collection of smaller patterns (that have attributes in common) over a
single large pattern. Our visualization is better suited for this methodology of
combining multiple instances together (G3).

After this brief analysis we find that our visualization already succeeds at
goals G1, G3 and G4. Goal G2 relates to domain specific knowledge being inte-
grated, which we did not discuss yet. The case study in the next section (Sect. 4)
illustrates this concept.

4 Case Study

To demonstrate the effectiveness of our visualization we performed a case study
with a real-world dataset. The main goal of this case study is to show how the
visualization assists the end user in finding interesting patterns based on their
domain knowledge (i.e. goal G2 from Sect. 3). A customer churn dataset1 that
describes information about customers of a telecom company who left within
the last month was used. We chose this dataset because it is easy to understand
without requiring any specific expertise or background (as for example would
be the case for a financial or political dataset), yet it shows some interesting
patterns. In total it contains 21 columns, describing information about 7, 043
customers. Table 1 documents a subset of these attributes, i.e. the ones that
appear in our examples. For every attribute we give the icon, name, description
and its possible values.

First, the dataset was loaded in the research tool SNIPER2, a web-based tool
for pattern mining with a main focus on facilitating data exploration [8]. In the
1 https://www.kaggle.com/blastchar/telco-customer-churn/.
2 https://bitbucket.org/sandymoens/sniper/.

https://www.kaggle.com/blastchar/telco-customer-churn/
https://bitbucket.org/sandymoens/sniper/
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Table 1. Icon, name, description and possible values for each attribute in the dataset.

seulaVetubirttA

Churn Yes No

Indicates whether the customer left within the last month. This is the intended
target variable of the dataset.

Partner Yes No

Yes if the customer has a partner, No otherwise.

Dependents Yes No

Whether or not the customer has dependents. In most cases dependents are chil-
dren, students or elderly people.

Contract Month-to-month One year Two year

The contract term of the customer.
Internet Service Fiber optic DSL No

Which type of internet service the customer opted for, or No if none.

Phone Service Yes No

Indicates if the contract includes phone service.

Gender Male Female

The gender of the customer.

Online Security Yes No No internet service

Whether the customer has the online security service or No internet service if N/A.

Tech Support Yes No No internet service

Similar to security, this attribute indicates if the contract includes tech support.

setup phase, we defined icons for each attribute and decided on a discretization
strategy to handle numeric variables. Five equal-width buckets were used. Given
the context, this choice provided a good resolution with adequate support for the
individual items. After preprocessing, the resulting transaction dataset consisted
of 60 unique items and 7, 043 transactions.

Then the dataset was explored with the functionality provided by SNIPER.
This includes, but is not limited to, classical itemset mining (like Eclat [7]),
rule mining, sorting and filtering of patterns and manually building patterns
by combining them or forming them based on the insight brought by various
metrics. We mainly used the latter technique to create patterns based on the
conditional support and lift metrics.

The following sections each provide examples of patterns that were found in
the data and how our visualization was used to find and interpret them. A live
version for each example can be found on https://joeydp.github.io/SubSect/.

https://joeydp.github.io/SubSect/
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Fig. 4. Example of two interesting itemsets rendered in our visualization.

4.1 Example - Lift

The most straightforward use of our visualization is illustrated in this example.
Suppose we are interested in the attribute partner and would like to inves-
tigate if there is a relation with the attribute dependents. Figure 4a gives a
concise and intuitive representation of the information needed to compare these
two attributes. Note that we assume the meaning and possible values of these
attributes are known beforehand, i.e. we know these are two boolean attributes
with mutually exclusive values.

First we can see that a little over half of the customers with a partner, also
have dependents (0.250.48 ). For customers without a partner this ratio is only one in
ten ( 0.050.52 ). Without context this information is quite meaningless, so we compare
it to the expected distribution of dependents, which is 30% for the overall dataset.
Now it becomes clear that customers with a partner have a higher chance of also
having dependents and inversely the chance is lower for customers without a
partner. In the other direction we can see that five out of six customers with
dependents also have a partner and the remaining one out of six do not.

Both of the previously described patterns show association rules with rela-
tively high confidence. The advantage of using this visualization is that the lift,
i.e. the support divided by the expected support if the variables were indepen-
dent, can also easily be derived. This is a good example to illustrate why the
single itemsets and k-1 itemsets were selected to be visualized: the local and
global context synergize to allow the end user to derive new information.

The second example in Fig. 4b shows the presence of an association rule
with a very high confidence, albeit with a relatively low support. That is 11% of
the customers have a two year contract and dependents, and 10% have those two
and a partner, leading to he association rule {Dependents ,Two year contract} →
{Partner} with a confidence of around 91%, which is intuitive given the domain
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Fig. 5. Example to show how multiple instances of the visualization can be used
together and how the dependence between attributes can be derived.

knowledge behind these attributes. It seems logical that customers with a long
term contract and with dependents would be more likely to have a partner.

Perhaps more interesting is the fact that there is relatively little overlap
between the two association rules that constitute the previous one. We find
that only 25 in 30 people with dependents also have a partner (≈83%) and
that only 17

24 ≈ 71% of the people with a two year contract have a partner.
In other words, both variables “contribute” to the association rule in the sense
that without either one, the confidence would drop. This information can all be
derived intuitively from our visualization.
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Fig. 6. Association rule {Internet Service = Fiber Optic, Tech Support = No, Online
Security = No}→{Churn = Yes}.

4.2 Example - Independence

For this second example we investigate some variables that relate to churn.
Other than the obvious variables like tenure and contract type, we also found
that online security (Fig. 5a) and tech support (Fig. 5b) have a high impact
on churn. In both cases not taking the service increases churn rate to around
42%. It is clear from the visualizations that these patterns have almost exactly
the same distribution of customers. One would assume that these services are
highly dependent, such that you can only enlist for security if you also take tech
support and vice versa, as would be the case if they were part of a plan.

However by combining these variables in one visualization (Fig. 5c), we find
that only about 72% (0.360.5 ) of the customers that don’t have the security service
also don’t have tech support. Similarly the same relation holds for customers
that don’t have tech support. Again only about 72% of them didn’t take the
security service. In other words, the variables are less dependent than expected
and hence the combination of the two also leads to a higher churn rate (50%)
than either of them achieved independently (about 42% each).

Another unexpected variable that increases churn rate we found is Fiber optic
internet. Using our visualization it is possible to play with these variables and
create the desired association rules. For example an interesting task could be to
find a subset of customers with a specific size, that has the highest chance of
leaving. This would allow the telecom provider to invest its limited resources to
counter churn in a more targeted strategy.

Figure 6 shows how this can be achieved with the help of our visualization.
Items that increase churn can be added to the context, such that their interac-
tions with other items can immediately be seen. At the same time the size of
the target group and the churn rate remain visible. In this example we demon-
strate a rule that selects 25% of the population with an elevated churn rate
of 55%, which is quite remarkable considering that the most obvious and least
influenceable attributes (tenure and contract) were not even included.
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Fig. 7. Two examples to illustrate the importance of taking context and meaning into
account when evaluating patterns.

The telecom company can use this information to investigate why these unex-
pected variables have an impact on the churn rate. For example, offering free tech
support might lead to less customers opting out and consequently to a poten-
tially larger profit. This is however only speculation. An alternative explanation
could be that customers who choose to pay for tech support tend to be prefer
stability and are less prone to change between providers.

4.3 Example - Context

In this example, the importance of taking the context of a pattern into account
is shown. Figure 7a displays what on first sight might appear to be a very inter-
esting rule {Gender = Female} → {Phone Service = Yes} with a confidence of
90%. However with a closer inspection it becomes clear that 90% of the customers
has phone service, independent of their gender, making this rule meaningless.

The second example (Fig. 7b) shows a pattern where an attribute is divided
equally over two values. In a different context, this might be an interesting
pattern. For example when comparing adolescents with the elderly, where we
might expect a difference. In this case however, we know that phone service
should not be biased towards a specific gender and we can deduce that it is not
an interesting pattern.

Alternatively, one can sort or filter the association rules behind these pat-
terns on how much their lift deviates from one. Since in this case the variables
are independent, the association rules have a lift of one and would hence be
filtered out or given a low rank. Under the expected independence assumption
we would miss these patterns, where in fact they can be interesting when the
domain implies an expected dependency. That is to say, both the context of a
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pattern and the larger context of the meaning of its attributes contribute to its
interestingness.

5 Related Work

In the literature we can classify visualization based on whether they support
itemsets, association rules or both. Some techniques focus on representing single
itemsets [11] where others try to visualize the entire dataset at once [4,5,10,12,
13,16]. Naturally, each visualization has its strengths and weaknesses and hence
repeated use of different methods can lead to deeper insights into the data [9].
We give an overview of related work in pattern visualization and remark on how
these techniques relate to our visualization.

Single Itemset/Association Rule. Single Itemset/Association Rule Hof-
mann et al. discuss a double decker plot based on mosaic plots [11]. The idea
is to visualize a single association rule with one item as consequent and provide
metrics from which its interestingness can be assessed. In this visualization it
is easy to verify that all items contribute to the rule, which likely indicates an
interesting pattern. It is however rather limited in the amount of information
that is visible or can be derived interactively. For example, because all possi-
ble subsets are rendered, the support also ends up scattered over the figure.
The combination of a circular layout and our choice of subsets ensures that all
segments are continuous in our visualization.

Circular. Two similar circular plots have been proposed earlier. However they
differ from our visualization in that they both display the entire transaction
database as a dissection in frequent itemsets. The first one by Dubois et al. called
icVAT [4], has itemsets that radiate inward based on their support. Colors are
used to show the cardinality of each itemset and the distance to the center (or
radius) represents the support of each itemset.

In the second study by Keim et al. (FP-Viz [12]), items are layered to form
itemsets and their support is indicated using a color scale and the width (or
angle) of its segment. The main difference between these techniques is that icVAT
has a fixed width and varying radius, where FP-Viz uses a fixed radius with
varying width. Despite arguing that they make the link between items more clear,
it remains difficult to see how different itemsets relate to each other since the
same item can occur multiple times in different places, contrary to our technique.

Graph Based. Graph Based Ertek and Demiriz propose a straightforward
graph based visualization [5]. Nodes represent items and special itemset nodes,
with edges to the individual items, indicate itemsets. This distinction however
makes it difficult to see interactions between itemsets and subsets, which is
something our visualization excels in.
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Leung et al. propose a different graph based method where nodes represent
itemsets and they are organized according to their items and frequency [13]. This
approach already depicts the interactions between itemsets and the differences in
frequency more clearly. An issue with seeing the global picture remains however,
since there is often no perceivable link between itemsets that share an item. In
other words, it is difficult to trace itemsets to their sub- or supersets.

Bothorel et al. propose a graph based visualization with a circular layout
to organize the nodes [2]. Itemsets are linked to their subsets and nodes that
are linked also tend to be placed closer together. This visualization provides a
good overview of what the data looks like and where the patterns may be, but
patterns can no longer be discerned at a large scale.

Matrix/Table Based. Hahsler and Karpienko describe a grouped matrix rep-
resentation in their study from 2017 [10]. This hierarchical approach enables the
user to get an overview of the data at an abstract level and also to dive deeper to
inspect more specific phenomena. Contrary to most techniques that try to visu-
alize the entire dataset, this one is well equipped to handle the scaling problem.
Its most prominent downside is that it projects antecedents and consequents on
different axes, making it difficult to find interactions between them.

VisAR by Techapichetvanich and Datta [16] is a table based technique for
visualizing association rules. It aims to provide a good overview that is efficient to
query. Indeed, their technique lists association rules in a concise way with a clear
and singular meaning. Since the visualization behaves like a table or list, it avoids
screen clutter and occlusion. There is however no link between antecedent and
consequent items in this visualization, which makes it hard to find interactions
between rules. Furthermore long lists become impractical to use as well due to
the increasing distance between items and between association rules.

6 Conclusions

A novel visualization technique for itemsets and association rules was introduced
and analyzed from a visualization-theoretical perspective. Its functionalities and
interactions were explained, making its application in data mining clear. The
technique can be used as a concise representation for itemsets where the local and
global context is immediately clear. In addition, the α-conditional view provides
for an intuitive way to query interesting subsets of the data or to represent
association rules. Furthermore the provided interactions allow an end user to
actively query the visualization and extract valuable insights.

In the accompanying case study with a real-world dataset we demonstrated
that a variety of patterns can be visualized and further understood with our
technique. Users can combine their domain knowledge and expectations with
the properties of itemsets and association rules to extract interesting information
from the data. Furthermore, multiple instances of the visualization can be used
together to describe complex relations.
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Finally, we situated our technique in a broader context of itemset and asso-
ciation rule visualization techniques, remarking on differences and similarities.
This thorough study of related work also supports our premise that the proposed
visualization is effectively new in the field.

6.1 Future Work

We limited the features of our visualization to only the fundamental concepts
of itemsets. No features for specific use cases were included, which of course
leads to the benefit of making it usable in most contexts. However, as mentioned
in Sect. 2.2, some degrees of freedom were left for annotation and integration.
It would be interesting to see how the visualization can be expanded upon to
provide functionality for specific use cases. For example in our case study with a
clear target variable (churn), one could add a tooltip on hover that displays the
fraction of items in the subset where Churn = Yes. If desired, this information
could even be visualized by partially filling the segments with a fixed color.

Furthermore, to limit clutter we opted to keep the visualization sober and
concise. More complex features could be integrated to wager this conciseness for
more visible information. One idea is to also show relevant complementing item-
sets, perhaps as an arc that radiates in from the outside. Similarly, additional
arcs can be rendered to show the expected frequency of itemsets under certain
independence assumptions, which would visualize lift more explicitly. Another
potential addition would be to reserve space in the center of the circle for “com-
mon” items. These items could be selected interactively to limit the number of
rendered itemsets to the ones containing these items, which would reduce occlu-
sion. Finally, a user study could be performed to validate the effectiveness of our
visualization.
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Abstract. Telecommunication companies are evolving in a highly com-
petitive market where attracting new customers is much more expensive
than retaining existing ones. Though retention campaigns may be used to
prevent customer churn, their success depends on the availability of accu-
rate prediction models. Churn prediction is notoriously a difficult prob-
lem because of the large amount of data, non-linearity, imbalance and
low separability between the classes of churners and non-churners. In this
paper, we discuss a real case of churn prediction based on Orange Bel-
gium customer data. In the first part of the paper we focus on the design
of an accurate prediction model. The large class imbalance between the
two classes is handled with the EasyEnsemble algorithm using a random
forest classifier. We assess also the impact of different data preprocessing
techniques including feature selection and engineering. Results show that
feature selection can be used to reduce computation time and memory
requirements, though engineering variables does not necessarily improve
performance. In the second part of the paper we explore the application
of data-driven causal inference, which aims to infer causal relationships
between variables from observational data. We conclude that the bill
shock and the wrong tariff plan positioning are putative causes of churn.
This is supported by the prior knowledge of experts at Orange Belgium.
Finally, we present a novel method to evaluate, in terms of the direc-
tion and magnitude, the impact of causally relevant variables on churn,
making the assumption of no confounding factors.

Keywords: Churn prediction · Machine learning · Big data · Causal
inference

1 Introduction

In recent years, the number of mobile phone users had a massive increase, reach-
ing more than 3 billion users worldwide. The number of mobile phone service sub-
scriptions is greater than the number of residents in several countries, including
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Belgium [13]. Telecommunication companies are evolving in a saturated market,
where customers are exposed to competitive offers from many other companies.
Hadden et al. [11] showed that attracting new customers can be up to six times
more expensive than retaining existing ones. This led companies to switch from a
sale-oriented to a customer-oriented marketing approach. By building customer
relationships based on trustworthiness and commitment, a telecommunication
company can reduce churn, therefore increasing benefits through the subsequent
customer lifetime value. A typical marketing strategy to improve customer rela-
tionship is to conduct retention campaigns whose effectiveness depends on accu-
rate profiles of customers (e.g. in terms of attrition risk).

Churn detection is nowadays performed by most major telecommunication
companies using machine learning and data mining [5,12,18,28–31]. Churn pre-
diction is a notoriously difficult learning task because of the large quantity of
data, non-linearity, imbalance and low separability between the classes of churn-
ers and non-churners. The first part of the paper assesses several machine learn-
ing methods and strategies by using a large dataset measuring the churn behav-
ior of Orange Belgium telecom clients. Estimating the probability of churn of
a customer is however not sufficient if we wish to design an effective reten-
tion campaign (e.g. based on incentives). For this reason, the second part of
the paper explores the adoption of causal techniques to infer from observa-
tional data the most probable causes of a churn behavior. Causal analysis is
usually conducted through controlled randomized experiments [7], by evaluating
the impact of a potentially causal variable on the target variable. In the con-
text of customer relationship management, controlled experiments are possible
through the retention campaigns, where the offers made to the customers act
as variable manipulations. Though this reduces the risk of confounding factors,
access to such data is typically difficult and expensive. For this reason, we have
recourse to data-driven inference approaches, which aim to reconstruct causal
dependencies based on the statistical distribution of the considered variables.
Most existing approaches however make different assumptions about the data
distributions which are difficult to assess in practice. For this reason, we adopt a
“wisdom of the crowd” approach by running in parallel several state-of-the-art
approaches and combining their results for final considerations. Also to assess
the quality of the obtained putative causes we estimate from data the causal
impact of every single cause on churn probability.

We may summarize the main contributions of the article as follows.

– Assessment of a state-of-the-art churn prediction pipeline and study of the
impact of several model variants (e.g different feature sets and different sub-
scription contracts) (Sect. 2).

– Application of causal strategies to infer putative causes of churn from obser-
vational data (Sect. 3).

– Assessment of the impact of putative causal variables on churn (Sect. 3).
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The rest of this paper is structured as follows. In Sect. 2 we describe the
dataset, the machine learning pipeline and the results of churn prediction. In
Sect. 3 we provide a causal analysis of churn. Conclusion and future work per-
spectives are discussed in Sect. 4.

2 Churn Prediction

This section describes the Orange dataset and the machine learning pipeline
designed to assess a number of strategies and models for predicting the proba-
bility of customer churn.

2.1 Data

The dataset is a monthly report of Orange Belgium customers’ activity covering
a 5 months time window in 2018. For confidentiality reasons, we will disclose here
only some high-level details about the dataset. The dataset contains 73 features
about customer activity including subscription type, used hardware, mobile data
usage (in MB), number of calls/messages and some socio-demographic informa-
tion. The dataset has 5.3 million entries (about 1 million entries per month).
The target variable, denoting churn, is binary and takes the true value if the
client is known to have churned in the two months following the input times-
tamp. The churn prediction problem is highly unbalanced, since there are far
more non-churners than churners.

Two kinds of subscriptions are present in this dataset: SIM-only1 and loyalty.
The first refers to a subscription where the customer can quit at any time with
no cost. In the loyalty contract the customer is rewarded (e.g. discount on the
purchase of a mobile phone) in exchange of a fixed contract duration (e.g. 24
months). If the customer decides nonetheless to stop his subscription before
the term of the contract, he has to pay back the reward. There are about 5
million entries in the SIM-only dataset, and about 250,000 entries in the loyalty
dataset. In this paper, we will mainly focus on SIM-only contracts, given its
broader impact on the Orange customer base and the larger statistical power
due to the availability of more samples. Some experiments have been conducted
anyway on both contract types, to understand the differences in terms of churn
behavior.

In order to provide a visual description of the informative content of the
dataset, let us consider in Fig. 1 two variables having a clear relation with churn.
The horizontal axis indicates whether a customer has a cable connection while
the vertical axis denotes the payment responsible (taking a “No” value when
someone else than the customer, e.g. a parent, pays the bill). It appears that
most Orange Belgium customers do not have a cable connection and are respon-
sible for the payment. The color of the spots indicates the churn rate, with a
lighter color denoting a higher probability of churn2. The impact of both binary
1 SIM-only indicates that the customer bought no other product than the SIM card.
2 For confidentiality reasons, the precise value of the churn rate cannot be disclosed.
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variables appears clearly, with a significant difference in churn rate between the
two extremes. The univariate impact of each variable on churn can be quantified
in terms of odds ratio, measuring the increase of the odds of churn once exposed
(i.e. when the customer is responsible for the payment, or when there is a cable
connection). The odd ratios for the payment responsible and the cable connec-
tion are 0.917 and 0.839, respectively. This indicates that a “Yes” value for both
variables is associated to a reduced risk of churn.
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Fig. 1. Interaction between cable connection and payment responsible. A customer is
not responsible for payment if someone else (e.g. a parent) pays the invoice in her stead.
The color of the spots denotes the churn rate, whereas its area denotes the number of
customers.

Another interesting visualization concerns the relation between tenure (i.e.
the duration of the current subscription) and churn rate (Fig. 2)3. The curve
shows a negative correlation between the churn rate and tenure. Note that
the surge in churn rate corresponds to the term of the contract for loyalty
customers.

2.2 Machine Learning Pipeline

Three different learning tasks are created by stratifying the dataset: one con-
taining the loyalty contracts, one containing the SIM-only contracts, and one
containing the SIM-only contracts with additional variables (denoted SIM-only
Δ). The large unbalancedness of the dataset has been addressed by adopting the
EasyEnsemble strategy [16] which consists in training a number (in our case 10)
of learners on the whole set of positive instances (churners) and an equally sized
random set of negative instances. Based on our previous experience on related

3 For confidentiality reasons, the axes scales are concealed.
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Fig. 2. Churn rate as a function of the tenure (the duration of the current subscription).
The spike on the left of the plot corresponds to the end of the loyalty period for loyalty
customers.

largely unbalanced tasks (notably fraud detection [3,4]) we considered as learner
only Random Forests.

In what follows we report the results of a number of assessments evaluating
the impact of

1. variable selection, based on the feature importance returned by Random For-
est;

2. the addition of engineered features: for each time-dependent quantity (e.g.
total duration of calls, or mobile data usage) we created 2 additional features
measuring the difference and the ratio between two consequent monthly val-
ues, respectively;

3. the type of contract (SIM-only vs. loyalty).

The high computational cost of training on such a large dataset restricts the
number of configurations we can assess. We limit the number of selected variables
to 20, 30 or all variables. Also, we do not explore the difference variables for
loyalty contracts. Overall we consider 9 different experiment configurations.

Three-fold cross-validation is used to assess the accuracy on the training set
(first 4 months). The last month of data is used as a test set for each of the
three datasets, in order to check the robustness of the prediction model (e.g.
with respect to potential drifts or non-stationarity).

The performance of the different models is evaluated using three different
measures: the receiver operating characteristic (ROC) curve, the precision-recall
(PR) curve, and the lift curve [27]. While the ROC curve and the PR curve
are widely used in conventional classification, the lift curve is of more practi-
cal interest in evaluating churn prediction. Since a customer churn retention
campaign focuses on a limited amount of customers, the lift curve reports the
expected performance of the model as the number of customers included in the
campaign varies. From these curves, we derive the area under the ROC curve
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(AUROC), the area under the PR curve (AUPRC) and the lift at different
thresholds (1%, 5%, and 10% of customers included). There is some evidence in
the literature [6,9,22] that the ROC curve is not a reliable metric on unbalanced
data. Moreover, since the area under the ROC curve depends on all possible deci-
sion thresholds, it does not correspond with the objective of the churn campaign:
finding a small group of customers with high churn probability (low false-positive
rate). We report the AUROC to be consistent with the churn prediction litera-
ture, but our conclusions are mainly based on the other performance metrics.

2.3 Results and Discussion

Table 1 and 2 report the cross-validation and the test accuracy, respectively.
Based on those results, a number of considerations can be made

– by reducing the number of features to 30, the accuracy does not deteriorate
significantly. This is good news for our industrial partner since a compact
churn model is more suitable for production.

– though adding engineered features may be beneficial, this occurs only if a
feature selection is conducted beforehand.

– surprisingly, the accuracy is higher for the test set (Table 2) than in cross-
validation (Table 1). Our interpretation, confirmed by visualization in the
space of the two first principal components, is that the drift of the data
makes the classification easier.

– regarding the type of contracts, churn is slightly easier to predict in the loyalty
dataset than SIM-only, due to the greater importance of time-related vari-
ables. Indeed, the churn is significantly higher at the end of the mandatory
period of a loyalty contract, facilitating the prediction process.

We compared our results on the SIM-only dataset with other published stud-
ies on churn prediction [5,12,18,28–31]. We achieve similar results in terms of
area under the ROC curve and lift.

Table 1. Summary of the cross-validation results. Highest values for each type of
contract and for each evaluation measure are underlined.

SIM-only SIM-onlyΔ Loyalty

20 30 All 20 30 All 20 30 All

AUROC 0.64 0.73 0.74 0.74 0.74 0.70 0.76 0.78 0.77

AUPRC 0.04 0.08 0.08 0.09 0.09 0.07 0.13 0.16 0.15

Lift at 10% 2.10 3.16 3.39 3.39 3.44 3.01 3.22 3.57 3.50

Lift at 5% 2.41 4.11 4.52 4.49 4.57 3.90 3.71 4.30 4.18

Lift at 1% 3.24 7.58 8.36 8.80 8.67 6.79 5.00 6.37 6.11
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Table 2. Summary of the results of prediction experiments on the test set. Highest
values for each type of contract and for each evaluation measure are underlined. Using
only 20 variables decreases the performances most often.

SIM-only SIM-only Δ Loyalty

20 30 All 20 30 All 20 30 All

AUROC 0.66 0.73 0.73 0.72 0.73 0.69 0.74 0.76 0.76

AUPRC 0.05 0.10 0.10 0.10 0.10 0.08 0.15 0.19 0.18

Lift at 10% 2.25 3.34 3.41 3.27 3.42 3.03 2.96 3.40 3.30

Lift at 5% 2.64 4.49 4.68 4.48 4.67 4.09 3.51 4.22 4.02

Lift at 1% 4.29 9.20 9.53 10.09 9.95 7.67 4.66 6.65 6.16

3 Causal Analysis

The selection procedure discussed in the previous section returns the most rele-
vant variables for predicting the potential churners. Though such variables pro-
vide useful information for designing a predictor, they are not necessarily the
ones to manipulate (e.g. by giving incentive) if we wish to reduce the churn risk.
For example, an increase in the number of contracts registered by a customer
may be strongly associated with a decrease of churn. However, a hypothetical
churn retention action that would sell additional contracts might fail, if cus-
tomer satisfaction has a causal effect both on the number of purchased contracts
and the propensity to churn. In this case, the predictive variable (number of
contracts) and the churn have a common latent cause (customer satisfaction).
Manipulating the number of contracts will therefore not affect churn. Different
tools are needed to discover true causal relationships between variables and will
be discussed in what follows.

3.1 Causal Inference Strategy

We use the dataset of Sect. 2 and perform the causal inference separately on the
SIM-only and loyalty customers since it is supposed that the causes of churn are
at least partially different between loyalty and SIM-only contracts. All 5 months
of data are used. To decrease computation time, only the first 30 variables in
the ranking of the random forest trained in Sect. 2 are used. A random under-
sampling has been applied to reach decent computation times and to perform
class balancing. The positive class (churners) is kept fixed and a random subset
of the negative class is randomly selected, such that the resulting dataset con-
tains the same number of positive and negative observations. Further random
undersampling is then performed, with a sample size depending on the inference
algorithm.

The rationale of this experiment consists in applying several causal inference
techniques, which give different types of results in various forms, and extract a
consensus, if any, in the light of the different assumptions each model puts on
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the data. This strategy is called triangulating [14] and takes advantage of the
fact that the different causal inference methods rely on different assumptions,
thus increasing the validity of our results.

The considered causal inference algorithms are: PC [24], Grow-shrink
(GS) [17], Incremental Association Markov Blanket (IAMB) [26], minimum
Interaction Maximum Relevance (mIMR) [2] and D2C [1]. PC infers the equiv-
alence class of causal graphs faithful to the dataset, GS and IAMB infer the
Markov blanket of the churn variable, and mIMR and D2C return the direct
causes of churn.

The PC [24] algorithm is slow when the number of samples is large since
the whole causal network is inferred. Therefore, we restrict the dataset to 10,000
samples for this algorithm. The result is given under the form of a completed par-
tial DAG (CPDAG) representing an equivalence class of directed acyclic graphs
(DAG) [25].

The GS and IAMB algorithms [17,26] both infer the Markov blanket of a
target variable, the churn in our case. These algorithms therefore return the
direct causes, the direct effects and the direct causes of the direct effects (also
called spouses). For these two algorithms, the entire set of positive samples is
used, along with a subset of the same size of negative samples. IAMB differs
from GS in that it is more sample-efficient.

Two implementations of the mIMR algorithm [2] are used: one based on his-
tograms to estimate mutual information, and another assuming Gaussian distri-
butions, thus allowing a closed-form formula for the computation of the mutual
information [19]. For the first implementation, the dataset is restricted to 10,000
samples, due to the computational cost of the histogram-based estimator. In
the second implementation, 100,000 samples from SIM-only are used, and all
samples from loyalty are used. The results are provided as a list of the first 15
selected variables, accompanied by the gain provided by each variable at each
iteration of the algorithm.

The D2C learning algorithm is trained using randomly generated DAGs, as
described in [1]. We assume a Markov blanket of 4 variables when constructing
the asymmetrical features. Given the high computational cost of feature extrac-
tion, 2,000 samples are used from the customer dataset. The results are provided
as the predicted probability for each variable to be a cause of churn.

For the first three methods (PC, IAMB, and GS), we use the R package
bnlearn [23] for independence tests using mutual information and asymptotic
χ2 test [8]. For mIMR and D2C, we use the R package D2C [1]. In all cases, a
false-positive rate of 0.05 is chosen for statistical tests of independence.

Before proceeding with the results, it is worth reminding that all the 5 causal
inference algorithms rely on specific assumptions. While PC, GS, and IAMB
assume causal sufficiency and faithfulness, mIMR and D2C rely on more specific
conditions.

Causal sufficiency denotes the absence of unmeasured confounder, and is
likely to hold given the large number of variables (73) and the variety of infor-
mation they provide (service usage, socio-demographic, type of subscription,
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etc). Confounding could be further reduced by including an indicator of service
quality, which is absent from our dataset. See Sect. 3.3 for a more detailed review
of our prior knowledge on the causes of churn.

The assumption of faithfulness states that any (conditional) independence
found in the probability distribution is reflected by the d-separation of the rele-
vant variables in the corresponding causal graph. Faithfulness in the case of the
PC algorithm is discussed in [15].

mIMR is based on the assumption that direct causes form “unshielded col-
lider” configurations together with the target. Since in such configurations direct
causes are marginally independent and conditionally dependent, mIMR may
exploit this pattern to prioritize direct classes in the ranking. Though such an
assumption is hardly satisfied in real settings, the approach allows to introduce
a causal criterion in a feature selection algorithm for large dimensional settings.
The adoption of mIMR requires as well the choice of a mutual information esti-
mator (typically Gaussian for its low-variance and robustness in non-normal
configurations [19]).

D2C relies on the existence of asymmetric descriptors of the statistic depen-
dency between a cause/effect pair. This is possible under some specific condi-
tions, like the existence of a single edge connecting the Markov blanket of the
cause and the effect and the existence of an unshielded collider between the cause
(effect) and the related spouse. While the first assumption is probably not true
in our setting, the second is satisfied by the fact that no descendant of the target
variable is included in the dataset.

3.2 Sensitivity Analysis

Once causally relevant variables are inferred, it is worth evaluating the sensi-
tivity of the target to their manipulation. In Sect. 2 we learned a predictive
algorithm (random forest) to estimate P (Y | X), i.e. the conditional proba-
bility distribution of the churn variable Y given the set of customer variables
{X1, . . . , Xn} = X. Let us now focus on a putative cause Xi ∈ X and assume
causal sufficiency, i.e. all possible confounders are part of the set of measured
variables X. In order to assess the sensitivity of Y to Xi, we measure the change
in P (Y | X) once the distribution of Xi is modified. This boils down to esti-
mate the natural direct effect [21], which quantifies the causal effect of Xi on Y
not mediated by any other variable, while the other variables are still distributed
according to their natural distribution. This corresponds to answering the causal
question “What happens if only Xichanges?”.

Since we are interested in the effect of a shift in the distribution of Xi, we
add ασi to the value of Xi, where σi is the standard deviation of Xi and α is a
parameter of the intervention. The natural direct effect is

NDExi
= NDExi

(Y ) − E[Y ]
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where NDExi
(Y ) is defined as the expected value of Y under “natural” inter-

vention on Xi, i.e. by letting other variables be distributed according to their
original distribution:

NDExi
(Y ) =

∫
P (x)P (Y = 1 | x1, . . . ,do(xi + ασi), . . . , xn) dx.

We know that all possible back-door paths between Xi and Y are blocked
since, by causal sufficiency, X = {X1, . . . , Xn} includes all possible confounders.
Therefore, using rule 2 of do-calculus [20] we can estimate NDExi

(Y ) from obser-
vational data alone.

Given a dataset of n variables and N examples {(x(j)
1 , . . . , x

(j)
n ; y(j))}1≤j≤N ,

the average prediction of a model f on this dataset is an estimator of the expected
value of Y :

E[Y ] ≈ 1
N

N∑
j=1

f(x(j)
1 , . . . , x(j)

n )

For each variable Xi the expected value of Y under intervention can be
approximated as

NDExi
(Y ) ≈ 1

N

N∑
j=1

f(x(j)
1 , . . . , x

(j)
i + ασi, . . . , x

(j)
n )

We applied this method on the SIM-only dataset, on the 30 variables hav-
ing the largest importance according to the random forest models. The causal
effect is computed for α = 1 and α = −1. The assumption of causal sufficiency
(Sect. 3.1) is a necessary condition for the validity of this method. Note that the
dataset we use in practice also contains discrete variables. These variables are
left out of this analysis since the method is suited only to continuous variables.

3.3 Prior Knowledge

Before presenting the results of causal inference, it is interesting to summarize
the knowledge of the Orange experts on the possible reasons for customer churn,
elicited by means of several discussions and interviews. Those experts report four
main causes of churn:

Bill shock: this occurs when a customer has an unusually large service usage,
which results in an important “out of bundle” amount (i.e. the client is
charged much more than usual). This triggers a reaction from the customer
inducing an increased risk of churn. This scenario is well understood and
verified in practice. It is believed to be the most important cause of churn.
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Customer dissatisfaction: multiple factors influence customer satisfaction,
including quality of service and network quality. A customer having numer-
ous cuts of network connection during phone calls, or unable to use properly
Orange online services, will be more likely to seek better alternatives else-
where.

Wrong positioning: choosing the right tariff plan suited to one’s service usage
habits is sometimes difficult. On the one hand, if not enough call time is
provisioned, an “out of bundle” amount is likely to be charged at the end
of the month. On the other hand, an expensive tariff plan results in a high
fixed cost for the customer. When the needs of a customer do not correspond
to the chosen tariff plan, we say that the customer is wrongly positioned. A
wrong positioning results in most cases to a higher bill than expected, and is
a significant cause of churn.

Churn due to a move: it is common to choose a product bundle from a
telecommunication company comprising a subscription for mobile phone,
landline phone, television, and internet connection. In this case, the sub-
scription is tied to the particular place of domicile of the customer. When the
client moves to another place, it is quite common to also change for another
telecommunication service provider. Therefore, this is a significant cause of
churn, albeit of a different nature from the other settings exposed above.

While these potential causes of churn pertain to the whole customer base,
the loyalty customers typically have a much higher churn rate at the end of
the mandatory period of their contract, thus the tenure (the time since when
a customer uses Orange’ services) is an important cause of churn for them. On
SIM-only customers, expert knowledge also indicates that the tenure influences
churn: a new customer is more likely to churn than a long-time customer since
it is less committed to the company.

These different settings are described informally, and their translation to the
formal definitions of causality is not straightforward. We wish to find a mapping
between the events believed to be causes of churn and specific instantiations of
measurable random variables. In the case of the first setting (bill shock), we can
reasonably assume that variables measuring the “out of bundle” amount of the
customer is a faithful proxy for bill shock. Similarly, customer satisfaction can be
estimated using, for example, the number of network cuts during phone calls, or
the number of calls to the customer service. The wrong positioning can also be
numerically estimated, given the tariff plan of the client and its average service
usage. The last setting (churn due to a move) is much more difficult to account
for, as it is not directly related to the interaction between the client and the
telecommunication services.

In the dataset available for this study, the only measured variables that trans-
late to potential causes of churn are the “out of bundle”, the tariff plan and ser-
vice usage (phone calls, messages, mobile data). We have no measure for network
quality, customer satisfaction, or propensity to move soon. Also, the wrong posi-
tioning is not explicitly encoded and has to be inferred by the causal inference
model from the average service usage and the current tariff plan.
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3.4 Results of Causal Inference

The outcome of the inference algorithms is summarized in Figs. 3 and 4. Each
of the possible causes of churn is represented by an ellipse, annotated with the
algorithms that output this variable. For both SIM-only and loyalty, the PC
algorithm infers an intricate causal graph but where the churn variable is dis-
connected from all others. Note that GS and IAMB output the Markov blanket,
and not only direct causes. Since the output of mIMR is a ranking, we use back-
ground knowledge to determine how many of the top-ranked variables should
be considered as inferred causes, based on their redundancy. In the case of the
histogram-based mIMR, the first variables in the ranking are complementary, but
the 10th variable (for SIM-only) and the 12th variable (for loyalty) are mostly
redundant with the other variables higher in the ranking. This indicates that
the variable interaction is low and the remaining variables lower in the ranking
should not be considered as causes. For the mIMR with Gaussian assumption,
there is a significant drop in the gain between the 7th and the 8th ranked vari-
ables in the SIM-only dataset, and between the 8th and 9th ranked variables
in the loyalty dataset. We consider that as a criterion for considering only the
7 (SIM-only) and 8 (loyalty) first ranked variables as inferred causes. D2C out-
puts a probability of being a cause of churn, for each variable. For the SIM-only
dataset, we selected the tariff plan, the province of residence and the data usage
as causes inferred by D2C, and for the loyalty dataset, we selected the number
of contracts, the province, and the tenure. These variables display a significantly
higher predicted score than the other variables.

Churn

Tenure

Tariff plan

Out of bundle Age

Data usage Messages, voice calls

Number contracts Province

GS, mIMR H & G

IAMB, D2C, mIMR H

GS, mIMR G mIMR G

GS, D2C, mIMR H GS, mIMR H

GS, mIMR G D2C, mIMR H

Fig. 3. Summary of results of causal inference on SIM-only dataset. Each variable
is annotated with the algorithms predicting it to be a cause of churn. Light gray
ellipses represent continuous variables, and dark gray ellipses represent discrete vari-
ables. mIMR H stands for the histogram-based estimator, and mIMR G for the esti-
mator with Gaussian assumption.
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Churn

Tenure

Tariff plan

Data usage

Number contracts

Age

Messages, voice calls

Province

D2C, mIMR H & G

D2C, mIMR H & G

IAMB

mIMR H

GS, D2C, mIMR H

IAMB, GS

D2C, mIMR H & G

Fig. 4. Summary of results of causal inference on loyalty dataset. Each variable is anno-
tated with the algorithms predicting it to be a cause of churn. Light gray ellipses repre-
sent continuous variables, and dark gray ellipses represent discrete variables. mIMR H
stands for the histogram-based estimator, and mIMR G for the estimator with Gaussian
assumption.

For the SIM-only dataset (Fig. 3), the “out of bundle” and data usage vari-
ables are reported as causes by mIMR and D2C, and as members of the Markov
blanket by GS. This is in line with our prior belief that bill shock is a major
cause of churn. We could expect the “out of bundle” variable to stand out more
explicitly, but it is only given by mIMR with Gaussian assumption. However, the
distribution of the “out of bundle” can roughly be modeled as the exponential of
a Gaussian. It is thus easy to understand why the other inference methods, that
make different statistical assumptions, fail to report the causal link to churn.

The tariff plan and the “out-of-bundle” variables together provide a represen-
tation of the tariff plan positioning of the customer. For the SIM-only dataset,
these two variables are reported as causes of churn by mIMR and D2C and are
also members of the Markov blanket according to GS and IAMB. This confirms
our hypothesis that wrong positioning is an important cause of churn.

Note that the “out of bundle” is not reported by any algorithm for the loyalty
dataset (Fig. 4). This is consistent with the fact that loyalty customers are not
able to churn in the mandatory period of their contract, thus churn related to
bill shock is less represented in this dataset.

The two last causes of churn according to Sect. 3.3 are customer satisfaction
and churn due to a move. None of the measured variables are direct proxies for
these two putative explanations of churn. Better results could be obtained by
using relevant variables such as, for example, the number of calls to the customer
service, a measure of the network quality, the number of network cuts during a
call, and so on. Adding these variables would reduce latent confounding if the
underlying causal hypotheses are true. We suspect that the importance of the
province in Figs. 3 and 4 is an indication that network quality is an important
cause of churn (the network quality is known to vary between different regions
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of Belgium). However, the scope of this study limited us to the set of variables
presented in Sect. 2.1.

If we use the expert knowledge to assess the accuracy of the causal inference
algorithms, mIMR H and D2C algorithms seem to better infer relevant variables
as direct causes. Indeed, the bill shock and the wrong positioning imply that the
“out of bundle”, the tariff plan and the data usage are likely causes of churn. The
two latter are output by mIMR H and D2C in the SIM-only dataset, whereas
mIMR G outputs the “out of bundle”. In the loyalty dataset, D2C and mIMR
correctly avoid reporting the “out of bundle” or the data usage as causes of churn,
but correctly report the importance of the tenure. A model similar to mIMR H
or D2C, but able to correctly handle variables with more difficult distributions
such as the “out of bundle” variable, would be ideal.

Finally, it is important to consider that these results may suffer from sam-
pling bias. Given that we use a crude random undersampling technique, some
causal patterns in the discarded positive samples may be under-represented in
the resulting training set. This is especially the case for the PC algorithm (using
10,000 samples), the first implementation of mIMR (10,000 samples), and D2C
(2,000 samples). And even though the remaining algorithms use far more sam-
ples, none of them can take into account the entire set of non-churners. Fur-
thermore, we have no theoretical guarantee that an even class ratio is best for
inferring causal patterns. Reducing sampling bias in causal analysis requires the
conception of new techniques that are outside the scope of this article.

3.5 Results of Sensitivity Analysis

The results of the variable sensitivity analysis are shown in Figs. 5 and 6. Each
variable is represented as a bar whose color depends on the category of variable:
subscription, calls and messages, mobile data usage, revenue, customer hard-
ware, and socio-demographic. Some variable names have been anonymized for
confidentiality reasons. Also, only variables inducing the most significant change
in the distribution are shown (p < 10−10 with a two-sided t-test).

All the numerical variables inferred as possible causes of churn appear to
influence the predictions of the model, albeit in a non-linear manner as indicated
by the lack of symmetry between Figs. 5 and 6. On the one hand, the tenure and
the number of contracts are observed to be monotonically associated with the
churn probability, since they appear in both figures in opposite directions. On
the other hand, variables related to the amount paid by the customer and the
data usage cause more churn when they are increased, but the opposite is not
true. Note that the tariff plan and the province, although reported as possible
causes in Fig. 3, are not present in Figs. 5 and 6 since they are categorical, thus
unsuitable for this analysis.



196 T. Verhelst et al.

In Appendix A (Figs. 7 and 8), we report the entire distribution of predicted
probability of churn for each shifted variable, instead of reporting only the dif-
ference between the means as in Fig. 6 and 5. This shows other characteristics of
the causal impact of these variables on churn, such as the change in the spread
of the probability distribution. Note that, while the churn is highly unbalanced
in the original dataset, the predicted probability of churn is balanced. This is
due to the EasyEnsemble methodology, which generates balanced subsets of the
original training set.

The causal impact of a smaller intervention is reported in Appendix A, Figs. 9
and 10. The intervention consists in adding or subtracting 0.5σi from each vari-
able separately, instead of σi as in Figs. 5, 6, 7, and 8. We observe that some
variables have almost the same impact as with a shift of 1 sigma (e.g. the out of
bundle variables), while others have significantly less impact, such as the num-
ber of contracts. In the latter case, this is due to the discrete distribution of
the number of contracts. Other variables, such as D13, have a proportionally
reduced impact on the predicted probability of churn.

Number contracts 2
Number contracts 3

Tenure 1
Tenure 2

OOB 4
U1
R1
S7
U4
S8
R6
R5

OOB 3
OOB 1
OOB 2

−0.06 −0.04 −0.02 0.00 0.02
Difference of mean predicted churn rate when increased

Legend Revenues Subscription Usage

Fig. 5. Difference of mean predicted
probability of churn when a standard
deviation is added separately to each
variable. Run on the SIM-only dataset.
Only variables inducing the most signifi-
cant change in the distribution are shown
(p < 10−10 with a two-sided t-test).

C8

S2

H16

H15

C7

C5

Tenure 2

Tenure 1

C6

Number contracts 2

D13

Number contracts 3

0.00 0.05 0.10 0.15
Difference of mean predicted churn rate when decreased

Legend Calls Hardware Sociodemo Subscriptions

Fig. 6. Difference of mean predicted prob-
ability of churn when a standard devi-
ation is subtracted separately from each
variable. Run on the SIM-only dataset.
Only variables inducing the most signifi-
cant change in the distribution are shown
(p < 10−10 with a two-sided t-test).

4 Conclusion

Churn prediction in the telecommunication industry is notoriously a hard task
characterized by the non-linearity of variables, large overlap between churn-
ers and non-churners, and class imbalance. Predictive modeling of churn was
achieved with a random forest classifier and the Easy Ensemble algorithm. In
a series of experiments on churn prediction, we assessed the impact of vari-
able selection, type of contract and use of engineered features. The results show
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that variable selection helps reducing computation time if at least 30 features
are selected. Also, the engineering of new features may be beneficial if variable
selection is applied. We explored the application of causal inference from obser-
vational data. More specifically, we applied 5 different causal inference meth-
ods, namely PC, Grow-Shrink (GS), Incremental Association Markov Blanket
(IAMB), minimum Interaction Maximum Relevance (mRMR), and D2C. The
results of these algorithms are heterogeneous yet consistent with prior knowl-
edge of the causes of churn. The direction of the causal influence of variables on
churn was estimated through a novel method of sensitivity analysis. This method
is based on the assumption that no latent variables are confounding factors of
churn and the variable under inspection. This method showed that some vari-
ables have a non-monotonic causal influence on churn, which is consistent with
expert knowledge.

5 Future Work

Results of causal analyses are difficult to validate without the ability to perform
experiments. In this study, we are limited to compare our findings with prior
knowledge of experts. Retention campaigns provide a promising opportunity to
validate causal hypotheses. They can emulate a variable manipulation by offering
risky customers targeted promotions. We plan to conduct such experiments in
the future through collaboration with Orange Belgium.

Uplift modeling is an interesting approach to incorporate causal consideration
in churn prediction [10]. In uplift modeling, the customers are ranked according
to the diminution of their probability of churn when subject to the campaign,
as opposed to usual churn modeling that ranks customers according to their
probability of churn. Retention campaigns will allow assessing the effectiveness
of this approach.

Another limitation of our approach is the arbitrary decision threshold we
fixed between inferred causes and non-causes for the mIMR and D2C algorithms.
Since these two methods output a score for each variable, we can instead com-
pute a performance curve (e.g. ROC, precision-recall) from the predicted scores
and the ground truth provided by experts. Although this is not suitable for
performing causal discovery per se, this allows to quantitatively evaluate causal
inference algorithms.

Undersampling and class balancing are used to ensure the computational
tractability of causal inference. However, this may result in sampling bias, and
its effect on the results has not been formally assessed. We can obtain more
robust and stable results by performing undersampling and the causal inference
experiments multiple times, as in the EasyEnsemble methodology.
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A Additional Figures on Sensitivity Analysis
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Legend
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Fig. 7. Distribution of the predicted
probability of churn when a standard
deviation is added separately to each
variable. Run on the SIM-only dataset.
Only variables inducing the most signifi-
cant change in the distribution are shown
(p < 10−10 with a two-sided t-test).
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Fig. 8. Distribution of the predicted prob-
ability of churn when a standard devi-
ation is subtracted separately from each
variable. Run on the SIM-only dataset.
Only variables inducing the most signifi-
cant change in the distribution are shown
(p < 10−10 with a two-sided t-test).
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Fig. 9. Difference of mean predicted
probability of churn when half a standard
deviation is added separately to each
variable. Run on the SIM-only dataset.
Only variables inducing the most signifi-
cant change in the distribution are shown
(p < 10−10 with a two-sided t-test).
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Fig. 10. Difference of mean predicted
probability of churn when half a stan-
dard deviation is subtracted separately
from each variable. Run on the SIM-only
dataset. Only variables inducing the most
significant change in the distribution are
shown (p < 10−10 with a two-sided t-test).
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18. Mitrović, S., Baesens, B., Lemahieu, W., De Weerdt, J.: On the operational effi-
ciency of different feature types for telco Churn prediction. Eur. J. Oper. Res.
267(3), 1141–1155 (2018). https://doi.org/10.1016/j.ejor.2017.12.015

19. Olsen, C., Meyer, P.E., Bontempi, G.: On the impact of entropy estimation on tran-
scriptional regulatory network inference based on mutual information. EURASIP
J. Bioinform. Syst. Biol. 2009(1), 308959 (2008)

20. Pearl, J.: Causality: models, reasoning, and inference. IIE Trans. 34(6), 583–589
(2002)

21. Petersen, M.L., Sinisi, S.E., van der Laan, M.J.: Estimation of direct causal effects.
In: Epidemiology, pp. 276–284 (2006)

22. Raeder, T., Forman, G., Chawla, N.V.: Learning from imbalanced data: evalua-
tion matters. In: Holmes, D.E., Jain, L.C. (eds.) Data Mining: Foundations and
Intelligent Paradigms, pp. 315–331. Springer, Heidelberg (2012). https://doi.org/
10.1007/978-3-642-23166-7 12

23. Scutari, M.: Learning Bayesian networks with the bnlearn R package. arXiv
preprint arXiv:0908.3817 (2009)

24. Spirtes, P., Glymour, C.: An algorithm for fast recovery of sparse causal graphs.
Soc. Sci. Comput. Rev. 9(1), 62–72 (1991)

25. Spirtes, P., Glymour, C., Scheines, R.: Causation, Prediction, and Search, vol. 81.
Springer, New York (1993). https://doi.org/10.1007/978-1-4612-2748-9

26. Tsamardinos, I., Aliferis, C.F., Statnikov, A.R., Statnikov, E.: Algorithms for large
scale markov blanket discovery. In: FLAIRS Conference, vol. 2, pp. 376–380 (2003)

27. Verbeke, W., Dejaeger, K., Martens, D., Hur, J., Baesens, B.: New insights into
churn prediction in the telecommunication sector: a profit driven data mining app-
roach. Eur. J. Oper. Res. 218(1), 211–229 (2012)

28. Verbeke, W., Martens, D., Baesens, B.: Social network analysis for customer churn
prediction. Appl. Soft Comput. 14, 431–446 (2014). https://doi.org/10.1016/j.
asoc.2013.09.017

29. Zhu, B., Baesens, B., vanden Broucke, S.K., : An empirical comparison of tech-
niques for the class imbalance problem in churn prediction. Inf. Sci. 408, 84–99
(2017). https://doi.org/10.1016/j.ins.2017.04.015
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