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Preface

Finance has always taken advantage of technological innovation. No sooner
had the telegraph been invented than traders were using it to arbitrage the
price of stocks across cities. With the telephone, came the first forms of home
banking. The introduction of computers transformed stock exchanges from
overcrowded and loud pits to silent rooms filled with microprocessors. Yet,
for most of the last two millennia, technological innovation has only allowed
finance to do roughly what had been done before, though it has allowed us to
do the same things better, faster, and more cheaply. The loans granted in the
1990s were not so different from the loans described in the Hammurabi code
(1754 BCE) nor was it different the way those loans were granted almost four
millennia later.

To be sure, technological innovation in finance has allowed financial trans-
actions to be carried out at scale. At the end of the last decade of the twentieth
century, for example, enormous amounts of money were wired daily around
the world, credit and charge cards became the standard form of payment
around most of the developed world, and credit started to be granted with
credit score models. Still, international wire transfers were just a faster version
of the letters of credit used during the Crusades. Credit card payments were a
more sophisticated version of store credit, present since stores were invented.
Even the most advanced credit score models resemble very closely the way
yesteryear bankers were granting credit: they use the same qualitative and
qualitative variables. In other words, technology reduced the cost of collecting
and processing information, but it did not substantially change the business
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of making payments and loans nor did it eliminate the essential frictions
these involved, from adverse selection to moral hazard. A loan at the time
of Hammurabi faced roughly the same moral hazard and adverse selection
risk of a loan at the time of George Bush.

Not only did technological progress in the past not disrupt the way finance
was done, it did not disrupt the existing financial institutions, which were the
only institutions with the scale and resources to apply these innovations first.
Thanks to the telegraph, stock exchanges became more efficient. Thanks to
automated tellers, incumbent banks were able to reach every corner of the
earth. Thanks to computers, large trading houses could reduce the cost of
trading to a fraction of what it used to be.

At the beginning of the third millennium, however, the confluence of three
major innovations has started to revolutionize the way finance is conducted.
The first is the widespread introduction of sensor technology beginning with
the first smartphone, the iPhone, in 2007. Thanks to smartphones, today’s
average individual has at her fingertips thousand times more computing
power than was necessary to send man to the moon, more information than
the best library used to contain, and more communicating power than any
propaganda machine ever dreamed of possessing. More importantly, smart-
phones convinced most human beings to wear tracking devices, once reserved
only for convicted felons on parole. Not only is it now possible to know
whom we have talked to, but also where we have been, near whom, and for
how long. Smartphones can track what searches we carried out, what books
we bought, what vacations we shopped for, what dreams we have, and which
diseases we fear to have. The latest iterations of smart devices add biometric
information to the mix. These allow phones to capture additional informa-
tion that we may not know ourselves. The smartphone knows when you are
stressed, when you are low on sugar, and when you like a person of the same
or opposite sex. In so doing, smartphones have enabled a degree of constant
surveillance, a panopticon, that even Bentham or Orwell would have strug-
gled to conceive. While this surveillance poses very serious political problems,
it does create enormous opportunities to eliminate the frictions of financing.

These frictions are largely related to the asymmetry of information. Adverse
selection and moral hazard problems are intrinsically linked to the inability
to observe some individual characteristics or some actions, respectively. In
fact, adverse selection used to be called ’hidden information’ and moral
hazard ’hidden actions’. If neither information nor actions can be hidden,
the financing frictions related to the asymmetry of information, which have
dominated the finance literature for the better part of the second half of the
twentieth century, are eliminated.
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In addition, smartphones have also reduced, if not eliminated the cost of
coordination. All human exchange requires some degree of coordination. A
buyer needs to find a willing seller and vice versa. From the Roman Forum to
the Middle Age fair, this coordination has been resolved through the creation
of physical places where people could meet. Geographical distance, however,
constituted a major impediment to the liquidity of those markets, as it did the
cost of spending the better part of a working day waiting for the counterparty
to show up.

To facilitate the matching of buyers and sellers and create liquidity, finan-
cial institutions also created standardized contracts. Commodity futures
contracts, for example, carefully specify what has to be delivered, when it
should be delivered, and where it should be delivered. If the contracts on
offer do not match the buyer’s specific needs, the buyer has to incur basic
risk.

Smartphones have solved all these problems. Buyers and sellers do not need
to meet in the same physical location, since they can easily find each other in
cyberspace, as eBay or Taobao has shown. Buyers and sellers do not need to
spend time waiting for each other, because thanks to the internet, they can
arrange to meet virtually at pre-determined time in a virtual space. Facilitating
liquidity, these innovations have reduced the need for standardization. If a
buyer can find a seller matched along all the dimensions she values, she does
not need to converge to the standardized liquid market, but she can trade in
a bespoke one.

On the one hand, this flexibility has enormously expanded the options for
individuals. On the other hand, it has led to privatization of many of these
markets. When a physical location was involved, the market itself was either
publicly owned or jointly owned through a cooperative. In contrast, virtual
markets are generally owned by a private entity, which maximizes its profits,
not necessarily the quantity traded.

Finally, smartphones have radically changed the customer experience.
Historically, merchants have chosen what to show to a customer and how
to show it. The only limitations were imposed by regulation and/or competi-
tion. But competition only worked inasmuch as customers interacted repeat-
edly with the same firms. In most consumer financial transactions, however,
customers participate in the market relatively infrequently (for example, when
buying a house) and sometimes learn about their mistakes only many decades
later (for example, when they buy insurance, or when they invest in pension
funds). The computing power of the smartphone, however, can dramatically
change this situation. Information can easily be collected and rearranged
in a customer-friendly way. Even legal clauses can easily be scanned by an
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algorithm and be flagged out as potentially dangerous for the uninformed
customer.

Today, smartphones have been augmented by the Internet of things which
comes with near-ubiquitous coverage by a huge number of sensors scattered
in our houses or in our neighbourhoods that gather an even larger amount of
information on us, in many cases, without us even being aware of the extent
of the information being gathered.

While the introduction of widespread sensor technology is by far the most
important innovation, its applications to financial services would be relatively
limited if it were not for parallel developments in artificial intelligence (Al)
and cryptography. Most human beings do not have either the time or the
ability to interpret the massive amount of data produced by smartphones
and sensors. Artificial intelligence has been defined as the ’ability to correctly
interpret external data, to learn from such data, and to use those learnings
to achieve specific goals and tasks through flexible adaptation’ (Kaplan and
Haenlein (2019)). Thus, the application of Al to the massive amount of data
produced by sensors changes the way financial services are offered and the
way they are purchased. The use of Al need not be benign. It is possible to
imagine your smartphone monitoring your sugar levels and sending you an
advertisement for an impulse buy of clothes when your sugar levels are low
and you have little ability to resist.

Transacting at a distance, without trusted intermediaries, would be too
costly without the modern developments in cryptography. Currently, securely
transferring payment and other confidential information requires the use
of a trusted intermediary, usually a bank, who extracts large rents for this
certification role. Commodity trade finance, for example, is a complicated
process that involves exchanging signed original paper letters of credit that
require frequent amendments and involve participants from around the world
who do not know each other. By putting the verification process onto an
immutable encrypted blockchain allows buyers and sellers to transfer infor-
mation with no possibility of tampering, and most importantly, no central
rent-extracting intermediary.

In sum, the combination of sensors, Al, and cryptography is revolution-
izing the way finance is provided. As with all revolutions, the fintech one is
likely to bring about a lot of improvements but will also leave a lot of blood
in the streets. In this handbook, we try to provide a comprehensive analysis
of the way in which the provision of financial services is changing, through a
series of contributions by leading experts. We also try to provide a reasoned
guide of how this evolution will change the financial landscape. By its very
nature, this is a speculative exercise, since revolutions often take unexpected
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directions. Nevertheless, we think it is a necessary step towards an under-
standing of the changes that are taking place under our eyes. We are finishing
this handbook as governments around the world respond to the COVID-19
virus with policies that have dramatically slowed economic activitcy. While
no one can predict with certainty what the post-COVID financial services
landscape will look like, evidence suggests that the rate of adoption of digital
financial services has been accelerating in many countries as a result of the
crisis. As a result, regulators and policy-makers may be confronted with many
of the issues raised in this handbook much sooner than we would have
anticipated even a year ago.

In analysing these changes, we will distinguish to what extent they are
opportunistic or really value-enhancing. In some instances, the opportunistic
nature of the changes is clear, as when technology is applied to arbitrage regu-
latory requirements. In others, it is ambiguous. If applied by all lenders, a
better way to screen borrowers helps allocate credit where it is most needed.
Yet, when one lender introduces a better credit-scoring model, she also bene-
fits by being able to dump hidden bad credit risks to her competitors. For
example, a US Midwest insurance firm, Root insurance, uses detailed smart-
phone location and acceleration data to target only careful drivers. Other
insurance companies in the area not using this technology are stuck with poor
drivers. Similarly, using Al to make credit allocation decisions, might lead to
discrimination on racial, gender, or geographic grounds.

Technology is not intrinsically good or bad. The same computational
power that enables banks to maximize the number of overdraft fees charged
to their poor customers also empowers new companies to offer a management
system to their customers for free to avoid the very same charges. What makes
technology good or bad is the use we make of it. Competition and regulation
determine the way technology is used and, thus, whether it is used to the
benefit of humankind or its detriment.

As economists, we should know that competition plays a crucial role in
ensuring that technology is used for the benefit of everyone, yet all too often
we forget this truism. With all its benefits, technological innovation carries
also a major risk: a tendency towards monopolies. The increasing return to
scale provided by data, the close to zero marginal costs of expanding a digital
business around the world, and the network externalities present in many of
the finance functions, like payment, create the conditions for a winner-take-
all market. In the United States, the entrenched position of existing players
makes this tendency less visible, but in other countries, where the incumbents
are weak or non-existent, it is blatant. Kenya provides a striking example.
While M-Pesa created an efficient way to transact at a distance, providing
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access to financial services to a mostly unbanked population, it did so by
creating a monopoly in the payment market and conferring enormous market
power to one mobile communication player. As a result, Kenyans have to pay
hefty margins for both services. In China, where financial institutions were
not very developed, Ant Group is creating a conglomerate with a dominant
position in all services, from payments to credit, from wealth management to
insurance. Its power is not limited to China. Ant Group has major stakes in
mobile payment systems the world over: from PayTM in India to PayGo in
Indonesia, from Kakao Bank in Korea to MercadoLibre in Argentina.

Network externalities and increasing return to scale, however, are not just
immutable technological features, they are also the product of regulatory
choices. If phone companies do not enjoy network externalities, it is because
regulation forces all phone companies to accept calls coming from the clients
of other companies. In the same way, the reason why we can easily switch
from a mobile provider to another, carrying our phone number with us,
is because in most developed countries, regulation has forced companies to
accept number portability.

The same is true in most finance markets. Mandatory interoperability
could resolve the monopoly problem in the Kenyan payment system. The
problem is that interoperability needs to be not only mandated, but also
enforced, which is not always easy when a lot of technical steps are involved.
Interoperability is better achieved by creating a common standard through
a public—private partnership, like the Unified Payment Interface developed
in India by the National Payments Corporation, a not for profit enterprise
owned by the Reserve Bank of India and a consortium of major banks.

As network externalities can be eliminated, so can the barrier to entry
created by data ownership. If the ultimate ownership of the data is allocated to
customers (as done in Europe), customers can easily transfer their data across
banks to create more competition for their business. This is the purpose of
the European Open Banking directive, which mandates an open Application
Process Interface (API) to enable clients to transfer data across banks. While
at the time of writing, the practical success of this initiative is still in question,
it clearly goes in the right direction.

In the world of finance, especially household finance, competition—while
necessary—is not sufficient to ensure that technology will bring benefits to
everyone. This is where regulation plays a crucial role: regulators are entrusted
with the very difficult role of separating the social value of innovation from
its market value (i.e., its ability to generate profits). Faced with this challenge,
it is easy for regulators to fall into one of the two extremes. One extreme
is the ‘just say no’ approach. After all, no regulator loses her job for failing
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to license a new startup. At the other extreme, there is the techno-optimist
regulator who, inspired by the potential of the technology or by a lucrative
future career in the industry, considers all profitable innovations as welfare
enhancing. For this reason, it is especially important that regulators under-
stand not only how technology is changing finance, but also what the welfare
effects of this innovation are.

Last but not least, financial regulators will share some of the responsi-
bility in promoting competition. Historically, financial regulators were more
concerned with financial stability than with competition, often happy to
sacrifice the latter on the altar of the former. Today, if they want technolog-
ical improvements to benefit consumers, financial regulators have to ensure
a lively competition. This goal cannot be delegated uniquely to the antitrust
authorities. When it comes to creating common standards, financial regula-
tors have to play a major role as played by the Reserve Bank of India for the
Indian payment system. Performing this role, however, requires regulators to
have the technical skills to understand how competition can be promoted in
a rapidly evolving field. We hope this handbook provides them with a useful
guide in this sense.

Each of the six sections in the handbook in the handbook address an aspect
of technological finance of interest to regulators in the context of regulatory
objectives and impact on society. The thirty-one chapters have been authored
by a group of academics and leading expert practitioners from around the
world with a deep understanding of developments in technological finance
and the implication for regulation and policy-making. The geographic diver-
sity of the authors reflects the transnational nature of technological finance
and the implication for the global regulatory and policy-making community.
In short, doing nothing and not responding to these developments is not
a viable option for regulators because whatever innovation emerges in one
regulatory jurisdiction is likely to propagate and appear in many others.

The first section of this handbook includes two chapters providing an
introduction to technological finance by examining its impact on coordina-
tion and personalization in both present and historical terms. The chapter
from Lin and Brown focus on the present by providing an overview of the
benefits and risks to consumers posed by new channels and instruments
of finance enabled by technology-enabled innovation, such as digital-based
microlending and cryptocurrencies. The chapter contributed by Chambers,
Saleuddin, and McMahon focuses on the past by examining four historical
cases which, like innovations emerging today, were responding to market
demand and eventually required new regulation to protect consumers.
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The second section of the handbook includes five chapters examining the
development of both public and private digital currencies, a topic that is of
intense interest to regulators and policy-makers as this book goes to press.
The chapter by Chowdry and Kim is a cryptocurrency primer providing an
overview of Bitcoin and explain the mechanics of the Bitcoin blockchain with
the aim of dispelling common misconceptions that have emerged regarding
the decentralized process for validating Bitcoin transactions. The following
chapter by Lee, Parlour, and Rajan addresses a central question in the
minds of many regulators as they assess the risks and policy implications
of cryptocurrencies: ‘are they economically new, or simply new technolog-
ical packaging of something familiar?” The chapter by Arjalies departs from
an economic view of alternative currencies by providing a comparative anal-
ysis of three cryptocurrencies and one ‘complementary’ currency through
the lens of a sociologist. Her analysis considers the production of the value
attributed to each of these currencies and highlighting how their value is
influenced by their social context, a reminder that adoption of technological
innovation involves social processes and outcomes. The chapter contributed
by Pieters addresses the ontological confusion manifest in many discussions
of digital currency regulation by providing a well-structured comparison of
the form and structure of digital currency types. She highlights the trade-
offs that Central Banks face in deciding whether to issue a Central Bank
Digital Currency (CBDC), and suggests that issuance of digital curren-
cies by independent entities may have moved timing for CBDC outside of
the control of the Central Banks. Jagtiani and her co-authors wrap up the
discussion of cryptocurrencies with a chapter discussing the regulatory impli-
cations for investors, which is a timely contribution given the increasing
institutionalization of private cryptocurrencies like Bitcoin and Ethereum.

The chapters in the third section of the book, Payments and Trading, are
divided into two parts to provide a more coherent discussion of technological
innovation on the infrastructure underpinning these exchange activities. The
first part discusses alternative payments, and begins with a chapter authored
by Ndung'u and Oguso that provides an empirical study of the develop-
ment of digital financial services delivered via mobile phones and its impact
across sub-Saharan Africa following the launch of the M-Pesa mobile payment
system in Kenya. The authors are well-placed to comment on this impor-
tant regional development given Ndung’'u was the Governor of the Kenyan
Central Bank when M-Pesa was introduced. While their chapter makes the
case for regulators proactively supporting innovation they also highlight areas
of emergent risk needing regulatory intervention to ensure the sustainability
of public good outcomes from this innovation.
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Feyen, Frost, Natarajan, and Rice continue the theme of payment inno-
vation in developing economies by exploring the potential impact of digital
money in the forms of stablecoins and central bank digital currencies in cross-
border payments and remittances. The distinction between developed and
developing economies is important when considering the impact of these new
forms of money since the benefits they potentially bring depend on the state
of the existing national payment rail infrastructure. The authors suggest that
other forms of technological innovation in the payment system will poten-
tially undermine many of the anticipated advantages advanced by proponents
of stablecoins.

The second part of the Payments and Trading section explores inno-
vation in the context of asset tokenization. Hillary and Liu begin with
a review of different types of tokenized assets and highlight some of the
challenges that Initial Coin Offerings introduced for regulators, including
accounting, taxation and security. Gans and Gandal contribute a critical
analysis of various consensus mechanisms employed to validate information
recorded on distributed ledger systems, and highlight the trade-offs associated
with different mechanisms. The consensus mechanisms in public blockchains
are highly decentralized, which introduces challenges for regulatory supervi-
sion regimes designed for highly centralized market infrastructure. In their
chapter, Matsuo, Ushida, and Wright take inspiration from internet gover-
nance models to propose a multi-stakeholder polycentric governance struc-
ture for the ‘permissionless innovation’ associated with decentralized systems.
McKeon and Schloss survey the legal environment around blockchain appli-
cations such as smart contracts which do not fit easily within existing legal
frameworks, and suggest that norms around these new applications will be
the foundation for a new body of law. The application of blockchains in trade
and exchange is examined in the chapter authored by Benedetti, McKeon,
and Phiffer. The authors survey the trading and exchange landscape and high-
light the potential benefits that blockchain-based infrastructure can bring to
these activities and identify significant barriers that need to be overcome in
order to realize these benefits.

The themes of information asymmetry and coordination are addressed in
the discussion of crowdfunding in Chapter Four. Chemla and Tinn begin
the chapter by examining two very different forms of crowdfunding, reward-
based crowdfunding and initial coin offerings, with degrees of information
asymmetry. Abassi and Ivery continue the examination of information asym-
metry in crowdfunding with their assessment of literature analysing the peer-
to-peer online credit market, and offer their views regarding the regulatory
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frameworks needed for this activity to be sustainable and contribute to a more
inclusive financial system.

Schweinbacher’s chapter focuses on crowdfunding and the role that online
platform intermediaries play in coordinating the equity financing for early-
stage companies. He compares the efficiency of these platforms with tradi-
tional sources of this funding and suggests that coordination costs remain
relatively high given the uncertain returns to investors, suggesting that consol-
idation and collaborations with more traditional sources of equity funding
may be the future direction of travel. Schweinbacher’s conclusions seem
prescient, given the mergers and acquisitions of crowdfunding platforms that
took place during the COVID period. Chen, Kavuri, and Milne consider
information asymmetry in the context of consumer protection in the regula-
tory frameworks for online alternative (non-bank) lending platforms in three
very different regulatory jurisdictions: the UK, the US, and China. Schizas,
Bennett, and Samarah round out this section with an examination of crowd-
funding regulatory frameworks aimed at categorizing the approaches used by
a global sample of regulatory jurisdictions. They find little consensus around
‘good practice’, and suggest regulatory approaches which effectively signal
quality may be effective in reducing information asymmetry.

The digital transformation of the global economy is generating huge
volumes of data, and the fifth section of the book examines the implications
of data-driven business models emerging in financial services. Romero and
Fitz begin this section by examining how psychometric analytics and artifi-
cial intelligence technologies are creating an increased level of intimacy in the
relationship between providers of financial services and their customers with
important implications for privacy. Romero and Fitz continue this theme in
a second chapter, diving deeper into Al to provide a primer on the applica-
tion of neural networks and deep learning in alternative finance, providing
the reader with the opportunity to comprehend the profound implications of
these technologies in the financial system.

Financial services firms based in China are increasingly recognized as
leaders in big data innovation in financial services, in part because of the
large population and regulatory environment providing access to the large
amounts of data needed to train machine learning models. Huang and Qian
examine the impact of these developments applied to credit allocation on
financial inclusion and economic development in China and other developing
economies. Two chapters in this section consider the impact of data-driven
business models. King, Timms, and Tzameret consider how a historically
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slow-moving sector, global insurance, is likely to be impacted by the adop-
tion of big data business models, and suggest that risk of increased discrim-
ination will be a particular challenge insurers will need to overcome given
the nature of underwriting risk. Kavuri and Milne examine the data-driven
business models of non-bank providers of working capital finance, essen-
tially investigating to what extent these new platforms are substituting versus
complimenting traditional providers, particularly in providing access to small
borrowers. This is an important issue for policy-makers deciding whether to
introduce policies support innovation in alternative credit provisioning.

Data-driven investment models combining the power of smartphones
with Al-enabled personalization have the potential to significantly disrupt
the investment industry, and the chapter authored by D’Acunto and Rossi
considers the effects of robo-advising on the investment, saving, and spending
decisions made by consumers. The authors highlight several regulatory issues
raised by ‘democratizing’ consumer access to financial advice including the
risk of increasing rather than decreasing inequalities. New entrants in the
investment management sector space are potential beneficiaries of open
banking initiatives which enable consumers to provide third parties with
access to their data held by providers of financial services. The potential of
open to level the playing field between incumbents and new providers of
financial services is the focus of Ziegler’s concluding chapter to this section.
While there is consensus around the conceptualization of open banking,
Ziegler’s chapter highlights how the implications for market integrity, compe-
tition, and consumer protection vary depending on the implementation
regime with a comparative analysis of the UK, Australia, Hong Kong,
Singapore, Brazil, and Mexico.

The sixth and final section of this handbook addresses the welfare implica-
tions of the technological innovations discussed in the prior chapters. Morse
and Pence begin by examining how technology is shifting the impact of
discrimination on different actors in the financial system, both positively and
negatively, and highlight the critical role that policy and regulation can play
in mitigating negative outcomes. Peng and Zhu discuss the implications of
Al and alternative data methods used to reduce information asymmetry in
trust-building mechanisms used in lending. They compare the trust-building
case of China with systems in more developed countries and highlight cost—
benefit trade-offs of approaches using big data analytics, particularly in coun-
tries like China with a strong trust deficit. Another factor influencing infor-
mation asymmetry and trust is identity verification, which is a prerequisite
for participating in the financial system. As a result, digital identity systems
are a public policy priority in many countries seeking to increase financial
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inclusion and mitigate risks associated with money laundering and terrorist
financing. Chowdry, Goyal, and Ahmed analyse India’s Aadhaar system which
has provided 1.25 billion Indians with a digital identity, and offer insights
regarding both the operationalization challenges and the consequences for
Indian society of this system for Indian society.

The final chapter of the book authored by Boissay, Ehlers, Gambacorta,
and Shin addresses an issue that may prove to be existential for many incum-
bent financial services firms—the entry of ‘big tech’ into financial services.
This development also presents regulators with a number of novel chal-
lenges, particularly for those with regulatory frameworks focusing on entity-
based regulation rather than activity-based regulation. The authors highlight
a number of coordination issues that regulators will need to contend with
as they seek to reconcile competition and privacy policy at the national level
with financial regulation based on international standard-setting. The chal-
lenges introduced by the transnational nature of technological finance suggest
an unprecedented need for international collaboration and coordination by
national regulators.

Cambridge, UK Raghavendra Rau
Cambridge, UK Robert Wardrop
Chicago, USA Luigi Zingales
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An Overview of Technologically Enabled
Finance

David C. Brown and Mingfeng Lin

1 Introduction

Information is fundamental to all businesses. Generating information about
consumer demands creates market opportunities and information about
industry dynamics leads to competitive advantages. Processing information
leads to improved decision making, creating efficiencies, and reducing costs.
Transmitting information allows individuals and businesses to communicate
and interact, facilitating valuable trade. Recent advancements in informa-
tion and internet technologies have changed how we generate, process, and
transmit information, and in doing so, have changed how businesses operate.
Within the finance industry, the use of these technologies to create new
financial services or to improve existing services, is broadly referred to as
technologically enabled finance, or “FinTech.”

Harnessing the value of information faces both technical and economic
challenges. From a technical standpoint, information may be hard to process
and incorporate into decision processes, like “soft information” in the
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banking industry (Liberti and Petersen 2018). From an economic standpoint,
owners/producers of information may not be willing to give away informa-
tion due to privacy or financial concerns, and receivers of information need
to have reasons to trust its contents. New FinTech innovations can help to
overcome both challenges, by changing the ways information is generated,
processed, and transmitted through our financial system.

As an example, a typical argument for the existence of community banks is
their ability to gather and process soft information about local borrowers and
businesses. By interacting with borrowers directly prior to and after loan orig-
ination, community banks are able to gauge their creditworthiness beyond
the typical credit information vector. Information technologies such as artifi-
cial intelligence, particularly text mining, computer vision, and video mining,
have the potential of significantly expanding the number of quantitative
dimensions upon which a borrower can be evaluated. Transferring informa-
tion about a particular borrower is also much cheaper than person-to-person
communications based on personal perceptions and subjective judgment.
Ignoring privacy and security concerns (for now), blockchain technology can
take this one step further to make errors about a borrower’s credit profile
much less likely, further reducing the cost of transmitting information (from
one bank to another, for example). In fact, by ensuring the accuracy of infor-
mation through technologies such as blockchain, technology can do increase
the “trust” that users have about information. Increasing trust can mitigate
information asymmetry when information is transferred from the original
stakeholders (e.g., the original borrower and lender) to future stakeholders
who rely on historical information (e.g., information in credit reports) for
future decision-making.

Some of the most exciting changes that gave rise to the FinTech
phenomenon have roots in how technologies enable gathering information
from large networks of people. Crowdfunding is a prime example. Even if we
look at the “simplest” type of crowdfunding—donation-based crowdfunding
such as Kiva.org (it is relatively simple since there are fewer financial impli-
cations than other types)—it would have been technically impossible and
financially prohibitive to reach potential donors on a global scale and fund
small loans in the magnitude of just several hundred or thousand dollars
each. Thanks to online platforms, it becomes much more likely for small-
scale donations to create significant social impacts by matching the demand
and supply sides of funds. Rewards-based crowdfunding goes a step further
allowing enthusiasts to provide funding for early stage business ideas through
pre-sales of products not yet produced. Debt-based and equity-based crowd-
funding—more squarely in the realm of finance—match the supply and
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demand of capital in expectation of financial returns. Crowdfunding plat-
forms enable transactions that were unthinkable before Web 2.0 (and beyond)
allowed interactive and social content (compared to the static internet in Web
1.0), and new technologies will continue to be used to bring together the
supply and demand sides of funds.

From the perspective of personal finance, tremendous opportunities have
been identified, and many remain to be explored, in connecting individual
consumers to the “right” mix of financial assets. Robo-advisors have become
prominent, and both financial planning and insurance are embracing new
technologies. In fact, the scope of “financial assets” has significantly changed
in recent years, particularly fueled by the astonishing rise—and subsequent
volatility—of cryptocurrencies. Determining how to incorporate such new
assets classes into individuals’ financial management presents significant
opportunities for researchers and businesses alike.

Despite tremendous growth thus far, FinTech has yet to realize its full
potential. Most notably, tensions remain between the proclaimed benefits of
technologies, and various concerns of using those technologies. For example,
FinTech often utilizes “big data,” but big data presents inherent privacy
concerns. Balancing the competing goals of enhanced information quality
and tight privacy controls creates regulatory challenges and new business
opportunities.

In this chapter, we focus on how financial technologies have changed the
way that market-relevant information is gathered, produced, verified, stored,
transmitted, and processed. We consider how financial technologies enable a
more efficient marketplace, and also how efficiency gains may raise privacy
and regulatory concerns. We organize our discussions in two main areas.
The first section focuses on the matching between supply and demand of
capital, including individual credit access and business financing. We discuss
new business models such as peer-to-peer lending and other types of crowd-
funding, and the impact of new technologies such as blockchain on record
keeping and credit monitoring. The second section examines FinTech from
the perspective of personal finance, discussing new investment opportuni-
ties enabled by the growth of FinTech and new ways business are providing
financial guidance to investors. Throughout the chapter, we highlight new
businesses that are driving FinTech innovations and existing businesses that
are adopting new technologies to remain competitive. We also discuss regu-
latory and social welfare issues, examining the trade-offs between privacy
and efficiency gains as well as the potential for biases in algorithms. Finally,
we discuss unresolved questions that provide potentially fruitful research
opportunities.
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2 Matching Supply and Demand of Capital

2.1 Individual Credit Access

The growth of data, the Internet, and computational machinery have signifi-
cantly affected how individual creditworthiness is quantified. We now know
much more about individual consumers. In addition to the hard, cold
numbers in credit reports, companies have collectively accumulated a poten-
tial gold mine of data about nearly everyone. From social media activities
(Facebook, Twitter, Pinterest), to the physical trajectory of mobile phones
and every single touch on those phones; from order histories on e-commerce
websites, to health expenditures, the amount of information that busi-
nesses (individually and collectively) gather about consumers is staggering.
In this section, we explore ways this transformation has affected individual
credit access, and what questions these effects raise for both regulators and
researchers.

A consumer’s online friendship network, typically revealed in his or her
social networks, can serve as a useful mechanism to gauge his or her credit-
worthiness. Online person-to-person lending was one of the earliest industries
to explore the power of social networks in enhancing credit access, either in
the sense of reducing adverse selection or reducing moral hazard. Prosper.
com, one of the earliest such platforms in the United States, allowed users
to create their friendship networks through a referral process, and research
shows that lenders can use network features to infer borrowers’ quality (Lin
etal. 2013). LendingClub.com started as an app on Facebook, and even after
moving onto its own website, its platform promoted social networks among
borrowers and lenders for years. The platform provided a tool for lenders
to identify potential connections to the borrower (location, employer, alma
mater, etc.). Other aspects of information revealed by the borrowers can also
help predict their willingness and ability to repay. For example, linguistic
features of text written by borrowers can be “mined” to predict borrowers’
default likelihood (e.g., Gao et al. 2020).

Some international FinTech startups have pushed the envelope even
further. In China, for example, a growing number of companies originate
small loans to consumers based on a virtual “dump” of personal information
on their mobile phones. WeCash.net and Qudian are two such examples.
The big data obtained from these borrowers can include intimate personal
data such as e-commerce activities and browsing histories, bank account
information, cell phone location trajectory, and even a borrower’s list of
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contacts—your information could be in their database if your friend requests
funds from them.

As algorithms improve, we will increasingly be able to extract economically
meaningful information from vast amounts of structured and unstructured
data about potential borrowers (text, images, videos, etc.), and even their
online friends. But what do these changes imply for society?

From an economic point of view, how big data will affect lenders (both
FinTech startups and incumbent banks) and borrowers is unclear. Increased
data access could be great news for lenders, because they can now get closer
to first-degree price discrimination. With access to more accurate informa-
tion about borrowers, lenders can price loans to potentially reach borrower’s
maximum willingness to pay. From borrowers’ point of view, better informa-
tion and the potential for enhanced price discrimination will likely lead to
benefits and costs, and create both winners and losers in the process. Worse
borrowers who were able to “blend in” with better borrowers in the past will
now either have to pay higher interest rates, or may not be able to borrow
at all. Separating from worse borrowers (whether through characteristics in a
credit report or behaviors such as driving patterns) will likely improve better
borrowers’ rates, but how much those borrowers benefit will depend on the
degree of lender competition. Increased data availability may reduce lenders’
costs and enhance competition for borrowers’ benefit (e.g., by attracting more
lenders to enter the market), and it may also enable some credit-worthy
borrowers who did not have access before to gain access due to the alternative
data sources made possible through big data. Furthermore, if borrowers can
easily share their information with lenders, rather than lenders having control
of their information, borrowers may be net beneficiaries of big data through
less “lock-in” and increased competition. In either case, the platforms and
providers of technologies will certainly try to obtain a share of the surplus
gain from reduced information asymmetry; but how this will affect tradi-
tional capital providers (such as banks) is less clear. FinTech startups often
work closely with these traditional institutions; for example, LendingClub,
Prosper.com and Kabbage all collaborate with banks in the issuance of debt
notes. Such relationships are likely to benefit some banks, but the effect on
the “average” traditional bank is ambiguous.

From a regulatory standpoint, it is even less clear how big data will, and
should, be used. To start, algorithms are often either proprietary to the
platform or lender, or licensed through third parties, making monitoring
the appropriateness and legal compliance of such algorithms challenging.
For example, will regulators be able to ensure that lenders are not using
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protected information such as gender, age, and race in making credit deci-
sions?! One potential means to monitor compliance is by evaluating a lender’s
loan portfolio; do the borrowers’ characteristics match the populations” char-
acteristics? While lenders may not explicitly use protected information, it
seems inevitable that at least some of the big data about borrowers could
significantly correlate with those protected characteristics. In that case, does
using information that is correlated with protected information, such as
a borrower’s neighborhood or zip code, constitute discrimination? Alterna-
tively, if a lender’s portfolio characteristics do not naturally match population
characteristics, should the lender be able to use protected information
(or information correlated with protected information) to target particular
customers such that their resulting portfolios do match population charac-
teristics’ How firms and regulators should and will address these issues are
challenging and meaningful questions to pursue.

2.1.1 Microlending

Microlending  typically refers to donation-based crowdfunding for
entrepreneurs in third-world countries. A well-known platform is Kiva.org,
which enables donors to help entrepreneurs in impoverished countries.”> The
persons providing funding are considered “donors” because, although the
borrowers still have an obligation to repay, the interest rate that the donors
receive is zero. Kiva makes this possible by working with microfinance
institutions (MFIs) around the globe, who work with local entrepreneurs,
obtain information from them, and post their requests online. Once the
funds are sent to the entrepreneurs, the microfinance institutions monitor
the repayment process and provide updates to the donors.

Microlending has some significant differences from donations, however.
Very importantly, although donors do not charge interest rates on their dona-
tions, the microfinance institutions do. According to Kiva, the microfinance
institutions charge an average interest rate of 35%, which often does not cover
the high operating costs of these lenders.’

Microlending demonstrates the power of internet technologies in
matching the supply and demand of funds on a global scale. But ques-
tions remain about the actual economic impact of such activities, especially

1 Butler et al. (2020) shows evidence of racial discrimination in the auto loan market.
2 Recently, Kiva has also started working with entrepreneurs in the US.
3 hteps://nextbillion.net/kiva-responds/.
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the distribution of gains from this process. For example, many microfi-
nance institutions are profit-driven, and the monitoring of their activities
remains challenging due to the varying legal structures and rights in different
countries (Yermack 2018). This is exacerbated by the fact that the ultimate
borrowers (entrepreneurs in economically disadvantaged areas) may not have
internet access without the help from the MFIs. How should these MFIs
be regulated? When is their profit excessive? To what extent should donors
believe the information that they see on internet platforms, from the descrip-
tions of borrowers, to the status updates? Even if information is fabricated,
it is virtually impossible for other parties to verify. None of these questions
are easy to answer, as demonstrated by stories of MFIs on Kiva abusing the
goodwill of donors and committing fraud.* If lefc unregulated, or under-
researched, microlending may not realize its potential to address the needs
of those at the bottom of the pyramid. Microlending could even strengthen
the market power of potential loan sharks by providing them with cost-free
capital, further hurting disadvantaged demographics.

2.1.2 DPeer-to-Peer Lending

Peer-to-Peer (P2P) lending5 originated as an almost idealistic model of
finance: circumventing big banks and corporations (the so-called“middle
man”) so that borrowers can pay less and small investors can earn more.® P2P
lending is one of the first major FinTech innovations, and in terms of scale,
it has always been the largest among all types of crowdfunding.” Institutional
investors now play an increasingly large role in P2P markets, so the word
“peer” may soon lose its relevance (Lin et al. 2018; Vallee and Zeng 2019).
Moreover, there is significant concern over whether the industry’s growth
is sustainable. For example, the UK FCA (Financial Conduct Authority) is
revisiting whether retail investors are able to successfully take advantage of
this new market and are investigating whether retail investors were sufficiently
warned about the underlying risks in this industry.

4 http://media.kiva.org/INNOV-SKOLL-2009_flannery.pdf.

5 There is a small but growing academic literature on peer-to-peer lending. Examples include Chava
et al. (2017), Pope and Sydnor (2011), Freedman and Jin (2008), Hildebrand et al. (2016), Tang
(2019), Duarte et al. (2012), Iyer et al. (2015), Lin and Viswanathan (2015), Wei and Lin (2016),
Michels (2012), and Zhang and Liu (2012).

6 While P2P lending may avoid banks, Tang (2019) shows that credit expansion from P2P lending
likely occurs only among borrowers who already have access to bank credit.

7 http://crowdexpert.com/crowdfunding-industry-statistics/.

8 https://www.ft.com/content/8333421e-9186-11e8-b639-7680cedcc421.
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From a regulatory point of view, monitoring can be especially challenging
when platforms have a peer-to-peer component. For example, whether an
individual is able to borrow funds from a platform, and the interest rate
at which he or she borrows at, are not solely determined by the platform
or the algorithm that it employs. After a proprietary algorithm determines
the creditworthiness of the individual, lenders (retail investors and institu-
tional investors) still decide whether or not to lend to a particular individual.
So even if some individuals are (inappropriately) disadvantaged due to their
protected status, it is virtually impossible to fully attribute that to a plat-
form’s algorithm. In the context of Prosper.com, research has shown that
black borrowers were less likely to secure funding from Prosper.com (Pope
and Sydnor 2011) and beautiful borrowers pay a lower rate (Ravina 2019).
However, it is virtually impossible to attribute that to an algorithmic bias; it
could very well be the bias on the part of investors, not Prosper.com itself. In
such cases, should the platform be liable? How can researchers test whether
discrimination is due to a platform’s bias or investors™ biases?

The history of P2P lending in the Chinese market raises other interesting
questions. In the Chinese market, P2P lending witnessed dramatic growth,
and a swift decline as regulators stepped in. Due to the size of the Chinese
market, P2P lending grew at an astonishing rate prior to 2017, reaching as
many as 3500 platforms in 2015.° The intense competition among plat-
forms led many of them to resort to all types of “novel” mechanisms to
recruit investors and borrowers. One such mechanism was the “promise” that
investors’ principal is safe: for a period of time, many platforms explicitly or
implicitly advertised that investors’ principal was guaranteed. As a result, as
much as 40% of these platforms were basically Ponzi schemes!®—using funds
from new lenders as “returns” for new investors—which created a bubble
waiting to burst, and chain reactions among some platforms that were finan-
cially related to each other. After several high-profile P2P lending platforms
went bankrupt, regulators clamped down, and many more platforms went
out of business.!!

The experience in the Chinese market raises several questions that are
relevant to the global FinTech industry. Is a “light touch” approach of regu-
lation—letting platforms grow and dealing with problems later—advisable?
Would the opposite approach have killed such innovations? What was the
turning point that transformed an idealistic notion into a Ponzi scheme?

? https://www.finextra.com/blogposting/17107/the-rise-and-fall-of-p2p-lending-in-china.
10 heep://tfageeks.com/2018/08/20/p2p-lending-crisis-china-will-end-p2p-lending/.
I heeps://www.ft.com/content/75¢75628-8b27-11e8-bf9e-8771d5404543.
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What kind of research or regulations can help avoid such dramatic cycles
to play out in other innovations?

2.1.3 Soft Information and Banks

FinTech has the potential to “harden” soft information (Stein 2002; Liberti
and Petersen 2018), moving soft information into the realm of big data and
algorithmic decision making. Community banks have traditionally had an
advantage in processing soft information, allowing them to establish niche
markets. This has been particularly important in lending to low-income
households (Mayer 2018). But such advantages may be weakened due to
the rise of FinTech, as competition may come from larger banks as well as
FinTech startups that specialize in turning soft, unstructured information
into hard, quantifiable information.'? Big banks may also have an advan-
tage in leveraging FinTech due to their scale, the size of their customer base (a
requirement of big data), and their financial resources.!> Once new technolo-
gies are established and proven, large banks could ultimately leverage those
technologies as well, thereby chipping away at the soft-information-based
competitive advantage of community banks.

As an example, startups like Kabbage.com are making small business loans
using non-conventional data about supply chains, accounts payable, and
accounts receivable. The high valuations of similar startups is some evidence
that this is a promising venue of business growth. It is not yet clear how
community banks will respond to these FinTech trends, and whether they will
discover new ways to differentiate from large banks—or perhaps collaborate
with FinTech startups. By hardening soft information, will large banks better
serve low-income households and other under-banked populations? This is
an area that empirical research may be able to detect a trend, and it could
have significant implications for the competitive landscape of the banking
industry, which in turn will affect consumer and social welfare.

12 Fuster et al. (2019) shows that FinTech lenders process mortgage applications faster without incur-
ring more defaults, but finds no evidence that those lenders target borrower with low access to
finance.

13 There is also some evidence that the introduction of big banks drives out soft information and
reduces lending for individuals and small businesses (Rice and Strahan 2010; Cornaggia et al. 2015).
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2.1.4 Record Keeping

Traditional financial transactions often suffer from inaccuracies due to record-
keeping errors. For example, a number of homeowners have had their houses
sold or foreclosed on by banks that had no claim to the property.!*1>
Blockchain technologies, by being decentralized and secure, have the poten-
tial to eliminate such errors. But there is a long way to go before that promise
is realized.'® To realize the potential of blockchain technologies, govern-
ment agencies (local, state, and even federal), mortgage companies, real estate
agents, and the judicial system must recognize and require that the record
maintained through blockchain is the only valid proof of ownership. Once
that goal is reached, such errors will be minimized, but the transition from
the current failed, patchwork system to a blockchain-based system will take a
long time. Technical complexities need to be solved (including determining
which blockchain technology will emerge as dominant) and consideration
should be given to the effects on current stakeholders in record-keeping
processes. Lawyers, title companies, and staff members in government entities
that currently maintain such records will likely resist change, further slowing
adoption of blockchain technologies.

2.1.5 Credit Monitoring

Another apparent venue where blockchain or other decentralized ledger
technologies could be extremely valuable is personal credit information.
Currently, credit reporting agencies have a legislative mandate to collect and
store vast amounts of personal credit information. Those agencies benefit
from their near-monopolistic market power by selling that information to
financial institutions and other businesses. Such power also makes them
subject to intense cybersecurity attacks because they are information “hubs.”
As long as these agencies are the central repository for personal credit infor-
mation, Equifax will not be the last agency to deal with a data security
breach.!” Further, even if data security were not an issue, the credit agen-
cies often harm consumers’ abilities to access credit, even if inadvertently,
by reporting outdated or inaccurate information.'® Using blockchain-based

14 heeps://www.ft.com/content/b195fb02-2fde-11€7-9555-23¢f563ec9a.

15 https://abenews.go.com/Business/bank-america-sued-foreclosing-wrong-homes/story?id=9637897.

16 Yermack (2019) discusses the current state of blockchain technology in finance.

17 hteps://www.consumer.ftc.gov/blog/2019/07/equifax-data-breach-settlement-what-you-should-know.

18 heeps://www.cnbe.com/2017/09/27 /the-real-problem-with-credit-reports-is-the-astounding-number-
of-errors-equifax-commentary.html.
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technologies to store personal credit data has the potential to make cyber
attacks much more difficult, and by giving individual consumers easier access
their credit information, the potential to reduce the likelihood of reporting
errors.

While storing personal credit information on blockchain-based platforms
has potential benefits, there may also be downsides. One justifiable benefit
of the traditional reporting agencies is their roles as “gatekeepers.” To some
extent, the agencies protect consumers’ privacy by determining who (other
than the consumers themselves) has access to consumers’ credit information.
New technologies based on blockchain will have to account for the delicate
balance between decentralization and privacy.

2.2 Payment Systems

Another significant focus of FinTech startups is the transfer of funds, partic-
ularly person-to-person transfers. In the past, consumers primarily used cash,
bank transfers, checks, credit cards, or other payment systems to pay other
consumers or businesses. The growth of information technologies, especially
the wide diffusion of personal smart phones, has led to significant growth in
this new FinTech area.

The most prominent example of person-to-person monetary transfers is
perhaps WeChat Pay, which has transformed they way consumers interact
with businesses and each other in China. While WeChat started out as a social
networking app, it eventually allowed users to link their WeChat account to
their bank accounts. In doing so, consumers could make payments to other
individuals or companies (such as grocery stores) by scanning payment codes
(QR codes) or through in-app purchases. The adoption of WeChat pay (and
to a lesser extent AliPay, a payment system offered by the Alibaba Group) has
been so dramatic that China has become an (almost) cashless society—even
beggars can accept WeChat payments.!’

In the United States, adoption of new payments technologies has been
slower and competition has fragmented the market. Most prominently,
Venmo provides a similar service, but its penetration is nowhere near that
of WeChat in China. Facebook, Apple, and Google have all started similar
services to facilitate interpersonal transfers, and even banks started offering
similar services such as Zelle. Such intense competition and the resulting frag-
mentation has further diminished the usefulness of these methods. WeChat
and AliPay were able to establish an undisputed duopoly for payment

19 heeps://www.mirror.co.uk/tech/beggars-now-accepting-mobile-payments-11700364.
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methods in a relatively short period of time—one beneficial aspect of such
a market structure is that almost everyone accepts WeChat and/or AliPay as
a payment method in China.

The adoption of cashless payment systems has significant implications
for regulators and researchers. Through WeChat, for example, a private
company (and potentially the government) has a much better understanding
of the shadow economy, which has always been very difficult to measure and
monitor. Will cashless transactions become monitored and taxed, potentially
leading consumers toward more opaque cash transactions? How will cash-
less payment systems affect monetary policy, and how does that relate to
the competitive landscape of the payment platforms??® If payment systems
lead to a natural monopoly, should it be regulated in the same ways as tradi-
tional natural monopolies, such as utilities companies? What is the role of
traditional banks in this transformative process?

2.3 New Venture Financing

Successtully financing new ventures depends on overcoming several obstacles
between potential investors and entrepreneurs (firms). First, there is often
separation between potential investors and entrepreneurs—either physical or
virtual—that prevents entrepreneurs from finding the “right” investors. Tradi-
tionally, entrepreneurs have been limited to soliciting capital from nearby
investors (giving rise to large start-up hubs) or utilizing matchmaking services
to provide access to investors. Second, there is often an information gap
between entrepreneurs and investors. Entrepreneurs often possess more infor-
mation about their internal operations, experience, and product development
efforts. Based on this information, entrepreneurs ultimately have a better
(even if still imperfect) idea of the quality of their firm, and the likelihood
of the firm succeeding in the future. This traditional information asym-
metry problem is often resolved through the choice of financing raised (debt
vs. equity), evaluation by professional investors, or certification by finan-
cial intermediaries. FinTech is being used to overcome these obstacles by
better matching entrepreneurs and investors and reducing frictions due to
information asymmetry.

20 heeps://nextbillion.net/mobile-money/.
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2.3.1 Crowdfunding

Similar to microlending and peer-to-peer lending, crowdfunding uses the
Internet to raise money from a large number of people for a common
purpose. While crowdfunding can be used to fund charitable causes or artistic
projects, in a business context the purpose is often financing a new venture
(i.e., a start-up company), either through pre-selling products or services,
or through selling securities that give cash flow and/or control rights to
investors. By linking entrepreneurs to a new pool of investors, crowdfunding
can harness the “wisdom of the crowd.”

From a finance perspective, the most traditional use of crowdfunding
involves sites that cater to sophisticated investors. AngelList and SeedIn-
vest both provide online venues for sophisticated investors to be paired with
investment opportunities. As sophisticated investors, these individuals are
thought to be more capable of analyzing companies and assessing the quality
of management and companies potential for success. Either the platforms
themselves or large lead investors such as venture capitalists serve as certifiers
of the entrepreneurs, effectively curating a selection of investment opportu-
nities for investors. In these cases, the Internet serves as an efficient means
of bringing together investors and entrepreneurs, but the parties play very
similar roles as would be found in investment banking or venture capital,
just at a smaller scale.

The defining characteristic of most crowdfunding sites is that anyone can
have access to the entrepreneurs and investment opportunities. Expanding
the pool of investors brings many opportunities, but is not without risks.
Sophisticated individuals may have the knowledge and time to invest in
potential deals, but less-sophisticated investors who contribute relatively small
amounts cannot be expected to do the same. As a potential means to
protect such investors, almost all crowdfunding platforms have adopted all-
or-nothing financing rules. Platforms require that entrepreneurs set financing
thresholds, and if pledged capital does not meet or exceed the thresholds, all
capital is returned to investors. Ideally, all-or-nothing rules help to protect
investors and aggregate the opinions of a large, diverse group of investors. As
we will discuss, the efficacy of all-or-nothing rules depends on the types of
crowdfunding campaigns and investors involved.

Before discussing different crowdfunding types in more detail, it is impor-
tant to highlight that all crowdfunding platforms strive to provide efficient
financing. By efficient financing, we mean that positive-valued projects
exceed their financing thresholds and proceed, while negative-valued projects
do not receive sufficient funding and are canceled. In this way, crowdfunding
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platforms and their investors act as a screening mechanism, only providing
capital to worthy projects. The more efficient the platform, the better for
entrepreneurs (who are more likely to get capital for good ideas, and less
likely to waste time pursuing bad ideas) and the better for investors (who are
less likely to fund bad investments). As a result, many questions surrounding
crowdfunding relate to how platforms can be as efficient as possible.

One way to improve financing efficiency is to reduce asymmetric informa-
tion between entrepreneurs and investors. New ventures traditional asym-
metric information problem is that entrepreneurs have better information
about the firm’s technology, operations, and prospects. As with AngelList
and SeedInvest, many platforms address this problem by acting as certifiers
and monitoring the progress of companies. The biggest challenge relative to
traditional financing is that the deals are small, and so are investors™ stakes
in the firms. Holding only small stakes, individuals have little incentive to
monitor firms or protect their own interests in future financing rounds.
Many platforms address this issue by holding relatively large stakes in the
firm or warrants that provide substantial upside. The potential for large gains
provides greater incentives for monitoring, which benefits small investors.

New ventures also face an additional source of asymmetric information
when using crowdfunding. In many cases, the crowd of investors may have
incremental information that is critical to the business’s success. For example,
if the crowd of investors overlaps with the business’s potential customers, the
fundraising process can be a strong indicator of product demand. A product
with strong demand will likely solicit contributions in excess of its all-or-
nothing threshold, while less popular products may fail to secure adequate
funding. By learning from the wisdom of the crowd, entrepreneurs, investors,
and crowdfunding platforms all benefit.

2.3.2 Rewards-Based Crowdfunding

Rewards-based crowdfunding, popularized by Kickstarter and Indiegogo,
operates by entrepreneurs’ pledging rewards to consumer-investors based on
their level of contribution. In many cases, rewards-based crowdfunding can
be thought of as a product pre-sale. Compared to traditional financing, it is
unique in that the investors are also the consumers of the product. Because
consumers finance the project, fundraising totals reflect the demand for the
product, providing a strong signal to entrepreneurs. Importantly, by elic-
iting the wisdom of the crowd, product pre-sales can be a very efficient form
of financing. Theoretically, Ellman and Hurkens (2019) and Strausz (2017)
show that an optimal crowdfunding mechanism can successfully aggregate
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the wisdom of the crowd when capital comes from consumer-investors who
have private values for the products they purchase in pre-sales. Schwien-
bacher (2018) and Chemla and Tinn (2020) also analyzes models in which
reward-based crowdfunding successfully aggregates the wisdom of the crowd.

Many of the projects funded via rewards-based crowdfunding have
produced consumer products such as electronic watches, computer hard-
ware, and video and board games. As consumer products are only part of
the economy, it is natural to ask whether rewards-based crowdfunding is
limited to such products or whether it can be applied to business prod-
ucts or services. What product characteristics are important for successful
rewards-based crowdfunding? Can small, local businesses, such as restaurants
or breweries, successfully finance themselves via rewards-based crowdfunding?

While rewards-based crowdfunding appears well-suited to aggregating
information from consumer-investors, it is less clear how effective platforms
are at mitigating the more traditional forms of information asymmetry.
Enforcing product quality may be particularly hard when large quanti-
ties of product are pre-sold, creating pressure to fulfill the orders quickly.
Entrepreneurs may also be tempted to deliver to new customers before
fulfilling pre-sold orders, and some may even renege on their promises leading
to fraudulent campaigns.?! Whether these issues become apparent and how
they may be mitigated are potential directions for future research.

2.3.3 Securities-Based Crowdfunding

When a new venture’s product does not lend itself to pre-sales, firms can
turn to security-based crowdfunding, in which they sell claims to the firms’
cash flows and control rights in exchange for capital. Securities-based crowd-
funding is less developed than rewards-based crowdfunding, at least partially
due to the regulatory requirements surrounding the sale of securities. While
securities-based crowdfunding has been active in the UK and Europe since
2013, US securities-based crowdfunding has only been legal since 2016.
Given the later start, and the longer horizon required to measure success,
data, and research on securities-based crowdfunding is rather limited.

A theoretical literature on securities-based crowdfunding is developing,
as several papers have focused on the financial incentives of investors who
will not necessarily consume a venture’s product. Brown and Davies (2020)
shows that when investors are strictly profit-motivated and invest together,

21 Some campaigns have turned out to be outright fraudulent, such as a board game campaign on
Kickstarter. See https://www.ftc.gov/news-events/press-releases/2015/06/crowdfunding-project-creator-
settles-fte-charges-deception.
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securities-based crowdfunding cannot efficiently aggregate the wisdom of
the crowd. Rather, as crowds become larger, financing becomes less effi-
cient. The inefficiency arises as feedback from the wisdom of the crowd. If
the entrepreneur can use the information in fundraising amounts to cancel
bad projects, then the investors anticipate bad projects will be canceled
and contribute regardless of their information. Fundraising amounts then
become uninformative, and financing is inefficient. In contrast, Cong and
Xiao (2019) shows that securities-based crowdfunding can be efficient due
to the existence of all-or-nothing financing thresholds. When investors arrive
sequentially, they learn from the actions of all prior investors and the all-or-
nothing threshold improves financing efficiency. While neither simultaneous
nor ordered, sequential investment translate directly to reality, the models
both highlight tensions that likely impact securities-based crowdfunding.
How each tension impacts crowdfunding platforms and how investors actu-
ally “arrive” on crowdfunding platforms are open questions for empirical
research.

While empirical research on securities-based crowdfunding is currently
limited, the proliferation of crowdfunding platforms will provide a wealth
of future data. Existing platforms target different types of entrepreneurs
and investors, and promote different policies and practices which will allow
researchers to determine which factors lead to the best financing efficiency.
Lack of data on the success of funded projects will prevent judging US-
based crowdfunding efficiency for some time, but platforms are already
judged on a number of metrics. StartEngine and Wefunder have attracted the
largest number of campaigns by focusing on entrepreneurs, and Wefunder
has secured the most total financing. Campaigns have the highest success
rate on NextSeed, which focuses on local retail businesses. SeedInvest raises
the most per campaign by attracting accredited, high-net-worth investors
and providing “highly vetted investment opportunities.”??> The different
approaches, target entrepreneurs, and investor provides ample motivation for
future theoretical and empirical research.

One approach that may be particularly fruitful is a focus on local
ventures and local investors. NextSeed and LocalStake both focus on local
companies who provide retail products or services. Brown et al. (2018)
emphasizes that local companies should be paired with local investors to
provide efficient crowdfunding. By targeting investors who have personal
motivations for contributing, the platform can overcome the information

aggregation problem highlighted by Brown and Davies (2020). The key

22 https://venturebeat.com/2018/06/09/todays-best-crowdfunding-platforms-by-the-numbers/.
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is to target investors who derive private benefits from a venture, either
through being a customer, receiving local economic benefits, or deriving
pleasure from financing the project (as friends and family may). As crowd-
funding campaigns cannot solely rely on friends and family, it is more
natural to consider local businesses and their local investors. Anecdotally,
many successfully funded securities-based campaigns have been for brew-
eries and restaurants that cater to local clienteles and provide benefits to
the local economy. From a research perspective, it will be interesting to
examine whether local investors and local business pair to give more effi-
cient financing, or just more breweries per capita. If the local pairings do
create better efficiency, is it due to less information asymmetry between the
entrepreneurs and investors, or better aggregation of investors’ information?

In addition to selecting a platform to run their campaigns, new ventures
must also consider what type of security to offer. Many platforms support
multiple types of securities, including preferred equity, convertible and tradi-
tional debt, revenue-share agreements, and simple agreements for future
equity (SAFEs). From a theoretical perspective, Li (2018) considers the
optimal financial contract in securities-based crowdfunding, showing that
profit-sharing agreements can efficiently aggregate investors’ private informa-
tion. While information aggregation is particularly relevant in crowdfunding,
ventures should also consider the ability of the security type to address the
more general problem of asymmetric information between the entrepreneur
and investors.

The seminal work of Myers and Majluf (1984) shows that firms will
sell the least information-sensitive claims first, suggesting that revenue-share
agreements may be particularly attractive. By insulating investors from busi-
ness costs and other risks, revenue-share agreements may be less sensitive to
asymmetric information. Furthermore, revenue is likely sensitive to consumer
demand, which may be equally opaque to entrepreneurs and investors alike.
Revenue may also be less subject to moral hazard and reporting concerns, as
there are fewer degree of freedom in reporting revenue relative to net income.
How often and when revenue-share agreements are used will be an interesting
topic for both theoretical and empirical research.

Another innovative security type is the simple agreement for future equity
(SAFE). SAFEs act similarly to warrants, providing investors with equity at a
future date when another round of financing occurs (and is priced). SAFEs
may be particularly useful when valuations are very speculative and neither
entrepreneurs nor investors can price the offering, i.e., when uncertainty is
high but information asymmetry is low. Future research should address how
often SAFE instruments are used, how they are exercised, and what discounts
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early round investors receive. More generally, it will be interesting to under-
stand how all the potential securities are used, when they are used together,
and how investors respond to each security. Moreover, how does the use of
these securities vary across countries and legal settings?

2.3.4 Initial Coin Offerings

Initial coin offerings (ICOs) are an interesting blend of crowdfunding and
blockchain technology. Rather than pre-selling products or selling pure
securities, ICOs offer coins or tokens whose ownership is recorded on a
blockchain. The coins or tokens can represent access to a service, such as
a computing platform, can represent control or cash flow rights like a secu-
rity, or can represent some combination of the two. Typically, the services
offered involve some type of technology infrastructure or networking that is
only valuable when a sufficiently large network is established. Li and Mann
(2019) show that by pre-selling tokens, ICOs are able to overcome several
coordination failures that may result if tokens are not pre-sold. Thus, an ICO
can aggregate information regarding network products, making one aspect of
an ICO similar to a product pre-sale.

Many of the current questions surrounding ICOs have to do with regula-
tion. For example, should ICOs be regulated as security offerings? When the
coins or token contain cash flow rights, control rights, or are exchangeable
for cash, regulation seems much more likely. Practitioners and researchers
are also interested in how to avoid fraud in ICOs. In 2017, 80% of ICOs
(by number) were scams, with the largest raising over $600 million.?®> How
to detect and prevent fraud in ICOs remains an open question. Finally,
if ICOs function like product pre-sales, are the success factors for ICOs
similar to those for rewards-based crowdfunding? Or alternatively, do ICOs
behave more like securities-based crowdfunding? If ICOs are more similar to
traditional financing, do future offerings and dilution affect ICO offerings
similarly? Answering these questions may help to improve future offerings
and guide future regulation.

Given the wide variety of offering methods that entrepreneurs now have,
it is unclear how they choose the best early-stage financing option. While
the business type and product clearly dictate the choice space, a more
nuanced theory may help to shine further light on the issue. Regardless
of further theoretical developments, relatively little work has documented
how entrepreneurs are choosing to list securities. Furthermore, when an

23 https://cointelegraph.com/news/new-study-says-80-percent-of-icos-conducted-in-2017-were-scams.
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entrepreneur selects a particular method, we know little about how they pick
a platform.

3 Personal Finance

A fundamental area of finance research addresses how individuals should allo-
cate their wealth among available investment opportunities. Research shows
how assets can be combined to create efficient portfolios, how diversification
can reduce idiosyncratic risk and how risk-sharing and hedging can improve
investors’ welfare. While FinTech does not alter these established results, it
does provide new tools that may allow investors to create more efficient port-
folios, better diversify their portfolios and hedge the individual risks they
face. Moreover, FinTech may lead to better education of investors and more
customized solutions for individuals, ultimately enhancing investors’ finan-
cial planning abilities. In the following sections, we discuss new innovations
in investments, how they can change the options available to investors, and
relevant research questions that may be addressed.

3.1 New Investment Opportunities

In creating new means of providing capital to individuals and new ventures,
FinTech simultaneously creates new investment opportunities. Individuals
can now invest in personal debt, new start-up companies, cryptocurrencies,
and hybrids of these, such as Initial Coin Offerings. Importantly, these new
investment opportunities, unlike hedge funds, private equity, and venture
capital, are typically open to all investors, regardless of their wealth.”4 As a
result, all investors have access to new assets that may provide return char-
acteristics that allow for more efficient portfolios. However, the ability for
these assets to truly improve investors’ portfolios depends on the degree of
adoption by investors and the assets’ realized return characteristics.
Investment platform fragmentation is a large hurdle to the wide-spread
adoption of new investment opportunities. As of 2018, there are thousands
of crowdfunding platforms, over 1,600 cryptocurrencies, and over 500 cryp-
tocurrency trading platforms. While many investors may be interested in
participating in a new crowdfunding offering or buying a cryptocurrency,

24 YieldStreet provides investors access to asset classes that traditionally have only been accessible to
high net worth investors, such as art, real estate, commercial shipping, etc.
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the myriad options available are overwhelming. And although each invest-
ment opportunity may attract some individuals, the value in many platforms
or cryptocurrencies is increasing in the number of members. This suggests
consolidation may greatly help the adoption of these new investment oppor-
tunities, however that consolidation is achieved.?> Large asset managers may
be able to purchase platforms and market them to their existing customers.
Alternatively, new business may emerge to provide curated access to new
investment opportunities. By bundling assets from crowdfunding, peer-to-
peer lending, and cryptocurrency platforms, new businesses may be able to
give investors exposure to these new assets without the complications of
dealing with each platform and investment opportunity separately. More-
over, the businesses may be able to screen companies and individuals, finding
the best investments for their clients. Taken to scale, businesses may even
be able to create exchange-traded funds (ETFs) that provide access to these
alternative asset classes or synthesize returns with similar properties.

While the potential to intermediate new investment opportunities may
alleviate search frictions and improve diversification for individual investors,
the intermediation itself may make the investment opportunities less attrac-
tive. Most directly, investors would almost certainly pay an asset management
fee to the intermediaries, reducing the investment return. Indirect effects
may also be felt on the individual platforms. In crowdfunding, aggregating
the wisdom of the crowd depends on individuals’ making the investment
decisions. If the “decisions” of many investors are aggregated and made by
one intermediary, the power of the crowd in guiding investment decisions is
mitigated. As a result, financing efficiency and investors’ returns may suffer.

In addition to search and information frictions, new digital assets face costs
associated with information storage and protection. Digital wallets, which can
be physical hardware or software that resides locally or online, are available to
store investors  digital assets and passwords. While these wallets improve the
security of digital assets, hackers have strong incentives to break through secu-
rity measures, which may lead to continuously changing digital security. As
holding and storage costs clearly impact many commodity goods (although
those costs often scale linearly with the amount of the asset, such as oil, unlike
digital assets), how will storage and security costs impact the expected return
on digital assets? How will those costs and the types of security evolve, and
will investors have to constantly pay attention in order to stay protected?

25 When the same asset is traded across multiple platforms, one means of consolidation could be
based off Regulation National Market System, which coordinates trading across platforms with the
intention of assuring best price executions for investors. However, given that many new platforms are
in different countries, there are likely many regulatory hurdles due to differing regulations regarding
crowdfunding and cryptocurrencies.
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While new investment opportunities clearly come with some challenges, it
remains to be seen whether the investments’ return properties are worth the
effort to investors. Given the novelty of these products, it is too eatly to say
in many cases, but it does raise interesting questions. Do the assets provide
unique returns that help to diversify investors’ portfolios and push out the
efficient frontier? How similar are the returns to those in venture capital or
private equity? Even if they do have similar return properties, providing easy
access could improve investors’ welfare. Alternatively, democratizing access to
asset classes such as hedge funds and private equity could provide another
business opportunity and have a similar impact on welfare. Furthermore,
how should we expect competition among investors to affect the returns?
Will high demand for the assets drive down returns to an unattractive level?
Documenting the return performance of new investment opportunities will
be critical as they develop.

3.1.1 Cryptocurrencies

The spectacular rise and volatility of Bitcoin captures news headlines and
stokes investor excitement, but that same roller-coaster movement also leads
critics to doubt its viability to become a cash equivalent. The promise of a
decentralized system to replace our existing monetary system (which is regu-
lated and managed by federal banks) has piqued interest since the early days
of the Internet; Milton Friedman said in 1999 that “a reliable e-cash” “will
soon be developed” and will become “one of the major forces for reducing
the role of government.”26 It is not yet clear, however, whether cryptocur-
rency in general, or Bitcoin in particular, will be able to achieve that goal.
Several studies document price manipulation in cryptocurrencies (Griffin and
Shams 2020; Gandal et al. 2018), leading to concern that manipulation may
destroy confidence in cryptocurrencies and prevent wide-spread adoption.
Even if price manipulation can be mitigated, some observers lament that
due to its highly technical nature, cryptocurrencies have a utopia problem.?’
Cryptocurrencies can work very well if the average Joe and Jane trust them
to the same extent as government-based currencies, and know how to use
them in the same way they know how to use cash, but such a standard is
currently impossible.?® Cryptocurrencies rely on their own ecosystems, which

26 https://www.coindesk.com/economist-milton-friedman-predicted-bitcoin.
27 https://medium.com/livenpay/the-utopian-problem-c703dfable4.

28 To be used as cash, cryptocurrencies must also be transferred and settled quickly. However, cryp-
tocurrencies often rely on Proof-of-Work protocols that delay block creation. Saleh (2021) shows that
Proof-of-Stake protocols are an economically viable alternative.
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in turn rely on substantial sets of believers. In other words, cryptocurrencies
have an even higher level of difficulty for diffusion than traditional products
(Rogers 2010). The potential competition among different cryptocurrencies,
each with their pros and cons, is certainly another area where much research
is needed.

In addition to the adoption problem, cryptocurrency will sooner or later
collide with the current government-mandated currency system. Federal
banks around the world still look at cryptocurrency skeptically. In the United
States, former federal reserve chair Janet Yellen expressed concerns over
cryptocurrencies in 2017: “it is not a stable store of value, and it doesn't
constitute legal tender.”?® China banned cryptocurrencies and is even consid-
ering banning bitcoin mining altogether.>® Given these realities, there remain
significant challenges for the future growth of cryptocurrencies, regardless of
how fast their values grow among traders. More research, and perhaps further
developments for cryptocurrencies (e.g., some middle ground between tradi-
tional monies and the current Laissez-faire approach of cryptocurrencies)
would be needed to make a viable “e-cash" system to balance the pros and
cons of each scheme.’!

In addition to cryptocurrencies, another interesting but less eye-catching
development is local currencies. The Sardex currency, a B2B regional credit
network originating from the Italian island of Sardinia, is one example. It
has grown remarkably well, but it remains an open question whether it will
scale up over larger geographical areas.>> More importantly, it is not exactly a
decentralized version of e-cash because businesses must go through a vetting
process before enrolling. What will be the role of such hybrid forms of “cash”
in the future?

3.2 Robo-Advisors

Many FinTech businesses focus on established asset classes and provide indi-
viduals cheaper or customized means to construct portfolios and manage
their investments. These robo-advisors vary substantially in the products
and services they offer, but the common thread is that they provide invest-
ment options at a fraction of the traditional cost with less direct human

29 https://www.cnbe.com/2017/12/13/fed-chief-yellen-says-bitcoin-is-a-highly-speculative-asset.html.

30 https://www.reuters.com/article/us-china-cryptocurrency/china-wants-to-ban-bitcoin-mining-idU
SKCN1RLOCHA.

31 See Thakor (2019) for an in-depth discussion of the issues surrounding cryptocurrencies and fiat
money.

32 hueps://www.ft.com/content/cf875d9a-5be6-11e5-a28b-50226830d644.
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intervention or advice. As an example, Betterment provides personalized
asset allocation recommendations, access to globally-diversified portfolios,
automatic rebalancing to target asset allocations, and automated tax-loss
harvesting for 25 basis points per year. Other services also offer socially
responsible funds (Wealthsimple), access to financial advisors (SoFi Wealth),
or similar services for companies’ 401(k) plans (Blooom). In each case, indi-
viduals are promised more efficient asset management at a fraction of the
cost.?

The growth of early robo-advisors has led many of the traditional asset
managers to lower fees and either acquire or develop their own robo-advisor
services. Vanguard, Charles Schwab, and TD Ameritrade all have their own
platforms and have aggressively lowered advisory fees in recent years to avoid
losing customers to the new challengers. Moreover, many fund managers have
also lowered asset management fees as low-cost index funds and ETFs have
gained in popularity. It will be interesting to observe how long the price war
will continue, and how many firms can survive in a low-fee regime. It is
also interesting to consider how the fees between advisory services and asset
managers relate to one another—does lower advisory fees allow for higher
asset management fees, or do shrinking fees lead to more savvy customers,
leading high fee providers to lose capital?

A major factor in the rise of robo-advisors has been the increased trans-
parency around financial advisory and asset management fees. Marketing
campaigns have educated consumers regarding the costs they pay through
lower returns and what services they should expect to receive. Web-based
tools allow for easier price comparison between funds or services and more
savvy customers. As a result, advisors, and managers may have to be even
more transparent moving forward. Many funds are still sold through broker
channels, in which consumers must go through a financial advisor to invest in
those funds. Those funds typically have higher fees, to compensate the refer-
ring brokers. Increased transparency and the access provided by robo-advisors
may enable some funds to cut out the intermediary. Will such brokered funds
survive in an era of increased transparency? Will brokers’ revenue model or
fee structure adapt to this new environment?

While current robo-advisors primarily focus on providing efficient port-
folio management, customer data is available to offer more customized port-
folio management. To date, most customization is centered around investors’

33 Robo-advisors can also help to mitigate investors’ behavioral biases (DAcunto et al. 2019).
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wealth, age, and risk tolerance.>* However, many other characteristics may be
particularly important in forming portfolios. An investor may want to hedge
their income risk by reducing investment in their employer’s industry, or even
by investing more heavily in competitors. Alternatively, investors may want
to invest less in local firms as their income and home equity are highly corre-
lated to local economic conditions. Will robo-advisors be able to efficiently
construct portfolios for each individual investor? Or will specific ETFs be
designed for employees of particular companies or industries?

A related issue is that homeowners are often under-diversified because
most of their real estate exposure is through their own home. QuantmRE
is offering a means for homeowners to diversify the risk in their own homes’
equity. By selling a portion of the equity in their homes using smart contracts,
individuals can diversify their real estate exposure and prevent their portfolios
from being dominated by one asset in one specific location.

While generic solutions, such as tailored ETFs, may be an improvement,
more customized solutions may better fit investors’ needs. However, more
customized solutions also require more information and potentially more
investor education. For example, how sensitive is an individual’s income to
their company’s stock performance and how does this change throughout
their career? Are some jobs much less sensitive to the employer or industry
because they are highly transferable? Better understanding the various interac-
tions of income, local economic performance, and various asset returns may
be particularly valuable as it becomes less costly to truly customize portfo-
lios. Broadly speaking, what information about an individual is important in
determining her optimal portfolio?

A clear cost of customized portfolios is the increased trading needed to
establish and dynamically adjust positions. To make this cost feasible at
scale for many investors, trading needs to become more efficient and less
expensive. Many exchanges, brokers, and clearing operations are currently
exploring blockchain-based solutions to improve trading, as well as the back-
office processes of clearance and settlement. One of the most important
aspects of blockchains is in coordinating trust among counterparties. By
each party trusting the blockchain and its network structure (rather than
each individual counterparty and business partner), counterparty risk can
be reduced, which can be particularly valuable in cross-borders trading and
settlement. Counterparty risk can be further reduced for contracts like futures
or forwards by using smart contracts to automatically settle positions at set

34 A notable exception is Ellevest, which focuses on closing a number of “gender investing gaps” that
many women face, such as pay gaps, salary curve gaps, underinvestment in risky assets, and longer
life spans.
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dates. Blockchains also have the potential to streamline processes and reduce
the time and cost of trade clearance and settlement. By reducing counter
party risk and standardizing processes, trading can become easier and less
expensive, which can encourage more trading and ultimately better resource
allocation.

In addition to improving the back end of trading, trading itself is now
being conducted entirely via blockchain. In early 2019, tZero securities
began trading between accredited investors, eliminating the middlemen
such as brokers and clearing agencies. Blockchain trading could give rise
to customized markets for private equities, where only authorized partici-
pants could transact, ultimately making private equity more liquid. While
blockchain has the potential to greatly reduce the costs of trading, if the
blockchain is too slow, investors may resort to paying transaction fees to get
their transactions processed into blocks sooner.®” Transaction fees would add
explicit costs to blockchain trading potentially offsetting the gains from other
blockchain efficiencies.

3.3  Financial Planning

Financial planning goes beyond portfolio management and asset allocation
and takes a holistic view of individuals’ and families’ financial wellness. Tradi-
tionally, individual advisors who get to know their clients on a personal level
perform financial planning. Today, many businesses are offering components
of the financial planning process through alternative means. For example, one
of the most basic functions of financial planning is budgeting and measuring
net worth. Websites such as Mint and Acorn aggregate users’ various accounts
to provide budgeting tools to guide spending and promote saving. In addition
to new businesses that directly provide services to individuals, many financial
planners are using new tools and technologies to more efficiently serve their
clients.3

A key aspect of financial planning is understanding a client’s financial well-
ness from all aspects. While this is partially accomplished through direct
interactions, significant effort is often required to aggregate financial data
from the many accounts most individuals have. For example, many families
have banking accounts, investment accounts, multiple retirement accounts
(perhaps from current employers, past employers, and individual retirement

35 https://99bitcoins.com/bitcoin/fees/.

36 Pefin provides an Al system that advisors can give to clients to automate financial planning, and
Wealthfront gives clients automated financial planning through Path.
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accounts), real estate investments, etc. Technology enables new ways to share
such information more securely and more efficiently. In the healthcare space,
Timicoin aims to make patient data available via blockchain for efficient
sharing across providers. The patient controls the release of the data to various
“consumers” such as doctor offices or pharmacies.

Blockchain technology could also be applied to individuals’ financial infor-
mation. An individual could link their financial accounts together and then
control access to their data, passing it to potential service providers whom
they choose. For firms, this could make the regulatory burden of “know your
customer” less onerous, and for individuals, easier information transfer could
result in better service in a number of ways. By having a holistic view of an
individual’s finances, more precise recommendations could be made. Further-
more, decreasing the cost of information processing could greatly improve
competition as firms will be more worried about losing clients to competitors.

34 Insurance

Insurance, which is one aspect of financial planning, helps individuals to
hedge risks to themselves (health, life, home, and auto), their ability to
produce income (disability), and their longevity (annuities). Technology is
impacting the insurance industry in a number of ways, and within the
industry, the impact of FinTech is referred to as InsurTech. As in many indus-
tries, technology is changing the ways consumers shop and receive customer
service. While using phone apps to process claims is relatively straightforward,
technology is also changing the format of the product. For example, several
start ups offer pay-as-you-go car insurance, and you can buy insurance for
as little as one hour. Data technologies are particularly valuable to insurance
companies, as it opens up new opportunities in pricing and managing risks.

Increased data availability has the potential to help and harm individuals.
Better information can lead to better understanding risk and better moni-
toring of individuals” habits. By better understanding risk, companies may be
able to offer products to individuals who were previously uninsurable due to
diseases or conditions that are not actually as severe as once thought. Through
monitoring, such as by recording driving habits (through mobile phones
or dongles attached to the OBD-II ports of most automobiles), insurance
companies can give discounts to less risky individuals and implicitly price
discriminate based on behaviors. Such monitoring could potentially extend
beyond driving habits, as many individuals now wear health monitoring wrist
bands and have their homes connected to the Internet.
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While extensive monitoring by insurance companies and increased data
availability clearly raises issues of privacy, the implicit price discrimination
that accompanies increased data raises interesting questions as well. Will
monitoring favor higher income individuals, as they are more able to afford
the monitoring technologies? Will insurers monitor behaviors or screen traits
that may be typical of a protected class of people? As we get more information
on people, when should people be insured? As an extreme example, should
infants be insured against results of genetic screening tests that may affect
future health care costs? If not, should insurers be able to use information
in genetic tests to price policies? A finance solution could involve buying the
option to purchase insurance at pre-determined prices, allowing individuals
to insure against the risks of future information revelation.

A typical insurance problem is asymmetric information, in which an indi-
vidual may be more likely to apply for insurance when they are more likely
to need it. Insurers protect against such adverse selection by using extensive
personal and medical information to initially price insurance contracts (when
a contract is offered at all). Because processing and collecting information is
so costly, these contracts are often large, long-term, and non-salable, reducing
investors’ abilities to adjust to changing life circumstances. A potential upside
to increased information availability is that existing life-insurance policies
and annuities may be more dynamically priced. As information becomes
less expensive and more precise, information asymmetry becomes less severe
and it may be possible for secondary markets for insurance products to
develop. This could greatly improve investors’ abilities to dynamically hedge
risks as their situations change. By offering smaller contracts, and salable
contracts, overall insurance adoption may be higher and more individuals
may better hedge risks. As an example, Blueprint Income now offers custom-
sized annuities that can be sold piece-by-piece over time, essentially creating
a subscription plan for annuities.

For better information to lead to a secondary market for insurance, it
will be important to consider how finely individuals should be partitioned
to create well-functioning secondary markets. Too broad partitions may
lead to too much information asymmetry, while too narrow partitions may
lead to very little liquidity in the secondary markets. As information avail-
ability improves, and it becomes less costly to verify that information (as
is important in underwriting, which is often critical before life-insurance
transactions), secondary markets for insurance products may become more
common.

One particular threat to insurers is P2P or crowdfunding insurance, which
creates risk-sharing pools for various needs. The idea is that a group of people
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insures one another, rather than an insurance company serving as an inter-
mediary. These pools are most commonly seen for medical insurance, but
applications to retirement savings, disability insurance, or life insurance are
also possible. Some new startups are even combining the idea of risk sharing
pools with insurance. Lemonade groups customers together and pays any
funds in excess of their claims to a charity of their choosing.>’ Current
insurers may need to adopt such hybrid strategies, particularly if individuals
are able to communicate and organize more easily via financial technology.

4 Concluding Remarks

This chapter reviews a broad range of recent developments in the FinTech
area, with the hope of identifying opportunities for practitioners, researchers,
and policymakers. FinTech is an exciting area. It has the potential to benefit
society, business, and consumers, but can also be fraught with risk. Only
synergetic collaborations among researchers, practitioners, and regulators can
ensure that we exploit its rich potential while protecting consumers and retail
investors and improving social welfare.
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additional 1 billion low-income adults will have access to adequate payment
services and bank accounts. (World Bank 2019). Tellingly, new financial
channels such as online consumer lending, fund-raising platforms, cryptocur-
rencies and microfinance have developed outside of traditional banks and
capital markets. Britain is at the forefront of financial and technological
innovation, a fact at least partially attributable to the UK’s financial regu-
latory ‘sandbox’ system which has received widespread acclaim and global
support. The regulatory sandbox encourages financial innovation under a set
of rules outside of existing consumer protection regulation. As of May 2019,
over a hundred companies operated under its ‘light-touch’ purview. The fact
that Britain’s Financial Conduct Authority (FCA) recently admitted a fifth
sandbox cohort which includes distributed ledger technology firms—a key
technology underlying cryptocurrencies—indicates their interest in analysing
how these markets operate. Financial firms and regulators are concerned with
the same questions: how to stimulate financial innovation while offering
ample consumer protection, and at what point the need arises for more
formal regulatory mechanisms. These questions may be even more important
for developing countries and IGOs, as it is believed that financial inclusion
through technology may provide a route out of poverty, increased female
empowerment and enhanced support for the SME sectors that may, in turn,
lead to more robust economic growth in depressed areas and states (World
Bank 2019). London is a leading centre—alongside Silicon Valley and New
York—for these nascent companies, and many industry leaders and policy-
makers look first to London for guidance on how to structure regulatory
responses to financial innovations.

But what about earlier technological innovations in finance? Could they
shed some light on how fintechs, techfins, cryptoassets and other non-
traditional financial products and services might evolve and how policy-
makers should respond to the resultant new opportunities and threats?
Following on the heels of the Dutch Republic of the seventeenth century,
Britain emerged as the leading financial centre in the eighteenth and nine-
teenth centuries. New alternative financial products and firms emerged and
prospered alongside traditional banking and finance.

In this chapter, we analyse four periods in British and Irish history where
private innovation created financial products and services that developed
outside of the existing banking and capital market structure.! These cases

I'This is not to say that there were not other innovations in other countries and in other time
periods. For example, private currencies have likely existed since before recorded history, and were
common in many British colonies, China throughout history (up until the twentieth century), the
US, especially after the Civil War, Africa and in eatlier times in Britain. See Lurvink (2014).
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highlight instances where new industries allowed citizens of all income levels
to better access markets in traded goods (by providing much-needed media
for exchange), gave the poor access to consumption-smoothing loans (albeit
at high cost), and granted smaller firms access to equity financing that was
previously impossible. Access to SME financing, consumer credit and tools
to make efficient market transactions are all considered in modern times to
be conditions precedent for growth through financial inclusion (UNCDF
2018). Countries such as China have used financial innovation emerging
from the tech sectors to leapfrog the traditional banking sector to allow indi-
viduals and SMEs access to new payments systems (increasing the efficiency
of market transactions), peer-to-peer lending and crowdfunding (Wang and
Dollar 2018). Across the globe, fintech companies are reducing transaction
costs and other frictions for money transfers, banking and investing.

Our four historical cases demonstrate how entrepreneurial and innova-
tive financial businesses responded to unmet consumer and firm demand. In
each case, we document how these new markets emerged free of regulatory
scrutiny and why the government subsequently responded to correct market
failures: perceived, actual or anticipated. As our goal is to highlight parallels
with today’s nascent markets, the four cases herein were chosen based on their
similarity to certain modern-day financial innovations. The first case looks
at unsecured consumer lending from the late nineteenth century onwards,
analogous to today’s internet and app-based ‘pay-day’ lending platforms.
Both then and now, many low-income consumers were unable to access
loans through the traditional banking system. While today’s entrepreneurial
lenders utilize cutting-edge technology, they, like the Victorian innovators,
were responding to unmet consumer demand. The second case draws insights
from the junior IPO markets in the early twentieth century and invites paral-
lels with Initial Coin Offerings of the present. Then as now, the IPO market
for the raising of smaller funds began without state oversight. Yet consumer
protection concerns in both cases drove new and necessary regulation.

Then as now, the market for the raising of smaller funds in innovative
ways began without regulation, state or otherwise. Yet consumer protec-
tion concerns in both cases drove new and necessary regulatory responses.
The third case describes the development and growth of eighteenth century
privately issued token coins, arguing that they were remarkably similar to
the current generation of cryptocurrencies, such as Bitcoin. Private industry,
then as now, applied new technology—in the eighteenth century it was the
steam press to print copper token coins — to solve what is now understood to
be a significant state failure, the ‘want of small change’. Today, cross-border
micropayments, especially, are costly to effect, so crypto start-ups are seeking
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to lessen the expense and delivery time for small value remittances between
countries. Our fourth and final case deals with a long-lived experiment in
what is now termed microfinance. While the lending of small sums by relying
on a borrower’s social capital is often considered a modern innovation, it was
previously used to dramatic and widespread effect in Ireland beginning in the
eighteenth century.”

While the regulatory response in all four cases was initially facilitative,
there is always the possibility that entrenched interests will restrict inno-
vation. In the fourth case, concerning Irish microlending, even though
the initial state response was supportive, the commercial bank lobby later
demanded and received state protection that virtually eliminated the microfi-
nance industry. As such, we have included this shorter example as a warning
to fintechs as to how the government can stifle financial innovation if a new
technology threatens entrenched interests.

Obviously, there are important differences between today’s innovations
and those that have come before. Yet in certain ways the current crop of
technology-driven financial products and services are following the historical
paths of earlier innovations and regulatory response. For example, the four
historical case studies were driven by the existence of a need unsatisfied by
the financial system of the day. Moreover, it was the non-bank sector that
met those demands with new products and services, while the government
stood by and monitored these early developments. The parallels with today
are real. In some respects, we have been ‘here’ before. What will be the next
step in the lifecycle for today’s financial innovations? History may provide
some guide.

1 Unsecured Consumer Lending

In August 2018, Wonga, a major UK-based payday lender, collapsed into
administration. Wonga was once considered a rising fintech disruptor with
the potential for a billion-pound stock flotation. Following the Global Finan-
cial Crisis, Wonga grew rapidly and raised its profile through advertising
including a football sponsorship with Newcastle United. Soon after, politi-
cians and the media questioned the payday lending business model and
were offended by its high-interest charges. In response, in 2015 the FCA

investigated the sector and implemented price caps on all payday loans. As

2 For an example of the belief that microfinance is a twentieth century invention, see CGAP FinDev
Gateway, https://www.findevgateway.org/topics/history-microfinance, the website of an important
think tank for development.
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expected, under price controls the supply of funds contracted, and numerous
lenders ceased operating. This episode was not the first time that regulators
have targeted the high-cost consumer credit sector. This case study exam-
ines the origin of Britain’s small-loan regulation and identifies three lessons
applicable to the modern alternative financial industry, including how regu-
lators: (1) struggled to define the alternative product, (2) attempted to draw
boundaries between the alternative sector and traditional banking and (3)
avoided licensing the sector. It demonstrates that while entrepreneurial finan-
cial companies grew in response to consumer demand, it was precisely during
periods of market expansion that the state responded with regulation. While
in the 1900s the government employed light-touch regulation, by 2015 the
state had implemented heavy-handed price controls.

This case study focuses on high-cost, small value, short-term unsecured
loans. Historically, this credit was known as a promissory note. Whereas
savings banks and friendly societies provided financial services to workers
with secure employment, moneylenders catered to a borrowing population
that balanced weekly expenses on an unpredictable and limited income
(Horne 1947: 232). Simply put, these alternative credit providers offered a
service that traditional institutions avoided or could not service profitability.
Moneylenders, and their modern counterparts, payday lenders, issue funds
based on the borrower’s ability to repay out of future wages. Before the 1990s,
loans were repaid through a series of small regular payments, spread out over
a period of many months. While these loans were considered as ‘scraps from
the banker’s plate’, moneylenders were responding to the unique borrowing
needs of the working poor in urgent need of cash. The cost of these scraps
was high, at times approaching 3000% APR. Moneylenders justified their
rates owing to high administration expenses and the risk associated with
unsecured lending. Still, regulatory activists argued that moneylenders price-
gouged vulnerable borrowers. During an age of supposed Victorian free trade,
what factors generated regulatory interest in this private market solution to a
demand for cash?

Late Victorian moneylenders operated without regulatory oversight. In
fact, the sector had inadvertently benefited from a sweeping act of credit
price deregulation in 1854. In that year, reversing centuries of tradition,
the British Parliament repealed the usury law. The rationale behind the
repeal was to facilitate commercial transactions that were demanding larger
and more sophisticated loan products. Few politicians were concerned with
small value consumer credit, and yet the repeal ‘brought into existence these
swarms of moneylenders’ (Farrow 1895). Thus, an unintended consequence
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of the Government’s decision to free traditional finance from interest rate
restrictions was to incentivize alternative providers into the market.

In the 1890s, policymakers and the media focused on the sector’s growth,
high-interest rates and advertising. At the turn of the twentieth century, it
is likely that professional moneylenders numbered between 4000 and 6000
operating in 8000 offices (Moneylenders’ federation manual, 1913). Adver-
tising was problematic for moneylenders. While it was vital to generate
new business, it also drew attention towards the sector’s high-interest rates.
For concerned policymakers, the sheer volume of advertisements was proof
enough that the sector was growing rapidly. The Daily Telegraph and Stan-
dard carried an estimated 18,000 moneylending advertisements annually
(‘Moneylenders’, 1897). Alongside these advertisements, newspaper headlines
drew attention to the often-dire circumstances of borrowers. In 1897, one
newspaper reported that Simpson and Co. lent £5 16s to Arthur Slater, a
railway fitter earning approximately £84 annually (‘Ruined by Exorbitant
Interest’, 1897). Slater had borrowed the money to pay medical bills. After
paying £9 12s to Simpson, a balance of £9 10s still remained. Reform advo-
cates considered Slater’s loan, and the many thousands like it, as predatory.
Tellingly, with abundant advertising and market growth, the political will to
restrict the sector was increasing. With support from Arthur Balfour MP (the
future Prime Minister), the Moneylenders Select Committee 1897 convened
to uncover the ‘alleged evils’ of high-interest loans.

The data suggest that loans carried an average 60% APR, typically ranging
between 60 and 600% APR (MLSC 1897: 110; 1898: iii—v, 6, 3556). Over
seven and half years, Fieldings Limited had issued 34,344 loans, 99.2%
of which were on promissory notes with an average rate of 60% APR.
Moneylenders attempted to educate the 1897 Select Committee as to the
workings of their business. Isaac Samuel, a moneylender, compared small-
loan lending to insurance underwriting, as both employed risk-based pricing
(MLSC 1897: 2173). Pushing the analogy further, Fieldings Limited claimed
that they did not charge interest, ‘but an insurance premium on sold money’.
Another analogy treated moneylenders as money retailers, Samuel explained,
‘We sell £5 for £6 5s ... if a butcher sold 5s worth of meat and it cost him
4s that would be a shilling on the transaction; that is 20 per cent. If that
was multiplied as you multiply moneylender’s interest that would be 7000%
APR (MLSC 1897: 2080). Like retailers, lenders’ gross profit had to cover
all expenses, the owner’s salary and a return on capital. The evidence suggests
that net income rates averaged 11%, a sum that moneylenders argued was
not at all excessive (Commons debate, 21 June 1900, vol. 84).
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Still, sceptical policymakers remained unconvinced of the necessity of such
high-interest rates and felt that the industry’s growth necessitated a regulatory
response. Parliament debated legislative remedies including price controls,
banning advertisements, disclosure requirements and licensing. While the
particulars of the debate fall outside the scope of this study, insight can be
provided by the political and regulatory problem of defining and legitimizing
an alternative financial product.

If the impending regulation was to be effective, and for moneylenders to
be certain of their legal status, Parliament needed to state what constituted a
moneylending business. However easy this may seem, because the basic func-
tion of a moneylender is to provide funds to a willing borrower, it was difficult
for the 1897 Select Committee to define how a moneylender differed from
a ‘proper’ banker. Parliament focused on how moneylenders identified them-
selves to the public. Without an existing legal restriction, moneylenders were
free to declare themselves a ‘bank’, ‘finance’ or ‘trust company’. Parliament
took offense that a moneylender’s trade name could insinuate that they were
a bank. Their goal was not only a way to protect the reputation of bankers,
but also to ensure that any moneylending regulation did not unduly inter-
fere with ‘legitimate’ commerce (MLSC 1897: 1532-1538). It was clear that
boundaries were required to separate bank from non-bank lending.

This begs the question: how did Victorian policymakers define bankers?
Bankers were understood as people who engaged in the activity of banking.
Less formally, one witness identified that the source of capital distinguished
bankers from moneylenders with the former taking deposits while the latter
did not. Another remarked that ‘no respectable bank ever acts oppressively or
takes an exorbitant rate of interest (MLSC 1897: 4494). However true (or
untrue) that may be, Arthur Balfour showed little interested in segmenting
the market by interest rates nor did he seek even a hint of reinstating a usury
law. Working from the legal phraseology assigned to bankers, The Moneylen-
ders Act 1900 defined moneylenders as, ‘every person whose business is that
of money-lending’. The 1900 Act also defined the sector by exclusion, that
is, four specific industries were mentioned as not being moneylenders. These
were pawnbrokers, friendly societies, any group granted special powers by
Parliament to lend money and ‘any person bona fide carrying on the business
of banking or insurance’. Whether it was by exclusion or in comparison to
banking, policymakers struggled to define their position vis-a-vis traditional
banking; after all both institutions lent money to a willing borrower.

Still, a definition was in place, and from there the 1897 Select Committee
debated two mechanisms to track and control the industry. The less burden-
some proposal called for the creation of a moneylending registry which
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was nothing more than a list of business names and locations. While the
registry was meant to track the industry, it offered no control. The only
listing requirement was payment of an annual fee, after which the registrant
could conduct business legally. Surprisingly, many moneylenders sought a
more robust regulatory system. They viewed government regulation as a road
to legitimacy and sought stringent licensing, capital requirements, posted
bonds, a requirement for audited financial statements and an industry stan-
dards board. Moneylenders believed a government-issued license requiring a
screening process and monitoring of lender behaviour would add a much-
needed dose of credibility to their profession.

As it turns out, Parliament agreed with this line of argument which is
why they decidedly rejected the licensing measure. Simply put, the sector
was considered unworthy to hold such a designation. It was recognized that a
government license implied implicit approval of the applicant and by exten-
sion the sector. The 1897 Select Committee was adamantly against any
licensing scheme as ‘some sort of approval or badge of respectability’ (MLSC
1898: 1780-1781; 1925, 1185-1190). Though certain MPs believed that
moneylenders provided a needed financial service, fear of legitimizing the
market was too great. Instead, the 1900 Act charged the Inland Revenue
with maintaining a registry. Ironically, though Parliament sought to protect
consumers, it avoided an enhanced licensing scheme because it feared sending
mixed market signals concerning the legitimacy of the loan product.

Though the 1900 Act included a definition of the sector, in reality, Parlia-
ment had failed to draw boundaries around the alternative financial product.
In doing so, the legislative measure failed to address the key question: How
does a moneylender differ from a banker? Not long after its passage the Act’s
shortcomings became apparent. In 1901, Horace Mansfield MP asked why
the Inland Revenue had not prosecuted a single moneylender for failing to
register (Commons debate, 18 June 1901, vol. 11). This reveals how misun-
derstood and ill-crafted the Act was. The Inland Revenue was charged with
registering moneylenders but had no power to prosecute failure to do so. As
expected, without a precise definition, it was unclear which businesses were
required to register. In turn, the registry itself was of little value and the Inland
Revenue did not devote sufficient resources towards it.

From a business perspective it may seem beneficial that the 1900 Act
was ineffective in policing the sector. However, without clearly defined rules,
judges were left to decide the merits of moneylending transactions appearing
in court. As opposed to a uniformly enforced law, an individual judge could
decide whether a transaction had harmed a borrower (Collard 1912: 172).



Innovations in Alternative Finance ... 41

While for some regulatory interference was unwelcomed, the increased busi-
ness risk of a case-by-case approach was far more problematic. After a period
of renewed growth and heavy advertising, the issue of moneylending licensing
was revisited in the 1920s. The Moneylenders Act of 1927 introduced a
licensing requirement, but it also failed to draw boundaries around the
sector. As the credit markets grew increasingly complex, this failure caused
significant issues across the entire alternative consumer credit market.

By the late 1960s there was a sense of urgency about the legal status of
finance houses, hire-purchase companies and instalment credit under the
poorly designed 1927 Act. While banks were exempt, it was unclear which, if
any, non-bank lenders required a moneylending license. It didn't matter that
these new forms of credit had nothing to do with small cash sums issued to
cover emergency and basic expenses: without a boundary all non-exempted
consumer credit loans were at risk. Eventually, a regulatory patchwork solu-
tion exempted finance houses in 1967, and later The Consumer Credit
Act 1974 provided a definitive solution. Unlike previous consumer credit
licensing schemes which segmented providers by form, that is moneylender,
pawnbroker, hire-purchase, bank, under the 1974 Act, financial institutions
could issue all types of consumer credit under a single consumer credit
licence. For the most part, this arrangement held until the FCA targeted
payday lending in 2015.

Lessons can be drawn from this case study that are relevant to the alter-
native finance markets today. For decades Parliament struggled to define and
draw boundaries around an alternative credit product. This created uncer-
tainty and increased business risk. At first, policymakers feared sending mixed
market signals concerning the credibility and legitimacy of these niche players
and opted for a light-touch. As the market matured, so too did the regulatory
system. The evidence suggests that once a company or sector reaches a crit-
ical mass, political interest in consumer protection and regulatory oversight
soon follows. Recently, concerns over financial inclusion have shaped govern-
ment policy towards fintech credit providers. No matter how compelling the
innovation, finance companies are not immune from wider societal forces,
especially when their products target low-income households. Moreover, poli-
cymakers often default to understanding new financial markets and products
as they relate to the traditional banking sector. History demonstrates that
financial regulation of all stripes is influenced by the incumbent banking
system.
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2 Early IPO Markets

An Initial Coin Offering (ICO) is the equivalent of an Initial Public Offering
(IPO) in the cryptocurrency space. A startup company looking to create a
new coin, app or service launches its ICO; investors buy into the offering,
either with fiat currency or with pre-existing digital tokens in exchange for
a new cryptocurrency token specific to the ICO. Perhaps most significantly,
such issues are unregulated. The first ICO took place in 2013 and have risen
so much in popularity that over US$10 billion was raised from thousands
of ICOs in each of the last two years. This hot market in ICOs echoes such
similar episodic hot markets in early stage IPOs over the last hundred years
or more in Britain. The latter provides us with a case study which may be of
relevance to those concerned with the future of ICO markets today.

Britain in the shape of the London Stock Exchange (LSE) had the most
developed stock market in the world by the early twentieth century (Rajan
and Zingales 2003). While being subsequently overtaken by the US equity
market in the middle of the century, it has nonetheless remained an impor-
tant stock market to the present day. This is reflected in the more than 6000
firms that have gone public on the LSE since 1900—a total which is only
surpassed by the US.

The regulatory approach to IPOs has changed dramatically over this long
span of time, most particularly, in the case of the LSE’s junior market—
known today as the Alternative Investments Market (AIM). In contrast to
the main market, the junior market has been the listing venue of choice
for younger and smaller firms. From 1900 to 1929 the junior market was
essentially an ‘alternative finance’ platform for early stage firms raising funds
from retail investors. Until the mid-twentieth century UK listed equities were
at least 80% owned by retail investors (Michie 1999). Hence, this market
displays some similarities with equity crowdfunding and International Coin
Offerings (ICOs) which have emerged more recently.

Similar to today, firms a century ago could go public on the main market
or the junior market. In this earlier period, the LSE was self-regulated
(and not statutorily regulated as it is today). However, only IPOs on the
main market—known as the Official List—were subject to minimum listing
requirements and were part of the formal capital markets in London. IPOs on
the junior market, known as the Special Settlements market, were completely
unregulated. Although firms had to apply to the LSE for a listing, permission
was very rarely withheld provided a market maker could be found unlike in
the case of the main market (see Burhop et al. 2014 for more detail). Indeed,
junior market share prices were not collected and published in the LSE price
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lists until 1915. In addition, prospectus disclosure was minimal and investors
received little or no protection under the law (Chambers and Dimson 2009).
For investors, it was a case of caveat emptor.

As a result, the junior IPO market in the early twentieth century was set up
to provide entrepreneurs with fast access to external equity finance. Table 1
illustrates just how successful this alternative financial market was in the first
half of the last century in this regard. Although we lack US IPO data for the
first two decades of the last century, there were far more IPOs in London than
in New York in the 1920s, 1930s and 1940s. Most of these UK IPOs were
on the junior market. In the three decades up to 1929, around 1 in 4 of the
junior market IPOs were start-ups, that is, newly established firms floated
directly on the stock market. Thereafter, there is a marked decline in the
number of start-up IPOs in the 1930s before they then totally disappear—
except for a few new property development firms in the 1950s. Consistent
with this drop off in start-ups, there is an accompanying rise in the average
age at IPO of firms going public from less than 20 years to around 50 years.
Start-ups did not reappear and the average age at IPO did not fall back to
levels seen before 1929 until the launch of AIM at the end of the twentieth
century.

This pattern in start-ups and firm age at IPO across the century is related
to the ebb and flow in IPO regulation. From 1900 to 1929, regulation was
non-existent on the junior market. In the following decade, the LSE imposed
minimum listing requirements for all firms going public, including those on
the junior market, in terms of firm age at IPO and profitability and dividend

Table 1 Number of IPOs on the LSE since 1900

US IPOs UK IPOs Junior (%) Start-ups (%)
1900s - 486 63 29
1910s - 445 80 38
1920s 297 662 100 12
1930s 105 397 100 5
1940s 141 269 28 0
1950s 447 348 0 3
1960s 2661 548 0 0
1970s 1640 267 0 0
1980s 4866 762 64 0
1990s 5202 641 47 7
2000s 2065 1175 80 26

Sources UK data from Burhop, Chambers and Cheffins (2014) for 1900-1913;
Chambers (2010) for 1919-1939; Chambers and Dimson (2009) for 1940-1996; Paleari
et al. (2014) for 1997-2009. US data from Simon (1989) for 1926-1939; Gompers and
Lerner (2003) for 1940-1959 and Jay Ritter’s website for 1960-2009
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records pre-IPO. This ultimately led to the shutdown of the junior market in
1947. Thereafter only profitable, mature firms went public and only on the
main market. However, the UK IPO market became moribund in the 1970s
and this contrasted sharply with the US where IPO activity was boosted by
the success of the launch of its own junior market, NASDAQ (see Table 1).
The NASDAQ example pushed the UK into reintroducing a junior market
itself with less strict listing requirements in the shape of the Unlisted Securi-
ties Market (USM) in 1980 succeeded by AIM in 1995. This in turn led to
younger firms gaining access to public equity again.

There is here a clear pattern of light-touch IPO regulation at the begin-
ning and end of the last century coinciding with the existence of junior
markets together with an intervening period of strict IPO regulation in the
mid-twentieth century. However, while there are similarities between the
beginning and end of the last century, the modern AIM has one important
difference compared to the junior market of the early twentieth century. In
the latter case, firms going public very rarely had a reputable underwriter
handling the IPO (Burhop et al. 2014). In other words, poorly protected
investors had nobody to certify the quality of the IPO. In contrast, firms
going public today on AIM are required to appoint a nominated adviser
(‘Nomad’), from among a pre-screened group of boutique investment banks
and corporate advisors, and it is the responsibility of the Nomad to ensure
that there has been full disclosure to the market about the business and affairs
of the listing firm (Gerakos and Maffett 2013, Appendix I).

While entrepreneurs clearly benefitted from getting their IPOs away, we
must next consider what a lack of IPO regulation in the early twentieth
century meant for investors in these IPOs. One way to answer this question is
to examine firm survival (failure) rates post-IPO. Whilst estimating long-run
returns post-1PO yields a more precise answer, there is considerable difficulty
in accurately tracking what happens to firms that merge since merger terms
are difficult to establish the further we go back in time. Although failure rate
ignores the upside delivered by IPO winners, it serves to focus attention on
the downside risks of IPO investing. Failure is defined as the proportion of
IPOs in a given year which delist due to the disappearance or (involuntary)
liquidation of the firm where shareholders receive no consideration within
the five years following an IPO. Note that IPOs which subsequently disap-
pear because of a merger with another firm and where the shareholders receive
value for their shares are not regarded as having failed (Table 2).

Table 2 summarizes IPO failure rates estimated in previous studies over
periods at the beginning and end of the last century and into the twenty-
first century. Between 1900 and 1929 failure rates of junior market IPOs
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Table 2 IPO failure rates

Market No IPOs Failure rate (%)
1900-1913 Junior 561 19
Main 264 3
1919-1929 Junior 662 20
1930-1939 Junior 397 3
1995-2010 Junior 848 10
Main 237 3

Sources Burhop et al. (2014) for 1900-1913; Chambers (2010) for 1919-1939; Vismara
and Ritter (2012), Table 5, for 1995-2010

were 20%. In other words, 1 in 5 firms going public had delisted by the
fifth anniversary of going public and investors lost everything. This experi-
ence contrasts markedly with IPOs on the main market at that time where
failure rates were only 3%, very similar to today, and contrasts with more
recent experience on AIM where failure rates are considerably lower at around
10%. Early IPO markets also went through hot and cold periods just as they
do today. There were hot IPO markets in 1911-1912 and in 1928-1929
and the failure rates of these IPO cohorts rose sharply above the average.
For example, in the case of 1928-1929 IPOs, 2 in 5 subsequently failed
within five years. Entrepreneurs floated some weird and wonderful schemes,
and those investors who believed them suffered substantial losses. This was
venture capital-type investing but in the public markets with no evidence of
big IPO winners to offset the numerous failures (Burhop et al. 2014).

What becomes clear from the foregoing is that there is a relationship
between IPO failure rates and IPO regulation. In the absence of regula-
tion (and reputable underwriters), failure rates were high in the first three
decades of the last century. After the poor performance of firms floated in
1928-1929, the LSE decided to steadily raise listing requirements under
pressure from the government and the Bank of England, starting in the
1930s. The process of regulatory tightening continued over the following two
decades. This had a dramatic effect on young firms and start-ups which were
squeezed out of the public equity markets in the third quarter of the twen-
tieth century. Since venture capital did not establish itself until the 1980s in
the UK, there were no private markets able to fill this funding gap. The IPO
regulatory pendulum had swung too far in the other direction. Eventually,
the lighter touch regulatory approach accompanying the re-emergence of a
junior market in the 1980s and 1990s has once again catered to the needs
of young entrepreneurial firms wishing to access the public equity market as
quickly as possible while attempting to offer minority investors protection
from fraudulent schemes.
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Three things become apparent from this case study of early IPO markets
in the UK that are relevant to alternative finance markets today. First, regu-
lation (including self-regulation) needs to strike a balance between providing
entrepreneurs with flexible and fast access to new pools of capital, on the
one hand, and protecting outside investors, on the other. Second, regulators
reacting to the emergence of new markets will, in all likelihood, not get this
balance right. They may under-react, or, as in this case, over-react once prob-
lems (investor losses) arise. Along the way, some institutional learning takes
place. It took the LSE the best part of a century to learn from their experi-
ences and arrive at a more appropriate balance. Third, the experiences of early
IPO investors would not have mattered if these investors were ‘sophisticated’
in the sense that they understand the investment risks involved and were suffi-
ciently wealthy to easily withstand the IPO losses. The total absence of any
regulation regarding investor suitability in the early twentieth century almost
certainly meant that unsophisticated investors were suckered into these IPOs.

The parallels with the market for ICOs in 2018-2019 are striking.

3 Private Currency Markets in the Eighteenth
Century

Satoshi Nakamoto® founded Bitcoin to reduce transaction costs and times.
More appealing to early adopters was its anonymity and inflation-proof
nature (Nakamoto 2009). Advocates believe distributed ledger technology
mitigates government tendencies to inflate fiat currency and offers a safe
haven from the banking systems increasingly obtrusive data-collecting prac-
tices. Yet this was far from the first time that new technology was used
by the private sector to cure a perceived state failure. In fact, Bitcoin and
similar cryptocurrencies are simply the most recent and most technologically
advanced of a wide variety of private solutions previously utilized to replace
sovereign money in certain transactions. Private currencies should therefore
be considered as important precursors to today’s distributed ledger curren-
cies such as Bitcoin. Furthermore, they evolved in ways easily discernible by
today’s modern fintech market participants. Successful private currencies can
be classified by (1) the level of trust in the key private institutions and (2)
the degree of state failure in the currency markets. The latter is evidenced
by either a lack of trust in the central government or an otherwise unful-
filled need. Cryptocurrencies exhibit many of the same characteristics and

3 Likely a pseudonym.
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address similar needs as the private solutions of the past. As such, analysing
the history and development of alternative (private) currencies may provide
useful guidance for policy related to new non-state cryptocurrencies.

Throughout history, market transactions have often relied on tokens and
metallic coins as a medium for exchange of goods and services. While the
sovereign state often monopolized the issuance of currency, token curren-
cies provided by private companies or citizens were used alongside or in
place of sovereign money for small market transactions at various points in
history, even if such private tokens were not considered legal tender and were
generally not able to satisfy tax obligations.* As with sovereign-issued money,
the usage of private tokens depends on trust in the issuers, or on the trust
that the token will be accepted in subsequent transactions. As an alterna-
tive to currency, state-backed or private, the records of the credit resulting
from marketplace transactions can be kept in (private) ledgers by merchants,
temples or churches.” Yet such credit arrangements have flaws that physical
coins can overcome, with the latter allowing anonymity in transactions, and
the flexibility to deal with those where a lack of social bonds preclude a
trusting relationship.

Private token currencies developed outside the formal monetary system,
and yet often dominated sovereign money for long periods. Such tokens
could even circulate nationally, as they did in England over a very long time-
frame, in China over many centuries but especially the long sixteenth century
and in the US from time to time (Falkner 1901; Klein 1974; von Glahn
1996; Kuroda 2005, 2006; Goetzmann 2017: 387). As such, private money
can surprise in geographic scope and scale, at times completely dominating
the national economy (Martin 2013: 238).

Private currencies developed to supplement a lack of official coin. Indeed,
Jean-Baptiste Say specifically stated that ‘there can never be any shortage of
money, since the enterprising mercantile class will always be able to impro-
vise an alternative’ (Martin 2013: 206). Parallel currencies did create some
problems for users, and in this regard, private currencies were far from ideal.
For example, default of the issuer was always a possibility, and in some cases
a reality. As such, for a private currency to succeed, trust in the issuer is vital.
Or, in cases of total state failure, private citizens need to be desperate enough

41In this particular instance, we are speaking of currency mostly as a medium of exchange and unit
of account. It would be rare, even if possible, for merchants and their customers to accumulate large
amounts of small token coins as a vehicle for savings, due to the sheer unwieldiness of token metals
such as copper compared to other alternatives.

5 Credit was also commonplace within smaller communities where trust was available. Yet ledgers
that kept track of debts had weaknesses, such as the tendency for debtors to default. For more on
private credit and private ledgers, see Muldrew (2001).
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to accept any currency in transactions. Keeping track of a plethora of small
change alternatives might also involve risks in exchange. However, merchants
and their clienteles were generally sophisticated enough to readily manage
many different sovereign, private and even foreign metallic and token coins,
and adjusted their prices accordingly (Kuroda 2005).

Britain—like many other countries—suffered from a shortage of small
currency following the withdrawal of the Romans, especially after the Great
Debasement of 1560 and the Elizabethan Great Recoinage 1696-1699, a
problem known as ‘the want of small change’ (Williamson 1889). The main
reason for the failure is disputed, but it does appear that the capture by
various elite groups—first by landowners and creditors and then international
merchants—explains a good deal of the reluctance to provide for small market
transactions (Desan 2014). Whatever the reason(s) for the state failures in
Medieval and early modern Britain, British enterprise has a long history of
providing private currency solutions to mitigate the government failure to
provide enough small denomination currency. While credit could be used for
those who shared local bonds of trust, other market transactions needed a
more anonymized solution. Without private enterprise, the British economy
would have operated with significantly less currency, and, therefore, with less
trade.

The main focus of this case is the period known as the free token
era which began in the 1740s. Numismatists and historians have written
extensively on the tokens of this period, including a full-length treatise by
economist George Selgin (2008).° The Great Recoinage of 1696 to 1699
caused perhaps the greatest ever shortage of small change, just at the time
when an increasing number of new companies needed small change to pay
workers migrating to the factories of Industrial Revolution Britain. While
the state’s policy of strong money benefitted many elites, workers suffered
greatly. Employers scoured the countryside for small coins, wasting valuable
time resources, and often paying a premium for them. Most solutions were
extremely unfavourable for the workers, including paying workers in groups
in larger denomination coin, delaying workers’ pay, sometimes for many
weeks, payment in kind, the use of stores run by the companies themselves
and agreements with services such as pubs to offer credit to the otherwise
unpaid workers (Selgin 2008: 24-26).

The earlier private tokens—of the 1600s—were mostly copper or brass but
could also be leather or paper (Falkner 1901). They were mostly round but
there was very little standardization. The innovation in the eighteenth century

6 Scholars include Ruding (1840), Peck (1960), Whiting (1971), and Larkin and Hughes (1973).
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was, perhaps unsurprisingly, the steam engine. While earlier tokens were of
differing shape, quality and even material (Falkner 1901), by 1787, accurately
round and consistently weighted privately-issued ‘trade’ tokens, often referred
to as ‘Conder’ tokens, became the most prevalent form of small change due
to their being struck using a steam-driven press, novel use of technology that
allowed for standardization and mass production at the lowest cost (Peck
1960; Selgin 2003). This new technology also made the coins difficult to
counterfeit; this was true technological innovation.

While the state was unable or unwilling to use the new minting tech-
nology to grease the wheels of commerce, the private sector was, and adopted
the new minting technology as soon as it became viable. Privately minted
coin effectively solved the big problem of small change during this impor-
tant time period, which spans both the agricultural and industrial revolutions.
‘Entrepreneurs’ kept the economic model in ‘equilibrium, allowing the mone-
tary system to function properly’ (Sargent and Velde 2002: 302). As late as
1812, tokens were circulating at five—ten times the rate of official currency
(Falkner 1901). While the private sector had provided an effective solution
in the late 1780s, it took the state until 1817 to catch up with the private
sector, when the copper token system was nationalized. The state, watching
the circulation closely by now, nationalized the copper token system by decree
in 1817 and attempted to prevent the further issuance of the private tokens.
The transfer of copper token coin supply from private issuers to the sovereign
mint was practically complete. State interference was fortuitous to some
extent, as the private solution was not entirely satisfactory. By 1797, even
the private mints could not keep up with demand. Additionally, there were
frequent bankruptcies, with some issuers reneging on thousands of coins.
Private failure had replaced the public failure.

The private sector had proven the worth of the copper coin as an instru-
mental factor in the provision of commerce before and during the industrial
revolution. Indeed, the modern fiat token coin framework—as in most if not
all modern currency systems—might not exist in its current form without the
private solution perfected in the late 1700s (Sargent and Velde 2002: 303).
Private copper mintings on a scale made possible by the steam press gave way
to the copper penny we know today in the UK and elsewhere.

When taken together with other cases of the adoption of private currency
or currency systems, a set of common themes present themselves. New
markets that tend to develop with little intervention from the state even-
tually attract the state’s attention. Laissez faire gives way to intervention.
Such government regulation or control is not inevitably beneficial to all
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members of society, but it equally doesnt have to have negative conse-
quences. While banning private currencies without remedying state failures
can severely impact citizens, certain government responses can provide a more
robust currency compared with the purely private solution.

The state can have a tremendous impact on private currency and currency
systems. It sets the stage for private competitors by failing to provide its citi-
zens with enough usable currency, or by eroding the value of the sovereign
money that is available. It can then choose how to address private compe-
tition to its sovereign rights. The state can react to private innovation in
currency through an outright ban or a laissez-faire approach, which latter
typically ends with a remonopolization. In Qing dynasty China and the US
in 1674 and 1741 (Timberlake 1981), private solutions were banned, but
without replacement.

Successful private currencies, on the other hand, tend to be implicitly
accepted by the state for some time, as they are recognized as filling important
needs that are otherwise ignored by sovereign entities. To add the Chinese
example to the British one above, the Ming state accepted that temporary
needs could be met by the private sector (Kuroda 2000: 191). Banning
usually happens almost immediately, if it is going to happen at all. Successes
generally operate in parallel with state-backed currencies. However, there
comes a time when the state simply remonopolizes the supply of currency,
even if it comes at great cost to certain publics, such as during the Great
Recoinage. State interference has generally not been driven by meeting the
needs of the public, but rather to regain control of the money supply, capture
seigniorage profits, or often to reward influential elites at the expense of
the majority (Desan 2014). A pattern of remonopolization is recognizable
in the monetary histories of different countries. England, China and the
US, often over long periods, are three important and representative exam-
ples. For example, the incoming Qing government solved the shortage by
issuing more copper coins, and trade of grain between regions was outlawed.
Such a government response to a shortage came at a great cost to both
the state (via negative seigniorage) and certain provinces (who were unable
to market surplus grain, or purchase grain that was desperately needed).
Notwithstanding this great cost, the monopoly of the state on currency given
up by the Ming dynasty was restored (Kuroda 2005).

Private markets have consistently identified needs that can be profitably
met through innovation. Private demand drives such innovations. In this
case, the private sector was the first to apply a new industrial technology—the
steam press—to ‘the big problem of small change’ (Cipolla 1967). Once the
market grew too big for the government to ignore, it simply monopolized the
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technology. The government monopoly was likely to be welfare-enhancing,
given that it reduced the reliance of the public on the creditworthiness of
private issuers—bankruptcy risk was eliminated. As such, state responses
do not necessarily destroy markets and may increase consumer welfare, as
this English case tends to indicate. In the best case, private innovation
often informs and then incites new state-backed currency solutions, often
eliminating the private element.

The history of private currencies suggests some valuable lessons for prac-
titioners and policymakers involved in the cryptocurrency revolution, as
Bitcoin and its imitators share many characteristics with private token curren-
cies and the centralized ledgers of the past. Firstly, it is probable that the
public sector is not the best base for innovation. The private sector invented
the steam press, and then used this technology to improve the lives of the citi-
zenry who were suffering from a want a small change. Remonopolization was
always a risk, yet government control did eliminate some of the frictions of
the private system. Over-regulation or even banning of cryptoassets remains a
strong possibility, as occurred in Britain before the free token era, and in Qing
Dynasty China. However, the biggest threat to Bitcoin is likely to be a better
Bitcoin, as it is far from clear that the benefits of using Bitcoin outweigh
the costs (in terms of energy usage, to name one) and risks. The most likely
source of competition is sovereign currencies that are reinvented to resemble
cryptocurrencies to a greater or lesser extent. Once the central banks fully
understand blockchain technology and its applications, they should be able
to continue to dominate, or remonopolize, electronic payments. However,
there are private solutions to the current limitations experienced in inter-
national and online transactions that could succeed—for example, the need
for extremely small denominations (micropayments) as well as for a more
efficient means for retail-sized cross-border payments.

4 Microfinance in Ireland

Outside of Nairobi, a young wholesaler has just purchased goods from a
supplier. Yet instead of settling in cash or by bank transfer, the entrepreneur
has applied for a loan from Musoni Microfinance. Notably, Musoni does
not have any branch or retail locations. It is one of the first entirely virtual
small-loan providers in Africa. Their entire loan application, processing and
settlement are completed via the wholesaler’s mobile phone: a truly revolu-
tionary business model in a part of the world sorely in need of efficient capital
allocation. Across Africa and many other developing countries microfinance
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has experienced rapid penetration of traditional banking markets. The impor-
tance of these developments lies in the critical contribution made by access
to finance for small entrepreneurs towards accelerated economic growth rates
(Armendariz 2005).” While Musoni and its digital competitors are a rela-
tively new market niche, microfinance is not a modern invention. Like the
other recent innovations covered by this chapter, small-scale financing to
entrepreneurs had its origins long ago. For example, early microfinance was
especially important in Germany, Italy and the British Isles beginning in the
nineteenth century (Galassi 2001; Guinnane 1997). This case study examines
how Irish microfinance institutions addressed a market failure and provided
credit to the poor from the 1720s until the mid twentieth century (Hollis
and Sweetman 1998a, b, 2001).

The microfinance innovation of the eighteenth century was crucial to
Ireland’s navigation of the Industrial Revolution, given there were no other
sources of finance for small businesses (Hollis and Sweetman 2001: 292).
Long before the launch of microfinance ventures in Bangladesh and parts
of Latin America in the second half of the twentieth century, the author
of Gullivers Travels, Jonathan Swift, was providing funds to lend, interest-
free, to ‘poor industrious tradesmen’ in the early eighteenth century (Sheridan
1787: 234). At the time, and even as late as the early twentieth century, limi-
tations in the Irish legal system, alongside massive emigration, meant that
keeping track of borrowers was extremely challenging for lenders (Guinnane
1994). Swifts innovation was to understand that the social capital existing
within local communities could be utilized in order to mitigate the risks of
lending to unknown entrepreneurs. This same logic underlies the activity
of today’s microfinance institutions. In eighteenth-century Ireland, each
borrower required guarantees from two neighbours. The interest-free loans,
for up to GBP 10, required weekly servicing. Though subsidizing the interest-
free nature of the loans, Swift believed in ‘punctual repayments’, requiring
financial discipline from the borrowers and their guarantors (Sheridan 1787:
234).

The Dublin Musical Society was so successful in imitating Swift that
government legislation permitted the Society to expand their lending outside
of Dublin in 1778. The Society used profits from its performances to subsi-
dize loans of up to GBP 4. In 1822, the Irish Reproductive Loan Fund
Institution (RLFI) provided GBP 55,000 to establish approximately 100
microlenders, again with a maximum loan size of GBP 10. Soon after, thanks
in part to the RLFI’s lobbying efforts, the sector secured a stamp tax break in

7 Such lending has not been without controversy and has attracted significant criticism in academic
and development policy circles. See, for example, Bateman (2010).
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1823. This change, plus permission to charge interest, incentivized competi-
tion. New microfunds, such as the Central Loan Fund Board, quickly became
the primary source of credit for small businesses. Like the other case studies
examined in this chapter, their success also attracted new legislation. Parlia-
ment established a regulator for all non-RLFI lenders and set a very high
deposit rate cap. The latter fuelled further growth by allowing depositors to
earn more on their money with the microfinance organizations than with
a commercial bank. Hollis and Sweetman (2001: 1879) estimate that by
1843 there were 300 loan funds making about 500,000 loans per year, which
was practically all of the credit available to the poor (Hollis and Sweetman
1998a: 353). At one point, microlenders serviced 20% of the population,
none of whom were commercial banking clients (O’Grada 1994; Hollis and
Sweetman 1998a, b). That is, the two industries targeted completely different
clienteles, and without the Loan Funds, the poor would have no access to
debt finance. The Loan Funds could be said to have found a market niche
that otherwise would not have been addressed.

State support was one of the major reasons for the success of these early
microfinance lenders. But aggressively prohibitive regulation was to follow.
Like many private solutions, the Loan Funds were far from perfect. A govern-
ment inquiry in 1896 found that some loans were predatory in nature, and
fraud and overly robust recovery tactics were commonplace. Yet for many
years, commercial banks could do no better in servicing the working poor,
dealing as they did only with the richest third of Ireland (O’Grada 1994).
The industry survived the Great Famine, attracting more avaricious lenders.
However, the Board, who had since become the chief regulator, was unwilling
to clamp down on the worst of the predatory behaviour. Worse still, the
powerful banks began to view the loan funds as competition, and in 1843
the former were able to successfully lobby Parliament for a lowering of the
deposit rate cap to a level that made the industry substantially less attrac-
tive. Elite capture is the most likely explanation for this sudden reversal in
state attitude to the Loan Funds. Similarly, legislation in 1900 and 1914 put
the loan funds at an even greater disadvantage and the industry essentially
vanished over the first half of the twentieth century. The bank lobby had
successfully wiped out a competitor.

As in the other cases featured here, private initiative resulted in a new inno-
vation that has since been copied across the globe. Yet it was only once the
microfinance initiatives had experienced significant success that they attracted
the interest of regulators who were acting in the interests of the local elite. In
this case, the regulation resulted in the destruction of an industry that had
the potential to support smaller entrepreneurs in emerging Ireland.
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5 Conclusion

In the last few years, online consumer lending, ICOs, cryptocurrencies and
microfinance have all emerged and flourished. In each case, the under-
lying innovative idea has appeared in an earlier historical period. As this
chapter argues, we can use our understanding of the evolution of these
earlier innovations to provide several insights for industry participants and
policymakers today. The first insight is that the private sector can often be
counted on to anticipate otherwise unmet needs. Moneylenders filled a gap
for consumption-smoothing loans unaddressed by the banking system of the
day. Loan Funds provided debt financing for small businesses that banks
in Ireland were unwilling and unable to provide. Private currencies filled a
void created by the lack of sovereign coins for smaller transactions at various
points in history, most notably—but not uniquely—in eighteenth century
Britain. Junior market IPOs provided access to funds for smaller companies
that might otherwise have struggled to raise external finance.

The second insight is that these new financial markets and instruments
eventually attracts the attention of regulators. The initial regulatory response
is likely to be inadequate and subsequently evolves over time. Governments
may intentionally choose not to interfere, or may be ignorant of the situation,
until the market grows to a point where it attracts the attention of enough
influential interests who pressure the state to intervene, generally citing
consumer protection grounds. The impetus for regulation may come from
injured parties, the incumbent banking system, or directly from the govern-
ment itself. Regardless of the motivation, it is clear that an initially /aissez-faire
or experimental regulatory system should not be taken for granted and
stricter, sometimes highly restrictive, regulation is likely to follow. Financial
professionals and policymakers should be aware that an initial ‘sandboxing’
and benign response to new innovations does not preclude regulators from
acting when the markets hit some ‘tipping point’ in scale and scope. The
case studies in this chapter are a warning to the industry to watch for shifts
in the existing regulatory approach. In all four cases, harsher regulation—
in some cases even to the point of shutting down the products and markets
concerned—arrived after prolonged periods of observation. Tougher regula-
tory responses may be facilitative, even if they are harmful to select parties.
State-issued copper pennies were an improvement on those issued by the
Parys Mine Company, and early Irish microfinance legislation spurred growth
in the sector. Yet responses from the state can be far less benign. In the cases
of moneylending and microlending, the behaviour and lobbying efforts of
the traditional banks influenced, and even captured, the regulatory process.
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Entrepreneurs should take heed of how the existing banking community
responds to financial innovation.

Finally, it is clear from history that regulation needs to strike the appro-
priate balance between facilitating innovation and protecting consumers if
technological financial innovation is to evolve. Without an initial laissez-faire
period, innovations allowing access to funds for business and consumers alike,
such as private token coins, moneylending, microfinance and the early stage
IPOs may never have evolved. On the other hand, financial products and
services have been shown to be harmful at times and an appropriate level
of consumer protection benefits society (Turner 2009). Regulation benefitted
gullible IPO investors and protected borrowers from abusive lending prac-
tices. State remonopolization of copper token currency in the nineteenth
century reduced the exposure of the users of small change to the default risk
of private issuers, or to counterfeits.

Prohibition of new innovations may have negative consequences. The
regulation that eventually put an end to microfinance may have resulted in a
dearth of exactly the kind of financing supportive of economic growth. In the
private currency case, ‘small change’ facilitated payments to the workers who
were vital to the success of the industrial revolution.® Today, for example, it
has become clear that not providing citizens with the tools to effectively make
market transactions is welfare-destroying, as it probably was in eighteenth-
century Britain. The market needs to be given room by the state to innovate
in a way which balances innovation with adequate consumer protection.
For centuries, traditional and alternative financial providers have channelled
funds to meet the demands of business and consumers. Although twenty-
first-century fintechs are driving down costs and enhancing the customer
experience by challenging the traditional banking sector, history tell us that
there is a likelihood of the introduction of consumer protection measures
that will impact these new markets and their competitive landscapes. Based
on such precedent, today’s financial innovators may benefit from engaging
policymakers sooner rather than later.

8 In the US, where there were fewer options, the lack of small change resulted in the ‘re-enslavement’
of newly freed workers in the South and may have contributed to the relatively slow economic growth
in this region towards the end of the nineteenth century (Lurvink 2014).
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The recent, meteoric rise in crypto-activity has sparked widespread interest
in this nascent asset class, which now comprises over 5000 distinct exchange-
traded cryptocurrencies.! Worldwide google queries for the term “cryptocur-
rency” increased by more than fivefold in the final two months of 2017,
during which time the search queries for “bitcoin” exceeded those for “trump”
(see Fig. 1). There are now over 6000 Bitcoin ATMs across the world
(Zmudzinski 2019),2 and the average daily exchanged-traded dollar volume
for Bitcoin (BTC) has tripled in the last year,> with the latest daily activity
averaging at $27.5 billion USD for January 2020. In comparison, the average
daily dollar volume for MSFT stock was approximately $4.4 billion USD

during this same timeframe.

! As per CoinMarketCap https://coinmarketcap.com on February 5, 2020.
2 See https://cointelegraph.com/news/bitcoin-atms-worldwide-hit-new-milestone-surpassing-6-000.

3 Specifically, Bitcoir’s average daily dollar volume in 2018 and 2019 was $16.7BN and $6.1BN
(USD), respectively, as per historical data provided by CoinMarketCap.
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Fig. 1 Worldwide Interest in “Cryptocurrency” and “Bitcoin” (Source Google Trends).
In this figure, we display the weekly, worldwide Google-search interest in the terms
“cryptocurrency”, "bitcoin”, and “trump” over the period spanning January 1, 2017
through January 1, 2018. The relative search interest is scaled such that 100 repre-
sents the peak popularity for a term in the given time frame for provided search-term
opportunity set: {“cryptocurrency”; “bitcoin”; "trump”}. See https://trends.google.
com for further details

Despite the ongoing activity and interest in Bitcoin and the elusive
“Satoshi Nakamoto,” whose whitepaper has now been translated into almost
30 different languages,4’5 this digital asset remains widely misunderstood.
Although many now recognize Bitcoin as a disintermediated medium of
exchange, there remains confusion surrounding who “runs” Bitcoin and how
we can be confident in the security of a permissionless shared ledger in the
way that we place confidence in Bank of America, as a trusted third party,
to keep a proper record of funds. That is, Bitcoin was designed to provide
“an electronic payment system based on cryptographic proof instead of trust,
allowing any two willing parties to transact without the need for a trusted
third party” (Nakamoto 2008).° But what exactly does this mean and how is
it implemented?

Furthermore, the possibility of creating “trust” without using an inter-
mediary such as a bank, a regulatory body, or government suggests many

4The Github repository can be accessed on https:/github.com/wbnns/bitcoinwhitepaper.
5> “Nakamoto” was even nominated for the 2016 Nobel Prize in Economics (Chowdhry 2016).
6 See page 1 of the original Bitcoin whitepaper, accessed on https://bitcoin.org/bitcoin.pdf.
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interesting use cases beyond financial transactions. This trustless security is
the promise of distributed ledger technology in general. A public blockchain
is a mechanism by which to store data, distributed across vast, peer-to-peer
networks. Transactions or records are grouped into blocks that are chained
to each other using cryptographic links. Blocks are verified and synchro-
nized across many nodes only through agreement across various nodes of the
network, a mechanism known as distributed consensus. Blockchain delivers
immutability (i.e., it is impossible to modify past blocks of data unless a
majority of nodes in the network collude, which is an unlikely and expensive
situation as the network scales), and a reliable provenance of the transaction
paths.

The focus of this chapter is to provide a layman’s guide to Bitcoin and to
explain the basic underpinnings of the consensus protocol (also known as the
Nakamoto Consensus) that secures transactions on the Bitcoin blockchain.”>8

1 An Intuitive Introduction
1.1 Numbers

Numbers are everywhere. We use numbers to count. Humans, because they
have ten fingers, started using a decimal system that requires ten symbols: 0,
1,2,3,4,5,6,7,8,and 9. When we need to represent a number larger than
9, we begin using a second digit (i.e., 10, 11, 12 to 99) and then proceed to
a third digit (i.e., 100, 101, 102) and so on.

Computers employ a binary system that uses only two symbols: 0 and 1.
The counting in a binary system proceeds as 0, 1, 10, 11, 100, 101, and so
on. Thus, 10 in binary is equivalent to 2 in the decimal system.

The binary system has a big advantage in that it is easy to make hard-
ware that can be represented by Os and 1s (e.g., OFF and ON). So, it is
easy to build computers that only require switches that can be turned off
and on. Furthermore, 0 and 1 can also represent False and True, or No and
Yes, allowing us to represent any logical statement as a sequence of Os and
Is. This was the remarkable insight by one of the greatest mathematicians,
Claude Shannon, who founded information theory in the 1930s and 1940s.

7 See Kim et al. (2018) for a generalized overview of cryptocurrencies, including but not limited to
Bitcoin.

8 For examples of other blockchain-based platforms and additional use cases, “Blockchain for
Dummies, 2nd Edition” (Laurence 2019).
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Alan Turing around the same time also showed that any computer language
could be reduced to a sequence of Os and 1s.

In the late 1950s, it was discovered that the basic building block of
life itself only required four molecules (A, T, G, C) that makes the DNA
molecule, and thus, the genome of any living being could also be represented
by a number with four symbols, which could be 0 (A), 1 (T), 2 (G), and
3 (C). Of course, any number in a system of base 4 could equivalently be
represented as a binary number. It is easy to see that any language with a
finite set of letters in the alphabet could also be equivalently represented as a
number in a binary system. For example, the English language would require
52 symbols to represent all 26 letters of the alphabet in lower and upper case,
plus a few additional symbols to denote punctuation marks such as the period
and the comma. In fact, our experience with fossil records has indicated that
DNA can be preserved for hundreds of thousands of years without requiring
any energy sources. Recent exciting advances are, in fact, exploring the use of
information preservation using DNA (Lee 2019).”

So then, a binary sequence could represent a (i) number, (ii) any message
in any language or any document that could be represented as a digital file,
(iii) a person identified by her genomic sequence, or (iv) any set of logical
instructions—e.g., if X then Y else Z—or even any detailed algorithm or a
computer program.

In order to economize on the number of digits, a hexadecimal system is
often used instead of a binary system. Since a hexadecimal system requires
sixteen symbols, “0” to “9” plus “a” to “f” are typically used. So “e3b,” for
example, is a number in the hexadecimal system which is equivalent to (14
x 16"2) + (3 x 16"1) + (11 x 1670) = 3643 in the decimal system and
111000111011 in the binary system.

1.2 A Unique “Fingerprint” Number for Everything
Interesting (SHA256 Hash)

We have now established that almost every interesting thing that exists (e.g.,
a document, a transaction, a computer program, a person, a book, the first
edition of Encyclopedia Britannica, a movie, all of Wikipedia at the current
moment, and so on) can be represented as a number. Suppose that each one of
these things could be assigned an ID or a unique number (i.e., a fingerprint).
How many binary digits would be sufficient to represent all such objects? The

9 See, for instance, https://www.scientificamerican.com/article/dna-data-storage-is-closer-than-you-

think/.
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number of interesting objects for which we need IDs might be a very large
number, say a trillion x trillion x trillion (i.e., 10°12 x 10"12 x 10”12, since
10"12 in the decimal system is one trillion). This sequence can also be written
as (10 x 10 x 10)"12. Since 2*10 = 1024, which is approximately equal to
10x10x10, a trillion x trillion x trillion can also be expressed as (2°10)*12
or 2°120. That is, 120 binary digits would be enough to represent all IDs
required to uniquely identify one trillion x trillion x trillion objects.

Suppose that, rather than using just 120 digits, we allow each ID to be
represented by a 256-digit binary number. This extension allows an incredibly
large number of IDs, approximately equal to the number of atoms in one
trillion solar systems. Surely, if we were to distribute one trillion x trillion
x trillion IDs using a 256-digit binary number, the number of IDs issued
would be a vanishingly small fraction of the total potential IDs available.
Furthermore, if IDs were issued randomly from the available pool of 2256
IDs, knowing the ID would provide no indication as to which object (which
itself is represented by a number) it represents. The SHA-256 hash, where
SHA refers to Secure Hash Algorithm, provides such an ID.

For each object, the SHA-256 hash code is fixed. That is, hash func-
tions are deterministic, and the same input always yields the same hash
code. However, because there are 2°256 possible SHA-256 codes, it would
be incredibly difficult to guess which object(s) generated a given SHA-256.
Furthermore, given the complex nonlinear nature of the SHA-256 hash func-
tion, two seemingly similar inputs can yield SHA-256 hash codes that are
completely different, which further complicates the guesswork in finding the
original object that matches a provided SHA-256 hash code.

In cryptography, numbers are often expressed in a hexadecimal system,
which requires sixteen symbols. Thus, a SHA-256 hash that requires 256
binary digits can be represented in a hexadecimal system using only 64 digits,
where each digit is represented by one of the numbers 0 to 9 or letters “a” to
«f

For example, the SHA-256 hash!® of the message “Prof. Bhagwan
Chowdhry can explain Blockchain” is

8£8d3f14177bf664¢9748cc790d739a71a7d06b2907844a309b43478e45c7124

If the original message, instead, were “Prof Bhagwan Chowdhry can explain
Blockchain” its SHA256 hash is

db5bebb9f82d1040e96486b8573d91£7¢2052025f41b8c7733dfa229c649b121

10 A SHA-256 hash calculator can be accessed on https://andersbrownworth.com/blockchain/hash.
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Notice that the two hash codes are completely different even though the only
difference between the first and second messages is that the word “Prof” is
followed by a period in the former but not in the latter. Similarly, if the
message were “Prof Bhagwan Chowdhry can explain blockchain” (where the
only difference now is that the word “blockchain” is spelt with a lower case
“b”), the SHA-256 hash is again completely different from the two hash codes

shown above:
127b89ac962afcl1e4c79£a265789633de209abac7400£fd220c1268462ebde6c

Thus, if some original document’s SHA-256 hash were presented along-
side a tampered version of the original document, the SHA-256 hash of
the tampered document would not match the hash code of the original
document, signaling immediately that the document has been altered. This
is the fundamental mathematical insight that many blockchain-based use
cases exploit, whereby the authenticity of documents, such as birth certifi-
cates, transcripts, records of property ownership, etc., must be proven quickly
(sometimes, nearly instantly) and efficiently without relying on cumbersome
and expensive notary services, which often take a long time.

Hash codes are also referred to as checksums, since they allow you to prove
access to or knowledge of the contents of a particular document without
revealing any information contained in the document. That is, because it
is nearly impossible to produce the correct SHA-256 hash without knowing
the contents of the document, producing the SHA-256 hash code provides
credible evidence that one indeed has the document in question.

For instance, consider the following tweet posted by Julian Assange of
Wikileaks on October 16, 2016:

pre-commitment 1: John Kerry

4bb96075acadc3d80b5ac872874c3037a386f4f595fe99e¢687439aabd0219809

Specifically, Julian Assange was sending a message to John Kerry (the, then,
Secretary of State to President Barack Obama of the United States) to convey
that he had successfully hacked into the State Department’s documents, the
proof of which was the SHA-256 hash. After seeing this message, Secretary
Kerry could easily compute the SHA-256 hash code himself and would be
able to confirm whether Julian Assange has access to the secret document in
question.

Furthermore, the Twitter message is public for anyone to see and yet,
no contents of the secret document are revealed by posting the SHA-256
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hash. Thus, the SHA-256 hash code provides what is termed a zero-knowledge
proof .

1.3 Digital Signatures Using Cryptography

There is often a need to transmit complete contents of messages as opposed to
just its SHA-256 hash, from which the original message cannot be recovered.
To do so electronically, without the contents of the message being intercepted
by a third party, requires that the message be encrypted. Encryption refers to
a two-way process whereby the original message is transformed using some
one-to-one deterministic algorithm. For example, “I love you, Chris” could
be encrypted as “] mpwf zpv Disjt” using a simple substitution in which each
letter of the original message is substituted by the next letter in the alphabet.
Anyone intercepting the message would either have to guess or know how
the original message was transformed (i.e., the encryption key). An attempt
to transmit the key electronically runs the risk that not only the message but
also the key may be intercepted by a rogue third party.

A solution to this problem was proposed by Diffie and Hellman and
further refined by Merkle in the mid-1970s (Levy 2002).!! The basic idea
is to generate a pair of keys, termed Public and Private keys. One of the keys
is used to encrypt a message, and the other key is used to decrypt it back to
its original form. For example, in order to make sure that the message “I love
you, Chris” is not intercepted by a rogue third party, such as a spouse, Chris
generates a pair of Public and Private keys. Chris publishes the Public key,
making it available to everyone (including her secret lover), but keeps the
Private key private by not revealing it to anyone (including her secret lover).
Using Chris’s Public key, the message “I love you, Chris” is transformed into
unintelligible gibberish which can be converted back to the original message
only by using Chris’s corresponding private key, which only Chris knows.
Thus, we avoid the problem of transmitting the key required for decryption.

However, another potential problem is that Chris cannot be sure who
actually sent the encrypted message because the Public key is available to
everyone. For example, the unhappy spouse could transmit a message, “Never
talk to me again, Chris.” Although only Chris would be able to decrypt the
message, she would not know whether the message was sent by her lover or
the unhappy spouse, who is trying to sabotage the illicit love affair.

11 See, for instance, “Crypto: How the Code Rebels Beat the Government Saving Privacy in the
Digital Age” (Levy 2002).
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To get around this issue, we can encrypt the message twice, first with
Chris’s Public key and then again with a different Private key, which also has
a corresponding Public key that can be published publicly. Thus, the message
has now been encrypted twice. Chris and her secret lover keep their respective
Private keys private, while publicly publishing their respective Public keys.

When Chris receives a twice encrypted message, first she decrypts it using
her lover’s Public key—which is public—and then again using her own
Private key. The unhappy spouse can no longer meddle because he does not
know the Private key with which to first encrypt the original message.

In essence, any message can be digitally signed by encrypting the message
with one’s Private key. The encrypted message itself, which can only be
decrypted by the corresponding Public key, can confirm that it must have
been sent only by the person who knows the Private key. For example, one
could prepend the message with the statement: “This message has been signed
by Your Name.” By adding this sentence to the beginning of the secret
message “I love you, Chris” and, in addition, announcing publicly that all
valid messages will begin with “This message has been signed by Your Name,”
Chris can easily verify the provenance of the message.

2 Bitcoin: A Bird's-Eye View

Bitcoin transactions are recorded and secured on a public, blockchain-based
distributed leclger.12 In this system, transaction records in the ledger are
grouped into blocks, whereby a new block is formed approximately every
ten minutes and is cryptographically linked to the prior block using hashed
information from the prior block. The ledger is then replicated and main-
tained across numerous participants and systems, referred to as nodes, who
do not need permission from a central authority to access these records.!?
In contrast, random users cannot gain read/write access to Bank of America’s
ledger without permission. With a sufficient number of distinct nodes in the
Bitcoin network, a dishonest node’s attempts to alter transaction records or
to validate faulty transactions will be overridden by the majority consensus of
honest nodes.

Given the lack of central leadership in such networks, where partici-
pants can freely enter and exit in a permissionless and leaderless fashion,

12 See Kim and Sarin (2018) for a generalized overview of distributed ledger technology, including
but not limited to blockchain-based ledgers.
13In fact, we (the authors) maintain a node on the Ethereum network, which is another public,

blockchain-based distributed ledger!
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these systems are also often called decentralized autonomous organizations (i.e.,
DAOs). However, to date, Bitcoin is the only cryptocurrency that comes
closest to being a true DAO. That is, not only is participation in the Bitcoin
network leaderless and permissionless (i.e., anyone can choose to maintain a
replicated copy of the ledger or even choose to participate as a validator/miner
who can add new blocks of records to the ledger), the ongoing upkeep of
the underlying protocol is also managed in a leaderless and permissionless
fashion. Specifically, anyone can submit Bitcoin Improvement Proposals (i.e.,
BIDs) to propose updates or changes to the network protocol, which will
be implemented in the mining software once it has been accepted by the
community of active Bitcoin miners.'*

These updates to the network protocol, upon agreement by active miners,
are known as soft forks. For instance, one proposal (BIP-0098)' led to the
adoption of a more efficient Merkle hash tree to summarize transactions in
each new block header. Another proposal (BIP-0065)'° led to the implemen-
tation of an additional security feature to specify a time lock on transactions.
Not all BIPs reach consensus across miners, which can lead to what is known
as a hard fork, whereby a new cryptocurrency is created with the desired
feature that was not accepted by the Bitcoin mining community as a whole.
For instance, BIPs to adjust block sizes in the Bitcoin blockchain were not
generally accepted by Bitcoin miners, which ultimately led to the creation of
Bitcoin Cash (BCH),” the first of many hard forks on Bitcoin.

In contrast, updates to Ethereum’s network protocol are ultimately decided
upon by a consolidated team of developers, known as Ethereum Core Devs.
Although anyone in the general community can submit an Ethereum
Improvement Proposal (EIP), the decision to implement the proposed
updates does not rest on the general consensus of the Ethereum mining
community. Thus, although participation as a node on the Ethereum network
is leaderless and permissionless, the upkeep of the underlying protocol that
determines the rules of the network is not. Other cryptocurrencies are even
more centralized in the upkeep of their underlying protocol, lacking the open
discussions and invitation of improvement proposals from their respective
communities.

14 For instance, see BIP-0001, accessed on https://github.com/bitcoin/bips/blob/master/bip-0001.med
iawiki, which established the concept and guidelines for all subsequent BIPs.

15 Accessed on https://github.com/bitcoin/bips/blob/master/bip-0098.mediawiki.
16 Accessed on https://github.com/bitcoin/bips/blob/master/bip-0065.mediawiki.
17 See https://www.bitcoincash.org/.
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3 The Bitcoin Blockchain

The Bitcoin blockchain is secured by a hashcash-based proof-of-work (PoW)
protocol,'® which requires solving a computationally difficult puzzle to close
out the current block of records and begin a new one.

Hashing is a critical part of the Bitcoin protocol. Hashing is used in the
generation of private keys, which are used as part of a digital signature to verify
a user’s legitimate access to Bitcoin funds. It is also an important part of the
proof-of-work puzzle that miners must solve to close out one block and begin
another.

Specifically, the Bitcoin blockchain uses the double SHA-256 hash func-
tion (also known as SHA-256"2). As we discussed earlier in Sect. 1.2, the
SHA-256 function is a secure hash algorithm that generates a 256-bit hash
code (also known as the checksum), which is typically expressed as a 64-digit
number in base 16. Double SHA-256 repeats the hash process by entering
the SHA-256 hash code from the first iteration into the SHA-256 hash func-
tion once more, thereby producing a double SHA-256 hash code. Inputs to
the SHA-256 hash function can be of any length, but the resulting hash code
is always a 256-bit number.

Overall, the safety of the Bitcoin network, which allows anyone read/write
access to its distributed ledger of transaction records, hinges critically on
forcing validators in the network to solve computationally taxing crypto-
graphic puzzles that would be nearly impossible for any single node (or
colluding group of nodes) to resolve in a reasonable timeframe. We now
proceed to explain the role of Bitcoin miners in validating transactions and
maintaining the integrity of this permissionless, trustless system.

3.1 Nonces and Miners

Miners work to validate transactions requests, which are checked against past
transaction records on the Bitcoin blockchain. Once verified, valid transac-
tions wait in a memory pool (a.k.a., mempool) until they are added to a block
that has been closed by a miner and confirmed by the network.

To successfully close a block and begin a new one, miners search for an
arbitrary value called a nonce, that, when combined with the elements of the
current block, must produce a double SHA-256 hash code with a minimum

18 See, for instance, “Hashcash—A Denial of Service Counter-Measure” (Back 2002), accessed on
hetp://www.hashcash.org/papers/hashcash.pdf.
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number of leading zeros. Thus, this nonce is difficult to find, but simple to
verify once a solution is offered.

The first miner to find a winning nonce can close the current block, and
“mine” a new block, whose header will contain this nonce in addition to
other pieces of information that cryptographically chain the new block to
the prior one.!” The header also contains code to generate a block reward
to compensate the miner for forging this new block.?’ Once this new block
is broadcast to the network, other miners can easily verify that the nonce
is valid, and a new proof-of-work mining race begins. The Bitcoin protocol
is designed to dynamically adjust the difficulty level based on rolling average
block times such that a new block is formed approximately every ten minutes.

The design choice in setting a ten-minute block time is specific, though
not limited, to Bitcoin. For instance, Ethereum block times typically average
around 15s.2! The block-time choice entails a tradeoff between achieving a
faster first confirmation (i.e., the time required for a pending transaction to
first be included in a valid block) and dealing with the ensuing chain splits,
whether accidental or intentional. That is, faster block times allow pending
transactions to be added to the blockchain more quickly. However, since the
proof-of-work puzzle is less computationally taxing, there is a greater likeli-
hood that multiple miners will find winning nonces close to simultaneously,
thereby causing a temporary split in the chain which must be resolved.

Opverall, the inherent difficulty in solving for the proof-of-work nonce we
described above is what secures the integrity of this trustless, permissionless
ledger, since a group of malicious nodes is unlikely to have the computing
power to resolve a series of nonces to successfully alter transaction records that
are multiple blocks deep. Thus, a dishonest node’s attempts to validate faulty
transactions or to alter the contents of a prior block would be overridden by
the majority consensus of properly functioning nodes.

3.2 Network Congestion and Wait Times

Although Bitcoin blocks, on average, close every ten minutes, transactions
in a closed block are typically not considered “confirmed” for about an hour
after being added. The reason is that, for added security measures, Bitcoin

19 Figure 2 provides a graphical representation of this process. Additional visual representations can
be accessed on https://andersbrownworth.com/blockchain/.

20 The current block reward, as of February 5, 2020, is 12.5 BTC, and is estimated to reduce to 6.25
BTC by May 2020. See “Countdown to the Bitcoin Halving”, which can be accessed on https://bra
venewcoin.com/insights/countdown-to-the-bitcoin-halving.

21 See https://etherscan.io/chart/blocktime.
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clients (i.e., end-user software to facilitate sending and receiving Bitcoin) typi-
cally set their thresholds such that a transaction is not officially “confirmed”
until it is six blocks deep.??

However, during times of high network volume, transactions may take
hours to be added and officially confirmed. Specifically, the Bitcoin protocol
limits block sizes to one megabyte. As Bitcoin usage has increased, average
block sizes have grown dramatically over time, and in recent years, we observe
that blocks often reach their maximum size limit.?? If the collective size of
pending transactions in the memory pool exceeds the one megabyte block-
size limit, then unchosen transactions must inevitably wait to be added to a
subsequent block. Based on an average transaction size of 570 bytes (Moos
2019),24 an influx of 100,000 network messages would result in wait times
in excess of five hours to clear and confirm all transactions in the memory
pool.

Because miners also collect transaction fees attached to each transaction
record, they are incentivized to gather the transactions with the highest fee-
to-size ratios. Bitcoin clients tend to dynamically adjust fees for end-users
based on the size of the transaction and extant network conditions. They
also allow users the option to pay an enhanced priority fee, which makes
a miner more likely to select that particular transaction from the memory
pool when forming the latest block. Thus, pending transactions with lower
fees risk sitting in the memory pool for long periods of time when network
volume is high.

Finally, we note the vast differences in speed and confirmation times when
transacting via a peer-to-peer Bitcoin client versus on a crypto-exchange.
Because of the frustration and intractability inherent in maintaining an
evolving limit order book when traders are forced to wait in excess of an hour
to know whether they have the funds to bid or the assets to offer, exchanges
simply maintain a centralized ledger of so-called off -chain transactions (as
distinct from on-chain transactions). That is, transactions to move BTC to
and from an exchange are recorded on the Bitcoin blockchain, and thus, are
not instantaneously confirmed. However, transactions within an exchange

22 As of November 8, 2019, Coinbase has lowered this threshold to three blocks, which suggests that
many Bitcoin clients may follow suit. See https://blog.coinbase.com/announcing-new-confirmation-
requirements-4a5504ba8d81. In comparison, Coinbase requires an Ethereum transaction to be 35
blocks deep before considering it confirmed. See https://help.coinbase.com/en/coinbase/trading-and-
funding/sending-or-receiving-cryptocurrency/why-is-my-transaction-pending.html.

23 See, for instance, https://bitinfocharts.com/comparison/bitcoin-size.html.

24 See  https://cryptoslate.com/bitcoin-transactions-per-block-at-all-time-highs/ for a discussion on
average transaction sizes and average number of transactions per block.
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occur off chain, and can be confirmed swiftly since the exchange’s permis-
sioned ledger does not require a computationally taxing proof-of-work puzzle
to be solved to add a transaction.

Overall, scalability remains a challenge to the widespread adoption of
Bitcoin as a medium of exchange. In the following section, we describe other
design choices intended to increase the throughput of transactions while
maintaining the integrity of transactions records.

4 Ledger Design

Introduced by Bitcoin and popularized by its success, the most widely used
choice in public-ledger design is currently a blockchain-based ledger predi-
cated on a proof-of-work consensus protocol. However, there are other types
of ledgers and consensus protocols, which differ in their efficacy and propriety
based on whether the ledger is intended to be public or private. We now
proceed to a brief overview of these various design choices.

4.1 Which Consensus Protocol?

A key issue in a distributed record-keeping system is how to reach consensus
across nodes without halting the system in the presence of a few faulty or
malicious nodes. This property, known as Byzantine fault tolerance (BFT),?°
strives to achieve a balance between what is known as /fiveness (i.e., allowing
transactions to occur) and safezy (i.e., preventing faulty transactions from
occurring). A proof-of-work based consensus mechanism is one commonly
used choice in designing a Byzantine fault-tolerant network.

As we discussed, the Bitcoin blockchain is secured by a proof-of-work
consensus protocol, whereby miners work to solve a computationally intense
puzzle to add new blocks of transaction records to the existing chain. Proof of
work, by design, is a slow and laborious process, and more recent algorithms
are moving to alternative consensus mechanisms in an attempt to achieve
greater scalability in light of the bottlenecks occurring during times of high
network volume.

For instance, the proof-of-stake (PoS) consensus protocol has been a
popular alternative, whereby a node or subgroup of nodes is selected to vali-
date the next set of transactions to be added to the ledger. That is, rather

25 See Lamport et al. (1982) for a discussion of the Byzantine generals problem and its applications
to reliable distributed computing.
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than having an entire pool of miners racing to solve a computationally taxing
puzzle to win the right to add transactions to the existing ledger, a proof-
of-stake system selects the next validator(s), typically with a randomized
component, based on some relative stake in the system. For instance, the
stake may be measured by the sheer size of a node’s stake (i.e., wealth in
native tokens),”® or by a combination of the node’s stake and age of stake
(i.e., how long the node has held these native tokens).?”

Some modifications allow for lightweight nodes (i.e., nodes that don’t
maintain full copies of the blockchain database) with relatively little stake
to lease their stake to full nodes on the network (known as leased proof
of stake),” or use their stake to vote for the delegates to represent them
(known as delegated proof of stake).?? Others have begun to implement puni-
tive elements to their proof-of-stake protocol (known as punitive proof of
stake), whereby validators are not only rewarded for producing valid blocks
but also punished for producing invalid ones.*

4.2  Public Versus Private Ledgers

Our discussions on various considerations in ledger design and consensus
protocol were predominantly fashioned with public (permissionless) ledgers
in mind. However, with the rising popularity of Bitcoin, it has become in
vogue to seek out blockchain solutions in a variety of settings, and firms have
begun to consider private blockchain-based ledgers as well as other types of
shared ledger designs for use within a group of permissioned entities.

For instance, Hyperledger,31 started by the Linux Foundation in 2015,
provides private blockchain solutions that do not require a native token to
operate. This should allay the fears of many regulators, such as those in India,
who welcome the potential of blockchain technology but want to discourage

26 See, for instance, the BlackCoin whitepaper (Vasin, n.d.), accessed on https://blackcoin.org/blackc
oin-pos-protocol-v2-whitepaper.pdf.

27 See, for instance, the Peercoin whitepaper (King and Nadal 2012), accessed on https://www.pee
rcoin.net/whitepapers/peercoin-paper.pdf.

28 See, for instance, the WAVES whitepaper (2016), accessed on https://medium.com/wavesprotocol/
waves-whitepaper-164dd6ca6a23.

2 See, for instance, the Steem whitepaper (2018), accessed on https://steem.com/steem-whitepaper.
pdf.

30 For an early discussion of a punitive proof-of-stake protocol, see Slasher: A Punitive Proof -of -Stake
Algorithm Buterin (2014), accessed on https://blog.ethereum.org/2014/01/15/slasher-a-punitive-proof-
of-stake-algorithm/.

31 hteps:/[www.hyperledger.org/.
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the proliferation and use of cryptocurrencies. Depending on the permis-
sion settings and selected consensus mechanism, the corresponding network
may be categorized as public (e.g., Bitcoin) or private (e.g., one built on
Hyperledger Fabric).

Naturally, some features used in distributed ledger design can be imple-
mented in a practical and sensible manner for use in a private ledger. For
instance, the simple act of grouping transactions into blocks, which are
chained in sequence, is not a particularly novel idea and has been imple-
mented by many in their own private ledgers. For instance, in our finance
records, we often create blocks (perhaps one for each year). Then, at the end
of the calendar year, we close out the 2019 block and form a new 2020 block
whereby the first element is chained to the last element of the prior block,
thereby forming the simplest of blockchains.

However, some design features used in many public distributed ledgers,
such as the proof-of-work consensus protocol, are clearly inappropriate in a
private ledger design.

4.3 Blockchain-Based Ledgers Versus Directed Acrylic
Graphs

Although, blockchain-based ledgers are still currently the most widespread
design choice, not all distributed ledgers are blockchain-based, and more
recently, other implementations are being explored in an attempt to
achieve greater scalability. Specifically, a blockchain-based design requires
synchronous consensus, such that blocks are agreed upon and added linearly
in a chronological fashion. In an effort to mitigate bottlenecks inherent in
such a design, some recent projects are moving away from a blockchain-
based structure and toward a design that allows for asynchronous agreement
to validate pending transactions.

For instance, one structure makes use of a Unique Node List,3? whereby
overlapping subsets of nodes asynchronously reach consensus until the entire
network reaches agreement. Another such structure makes use of a directed
acyclic graph (DAG),? whereby each transaction must select other trans-
actions to validate. A pending transaction is ultimately confirmed as it is
repeatedly selected for verification and is nestled more deeply in the DAG.

32 See, for instance, Chase and MacBrough (2018) for an analysis of Ripple’s XRP protocol, accessed
on https://arxiv.org/pdf/1802.07242.pdf.

33 See, for instance, the Byteball whitepaper (Churyumov, year unknown), accessed on https://obyte.
org/Byteball.pdf.
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Some nascent projects have also been researching the ability of this DAG-
based structure to handle the throughput required of an IoT (Internet

of Things) network, which would be impossible to handle with current
blockchain-based designs.>

5 Concluding Remarks

Now, more than ten years following its arrival, “Bitcoin” has quickly become
a natural part of colloquial speech. Its widespread popularity has also brought
to prominence terms such as “blockchain” and “distributed ledgers.” But the
rapid adoption of these terms by the general public has also been fraught
with many misunderstandings and ill-conceived use cases. Our hope, with
this chapter, is to provide a layman’s guide to Bitcoin and to shed light on the
basic mechanisms underlying the Bitcoin blockchain and other more general
considerations in distributed ledger design.
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