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Preface

Development of medical devices requires an exchange of thought and ideas
between engineers and medical researchers, and this can be difficult in light of the
very different technical languages spoken by these two groups. The 2019
International Conference in Biomedical Engineering and Life sciences held in
Kuala Lumpur, from December 6–7, 2019, offered a unique platform to facilitate
this necessary exchange.

This volume includes 19 peer-reviewed papers relating to timely issues in
biomechanics, ergonomics and rehabilitation, biosensing and life sciences, as well
as solutions for technology transfer, telemedicine and point of care healthcare. The
main review criteria were: the relevance to the conference, the contribution to
academic debate, the appropriateness of the research method and the clarity of the
presented result. The acceptance rate was 63%.

This biannual conference will not have been possible without the endless ded-
ication of the conference committee, the Center of Innovation in Medical
Engineering (CIME) University of Malaya, UM Center of Innovation and
Commercialization (UMCIC), the Faculty of Engineering UM, MSMBE, IFMBE,
sponsors, reviewers, speakers, presenters and delegates. We would like to thank all
of them and hope that this book can offer a faithful record of the topics discussed at
the event and a source of inspiration for new ideas and collaboration.

Fatimah Ibrahim
Juliana Usman

Mohd Yazed Ahmad
Norhamizan Hamzah
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Parameter Identification and Identifiability
Analysis for Patient-Induced Effort
in Respiratory Mechanics Models

Johnston Lee Teong Jeen(B), Chiew Yeong Shiong,
and Ganesaramachandran Arunachalam

School of Engineering, Monash University, Selangor, Malaysia
johnstonlee96@gmail.com,

{Chiew.Yeong.Shiong,Ganesaramachandran.Arunachalam}@monash.edu

Abstract. A growing concern in the field of mechanical ventilation (MV) treat-
ment is the lack of optimal patient-specific ventilator setting and automation for
spontaneously breathing patients. Model-based respiratory mechanics have been
introduced as a non-invasive method of performing respiratory mechanics esti-
mation. In volume-control ventilation (VC), patient’s spontaneous effort causes
anomalies in the airway pressure reading, which cause alterations in the airway
pressure delivered. As a result, MV patient’s respiratory mechanics cannot be
determined for treatment purposes. To remedy this, a ‘polynomial model’ was
investigated and the results show a practically nonidentifiable model. In this study,
a ‘sine-wave model’ where a sinusoidal function added to the single compartment
model to describe and capture the patient effort is presented.Monte-CarloAnalysis
and identifiability analysis was carried out to determine the performance and sta-
bility of the sine-wave model. The results of this study indicate that the sine-wave
model fits pressure waveforms with patient effort well but it is practically non-
identifiable in some cases. Misidentification of respiratory mechanics arises when
critical characteristics of the pressure waveform are unexpressed. Future research
should be focused on models that are not extensions of the single compartment
model.

Keywords: Mechanical ventilation · Parameter identification · Identifiability
analysis · Respiratory mechanics models

1 Introduction

The field of respiratory mechanics has experienced significant development in recent
years due to technological advancements, which has enabled researchers to introduce
new ideas, exchange information and communicate effectively. As such, model-based
estimation of respiratory mechanics has garnered increasing attention as a method of
identifying the mechanical properties of the respiratory system from patient-to-patient,
non-invasively [1, 2]. The mechanics of a respiratory system is generally described by
the elastance (E) and resistance (R) which is the ability to return to its initial volume

© Springer Nature Switzerland AG 2021
F. Ibrahim et al. (Eds.): ICIBEL 2019, IFMBE Proceedings 81, pp. 3–13, 2021.
https://doi.org/10.1007/978-3-030-65092-6_1
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4 J. L. T. Jeen et al.

after stretching and to oppose the inflow of air [3]. This information will allow clini-
cians to (i) diagnose patients for respiratory disease; (ii) monitor the patient condition;
(iii) improve patient-ventilator interaction which will inherently minimize the risk of
ventilator-induced lung injuries (VILI) [3, 5].

Accurate estimation of patient-specific respiratory mechanics proves to be a chal-
lenge for a spontaneously breathing patient whilst on ventilator support, which sig-
nificantly alters breathing waveforms in an unpredictable manner [1, 6]. Akoumianaki
et al. [7] describes a phenomenonnamed ‘ventilator-induced reverse-triggering’whereby
patient effort during ventilator support disguises the true, unaffected respiratory system
mechanics. In volume-control (VC) mode, this spontaneous patient effort is reflected
as a drop in the airway pressure data [6]. Despite its accuracy for passive patients, the
widely used single compartment model least square method does not perform well for
spontaneously breathing patients. This is because the pressure (due to the respiratory
muscles) (Pmus) is no longer negligible [3, 6]. Patient inspiratory effort reduces the net
airway pressure for a given volume (and flow), which results in a lower calculated elas-
tance [8, 9]. Therefore, respiratory models that are invulnerable to a parameter trade-off
is needed to capture the respiratory mechanics of spontaneously breathing patients [9].

To overcome the limitation of the ‘single compartment model’ for spontaneous
breaths, Redmond et al. [6] presents a polynomial model of patient breathing effort.
This model assumes that the patient effort to be a polynomial function (Pe) in addition
to the ‘single compartment model’. Equation (1) shows this polynomial patient effort
function.

Pe(t) =
⎧
⎨

⎩

0, t < ts
at2 + bt + c, ts ≤ t < tf

0, t ≥ tf

(1)

Compared to the conventional single compartment model, the polynomial model has
less fitting error and more stable estimates of E and R [6]. However, the polynomial
model does yield erratic parameter identification for patient efforts that occur early and
for long durations, as observed from the large confidence intervals in the identified
parameters [6].

Chee et al. [2] builds upon the polynomial model introduced by Redmond et al. [6]
by introducing a ‘one-second pause’ at the end-of-inspiration. The addition of inspira-
tion pause improves the consistency and accuracy of identifying respiratory mechanics
parameters [2]. However, the pause is an additional procedure to the ventilation treatment
and limits the patient’s airflow, rendering it unsuitable for clinical applications. Addi-
tionally, the identifiability of model parameters was determined following the method
described by Raue et al. [10]. They examined the profile likelihood (SSE) to determine
if the model is structurally and practically identifiable and found it to be practically
nonidentifiable due to erratic patient efforts [2].

Vicario et al. [3] presents a non-invasive method suitable for real-time patient mon-
itoring using only measurements of airway pressure and flow which is accessible for
patients undergoing MV treatment. The method uses a cost function for a constrained
optimization approach derived from the ‘single compartment model’ which includes a
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patient effort function (Pmus) as a sinusoidal function [3]. The cost function is written as

J =
k=N∑

k=1

(
Paw(tk) − (

RV̇ (tk) + EV (tk) + Pmus(tk)
))2

(2)

subjected to the physiological constraints of Emax and Rmax which are always positive
and Pmus is defined as

Pmus(t) =

⎧
⎪⎪⎨

⎪⎪⎩

Pstrsin
(

π
2tp

t
)

for 0 ≤ t < tp

Pstrsin
(

π
2(tr − tp)

(
t + tr − 2tp

))
for tp ≤ t < tr

0 for tr ≤ t < tN

(3)

Both simulation and real animal data results show accurate and consistent real-time
estimation of the respiratory mechanics, which is suitable for diagnosis and therapy
optimization [3]. The results prove that the model is able to continuously estimate the
respiratory elastance and resistance for both passively and actively breathing patients
undergoing ventilator treatment [3]. Themain limitation of this method is that it assumes
patient effort always occur at the start of inspiration. Therefore, thismethod is not suitable
for patient-induced breaths that occur at other times.

Combining the previously described studies, the current study will investigate the
performance of a model with a modified patient effort sinusoidal function (Pmus) to
overcome the limitations of the polynomial model [6]. Figure 1 shows the improved
model performance of the sine wave model over the single compartment model for

Fig. 1. Model fitting of pressure data with patient effort using a single compartment model and a
sine wave model. (Left) The single compartment model does not capture the effect of patient effort
resulting in poor respiratory mechanics estimation. (Right) The sine wave model can capture the
effect of patient effort to enable accurate respiratory mechanics estimation.
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spontaneously breathing waveforms. The analysis procedure for respiratory mechanics
models will be adopted from Chee et al. [2]. Generally, the results from this study seeks
to contribute further investigation into effective MV treatment for actively breathing
patients experiencing respiratory failure such as acute respiratory distress syndrome
(ARDS) [11].

2 Methodology

2.1 The Sine-Wave Model

The widely accepted single compartment linear lung model as defined in [13] is written
as:

Paw(t) = ElungV (t) + RlungV̇ (t) + Po (4)

where Paw is airway pressure (cmH2O), E is the patient-specific lung elastance
(cmH2O/L), V is the inspiratory volume (L), R is the patient-specific lung resistance
(cmH2O•s/L), V̇ is the inspiratory flow (L/s), t is time (s), and Po is the offset pressure
or PEEP (cmH2O) [14]. Based on the suggestion by Redmond et al. [6], a sine function
which represents patient respiratory muscle effort [3] is modified from Eq. (3) and added
to the single compartment model to become:

Paw(t) = ElungV (t) + RlungV̇ (t) + Po + Pe(t) (5)

where by Pe is the patient effort function and is defined as:

Pe(t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 for t ≤ ts
Pstrsin

(
π

2(tp − ts)
(2tp − t − ts)

)
for ts < t ≤ tp

Pstrsin

(
π

2(tf − tp)
(t+tf − 2tp)

)

for tp < t ≤ tf

0 for t > tf

(6)

where by the function dictates zero patient effort for time ranges of (t ≤ ts) and (t >
tf). Equation (6) separates the patient effort function into two portions, decreasing and
increasing concave sine functions of the same Pstr for time ranges.

(ts < t ≤ tp) and (tp < t ≤ tf) respectively (see Fig. 2).

2.2 Forward Simulation and Parameter Identification

Forward simulation was adopted instead of actual patient data in order for controlled
analysis of model performance, for different parameter combinations. Simulations were
performed using MATLAB (2018b, MathWorks, Natick, MA). In volume-control ven-
tilation (VCV), flow (V̇ ) can be delivered in several predetermined flow profiles such
as constant, ramped, or sinusoidal [15]. For comparison with the polynomial model in
previous literature [2, 6], a ramp flow profile was used. Likewise, inspiration is assumed
to occur within one second. A ramp flow profile delivers flowrate rapidly at the start of
inspiration from 0 until 1, followed by a gradual decrease in flow back to zero.
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Fig. 2. Representation of time values for the sine wave model. Where ts is the start time of patient
effort, tf is the end time of patient effort, tdur is the duration of patient effort, Pstr is the strength
of patient effort and tp is the time at which Pstr is maximum.

From the simulated flow data, volume (V ) is calculated by integrating flow (V̇ ) [11].
To find Paw, which is the forward simulated airway pressure, Eq. (5) was solved using
Eq. (6) and parameter values as shown in Table 1. Next, 1000 samples of 10% random
normally distributed noise which replicated the perturbations found in actual patient
data were added. From the noisy pressure data, set respiratory mechanics parameters,
and specified patient effort time, a parameter identification method [12] was used to
determine respiratory mechanics. To remain consistent with the previous study [2],
Multiple Linear Regression (MLR) was adopted as the parameter identification method.
For this, Eq. (5) is rewritten as a matrix to utilize the MATLAB backslash (\) function.

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

V (to) V̇ (to) 0
...

...
...

V (ts)
...

V (tp)
...

V (tf )
...

V (t)

V̇ (ts)
...

V̇ (tp)
...

V̇ (tf )
...

V̇ (t)

sin(. . . ts)
...

sin(. . . tp)
...

sin(. . . tf )
...

sin(. . . t)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

×
⎡

⎣
E
R

Pstr

⎤

⎦ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

P(to) − PEEP
...

P(ts) − PEEP
...

P
(
tp

) − PEEP
...

P
(
tf

) − PEEP
...

P(t) − PEEP

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(7)
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2.3 Stability and Performance of Sine-Wave Model

To examine themodel stability for a variety of breaths,Monte-Carlo analysis was carried
out in this simulation [16]. All model parameters were varied as shown in Table 1 except
PEEPwhich was fixed at a value of 10 cmH2O. Extensive research has been documented
by Chiew et al. [13] on the optimization of PEEP during MV treatment.

Table 1. Range of Parameters used for Monte-Carlo Analysis

Parameter Parameter range Step size

E [20]–[36] 2

R [5]–[15] 2

ts [−1]–[1] 0.1

tdur [0]–[1.2] 0.1

Pstr [−4]–[-16] 2

Various combinations of Elastance (E) and Resistance (R) produces different airway
pressure waveforms. Parameters ts, tdur and Pstr affect the start, duration and amplitude of
patient effort respectively in the breath cycle. Patient-induced effort can occur anytime
duringMV treatment. This includes before the start of ventilator supported breath where
t < 0 s. In addition, the duration of the breath can be very short or longer than the
ventilator inspiration time (t > 1 s). Including the 1000 noise samples of each breath,
the Monte-Carlo analysis for the sine wave model is conducted for 103,194,000 unique
breath cycles.

The Absolute Percentage Error (APE) between the identified parameters and prede-
termined parameters were calculated. APE is the percentage difference of the identified
parameter from its true value which reflects on the performance of the sine wave model.

APE(%) =
∣
∣
∣
∣
EIdentified − Eactual

Eactual

∣
∣
∣
∣ × 100 (8)

2.4 Identifiability Analysis of the Sine-Wave Model

From the identified parameters upon solving Eq. (7), these values are input into Eq. (5)
to re-simulate the airway pressure. The re-simulated airway pressure is a fitting of the
actual airway pressure with patient effort using the sine-wave model. To investigate the
quality of model fitting [2, 10, 17], the Sum of Square Error (SSE) is calculated as shown
in Eq. (9). The SSE contours were also plotted to analyze the identifiability of model
parameters.

SSE = |Presim − Pactual |2 (9)
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3 Results

From the simulations, samples of patient effort conditions were identified for further
analysis. Figure 3 shows four examples of successful parameter identification each with
a different case of patient effort observed from the Monte-Carlo Analysis. Conversely,
Fig. 4 shows four examples of unsuccessful parameter identification with different cases
of patient effort observed from the Monte-Carlo Analysis. Also, Table 2 and Table 3
shows the median and interquartile range of identified parameters E, R and Pstr for the
successful and unsuccessful parameter identification cases respectively.

Fig. 3. Cases of successful sine-wave model fitting and parameter identification for breaths with
patient effort. (Top Row) Plot of forward simulated pressure curve and the fitted sine-wave model.
(Bottom Row) SSE contours for identifiability analysis of the respective cases above it. (Red Cross:
Pairs of E and R from MLR parameter identification, Cyan Asterisk: Center of cluster, and Green
Circle: Worst parameter identified pair used to plot fitted curve).

4 Discussion

4.1 Comparison with the Polynomial Model

The performance of the sine-wave model is compared to the polynomial model [2, 6]
for actively and passively breathing patients. From the results, it is evident that the sine-
wave model has better model fitting and stability. From Table 2 and Table 3, the APE
values of identified model parameters for all cases of patient effort is much lower with a
smaller interquartile range than the polynomial model [2] results. From Fig. 3(a-d) and
Fig. 4(a-d), the fitted sine-wave model is able to model the forward simulated pressure
profilewell. Nevertheless, APE values for the identified Pstr is higher than E andRwhich
is likely due to the sinusoidal function containing two Pstr terms. The SSE Contours in
Fig. 4(e-h) show that the sine-wave model is practically nonidentifiable similar to the
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Fig. 4. Cases of successful sine-wave model fitting but unsuccessful parameter identification for
breaths with patient effort. (Top Row) Plot of forward simulated pressure curve and the fitted
sine-wave model. (Bottom Row) SSE contours for identifiability analysis of the respective cases
above it. (Marker indications are described in caption of Fig. 3).

Table 2. APE table of identified parameters for Successful Cases 1, 2, 3 and 4 in Fig. 3.

Successful case Absolute percentage error, APE (%)

E R Pstr

1 1.0087 [0.4853 – 1.7370] 2.8922 [1.3987 – 5.1099] 5.8167 [2.6972
– 10.8075]

2 1.0618 [0.5324 – 1.7646] 1.5299 [0.7071 – 2.6945] 1.1758 [0.5308
– 1.9323]

3 0.9294 [0.4257 – 1.6046] 1.4002 [0.6666 – 3.5239] 0

4 1.1968 [0.5207 – 2.1235] 2.0294 [0.9455 – 3.5239] 2.3749 [1.1735
– 3.9908]

Table 3. APE table of identified parameters for Unsuccessful Cases 1, 2, 3 and 4 in Fig. 4.

Unsuccessful
Case

Absolute Percentage Error, APE (%)

E R Pstr

1 3.8530 [1.9620 – 6.4840] 2.0634 [0.9570 – 3.4888] 13.3970 [6.2195 – 22.5864]

2 4.4122 [2.1041 – 7.5579] 1.8031 [0.8707 – 3.1194] 3.1326 [1.4420 – 5.2785]

3 1.1501 [0.5652 – 2.0289] 2.8006 [1.2482 – 4.8521] 9.7681 [4.8038 – 18.2953]

4 6.0736 [2.9469 – 10.6387] 2.2672 [1.0328 – 3.8681] 20.9346 [10.2251 – 36.0857]
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polynomial model [2]. However, the contours for the sine-wave model exhibit smaller
confidence intervals [10, 17] than the contours of the polynomial model [2]. As such,
the sine-wave model has a higher likelihood and consistency of identifying a distinct
and unique solution [10, 17]. Most importantly, the sine-wave model is better suited
for clinical application because the identifiable parameters are physiological (Pstr is the
magnitude of patient effort) in comparison to the polynomial coefficients (a, b and c) in
the polynomial model.

4.2 Successful Parameter Identification Cases

Uponconducting thorough investigation of all breath cycles in theMonte-CarloAnalysis,
several successful cases of parameter identification are distinguishable. Generally, the
sine-wave model performs well for patient effort that occurs during mid-breath and
for a short period of time (Fig. 1) because minimal data is affected. Unique cases of
successful parameter identification are presented in Fig. 3. Firstly, for patient effort
that occurs before inspiration and creeps into the next inspiration cycle, the model is
able to identify model parameters if there is sufficient unaffected data for the model
to converge (Fig. 3(a)). Similarly, for patient effort which starts at the beginning of
inspiration but for a short period of time, parameter identification is successful for all
values of Pstr (Fig. 3(b)). These cases prove an improvement from the polynomial model
whichdoes not performwell in cases of early patient effort.Next, parameter identification
is successful when patient effort occurs before inspiration but is not long enough to affect
the subsequent inspiration cycle (Fig. 3(c)). There is no perturbation in the data, hence
the single compartment model terms in the sine-wave model fits the affected waveform
well. Finally, cases where patient effort occurs late during inspiration no matter short or
long (Fig. 3(d)) results in successful parameter identification of E and R but not for Pstr.
This may be due to insufficient sinusoidal data for the function to converge to a distinct
solution.

4.3 Unsuccessful Parameter Identification Cases

Several cases where the sine-wave model performs less well have also been observed.
These cases are similar to those described by Chee et al. [2] whereby E and R are
misidentified if the patient effort alters the critical aspects of the pressure curve. The
pressure due to resistance (R) component is dependent on flow and the pressure due to
elastance (E) component is dependent on volume [2]. Thus, airway pressure is dominated
by these components at separate times during inspiration due to the profile of flow and
volume. Figure 5 below shows the relationship between flow and volume on the airway
pressure. Resistance (R) influences the height and gradient of the inflection point where
the straight line transitions into the polynomial curve. On the other hand, elastance (E)
affects the height of the polynomial curvature.

The effects of these parameter dependencies are reflected as unsuccessful parameter
identification cases if these traits are unable to be expressed. The first case of inconsistent
parameter identification is for flat pressure profiles as a result of patient effort (Fig. 4(a),
(d)). Certain combinations ofmodel parameters can produce a flat curvewhich causes the
model difficulty in identifying E as seen from the large confidence intervals in Fig. 4(e),
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Fig. 5. Ramp flow profile (Left), volume profile (Middle) and resultant pressure profile (Right).

(h). As mentioned, the polynomial curvature is omitted, causing an inconsistency in
identifying E. On the contrary, Fig. 4(c) shows a case where the inflection point is not
expressed due to early and sufficiently long patient effort. In this case, the model has
difficulty in identifying R proven by the large confidence intervals of R in Fig. 4(g).

Therefore, the sine-wave model is still limited for cases where the characteristics of
the airway pressure is not sufficiently defined. This is due to the limitations of the single
compartment model for spontaneously breathing patients. In addition, this study is still
limited by the preset ts and tdur of patient effort. This continues to pose a challenge to
researchers due to the amount of noise and erratic data in clinical data. Future work
can be conducted with models without the single compartment model such as Bessel
functions as well as determining a physiologically acceptable way of determining ts and
tdur.

5 Conclusions

In conclusion, the sine-wave model as suggested by Redmond et al. [6] has been investi-
gated in this study using the modified sine function fromVicario et al. [3] and referenced
with the existing polynomial model research. Results show a significant improvement
in model fitting and parameter identification in simulated data for the sine-wave model.
The sine-wave model is practically nonidentifiable [10] like the polynomial model but
has identifiable parameters that are more physiologically suitable than the polynomial
model.
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Abstract. Globally, cardiovascular diseases (CVDs) remain the major cause of
death among citizens. With echocardiography, doctors are able to diagnose and
determine vital parameters for the evaluation of these diseases. Segmentation of
left ventricular (LV) from echocardiography is a significant tool for cardiovascular
medical analysis. Besides calculating important clinical indices (e.g. ejection frac-
tion), segmentation also can be useful for the investigation of the basic structure
of ventricle. Automatic segmentation of the LV has become a valuable means in
echocardiography as we can achieve fast and accurate results and a large number
of cases can be handled with limited availability of experts. The Convolutional
Neural Networks (CNN) have shown outstanding outcomes for image classifi-
cation, detection, and segmentation in numerous fields. Recently Mask Regions
Convolutional Neural Network (Mask R-CNN) has emerged as a very good seg-
mentation model. In this work, Mask R-CNN is proposed for the segmentation of
LV. The Mask R-CNN model is first fine-tuned with Common Object in Context
(COCO) weights and then the model is trained with our own data. The model
first finds out the region of interest (ROI) in the image that contains the desired
object i.e. LV. In the ROI, the model segment LV by generating the mask around
it. The results demonstrated by the proposed method segments the LV accurately
and efficiently with limited training data.

Keywords: Deep learning · Segmentation · Medical images · Left ventricle

1 Introduction

Cardiovascular diseases (CVDs) are one of the leading causes of deaths in developing
countries. The World Health Origination (WHO) estimated that annually one-third of
deaths in the world occur due to CVDs [1]. Heart diseases are caused by different reasons
but mainly associated with diminished LV function. The LV segmentation is important
for the assessment of LV function as it describes the ventricular volume, ejection fraction,
wall motion irregularities, and myocardial thickness [2].

To analyze the heart and its LV, echocardiography is widely used technique. Being
non-invasive, low-cost and non-ionization radiation, echocardiography makes its place
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F. Ibrahim et al. (Eds.): ICIBEL 2019, IFMBE Proceedings 81, pp. 14–22, 2021.
https://doi.org/10.1007/978-3-030-65092-6_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-65092-6_2&domain=pdf
https://doi.org/10.1007/978-3-030-65092-6_2


Mask R-CNN for Segmentation of Left Ventricle 15

as the most frequently used technique for myocardial analysis. Doctors interpret these
images manually which highly depends upon the expertise of clinicians or doctors [3].
For LV assessment mostly, the segmentation is performed manually. Manual segmen-
tation is more time-consuming, labor-intensive and more-often the expert’s proficiency
affected by their work overload. It is highly beneficial to develop an automatic system
for segmentation of LV.

In this study, we are focusing on developing an automatic LV segmentation tool
based on CNN. CNN is a useful neural network used for image processing. In CNN
few coefficients are used to extract the information from image compared to a simple
neural network. In convolutional layer, the same coefficients are used across the different
location of the image so CNN requires less memory. CNN’s have had massive success
in segmentation problems [3, 4]. For segmentation, CNN architectures are used without
fully connected layers. This allows generating the segmentation maps for images of
any size. Mask R-CNN, a model of CNN, is designed to perform segmentation task on
natural images. As compared to existing work, we proposed the usage of Mask R-CNN
for the segmentation of LV. Mask R-CNN has been used for natural image segmentation
but its application in medicine is very new. Our results show that we can apply the Mask
R-CNN for the segmentation of LV and it gave very good results.

The rest of the paper is organized as follows. Section 2 describes the existing literature
and related work, Sect. 3 provides the methodologies adopted and development of the
model. Section 4 discusses the results and finally, conclusions are drawn in Sect. 5.

2 Literature Review

There are different methods proposed by researchers for the automated segmentation of
LV such as deformable models, statistical models, and machine learning models. For
example, the authors in [5–7] proposed the deformablemodel approach for segmentation
of LV. Deformable models require the initial position and shape of the model to be very
close to the structure of desire object in the image. As good initialization is needed for
deformable models, this makes automatic segmentation limited. Presently, the common
initializationmethod of LV segmentation ismanual or semiautomatic. Therefore, precise
and automatic initialization technique is crucial for fully automatic LV segmentation.

Statistical models are built on the statistical figures from big labeled data. The sta-
tistical figures from the labeled data are modeled using parameters mostly based on
contour borders and image textures information in the image. In the recent past, the
active appearance model (AAM) and active shape model (ASM) have been used for
the LV segmentation of echocardiography [8, 9]. In these approach initialization and
assumption of shape model restrict automatic segmentation.

Unlike statistical and deformable models, machine learning approaches are not
depending on the initialization and, the assumption of shape and appearance. In machine
learning, the deep learning and more specifically convolution neural networks have
attained great segmentation results in natural images [10]. Due to outstanding achieve-
ment in natural image segmentation, some recent works have been done on the applica-
tion of LV segmentation using CNN. However, the main edge in natural image segmen-
tation is the availability of a large amount of data while for the LV segmentation training
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dataset is limited. Therefore, limited researchers try to apply deep learning for the LV
segmentation task.

Some research combined deep learning method and deformable model to segment
LV on cardiac images. In these works, deep learning methods were employed to detect
and categories the ROI of LV, and then another postprocessing method was used to make
a final segmentation of LV. In [11], Luo et.al used CNN with the deformable model to
segment LV from 3D echocardiography. CNN is used initially to find out ROI and then
used Gradient Vector Flow (GVF) snack deformable model for the segmentation. As for
deformable models, good initialization needed so this is achieved by using stack autoen-
coder technique. Other researchers have applied deep learning on 3D echocardiography
along with the deformable model. Fully Convolutional Network (FCN) is applied for
coarse segmentation 2D and deformable model is used for fine segmentation [12].

As labeling of data is a very time-consuming task so researchers also used some
machine learning algorithm to label the data and train the network. This pre-trained
network is used on manually annotated data. In [13], U-net architecture is used for
segmentation of LV. Instead of manual annotation, LV is modeled as cubic Hermite
spline methods and transformation of points to fit the spline on LV is done using a
Kalman filter. They pre-train the network using labeled data which is annotated using
Kalman filter and then use fine-tuning using manually annotated data. This method can
reduce the amount of manual labeling, but here again, the overall method is depending
upon another method i.e. conventional machine learning.

3 Methodology

In this research, we utilize a deep learning method for segmentation of LV, unlike other
previous researches which have used other methods like deformable or simple machine
learning with deep learning. Mask R-CNN architecture is a promising approach for
image segmentation.

3.1 Dataset and Annotation

Echocardiography data of thirty patients is collected from the institution specialized in
cardiovascular diseases. In this research, the apical 4 chamber (A4C) view is used for
the analysis of LV. For training the neural network, we obtain echocardiography videos
of twenty-five patients. Performance of the trained model was analyzed by using the
test data of five different patients not used in training. LV is labeled using the Visual
GeometryGroup (VGG) annotation tool. VGG ImageAnnotator (VIA) is an open source
annotation tool and used to describe and label a region in an image. We classified into
two classes in the images i.e. background and left ventricle. The professionals from the
medical field authenticate the labeled images.

3.2 Neural Network

The data set available for training included data of 25 patients since the data was not
sufficient for training, thus it was compensated using transfer learning. First, we trained
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the model with pre-trained COCOweights. After that, we used our own data for training
the model. Currently, the Mask R-CNN have been mostly used for the segmentation of
natural images and have shown very good results. In larger part, Mask R-CNN has been
driven by powerful CNN architectures, such as the Faster R-CNN [14] used for object
detection and FCN [10] used for semantic segmentation.

In faster R-CNN, Region Proposal Network (RPN) a fully convolutional network is
used to extract region proposals. Thus, RPN proposes regions with objects for further
classification. The second stage, which is in core Fast R-CNN extracts features from
each proposed region and do the classification and bounding-box regression.

Input Image RPN

ROI

mrcnn

Align

Class bbox Mask

Backbone network

Feature map

Stage 1

Stage 2

Fig. 1. Model Architecture

In the model of Mask R-CNN, we follow the same basic two-stage process of Faster
R-CNN. In the first part backbone, neural network extracts the features from the image
and passes to RPN and RPN extracts proposal regions. Here ROI-Align is used instead
of ROI pooling to set the bounding boxes which could possibly contain the LV.

In the second stage, we not only predict the class and bounding box offset but also
makes a binary mask for each ROI. Mask R-CNN works on the principle of faster R-
CNN that applies bounding-box classification and regression in parallel. Fig. 1 shows
the basic architecture of mask R-CNN. So, for each sample of ROI three losses are
calculated: classification loss, bounding box offset loss, and mask loss.

L = Lclass + Lbbox + Lmask

The neural network training was implemented using TensorFlow and Keras in
NVIDIA DIGITS (GTX1080Ti) on an Intel Core i7. The learning rate of 0.01 and
50 epochs are used for training.
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4 Results

In this paper, we present the initial results achieved by our proposed technique. Fig. 2(a)
shows the one sample image of echocardiography images. In Fig. 2(b) LV boundary is
drawn using the VGG annotator tool. These labeled images are used for training and
testing. Fig. 2(c) is the output generated by the model. As Mask R-CNN has two stages,
in the first part rectangular box is generated by RPN. The dotted line in the output figure
shows the ROI generated by RPN. The second stage mask is generated within the ROI,
the red labeled area is the segmented LV.

(a) (b) (c)

Fig. 2. (a) Echocardiography image (b) labeled image (c) segmented output

First, we will show some loss reduction during the training process. The losses
during the training after each epoch have been analyzed. Tensorborad utility is used for
analyzing the losses during training. Tensorboard is a remarkable utility which allows
us to visualize data and how it behaves. The robustness of the neural network can be
analyzed by the loss functions. The training process continued to 50 epochs. We use a
smooth L1 loss, which is the absolute value between the prediction and ground truth.
The reason is that L1 loss is less sensitive to outliers compared to losses like L2.

Themodel first calculates theBounding box refinement loss. Figure 3 shows the bbox
loss with the number of epochs on the x-axis. Loss decreases from 0.3505 to 0.0121 in
50 epochs.

The second loss is class loss. In this study, we have only two classes i.e. background
and LV. The model calculates the class loss and Fig. 4 demonstrates the reduction in
class loss with the number of epochs.

The model segments the LV and generates the mask of it. The mask loss is a loss
of mask generated by the model and the original boundary of LV. In FCN mask loss is
combined loss of mask and class of object, while Mask R-CNN only calculate mask loss
here as the class has been already identified. Figure 5 represents the mask loss of the
model that is 0.457 after first epoch and 0.057 after 50 epochs.
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Fig. 3. Bounding box loss of the model

Fig. 4. Class loss of the model
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Fig. 5. Mask loss of the model

The overall loss function is calculated by adding all loss values like bbox loss, class
loss and segmentedmask loss. All these losses are shown in the above figures and overall
loss is shown in Fig. 6.

Fig. 6. The overall loss of the model
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We also evaluate the segmented accuracy by using the Dice Similarity coefficient
(DSC) [15, 16] It measures the overlap region between segmented and ground truth
image using the following formula.

DSC = 2|A ∪ B|
|A| + |B|

DSC is equaled to the twice the number of pixels common in both ground truth and
segmented binary masks divided by a total number of pixels in both marks.

We evaluate the model by calculating the DSC of all images of five patients. The data
of these patients were reserved for the test purpose only and was not used for training, so
all the data was unseen for the model before. The average value of DSC was 0.8940 ±
0.0365. Three examples of ground truth and segmented binary masks with DSC values
are shown in Fig. 7.

DSC= 0.8983 DSC= 0.8470DSC= 0.8874

Fig. 7. Three samples of ground truth (top) and segmented binary masks (bottom)

5 Conclusion

This paper proposed a fully automatic method for LV segmentation using Mask R-CNN
model. Our trained convolutional neural network first correctly detects the ROI and then
generate the mask precisely. In case of lacking training data, we successfully applied to
transfer learning by first training the networkwith COCOweights. DSC value shows that
our results are very promising and encouraging. These experimental results proposed
that the Mask R-CNN model on the area of nature image can be effectively transferred
to the field of echocardiography images segmentation.

As future work, the authors plan to evaluate the model on other data sets to test the
robustness and generality of the proposed approach. Effect of increasing the training
data on the accuracy and losses of the model will be analyzed. Also, the evaluation of
the model using different evaluation matrices and clinical indices will be done in the
future.
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Abstract. Asynchronous breathing (AB)duringmechanical ventilation (MV) can
have adverse effect towards a patient’s recovery. Especially, the presence of AB
will disrupt MV breathing profile; thus, misidentifying patient-specific condition.
This paper demonstrates the ability of generative adversarial network (GAN) to
reconstruct asynchronous breaths to a normal breath profile. The reconstructed
clean airway pressure can provide better identification of patient’s condition. A
total of 120,000 asynchronous and normal breaths GAN training data set were
simulated fromaGaussian effortmodel. The breaths consist of elastance from15 to
35 cmH2O/L and resistance from 10 to 20 cmH2Os/L. Three GAN configurations
were investigated in this study. The first GAN configuration trained with 120,000
breaths yielded error of median 6.0 cmH2O/L [interquartile range (IQR): 3.71-
11.56]. The second configuration comprised of five GAN models improved with
median error of 2.48 cmH2O/L [IQR: 1.19-4.69] with each model trained in five
different elastance and resistance values. The third configuration had 15 GAN
models with each model trained with one set of elastance and resistance. The
median error was 0.70 cmH2O/L [IQR: 0.22-4.29] for the third configuration. The
results indicate that by dissipating the classification task, the performance of GAN
reconstructing AB can be improved. Realizing GAN in real-time to reconstruct
AB to a normal breath can potentially improve patient’s condition diagnosis.

Keywords: Generative adversarial network (GAN) · Asynchronous breathing
(AB) ·Machine learning

1 Introduction

Asynchronous breathing (AB) occurrence is prevalent during mechanical ventilation
(MV) therapy, especially when the patient’s natural breathing pattern is not synchronised
with ventilator support [1]. The impact of frequent AB occurrence can be dire to patient
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as it may cause dyspnoea, lengthen the patient’s dependency on MV usage, increment
sedative drugs usage and worsen mortality rate [1, 2]. Hence, it is important to monitor
and adjust MV settings in the event of poor patient ventilator interaction (PVI) due to
AB. However, adjusting MV to improve PVI is a challenging task for clinicians due to
the heterogeneous patient’s response to MV. Hence, clinicians often rely on experience
and intuition to adjust MV based on observed PVI at the patient’s bedside [3, 4].

The conventional method to quantify AB involves trained researchers eyeballing AB
profilemanually and retrospectively to compute asynchronous index (AI) [5].ManualAB
inspection is also arduous and impractical in a time-critical clinical environment [6, 7]. In
addition, there is little to no research investigating into quantifying themagnitudeof asyn-
chrony. Thus, a method to quantify AB automatically in real-time is imperative and can
potentially assist clinicians in improvingMVdelivery.There are several typesofAB, such
asflowasynchrony, delay andpremature triggering, double triggering, ineffective trigger-
ing, auto triggeringand reverse triggering [8], andeach typeofABhasuniquepatterns and
shapes. Therefore, designing a model-based approach to quantify the magnitude for dif-
ferent AB types is difficult to achieve due to the presence of irregularities or anomalous
patterns of AB airway pressure [9, 10].

In the literature, there were several methods proposed to measure the magnitude of
AB. For example, Chiew et al. [11] proposed a mathematical model which is able to
assess the underlying respiratory mechanics and quantify the magnitude of AB through
reconstructing the asynchrony affected breathing cycle. However, the accuracy of a
mathematical model to estimate patient’s respiratory mechanics is highly dependent on
the quality of measured data; inaccurate parameter estimation can occur any time due
to the unpredictable occurrence of noise and changes in MV settings [9]. Akoumianaki
et al. [12] have proposed to use esophageal pressure tomonitor AB; however, thismethod
often involves additional invasivemeasuring probe, costly, and potentially induce further
stress to patients. Nonetheless, these methods aimed to determine the quality of PVI but
unable to quantify the magnitude of individual AB.

This study presents a machine learning approach, Generative Adversarial Network
(GAN) to reconstruct asynchronous breathing cycle to a normal breathing cycle for
the use of quantifying the magnitude of AB. The principle of the approach is similar to
Chiew et al. [11], where amodel is used to reconstruct the breathing cycle for asynchrony
magnitude quantification, but it does not rely on a set of mathematical equation. GAN
is a machine learning technique comprises of two deep neural networks competing each
other to generative modelling. During the training process, GAN will learn essential
features or patterns in the data and mimic any distribution of data [13]. This method
eliminates the need to explicit programming when designing an automated model to
quantify the magnitude of AB.

2 Methodology

2.1 Simulated Data for GAN Development

In this study, 120,000 asynchronous airway pressure waveforms were simulated using a
modified polynomialmodel [14], theGaussian effortmodel. The elastance and resistance
were set from 15 to 35 cmH2O/L and 10 to 20 cmH2Os/L. These synthetic breathing
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cycles with their ground truth (non-asynchrony cycle) were used for training of the
GANmodel. Each simulated breathing cycle consists of inspiration section and the data
length of each breathing cycle is resampled at 51 data points. The magnitude of each
breathing cycle was normalized to 0 and 1. Breathing cycles were saved in binary data
format in Matlab format file (.mat). Figure 1 shows an example of a simulated AB with
actual normal breathing cycle. Simulations were performed using Matlab R2018b (The
MathWorks, Natick, MA, US).

Fig. 1. Left: Simulated asynchronous breathing using Gaussian model. Middle: Normal breath-
ing cycle with elastance of 25 cmH2O/L and resistance of 10 cmH20s/L. Left: normal and
asynchronous breathing cycle.

2.2 Conventional Generative Adversarial Network

GAN is a class of deep learning technique which comprises of 2 neural networks com-
peting with each other in a zero-sum game framework [13]. A GAN model consists
of a generator G(Z) and discriminator D(x̄, T). The generator maps a random uniform
noise sample, Z, as input and will learn to generate data or output a synthetic waveform,
x̄ similar to actual data points. On the other hand, discriminator will take x̄ as output
predictions to determine whether the output is close to the target. During training, D
and G will contest with each other where G will minimize its action by generating a
synthetic data which is similar to real data distribution, T; whereas, D will maximize its
ability to determine the authenticity (real or fake) of the generated synthetic data. In that
process, G will learn real data distribution and generate synthetic data similar to real
data by computing the error, E. The objective function, J, of GAN can be expressed as:

min
G

max
D

J (D,G) = E
[
logD(x)

] + E
[
log(1− D(G(Z)))

]

Where E is the error computed by the discriminator or the generator. The output
result of the discriminator is regarded as optimal when the distribution of the generated
data is close or equivalent to the real data [13]. Table 1 and Fig. 2 shows the summary
of the GAN architecture implemented in this study.
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Table 1. Architecture of GAN model implemented throughout this study

Settings/Name Discriminator

Layer Settings/Name

Input 51 x 1 Input 51x1

Activation LeakyReLu (alpha = 0.2) Convolution 32x3

Normalization Batch Normalization (Momentum = 0.8) Activation Tanh

Hidden Layer 512 neurons Dropout 0.5

Activation LeakyReLu (alpha = 0.2) Max Pooling 2

Normalization Batch Normalization (Momentum = 0.8) Convolution 32x3

Hidden Layer 1024 neurons Activation Tanh

Activation LeakyReLu (alpha = 0.2) Dropout 0.5

Normalization Batch Normalization (Momentum = 0.8) Max Pooling 2

Output layer 51 x 1 Hidden layer 128 neurons

Activation LeakyReLu (alpha = 0.2) Activation Tanh

Normalization Batch Normalization (Momentum = 0.8) Output layer 1

Activation Sigmoid

Fig. 2. GAN architecture during training. Asynchronous breathing will be the input of generator
and discriminator will compare the generated x̄ data with ground truth, T.

2.3 Overview of the Model

The inputs, I for the generator are the simulated asynchronous breathing. The generator
consists of 4 fully connected layers and 4 activation layers. Furthermore, to prevent
overfitting, batch normalization is introduced to the output of all fully connected layers
[15]. The generator will produce synthetic data, x̄ and passes the data to discriminator.
On the contrary, discriminator will compare it with real data distribution T to compute
the loss L to update the neurons in the networks during training. The discriminator
architecture includes 2 convolutional layers, 4 activation layers, 2 fully connected layers
and 2 pooling layers. Figures 3 and 4 show the generator and discriminator architectures.
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Fig. 3. Generator architecture

Fig. 4. Discriminator architecture

2.4 Computational Setup and Training Process

A Windows 10 computer with Intel Core i5-7400 CPU (4 cores), 32 GB DDR4 RAM
and NVIDIA GTX 1050Ti 4 GB GPU was used for GAN training. All the models
were trained offline in Python 3.5 (Python Software Foundation) and a python library,
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Theano. Theano allows parallel computation using the Graphical Processing Unit (GPU)
and it reduces resources and time needed in tuning the parameters. All of the models
were trained 32 mini-batch size with adaptive moment estimation (Adam) as optimizer
for 100 epochs. Batch normalization momentum was set as 0.8 and alpha value for
LeakyRelu set as 0.2.

2.5 GAN Models’ Performance and Evaluation

Performances of 3 different GAN configurations in restoring AB to normal breathing
cycle were investigated. The first GAN configuration focuses on the performance of 1
GAN model, trained with 120,000 unique breathing cycles; whereas the second config-
uration had classification tasks dispersed among 5 GAN models. Each model dominant
in five combinations of different elastance and resistance values. The third configuration
had 15 GAN models, with each trained with only one set of elastance and resistance
values. Figure 5 shows the configuration of GANs model in this study.

The respiratory mechanic parameter (resistance, R and elastance, E) values of
each GAN reconstructed airway pressure, Pawgen was estimated by fitting the single
compartment model equation using linear regression [16]:

Pawgen = RQ + EV + PEEP

In this study, airwayflow,Q, and lungvolume,Vwere kept constant andPositiveEnd-
Expiratory Pressure (PEEP) was kept as zero. 10,000 samples were randomly selected
from the 120000 training dataset and used to validate against the performance of the
trained models.

The performance of every GAN models was evaluated and compared using com-
monly used performance metrics such as Mean Absolute Percentage Error (MAPE) and
Sum Squared Error (SSE). We assessed GAN performances by analysing the disparity
between the generated elastance, Egen and resistance, Rgen with the actual elastance,
Eac and resistance, Rac using the performance metrics. These performance metrics
provided additional and detailed information for GAN performance evaluation.

MAPE measured the mean absolute distance between actual and predicted points.
The non-negative MAPE characteristic promotes or facilitates aggregation of point dis-
tances over the data set in percentage [17]. Formula to compute MAPE is shown as
below:

MAPE = Mean

[
(RMActual − RMGAN )

RMActual

]
× 100%

SSE, emphasizes or penalizes large errors (e> 1) but rewards or diminishes relatively
small errors (e< 1). Thus, information from squared errors reflects the stability between
synthetic data and actual data; hence, can potentially help us to facilitate optimization
due to the simplicity of the analysis [18]. The SSE formula is shown as below:

SSE = (RMActual − RMGAN )
2
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Fig. 5. 3 different GANs configuration.

3 Results

The results show that, GAN successfully identified the patterns of asynchronous breath-
ing cycle and was able to recreate a normal breathing cycle that of the asynchronous
cycle. Figure 6(a–b) shows 2 successfully reconstructed airway pressure using GAN
as the generated airway pressure intimately resembles the actual airway pressure with
minimal error (MAPE = 2.4% (Fig. 6a), 3.0% (Fig. 6b) and SSE = 338.4 (Fig. 6a),
105.2 (Fig. 6b)). The absolute error between Egen and Eactual were 0.91 (Fig. 6a) and
0.88 (Fig. 6b) cmH2O/L and Rgen and Ractual were 0.14 (Fig. 6a) and 0.04 (Fig. 6b)
cmH2Os/L.

Figures 7 and 8 show the SSE and MAPE empirical cumulative distribution plot for
all GAN configurations. The summaries of SSE and MAPE for all GAN configurations
were shown in Tables 2 and 3. The 1 GAN model configuration yields the highest
error with 8.36 cmH2O/L and 3.27 cmH2Os/L. 5 GAN models configuration achieved
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median error of 2.48 cmH2O/L [IQR: 1.19-4.69] and 1.32 cmH2Os/L [0.60 - 3.63]. For
15 GAN models configuration, the median error was 0.70 cmH2O/L [IQR: 0.22-4.29]
and 0.25 cmH2Os/L [IQR: 0.12-0.46].

Fig. 6. Comparison of GAN reconstructed airway pressure and actual normal airway pressure
when given AB as input when using 1 GAN model configuration. The generated airway pressure
agrees the features defining a normal breathing cycle but with the presence of small magnitude
noises.

Fig. 7. Empirical cumulative distribution plot of different GANmodel configurations by different
performance metrics
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Table 2. Results of performance metrics for GANs with different configurations when evaluating
elastance value

Configuration SSE
Median[IQR]

MAPE
Median[IQR]

1 GAN model 4.71 [2.09-8.36] 4.71 [2.09-8.36]

5 GAN models 2.39 [1.04-3.68] 3.61 [1.31-7.00]

15 GAN models 0.70 [0.22-4.29] 3.03 [0.45-5.21]

Fig. 8. Empirical cumulative distribution plot of the resistance absolute error when assessed with
different performance metrics.

Table 3. Results of performance metrics for GANs with different configurations when evaluating
resistance value

Configuration SSE
Median[IQR]

MAPE
Median[IQR]

1 GAN model 2.08[1.03-3.27] 2.08[1.03-3.27]

5 GAN models 1.21[0.70-2.30] 1.35[0.62-2.47]

15 GAN models 0.25[0.12-0.46] 0.41[0.24-4.80]

4 Discussion

Tables 2 and 3 show that, the median SSE and MAPE decreased as the recognition and
reconstruction tasks were distributed to more GAN models. It was found that the per-
formance of 1-GAN model configuration was comparatively lower than the others. The
higher errors in SSE andMAPE suggested that 1-GAN failed to capture and discriminate
the essential asynchrony feature from different sets of breathing cycles. Figure 9 shows
2 cases where GAN fail to reconstruct a normal breathing cycle with MAPE = 49.5%
(Fig. 9a), 25.9% (Fig. 9b) and SSE= 522.7 (Fig. 9), 1270 (Fig. 9b)). It is possible that the
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ability to extract features in the GAN generator is hindered, resulting in lower GAN per-
formance. In these cases, convolutional layers that can convolve inputs to determine the
relationship between data points for features extraction can be implemented to improve
the learning and resembling data distribution performances [19]. The performance of
5-GAN models configuration was better when it is tasked to detect a smaller range of
elastance and resistance values. This implied that the GAN model is able to achieve
better result when the training dataset is reduced. Specifically, to avoid overfitting or
‘confuses’ GAN when learning high similarities and indistinct patterns.

In this study, we demonstrated that GANmodel is capable of learning and identifying
asynchronous breathing and reconstruct to a normal MV profile. The reconstructed nor-
mal airway pressure profile allows clinicians to better estimate the underlying respiratory
mechanics of the patient [20, 21]. TheGAN’s ability to recreate breathing cycle improved
when the classification tasks were dispersed to multiple GANs, however, the feasibil-
ity to deploy arbitrary number of models to detect and reconstruct a normal breathing
cycle clinically remains a concerned. Further investigation on 1-model GAN training
with additional data and different architecture is required to optimize the performance
of GAN to recognize and reconstruct asynchronous breathing cycles.

There are several notable works involving GAN in imagery and medical field. For
example, Reed et al. [22] demonstrated the technique to generate images from text
descriptions using GAN. Iqbal et al. [23] proposed the technique to generate realis-
tic looking retinal images for supervised machine learning applications. Fei et al. [24]
implemented GAN to generate synthetic electrocardiogram (ECG) data that concede
actual clinical data while retaining and agreeing the features of patients with heart dis-
eases. Thus, there is a growing interest in utilizing GAN in medical monitoring. The
GAN configurations presented in this study shows the potential of GAN being applied
in medical MVmonitoring. The GANs are adept in extracting and learning essential fea-
tures of MV breathing waveforms and recreating sensible outputs without supervision.

Fig. 9. GAN fail to reconstruct to actual normal breathing. Absolute error between Egen and
Eactual were 9.56 (Left) and 15.11 (Right) cmH2O/L. Absolute error between Rgen and Ractual
were 2.36 (left) and 4.29 (Right) cmH2Os/L.
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5 Conclusion

In this paper, the performance of different GAN models in reconstructing a normal
breathing cycle when given an augmented breathing cycle were investigated. The results
showed that GAN was able to recreate normal breathing cycle with low error. However,
additional studies are required to fully understand GANs limitation and feasibility in the
mechanical ventilation monitoring.
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Abstract. During mechanical ventilation (MV) of respiratory failure patients,
clinicians require real time patient-specific lung condition to set MV treatment.
Application of mathematical models to determine patient-specific condition in
setting MV is increasingly sought after amongst clinicians. However, when the
patient is breathing spontaneously during controlled ventilationmodes, estimation
of respiratorymechanics becomes erroneous due to presence of patient inspiratory
effort. Thus, there is a need to determine patient’s respiratory mechanics during
the presence of these efforts. This study presents a mathematical expression built
on the single compartment model to determine patient respiratory mechanics. The
model uses basis function and takes patient inspiratory effort into account. Inspi-
ratory efforts of 1125 cases were simulated to determine the model performance
and its stability. The study revealed that the model was capable of estimating asyn-
chronous airway pressure. The model can be potentially useful to simulate any
nonlinear airway pressure waveform with spontaneous effort.

Keywords: Mechanical ventilation · Respiratory mechanics model · Inspiratory
effort

1 Introduction

Mechanical ventilation (MV) is an essential treatment for patients suffering from res-
piratory failure diseases [1]. These critically ill patients are supported by MV, by pro-
viding adequate air to maintain oxygenation and retain airway pressure [2, 3]. During
MV, patients may breathe spontaneously with the support of controlled MV, but the
patients’ breath is sometimes not synchronous with the ventilator. Such asynchronous
event potentially leads to inadequate oxygenation, ventilator associated lung injury and
other cardiovascular complications [2, 3].

Application of mathematical models is increasingly sought-after amongst clinicians
in settingMV therapy [4]. These models estimate patient-specific respiratory mechanics
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using bedside-available MV data [5]. Numerical estimation of respiratory mechanics
can assist clinician to diagnose respiratory failure disease, assess the effects of treat-
ments and thus, adjust the ventilator settings to the patient specific need to improve MV
delivery. Respiratory mechanics of the patient can be determined by fitting the MV data
with mathematical models using least squares method. The well-known model used to
estimate the respiratory mechanics of the patient is the single compartment model [4, 6].
The main limitation of this model is it does not consider the pressure generated by res-
piratory muscle during spontaneous breathing. Figure 1 shows airway pressure without
effort and with effort. The change of airway pressure profile is evident when inspiratory
effort is present as shown in the right sub-figure.

Fig. 1. Airway pressure waveform without patient effort (left), with patient effort (right)

Themodel presented in this paper, which is theGaussian effort model (GEM) extends
the conventional single compartment model using basis functions to estimate breath-by-
breath respiratory mechanics of spontaneous breathing MV patients during volume-
controlled mode. A Gaussian basis function is used to determine the complex shape
of breath-specific patient effort [7]. The basis function assumes that the patient effort
pressure is a linear combination of the sum of three simpler Gaussian basis functions
as shown in Fig. 2. Basis function works in a similar manner to bases such as x-y
coordinates that compose vector spaces in linear algebra. For instance, any vector in
the two-dimensional coordinate system can be composed of linear combinations of x-
and y-basis vectors. The basis vectors are linearly independent [7]. The basis function
introduced in this paper potentially captures all patient effort features.

Fig. 2. Three separate Gaussian curves with different centroids (left). Sum of three separate
Gaussian curves after multiplying each by appropriate constants (right)

In this study, simulated MV data were used to investigate the model’s perfor-
mance and clinical feasibility. The model was then further tested in real MV patient
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data who exhibit spontaneous effort during controlled ventilation. The success of this
model not only helps to assess the patient-specific inspiratory effort but also enables the
quantification of the mismatch between the machine and the man during MV therapy.

2 Method

The simulated airway pressure was generated initially with fixed values of E, R and
airflow Q to test the Gaussian effort model. The E, R values calculated using Gaussian
effort model is expected to be same as initially fixed values.

Then, the retrospective study was done using real patient data and the E, R values
calculated using Gaussian effort model was compared with E, R values of Pressure
reconstruction model [8] to verify the model accuracy. Pressure reconstruction model
reconstructs effort free airway pressure using iterative method to estimate E, R [8].

2.1 Gaussian Model

Based on the observation of airway pressure waveform in clinical data, the shape of the
patient’s spontaneous effort during controlled ventilation is nonlinear. A linear combi-
nation of three Gaussian function is added to the single compartment model as patient
effort Pe(t) to represent the non-linear shape of patient effort. Then, the conventional
single compartment lung model is revised to include a patient effort function Pe(t). The
Single compartment model is first defined as,

Paw(t) = EV (t) + RQ(t) + P0 (1)

where Paw is airway pressure, E is respiratory system elastance, R is respiratory system
resistance, V is inspired volume, Q is air flow and P0 is offset pressure [4, 6].

The basis function for patient effort is a function of pressure and it is denoted as,

Pe(t) =
3∑

i=1

Ai∅i, ts ≤ t ≤ tf (2)

where,

∅i = e
−

(
x−μi

σi

)2
(3)

∅i represents the basis function, Ai represents peak effort pressure of ith Gaussian curve,
μi and σ i represents center and width of ith Gaussian curve respectively. Adding Pe(t)
into Eq. 1, the final Gaussian effort model (GEM) equation yield,

Paw(t) = EV (t) + RQ(t) + P0 + Pe(t) (4)

where,

Pe(t) =

⎧
⎪⎨

⎪⎩

0, t ≤ ts∑3
i=1 Aie

[−(x−μi)
2]

, ts ≤ t ≤ tf
0, t ≥ tf

(5)
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where, μ1 = −1, μ2 = 0 and μ3 = 1, ts and tf denotes effort start time and finish time
respectively. Equation 4 can be rewritten in matrix form as Eq. 6.

[
V(t) Q(t) ∅1(t) ∅2(t) ∅3(t)

] ·

⎡

⎢⎢⎢⎢⎢⎣

E
R
A1

A2

A3

⎤

⎥⎥⎥⎥⎥⎦
= [P(t) − P0] (6)

Equation 6 can be solved using nonlinear regression to find the values of parameters E,
R, A1, A2 and A3.

2.2 Simulation

A simulation was conducted to generate airway pressure and flow data using MATLAB
R2018b (The Mathworks, Natick, Massachusetts, USA). In order to simulate and gen-
erate airway pressure, Paw data, the following parameters were fixed initially, a) Flow
was initially fixed at 0.5 L/s and then it was decreased gradually till zero till 1 s, creating
a ramp flow profile. P0 was set at 10 cmH2O; Elastance (E) and Resistance (R) were
fixed at 25 cmH2O/L and 10 cmH2Os/L respectively.

Fig. 3. Fixed ramp flow and corresponding airway pressure at set E 25 cmH2O/L and R at
10 cmH2Os/L

2.3 Model Fitting

The nonlinear least square solver function ‘lsqnonlin.m’ in MATLAB is used to fit the
basis function model. The following shows the sequence of the model fitting process.

Step 1: Model fit to original airway pressure to find patient effort timings
The original airway pressure is fitted to the single compartment linear lung model, Eq. 1,
using the least square regression method [9]. Figure 4 shows the model fit with airway
pressure data. The patient effort timings are determined by using fitting of the single
compartment model to the original airway pressure.

Procedure to find ts and tf
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Step a: The fitted model will have regions where the fitted pressure is higher than the
original pressure. The area of these regions can be found by integrating the pressure
difference over the regions. The largest region is taken as the patient effort occurring
region. As shown in Fig. 3 fitted pressure is higher than original pressure between ‘a’
and ‘b’. It is more likely that the patient effort occurs in this region and it is called “actual
effort region”. The start of the pressure effort is expected to be before the effort region
i.e. point ‘a’ and the end of the effort will be expected after the region i.e. point ‘b’.
Step b: The exact point of where effort starts is determined by finding the point of
highest pressure before the actual effort region and similarly the exact point where effort
finishes is located by identifying the highest pressure after actual effort region. As shown
in Fig. 4, the highest pressure between point ‘o’ and point ‘a’ is taken as patient effort
start time (ts) and the highest pressure after point ‘b’ is taken as effort end time.

Fig. 4. Finding patient effort start and finish time by fitting single compartment model (dotted
red). Black regions show where fitted pressure higher than original pressure. The region a-b is
considered as patient effort region. Time at highest pressure before point a, and after point b are
taken as effort start ts and finish tf time respectively

Step 2: Checking the presence of patient effort
After finding the region of effort, the area of the region is calculated. If the area of the
effort region is less than 5% of the area under the original airway pressure curve, then
the pressure is considered to be free of patient induced effort and the Gaussian model
fitting will not take place and the respiratory mechanics will be estimated based on the
single compartment model. 5% is a patient-specific threshold which can be changed in
real time by clinicians.

Step 3: Separate and normalize patient effort
If the effort region area is more than the threshold, the effort pressure data is separated
out and normalised to have the values between 0 and −1 to find the basis functions.
Step 4: Model fit to patient effort
After normalising, nonlinear least square fitting is done to patient effort data to find the
parameters ‘Ai’ of normalized effort and ‘μi’ of the basis function ∅i.
Step 5: Nonlinear fit to airway pressure
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Finally, the original airway pressure is fitted with the GEMmodel as per Eq. 5 to identify
E, R, A1, A2 and A3.

2.4 Stability of Gaussian Effort Model

Monte-Carlo analysiswas performed by altering different parameter values asmentioned
in Table 1 to check the stability of the Gaussianmodel. Different airway pressure Profiles
were generated by altering the parameters E and R of the single compartment model.
Also, the range of different combinations of Gaussian model parameters such as µ,
A1, A2 and A3 were used to generate unique 1125 cases of patient effort. Randomly
generated set of 5% noise were incorporated, with 1000 iterations for each cases, when
generating pressure Paw data to simulate noisy measurement (Fig. 5).

Fig. 5. Gaussian model fit to original airway pressure

Table 1. Range of parameters used in Monte-Carlo Analysis

Parameter Range

E (cmH2O/L) 15, 20, 25

R (cmH2Os/L) 5, 10

A1 (cmH2O) 2, 4, 6, 8, 10

A2 (cmH2O) 2, 4, 6, 8, 10

A3 (cmH2O) 2, 4, 6, 8, 10

ts (s) 0.12 (µ = −1), 0.22 (µ = −1), 0.3 (µ = −1)

td (s) 0.42

2.5 Model Performance Evaluation

The model fitting of airway pressure is evaluated by calculating the absolute percentage
error (APE) and sum of the squared error (SSE) between the estimated airway pressure
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by Gaussian model (PFit) and the original airway pressure (Paw). The APE computes
the percentage of deviation of model predicted values from preset values.

APE = abs

(
PFit(t) − Paw(t)

PFit(t)

)
× 100% (7)

SSE =
∑

(PFit(t) − Paw(t))2 (8)

The developed Gaussian model can be used to quantify the asynchronous breath also
as it estimates the Pe separately. The peak patient effort Pstr pressure can be determined
for each breath as a metric to quantify the asynchrony.

2.6 Patient Data

Retrospective mechanically ventilated respiratory failure patients data were used to ver-
ify the Gaussian effort model. The data from ongoing CARE clinical observation trial
in International Islamic University Malaysia Medical Center [10] is used. The patients
were ventilated using a Puritan Bennett PB980 ventilator (Covidien, Boulder, CO, USA)
with synchronous intermittent mandatory ventilation (SIMV) volume controlled mode.
The clinical protocol and other details of the patient data used in this study can be found
in the studies conducted by Chiew et al. [10]. CARE trial data composed of 10 patient
data. 7 of 10 patients’ data were used for retrospective analysis as they were ventilated
with volume control mode. For each patient, 200 breaths with signs of spontaneous effort
for each patient were analysed.

3 Result

The distribution of parameter combination, identified parameters andmodel fitting abso-
lute percentage error and peak effort pressure Pstr across 1125000 cases of patient effort
are shown in Table 2. The overall absolute percentage error (APE) of fitted airway pres-
sure is Interquartile range IQR: 4.7% [2.6–13.2]. The overall estimated Pstr IQR 11.6
[12.9–15.1] cmH2O.

Table 2. IQR of the APE of Fitted Paw, identified E & R

µ E R APE of Paw APE of E APE of R Pstr set
[cmH2O]

Pstr Cal
[cmH2O]

−1 25 10 3.08
[1.4–6.7]

4.6
[2.8–6.8]

5.86
[3.8–9.2]

10 12
[13.9–16.2]

0 25 10 2.7
[1.2–4.9]

4.89
[2.7–6.7]

3.76
[1.94–6.3]

10 11.4
[13.3–15.3]

1 25 10 2.05
[0.9–4.6]

4.31
[2.7–6.8]

2.81
[1.47–5.1]

10 10.32
[12.3–14.1]
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The respiratory mechanics parameters of Gaussian model and Pressure Reconstruc-
tion model for all 7 patients are estimated as shown in Table 3. The absolute percentage
error (APE) and sum of the square error (SSE) between Gaussian model and Single
compartment model are shown in Table 4.

Table 3. IQR comparison of Gaussian model and Pressure reconstruction model parameters E &
R

Patient Gaussian model (GEM) Reconstruction model

EGaussian
[cmH2O/l]

RGaussian
[cmH2Os/l]

ERec
[cmH2O/l]

RRec
[cmH2Os/l]

P1 33.5
[24.5–41.1]

7.9
[4.5–9.8]

33.9
[26.8–44.1]

7.6
[3.7–10.1]

P2 0.9
[0–11.3]

7.1
[1.9–8.9]

3.8
[1.7–10.7]

12.9
[10.8–14.8]

P4 21.1
[10.0–24.0]

8.2
[2.2–9.2]

26.8
[25.3–29.4]

4.3
[3.3–8.5]

P5 16.2
[9.2–31.5]

3.8
[0–7.1]

42.0
[35.3–45.5]

5.5
[− 0.5–8.3]

P7 32.2
[9.0–36.3]

7.7
[1.9–8.7]

35.1
[33.8–36.9]

7.7
[6.8–8.9]

P9 12.5
[8.3–35.9]

1.8
[0.2–5.9]

39.9
[33.1–45.4]

5.5
[−0.7–7.1]

P10 26.1
[14.0–44.5]

11.3
[6.9–15.4]

21.6
[10.3–46.9]

11.4
[7.1–20.8]

Median
[IQR]

20.4
[10.7–32.1]

6.8
[2.5–9.2]

29.0
[23.7–36.9]

7.8
[4.7–11.2]

* p < 0.05 when comparing GEM and Pressure Reconstruction
model using Wilcoxon-Ranksum test.

4 Discussion

The performance of a conventional single compartment model in capturing the respira-
tory mechanics of MV patients is poor when patient inspiratory effort is present. It is
clear that there is a need of a better model to achieve good model fitting and representa-
tion. In this study, the model is extended by adding a basis function to capture inspiratory
effort pressure to the single compartment model. The Gaussian model presented in this
study is not only able to estimate respiratory mechanics of patient during asynchronous
breathing but also can evaluate patient effort.

Themodel fitting error (APE) is less than 10% for entire 1125000 cases. This verifies
that the developed Gaussian effort model works better for all simulated patient effort
conditions and the model is capable of predicting the airway pressure
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Table 4. IQR comparison percentage APE and SSE of Gaussian model & Single compartment
model for 7 patient data

Patient Gaussian model Single compartment
model

APE [%] SSE APE [%] SSE

P1 2.46
[5.5–10.4]

9.26
[12.3–15.4]

8.73
[4.2–15.8]

12.63
[15.7–20.3]

P2 0.7
[1.7–3.7]

4.36
[5.16–6.8]

5.63
[2.9–8.8]

6.78
[8.5–11.1]

P4 0.81
[2.0–5.5]

4.15
[6.19–7.2]

4.24
[2.3–12.8]

8.28
[11.5–13.3]

P5 0.7
[1.7–3.7]

2.93
[3.52–4.1]

3.45
[1.8–9.8]

6.31
[7.2–10.1]

P7 0.32
[0.8–2.1]

2.85
[3.1–3.2]

1.65
[0.9–3.9]

4.5
[5.4-5.9]

P9 0.88
[2.1–4.5]

3.56
[4.17–5.4]

5.68
[3.2–13.2]

6.06
[7.5–11.8]

P10 0.71
[1.9–4.9]

4.37
[6.58–8.5]

9.28
[4.9–15.4]

9.59
[14.0–22.6]

Median
[IQR]

0.94
[2.2–5.1]

4.49
[5.8–7.25]

5.5
[2.9–11.4]

7.7
[10.1–13.6]

Fig. 6. Gaussian model fit to Patient 1 airway pressure data with effort

GEM model works well when the effort start ts and finish time tf is found precisely.
Otherwise, the model fits to the original pressure very well but it could not estimate the
parameters E and R accurately. The important criterion to achieve good prediction by
Gaussian effort model is finding the exact timing of patient effort start (ts) and finish.
This can be done by having a discrete approach as follows. Single Compartment Model
fitting is done, and the model and actual data intersecting points (‘a’ and ‘b’) are located
to find the estimated effort start and finish time as shown in Fig. 4 step 1, 2, 3. As
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the perturbation due to inspiratory effort starts much before the first intersecting point
‘a’, the highest pressure point before point ‘a’ where the perturbation starts is taken as
effort start time (ts). Similarly, the perturbation due to effort ends much after the second
intersecting point ‘b’. The highest pressure point after point ‘b’ is taken as effort finish
time. This method captures the entire perturbation region and considers it as patient
effort region.

In this model, a set of three basic Gaussian basis functions is used as functional
building blocks to design patient effort. After multiplying each Gaussian function by its
own constant and summing it up, patient effort feature can be constructed to a single
basis function. The linear combination of 3 Gaussian functions to model patient effort
solves the problem of non-linearity.

Fig. 7. 5th to 95th percentile of basis function magnitudes A1, A2 & A3

The parameters such as E and R determined using Gaussian model were compared
with the same that of pressure reconstruction model for validation. Table 3 shows the
IQR of E and R for both models. It is found that the Gaussian model parameters and
Pressure reconstruction model parameters have significant difference (p< 0.05) and the
Gaussian model fails to capture the true respiratory mechanics. This is because during
nonlinear regression all 5 parameters of Gaussian model (E,R,A1,A2 and A3) have equal
weightage which leads to underestimation of E and R. However, the Gaussian model is
able to fit to the actual airway pressure better. As shown in Table 4, both the APE and
SSE error of Gaussian model is lesser than the Single compartment model. As shown in
Fig. 6, the Gaussian model fits very well with the actual data than any other model.

The 5th to 95th percentile of magnitude of the basis function A1, A2 and A3 for all
7 patients for elastance range between 10 and 50 cmH2O/L was shown in Fig. 7. These
values A1 = −54.8 [IQR: −11.71–4.51], A2 = −0.02 [IQR: 2.92–100], and A3 = −
37.22 [IQR: −0.47–57.12], can be used to simulate any forms of patient spontaneous
effort during controlled ventilation for further research.

5 Conclusion

In conclusion, the Gaussian effort model was presented to capture respiratory mechanics
in the presence of patient inspiratory effect in volume control ventilation modes. The
presented method is effective and robust not only to predict the respiratory mechanics
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but also to quantify the breath-specific asynchrony of patient and ventilator by estimating
the peak patient effort pressure (Pstr) separately. However, it was found that the accuracy
of the estimated respiratory mechanics may vary when compared with the conventional
Pressure reconstruction model. Nevertheless, the model is capable of having good fit
and thus, it can be used to simulate any forms of pressure effort waveform.

Acknowledgement. The authors would like to thank the Ministry of Higher Education Malaysia
(MOHE) Fundamental research grant scheme (FRGS) (Ref: FRGS/1/2016/TK03/MUSM/03/2),
Monash University Malaysia Advance Engineering Platform (AEP) and the MedTech Centre of
Research Expertise, University of Canterbury for funding and support of this research.

References

1. Marini, J.: Mechanical ventilation: past lessons and the near future. Crit. Care 17(1), 1–10
(2013)

2. Gattinoni, L., et al.: Ventilator-induced lung injury: the anatomical and physiological
framework. Crit. Care Med. 38, S539–S548 (2010)

3. Brochard, L., Slutsky, A., Pesenti, A.:Mechanical ventilation tominimize progression of lung
injury in acute respiratory failure. Am. J. Respir. Crit. Care Med. 195(4), 438–442 (2017)

4. van Drunen, E.J., et al.: Model-based respiratory mechanics to titrate PEEP and monitor
disease state for experimental ARDS subjects. In: 2013 35th Annual International Conference
of the IEEE Engineering in Medicine and Biology Society (EMBC) (2013)

5. Chiew, Y., et al.: Feasibility of titrating PEEP to minimum elastance for mechanically
ventilated patients. Pilot Feasibility Stud. 1(1), 9 (2015)

6. Schranz, C., et al.: Iterative integral parameter identification of a respiratorymechanicsmodel.
Biomed. Eng. Online 11(1), 38 (2012)

7. Simon, M.K.: Probability Distributions Involving Gaussian Random Variables: A Handbook
for Engineers and Scientists. Springer, New York (2006)

8. Chiew, Y.S., Tan, C.P., Chase, J.G., Chiew, Y.W., Desaive, T., Ralib, A.M., Nor, M.B.M.:
Assessing mechanical ventilation asynchrony through iterative airway pressure reconstruc-
tion. Comput. Methods Programs Biomed. 157, 217–224 (2018)

9. Chiew, Y.S., et al.: Model-based PEEP optimisation in mechanical ventilation. Biomed. Eng.
Online 10(1), 111 (2011)

10. Chiew, Y.S., et al.: Clinical application of respiratory elastance (CARE trial) for mechanically
ventilated respiratory failure patients: amodel-based study. IFAC-PapersOnLine 51(27), 209–
214 (2018)



Anisotropic Diffusion for Reduction of Speckle
Noise in Knee Articular Cartilage Ultrasound

Images

Muhammad Ali Shoaib1, Joon Huang Chuah1, Azira Khalil2,
Muhammad Hanif Ahmad Nizar3, and Khin Wee Lai3(B)

1 Department of Electrical Engineering, University of Malaya, Kuala Lumpur, Malaysia
shoaib.te@gmail.com, jhchuah@um.edu.my

2 Faculty of Science and Technology, International Islamic University of Malaysia,
Negeri Sembilan, Malaysia
azira@usim.edu.my

3 Department of Biomedical Engineering, University of Malaya, Kuala Lumpur, Malaysia
mdhan1111@gmail.com, lai.khinwee@um.edu.my

Abstract. Ultrasound imaging is a very common imaging technique used for the
analysis of knee osteoarthritis. Ultrasound imaging has numerous advantages over
other available imaging techniques. It is a low cost, non-invasive, and non-ionizing
radiation imaging technique. Beside these advantages of ultrasound, the two main
drawbacks of ultrasound imaging i.e. low contrast ratio and speckle noise make
it difficult to diagnose the cartilage shape of the knee joint. The aim of this paper
is to present a technique for making diagnosis of cartilage easier by removing
the speckle noise while preserving the edges in US image. This paper proposes
a modified diffusivity function which can not only removes the noise but also
preserves the edges. The performance of the proposed method is evaluated using
peak signal to noise ratio and Equivalent Number of Looks.

Keywords: Diffusivity function · Speckle noise · Edge preservation

1 Introduction

Osteoarthritis (OA) in the knee joint is a dominant disease which affects the aged peo-
ple. Progressive deterioration in the cartilage is one of the elementary reasons for this
disease. According to some researchers 70 out of 100 people of sixty five years old
have radiographic signs of OA [1]. To visualize the OA, different medical imaging sys-
tems like X-rays, magnetic resonance imaging (MRI), computed tomography (CT), and
ultrasound (US) are typically used [2]. Most of these systems come with huge expenses
or complexities. Among these, MRI is very expensive and not suitable for implanted
patients. While CT not only releases a high level of radiation but also has a constraint
for detecting a fracture. X-ray produces ionizing radiation and also lack in the descrip-
tion of soft tissue [3]. Unquestionably, all the said medical imaging methods have some
drawbacks.
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Consequently, US imaging looks like a valuable and useful method for knee OA
assessment, especially in terms of cost, safety, and ease of use. In spite of having a lot
of advantages, speckle noise and low contrast are two main demerits of US images.
Hossain et al. in [2] work on issue of low contrast and enhance the contrast of US
image. The second main problem with US image is speckles noise. The speckle noise
is multiplicative noise [4]. It is produced due to the superposition of acoustic echo and
generates a complicated interference pattern. This pattern is produced due to interference
of US with the object of comparable size to sound wavelength. This speckle noise
disguises the relevant information of the patient in the image. Hence, it is very important
to retain the important detail of the original image by lowering the effect of speckle
noise. For the reduction of speckle noise Anisotropic diffusion (AD) has been proposed
years back [5]. The most important thing is to differentiate the gradient between edges
and noise. Doing so, we can preserve the edge details of US image, but most of the AD
methods cannot handle this problem efficiently and during the suppression of speckle
they also lose the edges information.

In the current work, the focus is on reduction of speckle noise so that the joint
cartilage images of knee US can be improved. The parameter settings of the AD filter,
including gradient threshold, conductance or diffusivity function, and stopping criteria
are discussed and improved. The performance of the method is examined by means of
two different evaluation metrics. The real US images are used to apply the proposed
method and to get the speckle free US images with sharp edges.

2 Literature Review

Noise in US images can be additive (Gaussian) and multiplicative (speckle). Remov-
ing speckle noise is significantly more difficult as compared to conventional Gaussian
additive noise. This is because speckle noise signal is correlated, and its distribution is
considerably more complicated than the Gaussian.

Perona-Malik in theirwork [5] suggested a newdefinition of scale space andproposed
an algorithm based on AD. A nonlinear partial differential equation-based diffusion pro-
cess is proposed by the authors. This technique is broadly used for image denoising. This
method eliminated the demerits of linear smoothing i.e. the linear smoothing blurs the
images and removes the significant detail but still edge preservation is compromised dur-
ing noise reduction. A new technique Speckle Reducing Anisotropic Diffusion (SRAD)
is proposed by Yu and Actor in [6]. They used a statistical method for suppression of
speckle noise. In homogenous region isotropic diffusion is applied using non-linear fil-
ter to diminish the speckle and preserve the edges information, the diffusion process is
stopped at the edges. In this way, this method attains stability in removing the speckle
and preserving the edges. Even with this ability, SRAD is frequently incompetent to
yield a suitable outcome in filtering US images.

The limitations of SARD are addressed by Laplacian Pyramid Nonlinear Diffusion
(LPND) [7]. In this method the input image is decomposed into different sub-bands,
a nonlinear diffusion process is performed to remove the speckle. Finally, the diffused
Laplacian pyramid is reconstructed to get the despeckled image. Although LPND pre-
serves edges while maximally eliminating speckle but the performance of this method
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highly depends upon the key parameters and results are hence its results are very much
sensitive as they depend upon several key parameters. A denoising filter is proposed
by Ling and Bovik [8] based on anisotropic diffusion. This method used the median
filter in the diffusion step. Selection of image gradient threshold does not affect the filter
which makes automatic image denoising easier, but the statistical characteristic of the
speckle is not considered by this approach which degrades the robustness of the speckle
reduction.

Based on the work of [9] Krissian et al. proposed Oriented Speckle Reducing
Anisotropic Diffusion (OSRAD) in [6]. By revising the properties of SARD, this method
usedmatrix diffusion equation. Thismethod shows some advantage in reducing the noise
and enhancing the edges but the overall the behavior and outcomes of OSRAD filter is
almost same and parallel to that of the SRAD filter. Another method which focuses on
calculating the coefficient of variation in noisy images is proposed by Aja-Fernandez
et al. [10]. This method is named as Detail Preserving Anisotropic Diffusion (DPAD).
This technique performs better than SRAD regarding a good estimation of the coefficient
of variation, but it leads to over smoothing the image when a number of iterations are
large. The improvement in PM is presented in [11] by Catte et al. In the noisy image, PM
model generates an indistinguishable gradient of noise and image features. Catte et al.
suggest that accurate parameter approximation is very important to efficiently implement
the AD filter for noisy US images. As these parameters can preserve the edges speckle
can be suppressed.

In reducing the speckle noise, the approaches mentioned earlier have limitations in
edge preservation. So, there is a need to have an AD method which not only remove the
speckle noise but also improve the performance of edge preservation.

3 Methodology

3.1 Data Acquisition

The data of US images of the knee joint was collected by scanning twenty healthy people
by the professional sonographer. In the sample data, 60% of males and 40% of females’
subjects are included. Two important sides i.e. medial and lateral sides of knee joints
used for the precise observation of cartilage of knee joint. To get a good resolution image
and detection of small imaging particles, the 8MHz probe is used. The USmachine used
is “Aplio MX”, manufactured by Toshiba.

3.2 Proposed Method

The diffusion Eq. (1) is used for our proposed method. This describes the diffusion
model.

{
∂I
∂t = div

[
g(|∇(G(σ ) ∗ I)|).∇I

]
I(t = 0) = I0

, (1)

In the above equation, I0 is the original image. The standard deviation of pixels
values is represented by σ, convolution operator is symbolized by symbol *, Gaussian
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filter in equation is denoted by G(.), and the convolution of image with Gaussian kernel
is denoted by G(σ) * I. The divergence operator applied ion image is shown with div,
and gradient operator which is used to calculate the change in intensity or color in any
particular direction is symbolizedwith∇, ‖ compute themagnitude, and g(|∇I |) denotes
edge stopping function which stops the diffusion process at the edges of the image. This
edge stopping function is also called a diffusion function. The equation was proposed
by Catte_PM [12]. This model is used because it filters the high level of noise from the
images efficiently.

To automatically compute σ associated with the Gaussian noise of the image, a
window size of between 20 × 20 and 65 × 65 pixels is considered. Before calculating
the final value of σ of Gaussian filter, first each block of different size is taken, and its
standard deviation of each block is calculated. From these values the standard deviation
of themost uniform block, σ of theGaussian filter is measured. The size of the smoothing
Gaussian filter is determined by using σ is explained in a study by Petrou et al. [13].

One of the main parameters in Eq. (1) is the diffusivity function. [14] in his work
shows different diffusivity functions that differentiate the filtering results. Therefore, for
the performance enhancement of the AD methods, it is significant to select a suitable
diffusivity function. Furthermore, it should be scaled in a way so that it preserves the
edge effectively. We proposed the diffusivity function based on the work of Black et al.
in [14]. The diffusivity function is given by Eq. (2).

g(x) = 1

1 + ( x
k

)2 (2)

In Eq. (2) x represents the gradient and gradient threshold is represented by k. For
effective edge detection, the parameter which have very active role is gradient threshold.
If the gradient threshold is underestimated, then the model does not remove the noise
effectively and hence it weakens the noise reduction ability. In addition, the overestima-
tion of the gradient threshold over-smoothed the image. Therefore, to preserve the edges
and suppressing noise successfully an optimum gradient threshold selection is required.

For scaling the diffusivity function,we consider some basics of digital signal process-
ing. In digital image processing, normally 256 quantization levels are used to digitize the
brightness of the image. So, for a digital image, it can consider that digital 0 is equivalent
to 0.5/256 = 0.002. Generally, the subjective recovery of the image is used for image
enhancement. Hence, the change in grey tone should be measured that eyes of human
can perceive. For greyscale images with 256 levels, the human eye can differentiate only
fewer than 2 to 3 levels of variations. Therefore, the numerical value of 0.002 × 3 =
0.0060 ~ 1/(1 + (12.17)2) can be considered. Based on this statement, our diffusivity
function gets the following form.

g(x) = 1

1 + ( 12.17x
k

)2 (3)

The discrete form of the model is given by (4)

It+1(s) = It(s) + λ

|ηs|
∑

p∈ηs
gk

(∣∣∇Is,p
∣∣)∇Is,p (4)
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In above equation, t is the iteration steps, gradient threshold is represented with k,
the position of pixel in discrete 2_D grid is denoted by s, and g is the conductance
function. While, the diffusion rate is controlled by the parameter λ ∈ (0, 1), ηs denotes
the spatial neighborhood 4-pixel of s. In PM model author used ηs = {N , S,E,W },
where N is North, S is South, E is East, and W is West neighborhood of pixel s. In
our proposed model we use to calculate diffusivity for eight directions so in our case
ηs = {N , S,E,W ,NE,WN ,WS, SE}, where NE is north-east, WN is west-north, WS
is west south, and SE is south-east neighborhood of the central pixel s.

The symbol∇ is gradient operator of continuous form.Moreover, it specifies a scalar
and it is a distance between two consecutive pixels i.e. the neighboring (p) and center
pixel (s) in every direction. Therefore,

∇Is,p = It(p) − It(s) and p ∈ ηs = {N , S, E, W , NE, WN , WS, SE} (5)

This is an iterative process and is commonly conducted for a certain number of iterations.
One of very important feature which highly effects the performance of AD methods
is to terminate the diffusion process automatically. The Mean Absolute Error (MAE)
proposed by Zhang et al. in [7] proposed a method called Mean Absolute Error (MAE)
for the termination of automatic diffusion process. The MAE stopping criterion is very
effective for US images and therefore is used in our proposed method.

3.3 Evaluation Metrics

For assessing the performance of the proposed technique, two performance metrics peak
signal to noise ratio (PSNR) [15, 16] and Equivalent Number of Looks (ENL) [17] are
used. PSNR computes the capability of speckle noise reduction from noisy images.
Decibel (dB) is the commonly used unit for PSNR is. A higher value of PSNR indicates
that high level of noise is removed from the noisy image. PSNR calculation depends
upon Mean Square Error (MSE). MSE computes the square difference between two
pixels of different images and then takes the average of all differences. The equation to
measure the MSE is as follow.

MSE = 1

M × N

∑M ,N

(i,j)=1
(It(i, j) − I0(i, j))

2 (6)

Here, I0 represents the original image and is It the filtered image. M are number of
rows and the columns are denoted by N in the image. The term (i, j) is used to show
the spatial location of the pixels. PSNR is calculated using the value of MSE by the
following equation.

PSNR = 10 log10
max(I0)2

MSE
(7)

Equivalent Number of Looks (ENL) is another significant metric for computing the
speckle noise reduction. It is calculated by using the Equation

ENL =
(

Mean

Standard Deviation

)2

(8)
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A large value of ENL shows that model has removed the speckle noise efficiently.
The ENL is calculated by applying this on regions of image and hence size of region of
image effect the ENL value. Theoretically, a small region gives the smaller ENL value
as compared to a large region. In this situation, the accuracy can be attained by dividing
the image into the 25 × 25 pixel region and ENL value is calculated for each region.
The Final value of ENL is calculate by averaging the all ENL values of small regions.

4 Results

In this paper, we proposed a method for speckle noise reduction. Fig. 1 (a) is the original
US image of medial side of knee joint cartilage of a man. The output image after speckle
noise removal is shown in Fig. 1 (b). It is clear from fig b that “V” shape cartilage layer
is very clear. Hence the proposed method removes the speckle noise and edges are also
preserved.

(a)                                                           (b)

Layer of Cartilage

Femur
Tibia

Better Edge Preservation

Less speckle noise

Fig. 1. Medial side of knee joint cartilage (a) original image. (b) AD filtered image using the
proposed method

Similarly, Fig. 2 (a) shows the original lateral side of knee joint cartilage. Fig. 2 (b)
represents the speckle free image after passing to the model. Fig. 2 (b) shows that “U”
shape cartilage is reserved. As a result, it can be concluded that, with the help proposed
diffusivity function, our method perform very good in edge preservation while reducing
the speckle noise.
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(a)                                                              (b)

Layer of Cartilage Better edge preservation of cartilage

Improved speckle noise reduction

Fig. 2. Lateral side of knee joint cartilage (a) original image (b) AD filtered image by using the
proposed method.

We also evaluate the output by calculating the PSNR and ENL of our images. The
PSNR and ENL for the 20 subjects (healthy) are calculated and the mean value of
results are represented in Table 1. The highest values of PSNR and ENL attain are
31.409± 1.031 and 30.297± 0.511 respectively.Our proposedmethod has considerably
higher numerical values of the performance metrics.

Table 1. Mean and standard deviation value of PSNR and ENL

Evaluation metric Mean ± SD 95% confidence interval of
the difference

Lower bound Upper bound

PSNR 31.409 ± 1.031 31.027 31.892

ENL 30.297 ± 0.511 30.058 30.735

5 Conclusion

In this paper, the US images of the knee joint cartilages of healthy subjects were eval-
uated. We attempted to remove the speckle noise, one of the downsides of US images
while preserving the edges in US image. The AD method was used for this purpose
and a scaled diffusivity function was proposed that preserves the edge and reduces the
speckle noise in the output image. MAE is used as a stopping criterion between two
consecutive diffusion iterations. Our numerical results show that the proposed method
have substantially removed the speckle noise while preserve the edges efficiently.
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FP092-2018A, Ministry of Education, Malaysia.
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Abstract. Insulin resistance and impaired respiratory function have been asso-
ciated together and have been suggested to be potential predictors for organ fail-
ures in ICU. Insulin resistance is however difficult to measure in real time espe-
cially in the case of critically-ill patients. ICING models enable the estimation of
insulin sensitivity (SI) as a reflection of the resistance. Knowing their levels and
of impaired lung function level could be useful first and foremost to determine
potential respiratory organ failure. The relationship between them was studied
using a retrospective data of 20 patients ((mean± SD) age: 62.5± 12.2) admitted
to the Universiti MalayaMedical Centre ICU, Kuala Lumpur. Data on gender, age,
race, admission diagnosis and morbidities were collected in each patient. Corre-
lation of per-patient SI to P/F (PO2/PiO2) score was determined using Pearson
correlation score. In this single-centre study, results indicated that the generated SI
can potentially replace insulin resistance measurement. Correlation scores were
negatively high for 4 patients (<−8.0), but the data from respiratory side were
small and unbalanced to generate any general pattern. In conclusion, the estimated
SI can be used for further studies with more data to link and predict the decline of
respiratory failure in the ICU.

Keywords: Insulin resistance · Insulin sensitivity · Lung failure · Respiratory
failure · Organ failure

1 Introduction

Intensive care units (ICUs) treat critically-ill patients with multiple complications, and
the common goal is the prevention of further organ dysfunction, the management of
established organ failures and avoidance of mortality [1–3]. These patients with and
without history of diabetes are however exposed to stress hyperglycaemia with associ-
ated mechanism such as insulin resistance, effect of medications and impaired glucose
deficiency [4, 5]. In non-intensive care setting, several published studies suggested the
association between reduced lung function, insulin resistance, Diabetes Mellitus, and
cardiovascular disease development [6, 7]. Diabetes Mellitus is considered amongst the
risk factors for the progress of obstructive lung disease [8]. The information on co-
existence of impaired respiratory function, insulin resistance and Diabetes Mellitus has
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been considered to improve treatment decision making as well as optimizing the clinical
resources of both respiratory and glycaemic based failures [8]. In the same direction,
current studies are initiated for ICU context.

Insulin resistance and glycaemic variation can be evaluated as a function of insulin
sensitivity (SI) [9], a physiological parameter that describes the metabolic variation
based on insulin concentration and glucose clearance. Insulin sensitivity is an inverse
representation of insulin resistance. However in contrary to SI, there is no method yet to
determine the resistance in real-time, and especially in the context of ICU [10]. ICING
physiological model uses frequent available data such as blood glucose (BG) level,
insulin deliverance and provided nutrition. It has the ability to estimate SI continuously.
However based on current operation, input data are normally obtained hourly, thus
allowing only hourly estimations of SI. ICING has been validated clinically and has
been used extensively in different applications ranging from automated and personalized
glycaemic control [11–15] to early detection of sepsis in ICU [16]. No prior study has
been done on the association of the ICING-based insulin sensitivity and lung function
health in critically-ill patients.

One of the most common score in the ICU used to diagnose the severity of lung
function is the P/F ratio of partial pressure of oxygen PO2 (P) from the arterial blood gas
test to the FiO2 (F), the fraction of inspired oxygen that a patient receives. The PO2 rises
with increasing FiO2. Inadequate or decreased oxygen exchange decreases the ratio. It
is one of the four criteria applied to define respiratory failure. The objective of the study
is to determine if estimated insulin sensitivity using ICING model plays an associative
role towards P/F score in patients admitted to Intensive Care Unit from Malaysia.

2 Methods

2.1 ICING Insulin Sensitivity Estimation

Themodel used to estimate SI is the clinically validated IntensiveCare Insulin-Nutrition-
Glucose (ICING) model. This model is built upon 7 equations which can be referred to
in previous publications on SI model developments [17–19]. The equations describe the
interaction between several physiological systems as shown in Fig. 1. Clinical inputs
needed to compute each SI are; i) the BG level (in mmol/L); ii) administered insulin (in
mU/L); and iii) provided nutrition to be translated into dextrose intake (inmmol/minute).
Whilst the inputs are not provided every hour, SI (L.min/mU) can still be fitted hourly
using integral-based fittingmethod [20]. SI estimation accuracy can bemeasured through
BG fitting error. Each measured BG is compared with the estimated BG that produces
hourly SI. ICING model SI estimation using integral-based fitting is guaranteed with
less than 1% of fitting error.
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Fig. 1. The compartment representation of the physiological ICINGmodel showing several func-
tions; inputs and outputs linked to pancreas, intestine, stomach, central nervous system, liver and
kidney [21].

2.2 Respiratory P/F Score

P/F score is commonly used measurement, in acute lung injury (ALI) and acute respi-
ratory distress syndrome (ARDS) [22–24]. ALI describes the pulmonary response to a
broad range of injuries occurring either directly to the lung or as a consequence of injury
or inflammation at other sites of the body. ARDS represents the more severe end of this
condition. P/F ratio of <300 defines ALI or mild ARDS, <200 to moderate ARDS and
<100 alarms for severe ARDS. In the same way, the score is also adopted in Sequential
Organ Failure Assessment (SOFA) [25] to track and to determine the extent of a person’s
organ function or rate of failure to six organs, including respiratory. The scores range
from 0 to +4, going from fine to worst. A detection of change in daily SOFA score of
≥2 indicates that a patient is suffering from lung failure.

In the ICU, PO2 and FiO2 aremeasured and recorded separately according to clinical
needs. For this study, P/F scores were collected whenever pO2 and FIO2 were available
in the same record hour. Each patient’s hourly SI was then compared with computed P/F
score using Pearson correlation which measures the linear correlation between the two
variables. It takes a range of values from +1 to −1. A value 0 quantifies no association
between the two variables. A positive value indicates that as the value of one variable
increases, so does the other, in positive association.

2.3 Patients Data and Correlation Study

20 patients’ data were extracted for this study. Criteria of inclusion include, i) ICU stay
between 24 h to 120 h and ii) Patients with minimal five P/F score. Patients detail can be
referred to in Table 1. A total of 1297 h of SI estimations and 265 P/F scores were used
in the study. 14 out of 20 patients were diagnosed with Diabetes Mellitus. Amongst the
14 patients, 11 patients had hypertension and 8 patients had dyslipidemia.
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Table 1. Clinical details of all 20 patients.

Patient ID Age Sex Race* Admission
condition

Comorbidity** ICU stay
(Day- hours)

Available
P/F score

APACHE
II Score

UM03 69 M C Post saucerization of
right shoulder
carbuncle with CAP

DM 3–67 16 8

UM09 64 M M Post drainage of
ludwig’s angina with
severe metabolic
acidosis, acute on
CKD and sepsis

DM, HPT,
Dyslipidemia,
CKD

3–56 13 13

UM12 77 M M Post left
nephrectomy for
bosniak 3 renal cyst
complicated by
intraoperative
presumed sepsis

DM, HPT,
Dyslipidemia

2–33 6 24

UM19 44 M M Bilateral necrotizing
pneumonia tro
pulmonary
tuberculosis

DM 5–108 22 23

UM20 48 M C OHF with CO2
narcosis, cover for
pneumonia

OSA, CCF 2–39 10 10

UM23 39 M M Polytrauma with
severe traumatic
brain injury

None 4–74 15 17

UM29 74 F C Polytrauma
secondary to motor
vehicle accident

None 3–49 8 16

UM30 69 M M Septic shock
secondary to right
thigh abscess

DM, HPT, CKD 3–58 5 17

UM35 58 M I Atypical pneumonia
with fluid overload,
acute on CKD

DM, HPT,
Dyslipidemia

5–110 22 20

UM37 68 F C Cardiogenic and
septic shock (e.coli
bacteremia)

DM, HPT,
Ischaemic Heart
Disease, End stage
renal failure

4–74 6 27

UM43 78 M C Acute on chronic
subdural
hemorrhage with
acute
hydrocephalus, AKI
and uncontrolled
DM

DM, Dyslipidemia,
Previous Ischaemic
stroke

3–41 6 28

UM44 59 F I Dengue fever in
critical phase with
warning signs
(lethargy, confusion,
transaminitis)

DM, HPT,
Dyslipidemia

4–87 29 11

(continued)
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Table 1. (continued)

Patient ID Age Sex Race* Admission
condition

Comorbidity** ICU stay
(Day- hours)

Available
P/F score

APACHE
II Score

UM45 71 F M Post exploratory
laparotomy for
caecal mass with
intestinal obstruction

Severe primary
hypothyroidism,
Hypocortisolism

3–45 8 15

UM46 54 F I Dengue fever with
transaminitis and
uncontrolled DM

DM, HPT 4–93 44 14

UM48 69 F I Post right
hemiglossectomy +
right modified
radical neck
dissection, right
hemithyroidectomy
with right floor of
mouth flap for right
tongue squamous
cell carcinoma

None 3–52 7 10

UM54 39 F I CAP DM, HPT 4–87 17 17

UM56 73 F M Left lower limb
necrotizing fasciitis
post wound
debridement and
fasciotomy

DM, HPT,
Dyslipidemia

4–57 7 7

UM58 73 F M Post laparotomy for
obstructed splenic
flexure tumour with
bowel ischaemia
complicated with
metabolic acidosis

None 4–65 9

UM60 64 M M Sepsis secondary to
infected diabetic
foot ulcer with
severe metabolic
acidosis and
hyperlactataemia

DM, HPT,
Dyslipidemia, IHD

2–35 10

UM61 60 M C Recurrent stroke,
cover for pneumonia

DM, HPT,
Dyslipidemia,
stroke

3–67 5

*M: Malay, I: Indian and C: Chinese
**AKI: Acute Kidney Injury, DM: Diabetes Mellitus, CAP: Community Acquired Pneumonia,
CCF: Congestive Cardiac Failure, CKD: Chronic Kidney Disease, HPT: Hypertension, IHD:
Ischemic Heart Disease, and OSA: Obstructive Sleep Apnea,

3 Results

Figure 2 shows the scatter plot of all 167 estimated SI values with associated P/F scores.
The majority of patients with existing P/F score had lower than 0.001 mmol/min SI. This
group’s median and IQR SI are 15.16 [4.43–39.09]10−5 L.min/mU. Low SI indicates
higher insulin resistance, found in this cohort. In particular, 236 had zero SI which
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indicated SI in the order of 10−7. The percentage of P/F score in each range; <100
to >400 are displayed on the right hand of the graph, highlighting a slightly skewed
distribution towards better respiratory condition of patients.
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Fig. 2. The scatter plot of insulin sensitivity vs. P/F score. The P/F score distribution (%) can be
referred to on the right side of the graph.

Figure 3 illustrates the correlation score between SI and P/F score for all patients. The
graph distinguishes the diabetic from the non-diabetic patients using red bars. According
to this, 11 have negative values. Most had more than−0.2 correlation, and patient UM30
had a perfect negative correlation. Those with positive values have lower than +0.4
correlation.
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Fig. 3. The correlation score for all patients. The diabetic patients are distinguished from the
non-diabetics using red bars.
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4 Discussion

Our findings revealed that in particular, at times where PO2 and FiO2 record existed in
the same hour, the associated estimated SI were very low, indicating the existence of
high insulin resistance for most of studied patients. The median SI was 15.16 [4.43–
39.09] 10−5 L.min/mU. In this cohort, 3.6% of the P/F scores were below 100, which
is the lower limit of severe ARDS and were affecting 3 patients (UM03, UM23 and
UM35). These three patients had positive P/F score correlation with their SI variation.
61.6% were in the mild and moderate ARDS limit. The finding confirms not only the
link between high insulin resistance and impaired lung function, but also the usability
of the estimated SIs to complement clinical measurement of insulin resistance.

Some patients showed very high negative correlation between SI and the P/F score
whilst many stays within±0.4 correlation which is important but not significant. Studies
on their demographic, admission diagnosis, severityAPACHE II score and comorbidities
showed no clear pattern. The 4 highest negative correlations nevertheless share some
common characteristics such as older than 69 years old and have less than 60 h stay.
The pattern either doesn’t exist, or it could be attributed to the low ratio of available SI
over P/F scores (1297:265). We believe better correlation scores can be obtained if we
interpolate the P/F score to match the number of hourly SI. With the availability of the
interpolated data, more studies on time series development can equally be performed.

Two studies using limited and irregular data showed a close association betweenDia-
betes Mellitus and hypertension towards estimated SI-based glycaemic control results,
using Bayesian Network [26, 27]. Bayesian Network is an approach that use correlation
weight to develop probabilistical causal or risk models. Another perspective from these
studies is to use Bayesian Network to model the co-relationship between the various
elements existing in current data.

5 Conclusion

Insulin resistance should be considered amongst the risk factors for deterioration in lung
function. However, their usage is clinically limited in decision making as the measure-
ment is difficult to obtain, especially in the ICU. This suggests exploring the usage of
model-based generated insulin sensitivity which is a parameter that is the inverse of
insulin resistance. Current intention however must be supported with more generated
data from the respiratory side. Subsequent studies with bigger and sufficient data will
include the SI role to predict lung failure in advance based on time series model. SI-
based prediction may lead to effective interventions targeting respective organ failure
prevention.
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Abstract. Wireless Capsule Endoscopy (WCE) is used in wireless near-field
transceiver system to achieve localization aim along with a loop antenna as main
transmitter coil used for power transmission while receiving localization data. The
receiving antenna is installed in WCE to receive power and as coupling antenna.
Both antennas are matched to ensure maximum power transfer through 5MHz
electromagnetic wave. FEKO simulation software was used to complete the ini-
tial stage design and data acquisition. Multiple simulations were completed in all
coordinates in the transmitter coil antenna region. Using MATLAB curve fitting
toolbox on to the collected data, a suitable polynomial was considered to design
the localization algorithm. The proposed polynomial equation to fit the actual data
had gained over 90% of accuracy and the model was able to achieve localization
in a circular locus.

Keywords: Wireless capsule endoscopy · Localization · Coil antenna ·
Near-field wireless transceiver

1 Introduction

1.1 Overview

Internal disease such as internal bleeding, ulcer or tumor that existed in the gastroin-
testinal tract (GI tract) when not handled well during the early stages may turn up into
serious illnesses [1]. Yet, the use of various diagnostics methods such as X-ray, or other
types of traditional endoscopy alternatives were not as effective asWCEwhen opting for
a less invasive solution [2]. It was reported that the above methodologies had returned a
non-impactful result as the diagnostics yield were low even when used in the detection
of an internal bleeding [3]. A camera that is attached on capsule’s head is used to record
and capture internal images can be used effectively in determining internal bleeding of
the gastrointestinal tract. This wireless capsule is of a swallowable size, with dimensions
equivalent to a large vitamin pill, about 25 mm [4].
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2 Research Methodology

2.1 Process Flow

The HF frequency range (3–30 MHz) is the frequency range adopted. The loop antenna
is selected as it has a very small radiation resistance property for electrically-small
application that are widely used in near-field application [5]. As the receiver coil’s
position is varied along a constant axis, the value of the impedance of the system was
acquired and analysed for localization purpose. Using the FEKOsimulation software, the
receiver coil is placed at different position along the z-axis first to acquire the impedance
data of the simulation. The initial solution for positioning the z-axis was proposed after
considering all factors (Fig. 1).

Fig. 1. Main process flow of the whole project

2.2 Main Transmitter Coil and Receiver Coil

The coil antenna structure was sketched using the CADFEKO software. A current car-
rying loop was first designed and the parameters were initially set to simulate a simple
coil structure. The parameters set were as below:

1. Frequency: 5 MHz
2. Number of Turns, N = 5
3. Voltage Source = 12 V
4. Copper Wire Cross-section diameter = 0.15 cm (~AWG15 copper wire)

For electrically-small antennas, the overall length of circumference (C) is near to or less
than one tenth of the actual wavelength. (C < λ/10) [6]. Since speed of light, c = f λ. If
we let λ = 10λ, then 10λ = c/f , with f = 5 MHz, we obtained λ = 600 cm.

The receiver coil is being designed to fit into the pill-sized capsule. The parameters
are set as below:

1. Radius: 0.6 cm
2. Number of Turns, N = 10
3. Copper Wire Cross-section diameter = 0.45 mm
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2.3 Data Acquisition

To acquire the impedance of the main transmitter (Tx) coil due to changes of location in
receiver (Rx) coil, a parameter sweep needs to be performed using simulation. The height
is manipulated by altering the value in the variable that is assigned to the translation axis.
The receiver position is resolved into a Cartesian coordinate system where xyz axis are
used to represent the receiver’s position. As the radius of the receiver coil is 0.6 cm, the
parametric sweep is set a few limits from radius of 0 cm to 16 cm and height is set from
0 cm to 20 cm. The antenna is first designed as a three-coil loop antenna, with upper and
lower region separated by a middle coil antenna.

2.4 Localization Algorithm

The acquired impedance simulation data in real and imaginary components, was trans-
ferred into Microsoft Excel for further analysis. The Real and Imaginary value varies
with the changes in position of the receiver coil. A conditional formatting is applied to
the data to find any duplicated values to check for possible ambiguous cases where the
values is similar at two different position. InMATLAB, the data is plotted in 3D using the
polynomial linear model of the curve fitting toolbox. The optimum result was achieved
by changing the degree of each variable to reduce the complexity of the polynomial
equation and thus achieving the optimum goodness of fit of the data with the equation.
Judging from the curve fitting accuracy, R-squared, the Polynomial equation degree is
then adjusted to reduce the complexity of the whole equation. Since the degree of the
polynomial equation is the same for both part of the impedances, the base equation is
the same, as given in Eq. (1) below. The coefficients are then substituted into the base
equation to obtain the final characteristic equation for both real part and imaginary part,
z1_real, z1_img, z2_real, z2_img.

f (x, y) =p00+ p10x + p01y + p20x2+ p11xy+ p02y2 + p30x3 + p21x2y

+ p12xy2 + p03y3 + p40x4 + p31x3y+ p22x2y
2 + p13xy3 + p04y4

+ p50x5 + p41x4y+ p32x3y2 + p23x2y3 + p14xy4 (1)

The proposed solution to acquire the position is given in the flowchart of Fig. 2.

Determine upper and 
lower region
• Compare the impedance between 

two transmitting coils
• The receiving coil will be in 

between the region with two lower 
impedances.

Run both coils 
alternatively
• Acquire Z_real and Z_img
• The middle coil will be labelled as 

z1 and other to be z2

Substitute both z1 and 
z2 impedance
• Subsitute z1_real and z2_real into 

z_real equation
• Subsitute z1_img and z2_img into 

z_img equation

Calculate r and h based 
from the equation
• Find r and h through solving 

equations from z1_real, z2_real, 
z1_img and z2_img

Determine the region 
of the recever coil  in 
the transmitter coil
• The region of the receiver coil is 

estimated through overlapping with 
body scans.

Fig. 2. Flowchart of the localization algorithm
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3 Result and Discussion

The current project managed to achieve a circle locus which greatly narrows down the
area of the receiver coil to a circular path. The result returns more than 90% goodness
of fit of data (R-squared > 0.9).

Region of Intersec-

Region of Intersection

Fig. 3. Result of test run

Figure 3 explains the region of the receiver coil is estimated by overlapping through
a sample scan of human body with the coordinates plotted from the results. The result
is to be determined by comparing with the body scan of GI tract.

4 Conclusion and Future Work

Considering that the polynomial equation returns multiple roots, these roots need to be
filtered according to the region of interest. The accuracy of the solution will vary due to
the inconsistent number of roots within the region of interest.

To achieve a more precise region, the introduction of secondary coil structure (auxil-
iary coil) can be included in the design to provide another dimension for intersection of
the circular path that further reduces the region of the receiver coil. Besides, few algo-
rithms had been also discovered including using comparison of mathematical modeling,
using artificial intelligence such as linear regression. It is believed that the behavior of
impedance changes in the transmitter coil is related to the function of the H-field for a
coil loop antenna.
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Abstract. Transcranial magnetic stimulation (TMS) is non-invasive brain stim-
ulation procedure adopting the intense magnetic pulses to induce an electric field
in neuronal tissue, modulating cortical excitability level. Computational mod-
elling and simulation have played a major role in the development of many TMS
therapeutic applications for adults such as Major Depression Disorder (MDD)
treatment. However, TMS is still being investigated in pediatric and geriatric for
numerous clinical applications and conditions due to physiological differences
from adults. Studies of TMS induced fields’ effect comparison were usually lim-
ited to two age groups Child/Adult or Adult/Elderly, our study included a com-
parison of three widely spread age groups Child, Adult and Elderly. This study
aimed to simulate the strength and distribution of TMS induced electric fields in
an MRI base head model of different age groups. Child, Adult and Elderly head
MRI images were used. Individualized finite-element method modelling of the
TMS induced electric field at the head vertex (Cz) was performed. The profound
outcome from the work displays a notable higher TMS induced electric field and
larger field expansion in the Grey andWhite matters of Child and Elderly samples
in compare to Adult. The head model for these three groups shows an obvious
difference in the white and grey matters of the brain composition. The underde-
velopment brain size for children, and shrinking of brain composition for elderlies
are very similar. This important point has explained the electric field strength on
the brain. The usefulness of the TMS modelling effects on the brain for different
age groups may serve patients better for a wider age range.

Keywords: TMS · Simulation · Modelling · Age groups · Induced electric field

1 Introduction

Transcranial magnetic stimulation (TMS) is a noninvasive tool that uses electromagnetic
induction principles to stimulate and modulate the neural activities in certain targeted
areas in the brain [1]. Pulses from TMS are brief and intense magnetic pulses are gen-
erated by passing a high electric current through an electromagnetic coil placed above
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the scalp, such magnetic pulse can induce electric fields and intracerebral currents in the
brain that depolarize neurons and alter cortical functions [2]. From the first introduction
of this method more than 3-decade ago, TMS has turned into an important therapeu-
tic and diagnostic tool in the neurology, neurophysiology, neurosurgery and psychiatry
fields, together with its usage for the studying of cortex functional mapping [3]. The
application of TMS on adults are wide which it serves as a tool to diagnose [4] and treat
different types of neurological and psychiatric disorders such as stroke, epilepsy and
depression. The preliminary success of this technique for the adults have promoted for
a similar beneficial development for pediatric and geriatric settings [5].

The usage of TMS in children and the elderly population is just emerging and facing
many limitations and challenges related to the maturation and degradation of the brain
behaviourally and neurophysiologically [6]. Identifying the effects of the brain size
and brain tissue anatomical differences along the life-span on the TMS treatment are
believed to play a role inmore precise quantification of dosing [3]. Few studies only have
addressed the variability of the TMS-induced fields in the Adult\Child, Adult\Elderly
brainmodels [3, 7].Most of those simulation outcomeswere impressive in distinguishing
the age effects on TMS induced fields. However, the lack of age-dependent parameters
along life-span and the usage of spherical or smoothed brain surface head models, have
risen then need to conduct a comparison study that uses realistic head model to compare
TMS induced fields in Child\Adult\Elderly altogether.

In this study, we aim to report the simulation effect of the distribution and electric
field strength of the TMS on subjects that consisted of three different ages and stages
of human life with their 3D realistic head models generated from high-resolution MRI
images. This may potentially provide a predictive dosage of TMS treatment and its
effects on these three different age groups and hence increasing the efficiency and safety
for the treatment.

2 Methodology

2.1 Sample Recruitment

(See Table 1).

Table 1. Selected sample group and the ages categories

Group Sample age (years old)

Child [8] 8

Adult [9] 30

Elderly [10] 75
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2.2 TMS Fields’ Simulation

Transcranial magnetic stimulation electric field modelling was performed using the
SimNIBS pipeline version 2.1.2 [11]. Briefly, The MRI images were reoriented into
Radiological (LAS) coordination, and voxel size standardised to [1 1 1] to allow eas-
ier result comparison. The anatomical volumes of each sample T1 MRI images were
segmented into five types of tissues using MATLAB (Mathworks, MA), SPM12 [12]
and CAT12. Via the SIMNIBS headreco function. The five segmentation surfaces are
corresponding to Skin, Skull, Cerebrospinal fluid (CSF), Grey Matter (GM), and White
Matter (WM). The segmentations were visually examined slice-by-slice to ensure accu-
racy and proper tissue classifications with Freeview [13]. Consequently, the tetrahedral
volumes mesh 3D head models were created based on the segmentation surfaces using
SimNIBS, mesh and simulated electric field were visualized using Gmsh [14]. Table 2
shows the conductivity values for each tissue type were used in FEM calculation [15].

Table 2. Head tissues conductivity values

Tissue type Conductivity value Siemens/meter (S/m)

‘WM’ 0.126

‘GM’ 0.275

‘CSF’ 1.654

‘Bone’ 0.01

‘Scalp’ 0.465

2.3 Simulation Coil Placement

SimNIBS’ virtual TMSFigure-of-EightMagstim70-mmcoilwas usedON the generated
3D head models as shown in Fig. 1. The coil positioning was conforming according to
the EEG 10-10 electrodes positions [16], that created individually based on each head
model anatomical characteristics. The coil centre was placed on the model Cz position
(Head vertex) in this study, the coil Y-axis were parallel and in the same direction of 3D
head models anterior–posterior orientation. The coil centre was set to be at 2 mm (mm)
above the scalp to take into account the hair thickness.

Fig. 1. Simulation coil Figure-of-Eight (Fo8) directions’ reference.
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2.4 Field Modelling

In the Visual Modelling, by using the similar coil current strength on all head model
(strength B) Table 3, two views for the electric field were considered. Firstly a transverse
plane view to show the spread of the electric field on the cortex (Top view), meanwhile
the second view was on a coronal cutting plane at the center of the coil to show the
propagation of the electric field induced into the grey and white matter (front view). The
Numerical Modelling has been done base on collecting and comparing the peaks of the
electric field induced by TMS in both brain grey and white matters under three different
coil current strengths Table 3. However, to avoid outlier effects, the peak values were
defined as the 99.9th percentile after arranging the electric field values in each tissue in
ascending order.

Table 3. The Figure-of-eight coil currents used in the modelling the effects of the TMS induced
electric field

Modelling type Coil current strength Ampere/second

Strength A Strength B Strength C

100a 150a 200a

Visual
√

Numerical
√ √ √

a×104 Ampere/second (A/s)

3 Results

3.1 Field Visualization

After running the simulation with SimNIBS on the three 3D head models using the
parameters listed in Table 2 and Coil current (strength B) Table 3, a visualizations for
the simulated electric field using different views were generated. The fields’ distribution
on the cortex using a transverse plane view on the top of the head models is shown in
Fig. 2(A), whereas the field distribution in the brain’s gray and white matters was shown
Fig. 2(B) by using a coronal plane view that cut the head model on the coil center of the
simulation.

The visual brain map is displayed in Fig. 2(A) and 2(B), the figures show an obvi-
ous result for the same simulation parameters, the Child and Elderly population were
experiencing a higher values in terms of the generated electric field in comparison to the
Adult population.

In Fig. 2(B), the images of the GM and WM shows that the TMS induced electric
field difference was not only on the cortex surface Fig. 2(A), but the difference was also
in terms of the field expansion into the brain tissues. The coronal cutting plane used in
Fig. 2(B) has shown the field depth into the brain tissues, the TMS induced electric field
depth were higher in Child and Elderly in compare to Adult similar to the effect seen on
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the cortex. Besides that, electric field strengths were seen to be higher in the gray matter
in comparison to the white matter which is deeper and further from the coil.

Fig. 2. Visual Modelling of the TMS induced electric fields in the brain of different age groups
(A) Transverse plane view (Top view), the highest electric field strength can be seen in child’s
brain in compare to elderly which is higher than adult (B) Coronal cutting plane (front view),
higher electric field propagation in GM and WM of the child, adult and elderly.

3.2 Simulation Strength Effect

In Fig. 3, display for the effects of the different coil currents on the peak of TMS induced
electric field were shown. Three different current strengths were applied over all the 3D
head models. The peak value for each field were compared among the different age
groups and brain tissue. In all the 3D head models, the field’s peak value has shown a
direct proportional relation to the simulation coil’s current strengths. In other words, for
the same 3D head model the lowest peak was associated with the lowest current strength
and vice versa.

An overview for peaks of the TMS induced electric field in WM and GM under all
different coil currents has given the least peak values to the tissues of Adult group in
compare to Child and Elderly groups. Whereas, the TMS induced electric field peaks in
WM and GMwere the highest in Child Group. Elderly group have shown an in-between
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peaks value in comparing to Child and Adult groups. However, it can be seen that the
peak difference between the Child\Elderly groups is significantly smaller to the peak
difference between Child\Adults and Elderly\Adults. Under the same coil current the
WM of all groups have shown a significantly lower TMS induced electric field peak in
compare to the GM of the same group.

Fig. 3. Shows the simulated electric field peaks resulted from different coil current strengths
(Red: coil current 1, Blue: coil Current 2, Green: Coil current 3) in different brain tissues (faded
color: WM, Solid color: GM) of different age groups. TMS induced electric field was the highest
in Child then Elderly end with Adult under all coil currents. Besides that, the induced electric
field in the GM was higher than the induced electric field in WM in all groups and under all coil
currents. Finally, the highest coil current have shown the highest electric field peak and vice versa.

4 Discussion

In this study, we modelled TMS induced electric fields with 3D head models generated
from MRI anatomy of individual form different age groups, consisted of Child, Adult
and Elderly. The result has demonstrated that the children may experience a stronger and
more widespread electric field on their head for TMS simulation in compare to elderly
and adults. Furthermore, the simulated results from elderly are shown equally high in
the effected electric field peak as compared to the adults. This might due to the age-
related differences such as the skull size besides the physiology developmental changes
occurring through the human life-span in the grey and white matters. Individualized
electric field modelling may play a big role in personalizing the effective dosage of
TMS in future for both pediatrics and geriatric treatment and clinical trials.

To the best of our knowledge, this is the only study that model the TMS induced
fields in samples age varying fromChild to Adult and Elderly.We found significantly the
highest peak of TMS induced electric field, and the most expansive electric field spread
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for children compared to Adult and elderly. These findings may relate to thinner skulls
of children associated with head anatomical development compared to adults. Skull is
much less conductive than other tissue and therefore reduces the transmission of the
electric field generated by TMS [15], our results suggest that thinner skulls of children
may reduce electric field blockage, resulting in a more electric field is reaching the
inner tissues i.e. GM, WM. The TMS induced electric field in the Elderly have shown a
higher peak value in comparison to adults. Such a difference might be linked to the skull
thinning associated with aging [17]. On the other hand, the Elderly electric field peak
was observed to be trivially lower than the Child that can be reasoned to the shrinking
in the brain volume which increases the distance between the scalp and the cortex, such
increase in the distance reduces the strength of the electric field reaching the Elderly
GM and WM [18].

The effect of the distance between the coil and tissue can be seen when comparing
the induced electric field in GM and WM of the same group under the same coil current
strength. TheGMwhich is anatomically nearer to the coil always shown a higher induced
field than WM, such difference can also be reasoned to the tissue conductivity which is
in favour of the GM.

5 Conclusion

Transcranial magnetic stimulation is rapidly emerging as a diagnosis and treatment tool
for different illnesses. However, the head anatomical difference during humans’ life-
span can affect the efficacy of TMS treatment. Therefore, simulation and modelling
of the TMS induced electric field on different age groups were carried out. Overall,
the inducing electric field shows the highest peak in Child group, which proceeded by
Elderly group and the lowest field peaks was on the Adult group. Direct proportional
relation between the coil current and the induced electric field were demonstrated as
well. Further work can be done in the future to prove the TMS induced electric field
effects on larger sample groups from different ages.

References

1. Barker, A.T., Jalinous, R., Freeston, I.L.: Non-invasive magnetic stimulation of human motor
cortex. Lancet1(8437), 1106–1107 (1985). https://linkinghub.elsevier.com/retrieve/pii/S01
40673685924134
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Abstract. This project aims to make a Refreshable Braille Display which would
utilize the Tesseract-OCR library with the Raspberry Pi. The available Braille
displays in the market use high-end technologies to provide better accuracy, thus
increasing the prices of these display mechanisms. Hence, there is a requirement
for an alternative technology to display the Braille characters that are cost-efficient
and easily accepted by the blind or visually impaired people. The real-time image
is streamed on the webserver using the mobile application IP Webcam and then
the image was pre-processed using the OpenCV functions. The overall process of
the project involves Image-To-Text conversion using the Tesseract-OCR library
and Converting the text recognized by the Tesseract-OCR into Braille language,
also Text-To-Speech conversion is done. This Braille conversion is then displayed
on the Smart Refreshable Braille Display which was deign using servo motor
actuators. The Smart Refreshable Braille Display had an overall accuracy of 97%,
which was evaluated through tests. This project is practical and of great use for
the blind and visually impaired.

Keywords: Python-OpenCV · Raspberry Pi · Tesseract-OCR · Braille

1 Introduction

The digital revolution has not reached the same way for every human. Visually impaired
and blind people are left behind as nowadays the next great inventions are to be expected
to appear on the mobile phone screens. The blind people play an integral part in our
societies, like everyone else, they also help in the role of its development effectively. As
of 2010, theWorld Health Organization (WHO) estimated that there are 40 to 45 million
blind people and 135 million that are visually impaired, and this number is growing
every year [1].

1.1 Justification for the Research

The available Braille displays in the market use high-end technologies to provide better
accuracy, thus increasing the prices of these display mechanisms. Hence, there is a
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requirement for an alternative technology to display the Braille characters that are cost-
efficient and easily accepted by the blind or visually impaired people. The commercially
available Braille displays commonly use piezoelectric technology, these Braille display
mechanisms typically (65–100 per Braille character cell) have the price range from 2500
USD–4000 USD. Hence, there is a requirement for an alternative technology to display
the Braille characters that are cost-efficient and easily accepted by the blind or visually
impaired people [2].

The purpose of this research is to find and create an alternative to the already existing
Refreshable Braille Displays (RBD) that are expensive and can compete with them in
terms of accuracy. So that it can be easily available to people who need such technologies
and can play a role in building the society. Portability of the Refreshable Braille Display
(RBD) is one of the most integral features, if the mechanism/ system is too heavy or
complex, it will hinder the blind or visually impaired people to use this Refreshable
Braille Display and would require someone to help them set it up first. Some of the
most commonly used material to build the mechanism for these Braille displays use
piezoelectric and solenoids/ relays. But there aren’t many that combine these two aspects
of using image processing and then generating output in refreshableBraille displays. This
project combines both image with text recognition and converting it to braille display.
[3–5] and [6].

2 Proposed Methodology

The main component in the proposed system is the Raspberry Pi which utilizes the
python programming language. Figure 1 depicts the block diagram for the proposed
system.

Fig. 1. Overall RDB system design

2.1 Design and Development

The Refreshable Braille Display (RBD) mechanism concept design for the prototype is
developed using SolidWorks. The design has 6 dots that will be used for displaying the
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Braille Characters. The concept design of the mechanism is aligned in 2 columns and
3 rows which is a requirement for displaying Braille characters as shown in Fig. 2. The
dot structures and the micro servo are connected to shaft with pin joints. So, when the
micro servo motors it pulls the shaft downwards which makes the pins to push up as
shown in Fig. 2. The mechanism will be covered and only the pins will be pushed out
as shown in Fig. 3.

Fig. 2. Isometric view of the interior of the mechanism with the servo attached per rod

Fig. 3. Mechanism exterior

The concept design for the prototype is built using SolidWorks software and the
micro servo-motors as stated above the micro servo-motors has the torque of 1.80 kg-cm
and utilizes rotatory movement, which required the design to be tweaked to support the
micro servo-motors rotary movements. Another reason is as the micro servo-motors can
only be used for 9 g of weight. This meant the mechanism for the Braille display needed
to be 3D printed and would be required to weigh less. So, the removal of some parts was
necessary to achieve this threshold and reducing the density of the parts being printed.
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Fig. 4. Actual mechanism to display 2 characters

With the changed 3D design, it fits perfectly with the micro servo-motors and utilizes the
rotary movements of the micro servo-motors to push the pins up or pull it down hence
achieving the results set for the mechanism. Figure 4 shows the system can be used to
display 2 braille characters at a time which are displaying the numbers and the symbols.

2.2 Constructional Diagram

The Fig. 5 illustrates the wiring diagram for the entire project. The Raspberry Pi is the
brain of the system, micro servo-motors are connected to the GPIO pins of the Raspberry
Pi, which controls each micro servo-motor using Pulse Width Modulation (PWM) as
depicted in the micro servo-motors have 3 inputs which are for power supply, ground
and pulse. The pulse input is through which the Raspberry Pi controls the micro servo-
motors moving the micro servo-motors clockwise or counterclockwise as programmed
in the python coding. The power supplied to each micro servo-motors is supplied from
the Raspberry Pi’s 5V output pin and similar for grounding the micro servo-motors to
complete the circuit.

Fig. 5. Circuit diagram
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2.3 Other Hardware Requirements

Apart from Raspberry Pi, a mobile camera is required for capturing the image and a
speaker to transmit the audio so that the users can hear it.

3 System Software Design

The software design consists of various methods that help in achieving the results. From
the conversion of the image into the text to displaying it on the Braille display. The
camera captures the image which than pre-processed by utilizing the OpenCV functions
and then processed by theTesseract-OCR for the character recognition. These recognized
characters are converted into Braille language ad displayed on the RBD.

3.1 Image-To-Text Conversion

The real-time image is captured using the mobile camera which sends it to the Raspberry
Pi through online web server through the mobile application IP Webcam that transmits
real-time images as captured from the mobile’s camera. Using OpenCV library the
image is pre-processed such as grey-scaling the image, OTSU Thresholding, and noise
removal using the median blur filter which are the functions in OpenCV library. This
pre-processed image aids in character recognition as its sets the Regions of Interests
(ROI) for the Tesseract-OCR to work on which is an open-source and pre-trained library
for identifying the characters from the image and can be further trained as per the require-
ments. Using the pytesseract (Tesseract-OCR library for Raspberry Pi) the characters
are recognized from the image and converted to a string.

3.2 Text-To-Speech Synthesis

Google’s Text-To-Speech (gTTS) library is being used in the system for converting the
recognized characters into audio impulses. The library is pre-trained for synthesising
the recognized characters, which would be grouped and spoken. It also provides with
a different accent, speed of delivery and language. The library creates an audio (.wav)
format file for the speakers to transmit. The VLC library is utilized for playing the audio
file saved by the gTTS library over a speaker. The Raspberry Pi controller is capable
of delivering audio output. The required audio output can be received via earphones or
speakers through the audio jack or the HDMI port respectively.

3.3 Text-To-Braille Conversion

The characters recognized by the pytesseract is also converted into the Braille characters.
This checking for input data is done using the if function in the python programming
language that checks if the word recognized is an uppercase, lowercase, numerical value
or a symbol and adds the identifications as per the requirements and the guidelines of
writing the Braille language. This converts it into Braille characters, then it actuates the
micro servo-motors as per the requirement that pushes or pulls the 3D printed Braille
pins accordingly to represent a Braille character.

The Fig. 6 depicts the entire flow of the project which contains a graphical
representation of how the system works from start to finish.
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Fig. 6. Flowchart of the entire project

4 Hardware and Software Results

The results were of two types the simulation/software-based and hardware-based. The
simulation/software-based covers the image processing of the input data, which was
the real-time streamed images and converting to the recognized characters into Braille
language. And the conversion of recognized words into the audio file. The Hardware-
based result was displaying the converted Braille characters on the Smart Refreshable
Braille Display (RBD) using the micro servo-motors and transmitting the audio file
generated by the gTTS library. The accuracy of the Tesseract-OCR is greatly affected
by the quality of the image captured, if the image captured is blurred or the pixels
are not clear, even after pre-processing the image the results will not be accurate. The
mobile camera captures the image of the paper and streams it on the LAN, which contain
different types of characters at different sizes and fonts. This covers most of the key areas
which are required for checking the accuracy of the OCR. The input data has uppercase
and lowercase letters, numerical values and symbols.
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The image is grey-scaled, binarized, the noise is reduced. This helps to set theRegions
of Interests (ROI) for the OCR and removes the unwanted elements from the image. The
characters recognized by the OCR and the Braille conversion of the characters.

Fig. 7. Test image

As seen in Fig. 7 the characters recognized is same as the input data provided. The
characters which are recognized by the OCR is used by the gTTS library’s functions
which converts these characters into sentences and creates an audio file which is then
transmitted using the VLC library’s functions through a speaker. Allowing the user to
hear the characters the OCR recognized from the captured image. The Braille conver-
sion of the characters is defined by the Braille dictionary provided in the python coding,
which determined using the if function in python programming language which checks
the characters which are recognized with the Braille dictionary and then prints the coun-
terpart of the character with the indicators where there is a requirement to differentiate
the uppercase and lowercase alphabets, numerical values and symbols. The Smart RBD
working, displaying the characters. The character being displayed is “a” which is repre-
sented by “⋅” in Braille language which is the first pin in the cell. The first pin is raised
above all the others displaying the letter “a” in Braille. Each character recognized by the
OCR is displayed on it, with an additional set of cells that helps in differentiating the
uppercase and lowercase alphabets, numerical values and symbols.

5 Discussion- Project Findings and Testing

The tests were conducted for evaluating the project’s accuracy and aspects which can
affect the performance of the OCR and the Braille display. The project was tested based
on the following:

5.1 Testing for the Accuracy of the OCR Depending on the Distance and Length
of Characters

The test was conducted to find the accuracy of the Tesseract-OCR based on the font size
of the characters. To evaluate the distance at which the OCR could not recognize the
characters. The results provided with the distance at which the mobile camera should
be placed or the ideal location for getting the most accurate results. Table 1 shows the
testing results.
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Table 1. OCR accuracy depending on the distance

Distance (cm) No. of characters recognized Font size of the character not
recognized (cm)

Accuracy (%)

10 149 – 100

12 149 – 100

15 148 0.3 or 10pt 99.33

20 145 0.3 or 10pt 97.32

25 144 0.3 or 10pt 96.64

30 139 0.3 or 10pt 93.29

40 139 0.3 or 10pt 93.29

5.2 Testing for the Accuracy of the Braille Display

The test was conducted to find the accuracy of the RBD. To verify that the characters
recognized by the OCRwhich are then converted into Braille language will be displayed
correctly on the Smart Refreshable Braille Display (RBD). The results provided the
accuracy of the RBD which was felt by the participants of the test. Table 2 shows
the testing results. Participants were based on the availability and willingness to be
experimented upon.

Table 2. Accuracy of the RBD

Participant No. of character recognized Accuracy (%)

Sample 1 34 100

Sample 2 33 97.06

Sample 3 33 97.06

Sample 4 34 100

Sample 5 34 100

Sample 6 33 97.06

Sample 7 34 100

Sample 8 34 100

5.3 Testing for the Refresh Rate of the OCR

The test was conducted to check the time it takes for the OCR to detect the characters
from the input data and whether the number of characters affects the time it takes by
the OCR to recognize the characters from the image. The results provided with the time
taken by the OCR to recognize the characters. Table 3 shows the testing results.
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Table 3. Time taken by the OCR to recognize the characters

No. of characters in the image Time taken to recognize the characters (Seconds)

12 5

31 8

111 18

146 20

1283 166

In every project, therewill be somediscrepancybetween theoretical and experimental
results. These might occur due to many factors; hence it is important to design a system
which can be adjusted to achieve the theoretical or the experimental results are considered
to be accomplishing the objectives.

In this section, the theoretical and experimental results will be compared to see if
the desired result from the ideal case for the recognized characters which is of 100%
accuracy is achieved by the OCR. As shown in Sect. 5.1, the system has an overall
97% accuracy which is not an ideal percentage of 100%, but the factors that affect the
accuracy of the OCR can be identified as lighting and distance from the sample. The
environmental lighting also plays a major role in image processing if the room is too
dark, the image captured by the mobile camera is blurred and noisy, therefore when
filtered using the OpenCV library it is not considered characters, this can be eliminated
by providing at least Lux of 1000 which is normal room lighting when using the project.

6 Conclusion and Recommendation

The mechanism can use different servo-motors that are smaller than micro servo-motors
used for the project such as sub-micro servo-motors 3.7 g which will reduce the space
between the Braille pins thus only one finger would be required for detecting the Braille
characters instead of the two fingers which are required for this Smart Refreshable
Braille Display (RBD). The limitation of using the IP Webcam mobile application is
that the mobile application is only available on Android platform, therefore if the users
have some other mobile Operating System (OS) the application will not be available
for them. So, using an application that covers all the OS. The language used for the
character recognition for this project was English which can be changed to support other
languages such as French, Urdu and Malay.
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Abstract. This paper presents an overview of metamaterial slabs or lens as an
integrated structure for applicators used in hyperthermia cancer treatment proce-
dure. Hyperthermia treatment procedure (HTP) is a new technique that exposes
a cancerous tissue by increasing tissue temperature until 41 °C to 45 °C at a
certain period with electromagnetic radiation. Based on the previous study, by
moving the microwave sources relative to the metamaterial (MTM) lenses from a
tumor/cancer phantom alters the concentration of heating within biological tissue.
In this paper, the overview of a metamaterial study on HTP from 2009 to 2019
was carried out. This study indicated that the left-handed metamaterial (LHM)
lens was observed to be able to improve the focusing capabilities of HTP on the
treated tissue. However, a further study is significantly required to provide dif-
ferent focus position distances on the treated tissue for different stages of cancer.
Therefore, a modified HTP applicator integration with an MTM lens structure
was proposed. It is aimed to improve focus position distance on the treated tissue
and to reduce unwanted hot-spots on surrounding healthy tissues simultaneously.
The proposed modified structure was presented in this paper. Specific absorption
rate (SAR) simulation was carried out with SEMCAD X 14.8.4 to obtain a SAR
distribution for determining penetration depth and focusing position distance on
the treated tissue.

Keywords: Metamaterial lens · Hyperthermia · Left-handed metamaterial ·
Specific absorption rate

1 Introduction

In recent years, hyperthermia treatment procedure (HTP) applicators for non-invasive
HTP have been extensively studied. HTP, an alternative therapy for cancer [1], is often
used as adjuvant therapy with chemotherapy and radiotherapy [2]. HTP is a technique to
expose cancerous tissue with electromagnetic (EM) radiation in order to increase tissue
temperatures within 41 ºC–45 ºC at a certain period. Based on the previous research, it
was observed that this hyperthermia technique converts cancerous tissues into necrotic
tissues and destroys cancerous tissues with minimal side effects [1, 3, 4].

Generally, HTP can be either invasive or noninvasive, depending on the location of
HTP applicators, which are either inserted into or on the surface of the human body.
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Invasive HTP can be much more effective than a non-invasive HTP, as it is pointed and
inserted directly to the targeted region [5]. However, invasive HTP can cause several
adverse health effects, such as bleeding during minor surgery, which is required in
treatment application.

Non-invasive HTP, adverse health effects can be minimized as it does not require
minor surgery. Non-invasive HTP is simpler to handle than invasive HTP and is suitable
for use as an in-situ applicator [1, 4]. However, poor penetration depth and focus position
distance are the main drawbacks of noninvasive HTP.

In conjunction, MTM structure is integrated into the base antenna to form amodified
HTPapplicator. Themain objective of this integration is to improve penetration depth and
focus position distance on the treated tissue resulted from the existing HTP applicator.

2 Metamaterial Applicator in HTP

Current research proved that concentration of heating is adjustable bymovingmicrowave
sources with respect to MTM lenses based on tumor position [6, 7]. MTM classification
was first proposed by Veselago in 1968 as an artificial component, which consists of
negative permittivity, ε and permeability, μ. This type of MTM is known as the left-
handed material (LHM) and acts as a negative refractive index (NRI) lens to induce
electromagnetic field (EMF) from an energy source [8].

The two commonly used MTM structures are electrical dipoles or a thin wires array
and the magnetic loops or split-ring resonators array (SRR) [9].

The thin wires array (Fig. 1 [a]) is also known as epsilon-negative (ENG) MTM.
Through the parallel configuration of thinmetallic wiremeshes, ENGMTMwill exhibits
high-pass properties for the incoming plane waves. The wires are parallel to the electric
field and perform a negative effect of permittivity below the plasma frequency. The wire
can be made of silver, gold, aluminum, or copper [9].

Split-ring resonators (Fig. 1 [b]), the most used structure in designing mu-negative
(MNG) MTM. An SRR cell, which consisted of two concentric metallic rings (either
square or circle) forming an array structure by a specific gap, d. The gap between the
inner and outer rings shows capacitive effects, while each ring itself becomes inductive.
Thus, the integration of the two rings forms an LC resonance circuit [9].

ENG and MNGMTMs can be combined to form a double-negative (DNG) material
(Fig. 1 [c]), which is known as negative refractive index (NRI) material. NRI materials
contribute to the negative permittivity effect from wire arrays and negative permeability
of SRR array [9].

DNG MTMs are frequency-dependent, which results in the refractive index n. This
is explainable by Drude-Lorentz models, which are indicated in Eqs. 1, 2, and 3 [9].

n ≡ neff (ω) =
√

εeff (ω)μeff (ω) (1)

εeff (ω) = 1 − ω2
ep − ω2

e0

ω2 − ω2
e0 − jωγc

(2)

μeff (ω) = 1 − Fω2

ω2 − ω2
m0 − jω�

(3)
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where εeff (ω),μeff (ω),ωep,ωmp,ωe0,ωm0, γc, F, and Γ are frequency-dependent effec-
tive permittivity, frequency dependent effective permeability, electric plasma frequency,
magnetic plasma frequencies, electric resonant frequency, magnetic resonant frequency,
collision frequency, amplitude factor and damping factor, respectively.

(a) (b) (c)

Fig. 1. (a) ENG, (b) MNG and (c) DNG structure

2.1 Current MTM Slabs or Lens Research in HTP

Since Pendry’s publication titled negative refraction makes a perfect lens in the year
2000 [10], the investigation of NRI material was inspired. From [10], this perfect lens,
or as mentioned by Pendry as “superlens”, can be achieved with the microwave band
of current technology [10, 11]. In [11], Pendry’s works were further elaborated, and the
concept of MTM was implemented along with the introduces of the Pendry-Veselago
slab lens. These investigations made it possible to obtain unique effects, such as imaging
with subwavelength image resolution, which is generated through NRI that supports a
host of surface plasmon states for both polarizations of light.

Thus, starting from this remarkable study, investigations onMTMs in antenna devel-
opment have increased, as well as HTP for cancer treatment. This is because of perfect
lens or more known as left-handed material (LHM) provides substantial EM energy-
focusing capability on the treated tissue [12]. Table 1 presents an overview of MTM
slabs or lens research from 2009 to 2019.
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Table 1. Overview of MTM slabs or lens researches

Published year and
reference

Type of structure Targeted organ Research finding(s)

2009, [13] DNG – LHM slabs Muscle When the source was moving
towards the LHM lens, the
heating depth was increased
Higher input power was
required to archive the
necessary therapeutic
temperature

2009, [14] Combination of dielectric
filling and metamaterial layer

Brain The combined structure
increased system response to
the relative movements of the
head around a geometrical
focal point

2010, [15] DNG - �-Shaped LHM Lens Breast Incoming sources were
applied to horizontal, vertical,
or both sides of �-shaped
LHM lens
The condition with only
single-sided sources reduced
hyperthermia performance

2011, [16] DNG- metallic slabs with
broadside-coupled split-ring
resonators

Breast SAR was focused on the
targeted tissue region

2014, [17] DNG - metamaterial zeroth
order (ZOR) mode resonator
(lumped LC circuit)

Muscle The proposed structure
generated good EM waves
penetration depth towards
biological tissue

2015, [7] DNG – single, double and
conformal four lens LHM
structure

Breast The conformal four-lens
showed better focusing
resolution and temperature
concentration within the tumor
than single and double lens
Due to poor longitudinal
resolution, single-lens LHM
could not achieve good
hyperthermia performance

2016, [18] DNG - metamaterial ZOR
mode resonator (lumped LC
circuit)

Muscle Composition of ZOR array
structures radiated EM waves
that were nearly plane waves
in structure
The shape of the heating
pattern was adjustable by
manipulating relative power to
ZOR structures

2019, [12] DNG – cylindrical and flat
LHM lens

Breast Cylindrical LHM lens showed
better focusing effect than flat
rectangular LHM lens

3 Proposed Design

The proposed design for this research is provided in Fig. 2.
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Fig. 2. Proposed modified HTP

As illustrated in Fig. 2, HTP applicator is a combination of two main components:
microstrip antenna and MTM lens. Water bolus is then added to the treatment procedure
to complement the HTP execution. The HTP applicator contributes an important role in
the treatment as it is used to radiate thermal energy or heat to the targeted tissue. This
HTP applicator is noninvasive, which applies externally to the human body.

Since this research experimentation is mainly conducted through simulation, the
research tool, which is selected to be used is known as SEMCAD X 14.8.4 produced
by SPEAG. SEMCAD X is a highly specialized full-wave EMF solver used to design
HTP applicators and determine radiation distribution, which presents the EM energy
penetration depth and its energy focus distance.

Various MTM structures are investigated in order to observe the effects on the focus
position distance on the treated tissue. SAR simulation is conducted to determine the
penetration depth and focus position depth.

According to the standard of International Electrotechnical Commission (IEC) and
Institute of Electrical and Electronics Engineers (IEEE), IEC/IEEE 62704-1, SAR can
be calculated by Formulas 4, 5, and 6,

SAR = δ

δt

(
δW

ρδV

)
(4)

When implemented to the electric field,

SAR = σE2

2ρ
(5)

Therefore, based on electric field distribution, SAR can be related to the increase in
temperature at a given point as in the formula below.

SAR = c
T


t

∣∣∣∣t = 0, (6)
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where,W, t, V, E,ρ, T,σ , and c stand for energy absorbed (W), time taken (sec), volume of
element (m3), peak electric field vector (V/m), density of element (kg/m3), temperature
(°C), conductivity of tissue (S/m), and specific heat capacity (J/kg°C) respectively.

These modifications and integration processes are aimed at improving focus position
distance at different stages of cancer.

4 Conclusion

HTP is an alternative treatment for cancer treatment procedure by using induced heat and
form thebiological effect. The effectiveness ofHTP is significantly dependedon focusing
position distance of the energy in order to elevate the temperature of the cancerous tissue
within 41 °C–45 °C. HTP denatures cancerous tissues into necrotic tissues and destroys
them with minimal side effects. In this overview study, MTM or LHM lens had shown
a good capability to provide penetration depth and EM energy focus position distance
on treated tissues. However, in terms of focus position distance, this technique needs
improvement to cater to different stages of cancer. Thus, this research was carried out to
introduce amodifiedHTP applicator that can improve focus position distance at different
stages of cancer.
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Abstract. Objective assessment is crucial in the rehabilitation process for phys-
iotherapists to determine the progress of the patient and to provide the best treat-
ment in therapy. However, current rehabilitations rely heavily on manual labour
and lack objective assessments, as well as quantitative diagnosis and evaluation.
This project aims to evaluate the movement assessment modules of CR2-Haptic,
a portable and reconfigurable rehabilitation robot that can be used to provide an
objective assessment for the targeted movement of upper limb. Both wrist and
forearm movement performance were assessed in the study. Centre-out-point-to-
point (CO-PTP) approach was used in the movement quality assessment module
of CR2-Haptic and the proposed coordination score showed high correlation with
four kinematic variables of the movement including total trial time which has the
strongest relation with r2 value of 0.85, followed by smoothness (r2 = 0.80),
mean velocity (r2 = 0.78) and path ratio (r2 = 0.70).

Keywords: Rehabilitation robotic · Assessment · Stroke · Upper limb

1 Introduction

In Malaysia, stroke is the second leading cause of death and third leading cause of
severe disability [1] and every year 15 million stroke cases occur worldwide [2]. Objec-
tive assessment is crucial in the stroke rehabilitation process to determine actual progress
of patient, to identify optimal rehabilitation level that patient need to embark on, and to
provide the best outcome in therapy [3]. However, current rehabilitations rely heavily
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on manual labour and lack objective assessments, as well as quantitative diagnosis and
evaluation [4]. Robotic devices can be a good alternative, as it can accurately assess the
patient’s performance by using sensors [5–8]. However, most of the robots assess a com-
bination of joints, which do not allow the identification of targeted joint performance [9].
There is a need to develop an assessment program that provides targeted joint movement
to better analyse the performance of the patient in specific muscle joint. Wrist compo-
nent is important to be rehabilitated, as the impairment of wrist can cause substantial
dysfunctions of the hand motion and consequently, of the entire upper extremity [10].
Many functional gains are more dependent on wrist and hand movements than on the
mobility of shoulder and elbow [11]. Thus, this project aims to evaluate the movement
quality assessment modules of CR2-Haptic targeted for wrist movement [12].

2 Methods

Centre-out-point-to-point (CO-PTP) approach was used in the movement quality assess-
ment module of CR2-Haptic, as it can be used to determine the most aspect of movement
quality compared to other approach including the temporal efficiency, ease ofmovement,
smoothness, efficacy, and movement efficiency [9]. Temporal efficiency is defined to be
the optimal time taken to complete the task and the time taken is expected to be reduced
with patient’s recovery [9]. Therefore, reaching time and stabilization time are used to
evaluate the temporal efficiency of the subject movement. Reaching time (RT) is the
time taken between initial target position to reach within the tolerance of target. Total
trial time (TT) is the total time taken to complete the movement within the set tolerance.
Stabilization time (ST) is the differences between the reaching time and the time when
the hand remained in the tolerance area for 1 s.

The measure of efficiency in movement is indicated by the use of the shortest trajec-
tory from the initial position to reach the target. The extra length in trajectories indicate
the use of other movement strategies and indicate the greater energy expenditure than
normal movement pattern [13]. Path length (PL) and path ratio (PR) are used to deter-
mine the movement efficiency. The path length was measured based on the Eq. 4. Actual
path length (APL) is the total accumulated distance along the movement from initial
position until the user reaches the target. Ideal path length (IPL) is the shortest distance
between the initial position and the final target. Path ratio is the ratio between the total
distance travelled from movement onset to movement offset and task ideal distance as
shown in Eq. 5.

Mean velocity (MV) was used to determine the ease of movement, which is defined
as the ability to complete the movement with the least efforts. Higher mean velocity
reflects the decrease of abnormal effort to perform the required movement. The mean
velocity is calculated by using the actual path length divided by total trial time as shown
in the Eq. 6. Post-stroke patients normally will have jagged movements composed of
a series of short and rapid sub-movements, representing a complete or near-complete
stop between each apparent sub-movement. These jagged movements will be reflected
as change in velocity over time and can be evaluated by measuring the number of zero
crossing in acceleration profile.

Figure 1 shows the experimental setup andmovement assessment program interface.
During the assessment, the subjects will be directed to hit the pre-set target as fast as
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possible with minimal jerk. The targets set are ranged from −30° to 30°. The target
sequence will start from neutral position, 0° > 20° > 0° > −20° > 0° > 30° > −
30° > 0. The movement position of the user will be recorded and processed. The data
were collected from two post-stroke subjects (S2 and S7) in study [14] and three healthy
subjects. The two stroke subjects were assessed before and after the treatment.

CR2-Hap�c

Visual interface

Subject

Fig. 1. Experimental setup. CR2-Haptic movement assessment with subject (left) and movement
assessment software interface (right).

Kinematic variables were extracted from the recorded data during the movement
coordination assessment. Objective assessment on movement quality and the variables
were used to validate the developed coordination score formula. The movement quality
assessment is determined by using the coordination score as shown in Eq. 1, which is
comprised of timer (see Eq. 2) and movement score (see Eq. 3).

Coordination score, CS = 0.5 (timer score) + 0.5 (movement score) (1)

Timer score = −0.125 (total time used) + 1.25 (2)

Movement Score =
(
Target − Initial Position

Total distance travelled

)2

(3)

Path Length (PL) =
N−1∑
i=1

√
(θi+1 − θi)

2 (4)

Path Ratio (PR) = actual path length (APL)

ideal path length (IPL)
× 100% (5)

Mean Velocity (MV ) = actual path length (APL)

total time used
(6)

Four kinematic variables including total trial time, smoothness, mean velocity and
path ratio) were used to compare with coordination score to determine the correla-
tion between the variables and the developed coordination score. Ethical approval for
the study was obtained from the National Stroke Association of Malaysia (NASAM)
Institutional Review Board; the clinical trial registration number was NCT02274675.
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3 Results
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Fig. 2. Correlation of kinematic variables with coordination score in assessment module of CR2-
Haptic. (a) Total trial time, (b) smoothness, (c) mean velocity and (d) path ratio.
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Figure 2 shows the results of different kinematic variables used to assess the quality of
movement for S2 andS7 compared to healthy subjects’ data for pronationmovement. The
kinematic variables include reaching time (RT), stabilization time (ST) total trial time
(TT), total distance travelled (TD), path ratio (PR), mean velocity (MV), smoothness

y = -10.18x + 11.29
R² = 0.85
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Fig. 3. Correlation of kinematic variables with coordination score in the assessment module of
CR2-Haptic. (a) Total trial time and (b) smoothness.
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(SN), and coordination score (CS) for S2, S7 and the average value for three healthy
subjects as a benchmark. The result shows the average value for targets at 20° and 30°.

Both subjects S2 and S7 improved in every kinematic variable. S7 performance was
better than S2 in all kinematic variables. S7’s stabilization time, actual path length, path
ratio and coordination score were better than the healthy subject benchmark. Subject S7
was considered to achieve almost full recovery in that particular tested movement.

Figure 3 and Fig. 4 shows the correlation graph between total trial time, smoothness,
mean velocity and path ratiowith coordination score. Four kinematic variableswere used
to comparewith the coordination score to determine the correlation between the variables
and the developed coordination score. Total time was the combination of reaching and
stabilization time. Path ratio was correlated with the actual path length. The adjusted r2

value for all value is greater than 0.7, denoting strong correlations. Results show that
total trial time has the strongest relation with r2 value of 0.85, followed by smoothness
(r2 = 0.80), mean velocity (r2 = 0.78) and path ratio (r2 = 0.70).

4 Discussion

The results of kinematic variables from the movement assessment showed the ability
of CR2-Haptic to extract the detail analysis of movement quality in terms of reaching
time, stabilization time, total trial time, actual path length, path ratio, mean velocity
smoothness and coordination score in pronation movement. The advantage of using
this reconfigurable robot is the ability to target specific individual joint training and
assessment, typically available in costly exoskeleton robot [15, 16]. The center-out point-
to-point (CO-PTP) [17] had been further proven in this research which can be used to
reflect improvement in robot-assisted therapy [9] interventions by using kinetic sensors.

High r2 value between the proposed coordination score with the tested kinematic
variablesmeans this score can be used as an assessment to reflect themovement quality of
the subject. It shows the developed coordination score contribute to classifying the infor-
mation of different kinematic parameters describing the movement quality. However, a
bigger sample size is required for further evaluation of the score. The correlation of the
coordination score with clinical score should also be further investigated to determine
the relationship of sub-movement to existing clinical assessment.

5 Conclusion

This study shows the developed coordination score used in movement assessment mod-
ule of CR2-Haptic has strong correlation with four kinematic variable that reflect the
movement quality performance; total trial time (r2 = 0.85), smoothness (r2 = 0.80),
mean velocity (r2 = 0.78) and path ratio (r2 = 0.70). Hence, the CR2-Haptic with its
coordination score can be used to assess movement quality of a user.
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Abstract. Physical balance is important to support human motion for almost all
activities of daily living such as standing, sitting, cooking, housework or shopping.
However, balance tends to drop as human grow older due to the loss of muscle.
FIBODbalance system (FBS) is a balance system designed to be portable and easy
to use. This study investigates the FBS balance measures with 17 healthy subjects.
Results show significant differences in double-leg overall stability index (OSI)
and medial-lateral stability index (MLSI) (p = 0.01); double-leg and dominant
leg MLSI (p < 0.001); double-leg and non-dominant leg MLSI (p < 0.001);
dominant leg OSI and non-dominant MLSI (p = 0.02); double-leg and dominant
leg sway velocity (p = 0.02) and double-leg and non-dominant leg sway velocity
(p < 0.001). The results were consistent with existing balance measure from
other study. This study also found MLSI and sway velocity to be better features
as balance indicator because they were more sensitive in detecting differences
between double-leg stance against single-leg stance (dominant or non-dominant
leg). Results from this study indicated that the portable FBS is a feasible alternative
balance assessment system.

Keywords: Balance board · Balance assessment · Instrumented wobble board

1 Introduction

All activities of daily living, such as standing, sitting, cooking, housework or shopping
require physical balance to support the human motion [1, 2]. However, balance tends to
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deteriorate with age due to the loss of muscle [3]. Thus, balance assessment is important
to evaluate a person’s balancing capability from time to time [4]. Several systems had
been used to assess human balance such as force plates, Biodex balance system (BBS)
and APDM balance sensor. Force plate is used to measure static balance by determining
the movement of the center of pressure (COP) [5]. APDM determines the postural sway
area while in standing position using a wearable sensor [6]. BBS use a circular moving
platform to measure the balance using the anterior-posterior (AP) and medial-lateral
(ML) axes simultaneously [7]. It allows balancemeasurement at dynamic conditions and
the determination of ankle joint movement information at the same time[8]. However,
BBS is designed to be targeted for institutional usage with more budget and space.

FIBOD balance system (FBS) as shown in the Fig. 1 is a balance system designed to
be portable and easy to use [9, 10]. It mimics the widely used wobble board design with
a build-in motion sensor for collection of balance performance [11–14]. Fig. 2 shows
the variation different posture training and assessment by using FBS. FBS provide five
balance measures in the software. The balance measures are medial-lateral stability
index (MLSI), anterior-posterior stability index (APSI), overall stability index (OSI),
sway velocity, balance zone [7]. The stability index is deviation of the position from
the center, the lower the value the higher the stability. Sway velocity is the mean speed,
the higher the value the lower the stability. The goal of this study is to determine the
performance of double and single leg stance by using FBS balance measures.

Build-in IMU mo on sensor
FIBOD Balance Pla orm

An -slip rubber mat

Subject leg

Fig. 1. FIBOD platform overview with double leg standing illustration.
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(a) Double-leg-stance (b) Squat (c) Si ng-Feet (d) Si ng-Trunk 

(e) Single-leg-stance (f) Wall-sit stance (g) Sit and turn (h) Ball-sit and turn

(i) Yoga-stance (j) Hand li (k) Hand raise (l) Hand open

(m) Pumping Plank (n) Plank Leg Up (o) Plank Scissor (p) Lunge 

Fig. 2. FIBOD illustration for different training and assessment.

2 Methods

2.1 Subjects

Seventeen healthy subjects (11 males, 6 females, age = 22.35 ± 2.69 years; weight =
61.84 ± 15.27 kg; height = 165.56 ± 8.69 cm, BMI = 22.39 ± 4.18) with no intake
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of sedatives or alcohol within the past 48 h volunteered and gave informed consent to
participate in the study. They were able to stand on FIBOD safely, without reporting any
pain.

2.2 Equipment

FIBOD is used in this study, it is a compact, portable and wireless balance system
that is designed for training and quantifying balance movement. Multiple customizable
training program is provided to allow various exercise for targetedmovement. It provides
objective assessment to assess body balance and ankle stability and can be incorporated
into the training and assessment program for sport performance, rehabilitation, and
general wellness services [10]. Study shows the motion sensor data accuracy is±0.04%
and repeatability is ±0.06° [9]. FIBOD device communicates with a Android device
through Bluetooth connectivity with data sampling rate of 20 Hz.

2.3 Protocol

Subject was instructed to stand on FIBOD using two legs at specified leg position (refer
Fig. 2a). The first trial was a familiarization session, which consisted of maximum 120 s
of practice standing on FIBOD. The subject was given 30 s’ break before evaluation
took place. During evaluation, subject was instructed to stand on FIBOD using two legs
at specified leg position for evaluation. Evaluation data was collected by FBS software
for 10 s while the subject balanced the FIBOD as horizontal as possible with visual
feedback provided at the monitor screen. The subject was given 15 s’ break before the
next trial and the trial was repeated three times. After completion of 3 double leg trials,
subject would rest for 10 min. Next, the subject was asked to balance the FIBOD using
single-leg (refer Fig. 2e). Similarly, the trial would be repeated 3 times each with left
and right leg respectively. Subjects were not allowed to use support aid throughout trial
and data collection period.

2.4 Statistical Analysis

All statistical analysis was performed using the SPSS v20 statistical analysis package
(IBM). The normality of the data was determined using Shapiro-Wilk test and all data
was found to be of normal distribution. Statistical significance test between the groups
was done using the t-test with α < 0.05 indicating statistical significance.

3 Result

Table 1 presented the result of balance measures for double-leg, left-leg and right-leg
stance test. The OSI mean for double-leg, left- and right-leg stance is 5.11 ± 3.01, 4.67
± 2.21 and 4.55 ± 2.99 respectively. Sway velocity of left leg is the highest at 12.06 ±
5.97°/s. The largest inner zone was from right-leg stance at 78.72 ± 24.04%. The high-
est middle zone was from left leg stance at 20.17 ± 17.10% and the highest outer zone
was 6.75 ± 12.46% from double leg stance. The highest fall percentage is from double
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Table 1. Balance measures of double-leg, left-leg and right-leg stance test

No. Balance measures Double-leg stance
test (Mean ± SD)

Left-leg stance test
(Mean ± SD)

Right-leg stance test
(Mean ± SD)

1 OSI 5.11 ± 3.01 4.67 ± 2.21 4.55 ± 2.99

2 APSI 4.12 ± 2.54 3.82 ± 2.03 3.69 ± 2.68

3 MLSI 2.87 ± 1.75 2.53 ±1.09 2.60 ± 1.54

4 SV (°/s) 5.99 ± 2.78 12.06 ± 5.97 9.77 ± 5.21

5 IZ (%) 76.28 ± 21.48 77.24 ± 21.47 78.72 ± 24.04

6 MZ (%) 18.01 ± 12.24 20.17 ± 17.10 17.47 ± 16.11

7 OZ (%) 6.75 ± 12.46 4.17 ± 5.99 5.59 ± 13.87

8 FI (%) 21.84 ± 13.20 20.16 ± 10.87 18.17 ± 12.82

OSI=Overall Stability Index, APSI=Anterior-Posterior Stability Index,MLSI=Medial-Lateral
Stability Index, SV= Sway Velocity, IZ= Inner zone percentage, MZ=middle zone percentage,
OZ = outer zone percentage, FI = fall indication percentage.

Table 2. Comparison of stability index between double, dominant and non-dominant leg

No Stability index 1 Stability index 2 Mean ± SD 1 Mean ± SD 2 P < 0.05*

1 DL-OSI DL-APSI 5.11 ± 3.01 4.12 ± 2.54 0.31

2 DL-OSI DL-MLSI 5.11 ± 3.01 2.87 ± 1.75 0.01*

3 DL-OSI DO-OSI 5.11 ± 3.01 4.40 ± 2.98 0.49

4 DL-OSI DO-APSI 5.11 ± 3.01 3.61 ± 2.70 0.14

5 DL-OSI DO-MLSI 5.11 ± 3.01 2.46 ± 1.43 < 0.01*

6 DL-OSI ND-OSI 5.11 ± 3.01 4.87 ± 2.21 0.79

7 DL-OSI ND-APSI 5.11 ± 3.01 3.92 ± 2.00 0.18

8 DL-OSI ND-MLSI 5.11 ± 3.01 2.73 ± 1.25 < 0.01*

9 DO-OSI DO-APSI 4.40 ± 2.98 3.61 ± 2.70 0.42

10 DO-OSI DO-MLSI 4.40 ± 2.98 2.46 ± 1.43 0.02*

11 DO-OSI ND-OSI 4.40 ± 2.98 4.87 ± 2.21 0.60

12 DO-APSI ND-APSI 3.61 ± 2.70 3.92 ± 2.00 0.71

13 DO-MLSI ND-MLSI 2.46 ± 1.43 2.73 ± 1.25 0.56

14 DL-SV DO-SV 5.99 ± 2.78 9.64 ± 5.27 0.02*

15 DL-SV ND-SV 5.99 ± 2.78 11.63 ± 6.26 < 0.01*

16 DO-SV ND-SV 9.64 ± 5.27 11.63 ± 6.26 0.32

OSI=Overall Stability Index, APSI=Anterior-Posterior Stability Index,MLSI=Medial-Lateral
Stability Index, SV = Sway Velocity, DL = Double-leg Stance Test, DO = Dominant-leg Stance
Test, ND = Non-Dominant-leg Stance Test.
* = p < 0.05, ** = p < 0.01

leg stance at 21.84 ± 13.20%. Table 2 shows the comparison of stability index between
double, dominant and non-dominant leg. Results show significant differences between
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double-leg OSI and MLSI (p = 0.01); double-leg and dominant leg MLSI (p < .001);
double-leg and non-dominant legMLSI (p< .001); dominant leg OSI and non-dominant
MLSI (p= 0.02); double-leg and dominant leg sway velocity (p= 0.02) and double-leg
and non-dominant leg sway velocity (p< .001).
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Fig. 3. Comparison of double leg, dominant and non-dominant leg balancemeasures: (a) Stability
index and (b) Sway velocity.
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Figure 3 shows the comparison of double leg, dominant and non-dominant leg bal-
ancemeasures. Results show double leg stance OSI was significantly different from dou-
ble, dominant and non-dominant leg MLSI. Double leg sway velocity shows significant
difference compared to dominant and non-dominant leg.

4 Discussion

This section discussed the relationships between double, dominant, non-dominant, left
and right leg stance in balance measurement. Sway velocity of left leg recorded the
highest average value, possibly because most subjects were right leg dominant and
were unstable when performing using their non-dominant leg. The largest inner zone
percentage recorded for right leg stance also showed the characteristic as expected from
amajority right leg dominant population. The highest outer zone percentage from double
leg stancewas due to the body coordination and larger range ofmovementwhen both legs
were standing on the board. The balance measures recorded for APSI tends to be higher
than MLSI. This is due to the nature of ankle anatomy, in which anterior-posterior
(AP) has wider range of movement compared to medial-lateral (ML) direction. The
smaller values mean ML instabilities could be overlooked if only OSI was used for
balance assessment. This is because OSI is the combination of AP and ML motion and
APSI tends to be more dominant in OSI. Based on our findings, MLSI, APSI and sway
velocity may best be used separately as MLSI and sway velocity are more sensitive in
detecting differences between 2 legs against dominant or non-dominant leg. This may
be important for clinical investigation when determining the instability of the leg and for
clinical evaluation of leg balancing. The limitations of this study included the subject
group’s heterogeneity. Several subjects have indicated previous mild muscle injuries,
of which they have recovered, while some are trained school athletes, which may have
caused differences in balance performance compared to normal population.

5 Conclusion

From this study, it was found that MLSI and sway velocity recorded significant differ-
ences between double leg stance with single leg stance while OSI and APSI did not show
statistical differences between the two stances. Hence, MLSI and sway velocity may be
better features for stability indicator in clinical assessment. The balance measures of
OSI, MLSI, and APSI from this study were consistent with results reported in previous
Biodex Balance System study, making the portable FIBOD Balance System a feasible
alternative for high performance balance assessment.
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Abstract. Excessive smartphone usage caused musculoskeletal health problems.
However, there is no clear understanding on how smartphone addiction impaired
health. Posture adoption and its risk while using smartphone might contribute
towards health problem which not yet been determined especially among univer-
sity students who also using smartphone for learning activities. Therefore, this
study aims at determine ergonomic risk and physical exposures on smartphone
usage among university students. A cross-sectional study was conducted at a Pri-
vate University in Nilai. A total of 310 students aged between 18 to 30 (21 ±
2.17) years old who are using smartphone were participated in this study. Postural
analysis tool using Rapid Upper Limb Assessment (RULA) were used to deter-
mine ergonomic risk and physical exposures. Distribution of ergonomics risk and
its exposures with smartphone usage was analysed by using descriptive analysis.
Study has showed that university students were addicted to their smartphone with
high daily usage for 12 h per day since 6–7 years ago. They were used smartphone
for social media (99%) and games (75.2%). Smartphone helps students to be more
socialize (71%). Students has high usage of smartphone which longer than they
had intended (61%) causing lack of adequate sleep (68%) and tiredness (82.8%).
Students were also found to have experienced with awkward body and static body
posture while using smartphone. Students were also using smartphone both in
standing and sitting. They hold and use smartphone with awkward hand grip and
awkward hand movement, with high repetition at high speed. Most of them pre-
fer to use smartphone with vibration mode. RULA score while using smartphone
showed that university students were experienced with moderate risk at upper
arm and wrist (4.77 ± 0.86) which require changing the pattern of usage soon as
and it should be taken into high consideration. Whereas, RULA score for neck,
trunk and leg was at 4 (4.13 ± 1.10) require them to be investigated further. The
grand total of RULA score showed that ergonomic risk at 4.77 ± 1.13 (risk level
range: 5–6), indicate that the student’s postures while using smartphone need to
be investigated further and require to change soon. They are require an interven-
tion of ergonomic awareness for them to change the posture adopted while using
smartphone as soon as possible. Therefore, this study concluded that university
students were addicted to smartphone which has increase physical exposures such
as awkward posture, static posture, awkward hand grip andmovement, high speed,
repetitive and vibration at hand which subsequently affect their ergonomic risk.
The finding was significant in improving awareness on posture while using smart-
phone. Ergonomic intervention should incorporate with consultation on posture
correction and awareness related to risk of smartphone addiction.
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1 Introduction

Occupational discomfort due to work-relatedness disorder is a multifactorial problem.
There are conflicting evidences with regards to posture as a risk factor, with studies
reporting sitting as a major contributing factor but no conclusive evidence of increased
risk [1]. There are more consensuses that static postures exacerbate MSD but how the
static posture during smart phone usage could effect on the risk of MSDs is not well
known.

Contribution of smartphone usage and its effects on neck and shoulder pain among
in Malaysia has been determined [2]. However, there is no pre-determined physical
exposure and ergonomic risk on posture adopted while using smart phone. Furthermore,
there is no clear understanding on relationship between phone addiction and its among
young adults in university population. Previous study also has postulated that exces-
sive use of mobile phones caused health problems [3]. Excessive smartphone usage
leads to headache (63.3%), memory problems (28.5%) and depression (19.69%). These
effects affected by individual posture control. Even when two persons performing sim-
ilar postures with using smartphone, there may still be some differences in individual
postures assumed which may have contributed to some of variations in their physical
exposures and ergonomic risks. Besides the proposed anticipatory feed-forward motor
control mechanism, the postural habits of the individuals which are likely to be inter-
dependent to movements control which influenced by muscle fatigue, and discomfort
following a static low level activity [4]. Thus, the smartphone usage and its influence of
postural control and contribution toward ergonomic risk are fundamental to be carried
out.

Therefore, this study aims at investigating the smartphone usage and ergonomic risk
among university students. The finding of this study would enhance more understand-
ing on health background among students in related to their smartphone usage. Iden-
tifying the risk factors into ergonomic awareness is fundamental to overcome symp-
toms and the cause root of musculoskeletal disorders among students which are still
lacking. In Malaysia, lack of ergonomic awareness is a great concern that contributes
towards work-related musculoskeletal complains. Malaysian global legislative effort is
needed to enhance the importance of ergonomic awareness to minimize complains of
musculoskeletal disorders.

Thus, evidence-based information regarding sources of work-related stress such as
ergonomic risk and physical exposure would be useful to provide baseline reference in
designing the proper safety and health guidelines in Malaysian, which are still lacking
and become scope of interest in this study.

2 Methodology

A cross-sectional study was conducted among 311 students at a Private University Col-
lege in Nilai who aged ranged between 18 to 27 years old (20.85± 1.94). Students were
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used smartphone minimum 6 months were recruited voluntarily through a convenience
sampling. The total sample size of participants representing the population which was
determined using Krejeic & Morgan table [5]. Ethical approval has been obtained from
Institutional Ethical Board prior for this study to be conducted. Subjects were volun-
teers and human right was protected. This study has investigated ergonomic risk during
smartphone usage by using Rapid Upper Limb Assessment (RULA) [6]. The postural
analysis tool was reliable to be used in assessing biomechanical and postural loading
on work-related disorders, particularly in the neck, trunk and the upper limb. Partici-
pant’s posture while using mobile phone has been observed and assessed without any
instruction which not to distract their concentration.

Assessment of RULA involve 3 steps: scoring of working posture for each body
part, grouping the body part posture and development of grand score. A score from 1
indicates the most neutral position to range of 4 maximum score which indicates the
worst position for each body part. Score Awas presented the combined individual scores
for shoulder, elbow andwrist and score B is calculated from neck, trunk and legs.Muscle
use and force exerted attributing a score of 1 and 0 respectively which represented the
both groups performed static posture and no adding load. These score are added to
each score of A and B to obtain score C and D. The combination of scores C and D
determined the ‘grand score’ which reflects the postural and musculoskeletal load. The
total grand scores indicate work posture and load are: acceptable (score 1 or 2), require
investigate further (score 3 or 4), to investigate further and change soon (score 5 and
6) or to investigate and change immediately (score 7). The assessment was carried out
using worksheet (Fig. 1).

Fig. 1. RULA worksheet. Source: McAtamney, L. & Corlett, E.N. (1993)
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Ergonomic exposures which might influence by smartphone usage was also inves-
tigated such awkward body posture, static body posture, awkward grip, awkward hand
movement, repetitive task, sitting, standing and usage of vibration. They were asked to
rate the frequency of exposures during smartphone usage on a 5-likert scale ranging from
0 = never (does not occur at all), 1 = occasional (1–2 times per day), 2 = often (3–5
times per day) and 3 = always (more than 5 times per day or continuously). Descrip-
tive analysis has explained physical exposures and ergonomic risk by using frequency
distribution. Frequency table was used to present analysis of findings.

3 Results

Study has showed that university students were addicted to their smartphone with high
daily usage for 12 h per day since 6–7 years ago. They were used smartphone with right
hand (93%) for social media (99%) and games (75.2%). Smartphone helps students to
be more socialize (71%). Students has high usage of smartphone which longer than they
had intended (61%) causing lack of adequate sleep (68%) and tiredness (82.8%).

This study have showed that students were experienced awkward body and static
body posture occasionallywhile using smartphone.When holding smartphone for usage,
they were occasionally tend to performed hand grip and hand movement awkwardly.
Smartphone usage also not causing them to do lifting, pushing and pulling. However,
most of them were experienced repetitive task and working in high speed when use
smartphone. Students were also using smartphone both in standing and sitting. Most of
themprefer to use vibratesmode of smartphone. Table 2 reported frequency of ergonomic
exposures experiences by students with smartphone usage.

Ergonomic risk was assessed by using RULA and found the risk at 4.77± 0.86 (risk
level range: 5–6) for score A indicated that upper arm and wrist while using smartphone
experiencedwithmoderate risk. Studyhas revealed thatwhile subjects using smartphone,
their upper arm were position at +45° to 90° shoulder flexion, upper arm abducted and
shoulder moves repeatedly. While lower arm position were at elbow 90° flexion and
frequent across arm adduct and wrist flexion/extension about 15° with combination of
radial deviation, ulnar deviation and twisting of the wrist. The actions were repeatedly
occur 4 times per min and more thus this increasing the scores of the arm and wrist
analysis. Therefore, this finding has showed a need for them to be investigated further
and awareness has to be address to manage the risk. They require changing the pattern
of usage soon as and it should be taken into high consideration.

Whereas, Score B which reflected risk experienced by neck, trunk and leg position
while using smartphone were showed at 4.13 ± 1.10 (risk level range: 3–4), indicated
neck, trunk and leg position among subjects were at low risk.Means, subjects were using
smartphone with neck at 20° of flexion with the trunk flexion and rotation repeatedly at
0° to 20° and this posture were repeatedly done in cycle more than 4 min. They were
required to be investigated further but ergonomics intervention is not at urge.

The grand score which considered risks at score A and B has showed that at 4.77
± 1.13 (risk level range: 5–6) indicated that student postures while using smartphone
need to be investigated and some changes are required immediately. Students were at
moderate risk for both upper limb and lower limb contributions. They are require an



Ergonomic Risks on Smartphone Addiction Among University Students 115

intervention of ergonomic awareness for them to change the pattern as soon as possible.
Frequency distribution also showed that most of students found at medium risk levels
(RULA score 5–6) require further investigation and need to change soon (48%).Whereas
a total of 45.9% of students were experienced low risk (RULA score 3–4) which require
to be investigated further. However, less students who had experienced with high risk
(RULA score 7) while using smartphone (5.8%) (Table 1).

Table 1. Ergonomic risk by RULA (Grand Score) experienced among university students while
using smartphones

RULA level 0 1 2 3

RULA Score 1-2 3-4 5-6 7

Risk Level Negligible Low Medium High

Require Action Acceptable Investigate further Investigate further
and change soon

Investigate and
change
immediately

Frequency of
students (%)

– 45.9 48.3 5.8

Table 2. Ergonomic exposures experienced by students with smartphone usage.

Ergonomic exposures Frequency (%)

Never Occasional Often Always

Awkward body 16.2 41.3 30.4 12.2

Static body 22.4 39.3 27.4 10.9

Awkward grip 25.4 38.9 21.8 13.9

Awkward hand 32 36 19.5 12.5

Repetitive task 20.1 33 28.7 18.2

Working high speed 19.5 35 29.7 15.5

Standing 12.2 29 32.3 26.4

Sitting 9.2 8.3 8.3 50.2

Vibrates tools 22.8 27.1 24.1 26.1

4 Discussion

The frequency of phone usage daily among students was high which reported for 12 h
per day since 6–7 years of usage which more than frequency of smartphone usage by
university students of Saudi Arabia which reported with 27.2% of student spent more
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than 8 h per day using their smartphone and 75% of them used at least 4 applications
per day [7]. This study showed that students were addicted to their smartphone. The
finding has been justified that the time of smartphone usage and addiction severity was
found to be correlated [8]. The more of individual spent with smartphone, the more they
tend to be smartphone addicted. The amount of usage influences the addiction among
smartphone users.

Addiction of smartphone affected daily living activities. Increase severity of smart-
phone addiction exposed university students to experiencewith awkward body, awkward
hand and repetitive task causing them to have lack of adequate sleep and felt tired. Sim-
ilarly, university students in Saudi Arabia had also decrease sleeping hours and experi-
enced a lack of energy the next day as a results of smartphone addiction [9]. Smartphone
addiction has correlated with poor sleep quality and leads to depression and anxiety [10].

Previous study has suggested on difference sleep duration in comparing students
who used smartphone with old version or latest technology advance application [10].
Sleeps duration of students who use latest technology advance application mobile phone
were 5.43 h at night time and 7.2 h per day.Whereas, average sleeps duration of students,
who used old version of the mobile phone with fewer applications were 6.53 h per night
and 8.3 h per day. Therefore, students who use latest technology which can access with
more applications are more addicted to their smartphones. The findings was similar
with found among students in Turkey which reported over 50% of students were used
smartphone for WhatsApp, Instagram, YouTube, Facebook and Snapchat were more
addicted to their smartphones. Students in Turkey were also reported preferably using
smartphone for WhatsApp, Instagram, YouTube, Facebook and Snapchat [11].

The findings justify that university students has experienced high ergonomic risk
due to smartphone addiction. Most of them score of high risk which indicates further
investigations and change is needed. The finding was similar with students of Rural
Medical College in India who adopted awkward postures when using smartphones and
they also had high ergonomic risk [12]. Previous studies also supported that prolong
usage of smartphone and smartphone addiction cause higher ergonomic risk among
students in Filipina [13] and Taiwan [14]. They also reported having experience with
more depressive symptoms, higher positive outcome expectancy of internet use, higher
Internet usage time, lower refusal self-efficacy of internet use, higher impulsivity, lower
satisfaction with academic performance and insecurity.

5 Conclusion

This study has determined smartphone usage and its influence on ergonomic risk expe-
rience by student. University students were addicted to smartphone which exposed them
to have higher ergonomic risk. The finding was significant in improving awareness on
posture while using smartphone. Ergonomic intervention should incorporate with con-
sultation on posture correction and awareness related to smartphone usage. Postural
correction while using smartphone should be encounter to prevent risk of neck and
upper extremity pain among young adult. Thus, finding from this study is benefited in
providing evidence-based information towards efficacy of ergonomic posture awareness
aims at musculoskeletal health.
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Abstract. The efforts in this study were being made to understand how gender
differences contribute to identifying the early signs of cognitive impairment that
were lead to severe dementia. The electroencephalogram (EEG) of 5 patients with
vascular dementia (VD), 15 stroke-related mild cognitive impairment (S_MCI)
patients, and 15 healthy control (HC) subjects during a working memory task
(WMT). To do so, Savitzky–Golay (SG) filter was applied in the first stage as a
preprocessingmethod for the seek ofEEGsignals smoothing and artifacts removal.
In the second stage, four different entropies were extracted from the denoised EEG
signals to test the hypothesis of reducing the complexity in both VD and S_MCI in
comparison with HC these are spectral entropy (SpecEn), fuzzy entropy (FuzEn),
tsallis entropy (TsEn) and improved permutation entropy (impe). In the next step,
statistical analysis has been conducted by using multivariate analysis of variance
(MANOVA) to assess the gender differences over the brain regions for S_MCI and
dementia patients comparedwithHCsubjects. Results show that the entropy-based
EEG analyses may provide a simple method with a cost-effective way to identify
and quantify the severity of dementia patients. In conclusion, increased dementia
severity was associated with decreased entropy-based features complexity. Thus,
EEG could be the key to report interesting information for differentiation the EEG
background activity in female and male of patients with VD and S_MCI to help
medical doctors to identify gender differences effects on dementia survivors.

Keywords: Vascular dementia · Electroencephalogram savitzky–golay ·
Entropy ·Multivariate analysis of variance

1 Introduction

Vascular dementia (VD) is considered as the major health problems following stroke
onset in the elderly population. Most of the stroke survivors’ were prone to get dementia
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by the first year of stroke diagnosis. Therefore, VD can be defined as the progressive
impairment inmemory that ends upwith a decline in the patient activity of daily living [1].
The prodromal stage of VD dementia is known as mild cognitive impairment (MCI) due
to a stroke which characterized by a mild decline in mental thinking for 10–15% of them
may develop dementia per year, however, some of MCI patients may remain stable [2].
Many risk factors are associated with stroke and dementia, these are the modifiable risk
factors including cerebral vascular disease (CVD) such as: hypertension, heart disease,
and diabetes mellitus which are the highest factors for stroke and post-stroke dementia
(PSD) [3–8], whereas, the non-modifiable risk factors, including age, gender, ethnicity
and genetics [1, 9].

Efforts are being made to understand how gender differences contribute to demen-
tia risk and how dementia could be identified early to provide suitable neurofeedback
rehabilitation; therefore, different studies have been performed to deserve this issue.
Researchers have studied the relationship between dementia and gender, they found that
dementia has a higher incidence rate in female compared to male particularly after the
eighties [10].

As dementia survivors gradually lose the brain cells and that leads to impairment
and dysfunction in attention and working memory [1, 9, 11]. Therefore, an urgent need
for widely available low-cost Electroencephalogram (EEG) device that has been used
recently as a tool to help diagnose different types of dementia including Alzheimer’s
disease (AD) and other types of dementia. Numerous EEG literature has been reported
that most the dementia abnormalities were associated with slowing the spectral EEG
frequency rhythms [12–15]. Other studies have been investigated the effect of dementia
on the EEG signals complexity using entropies. In general, dementia patients showed
reduced the EEG complexity compared to the control subjects [16, 17].

In this study, the effects of two prominent risk factors for VD and S_MCI were
investigated, stroke as a CVD (modifiable risk factor) and gender (non- modifiable risk
factor) and these risk factorswere eventually leads to the development of PSDafter stroke
onset. The present study hypothesized that the EEG complexity ofVD and S_MCIwould
could be used to identify gender for the patients whose suffer from cognitive impairment
and memory dysfunction compare to HC normal subjects.

This study investigates the changes in the complexity and the dynamics of EEG
signals for dementia patients that had cognitive and behavioral dysfunction in memory
after a strokediagnosis. Spectral entropy (SpecEn), fuzzy entropy (FuzEn), tsallis entropy
(TsEn) and improved permutation entropy (impe) were investigated and extracted from
every EEG channel to evaluate the effect of gender differences for S_MCI and VD
patients. Therefore, it is important to develop entropy indices based on EEG background
that are sensitive to the activity differences in both female and male of patients with VD
and S_MCI compared to HC.

2 Methods and Materials

2.1 Methods

In order to identify weather the gender has an influence on developing dementia, EEG
signals of dementia patients’ will be used. Four types of entropies were extracted to
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illustrate the gender effects on the dementia at the diagnosis and the changes after
dementia onset. EEG dataset need a successive signal processing and analysis stages
(Fig. 1).

Fig. 1. The block diagram of the proposed method.

2.2 Participants

This study investigates outcomes from the examination of an EEG dataset of 35 patients.
The pattern populace used to be recruited from Malyasia’s Pusat Perubatan Universiti
Kebangsaan (PPUKM) stroke unit, in addition to the institution’s neurology clinic. The
EEG dataset was once investigated for fifteen healthful manage topics (seven male and
eight female, aged 60.06 ± 5.21), fifteen stroke-related S_MCI sufferers (five male and
ten female, aged 60.26 ± 7.77) and 5 VD sufferers (three male and two female, aged
64.6±4.8). These three categories have been challenge to the following cognitive evalua-
tions: amini-mental country examination (MMSE) [7];TheMMSErating andMoCArat-
ing had been (29.6 ± 0.73, 29.06 ± 0.88) respectively for the manage subjects; for the
S_MCI, theMMSEratingandMoCAratinghavebeen (20.2±5.63,16.13±5.97) respec-
tively. Lastly, for the VD patients, the MMSE rating and MoCA rating had been (14.8±
1.92, 14.8± 1.92) respectively. The investigative methodologies employed in the course
of the lookup had obtained prior approval from the PPUKM’s Human Ethics Committee,
withknowledgeablevoluntaryconsentofallmemberswasoncewasonceboughtbysigned
consent archives.

2.3 EEG Recording Procedure

NicoletOne (v.32) used to be utilised to acquire the 19 EEG channel datasets. These
channels had been obtained as follows: FP2, F8, T4, T6, O2, FP1, F7, T3, T5, O1,
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F4, C4, P3, F3, C3, P3, Fz, Cz, and Pz. By utilising a single floor electrode in con-
junction with a pair of reference electrodes, a referential montage used to be carried
out, with the channel configurations based totally upon the 10–20 global framework.
Sampling of the Nicolet EEG tool was sampled with 256 Hz sampling frequency, and
electrode-skin impedance was once checked to make sure 10 kilo ohms had been no
longer exceeded. During the WM task, the EEG was once captured for a timeframe
of 60 s, with a recording length setting out with a fixation cue lasting 0.5 s. Subse-
quently, a simple auditory WM project involving 5 phrases used to be undertaken, the
place sufferers wished to commit these phrases to reminiscence for 10 s [1–3]. Each
participant was once then requested to recall the phrases concerned in the EEG record-
ing. On completion of the 60-s period, the investigator requested that the contributors of
the pattern team open their eyes, when every was once required to recall in order every of
the phrases they remembered.

2.4 Preprocessing Stage

A Savitzky–Golay (SG) filter was once employed to easy out the sign with mini-
mal destruction of its authentic traits [4]. Unlike wavelet, this strategy entails the trans-
ferring impact after filtering the signal. The SG filter provides the gain of maintain-
ing the points of a time collection alongwith its relativeminima andmaxima,which sym-
bolize a especially giant situation referring to to segmentation of a sign such as EEG
[5].

The overall performance of an SGfilter is usually reliant on two parameters: the poly-
nomial order and the frame size [6]. Consequently, the coefficients of an SG filter have
been geared up to N = Nr + Nl + 1 points of the EEG signal, the place N describes
window size, Nr and Nl respectively signify sign factors in the proper and sign fac-
tors in the left of a present day sign factor [5–7]. Therefore, to denoise and easy the EEG
dataset, this investigation set, the SG filter parameters to the third order polynomial and
a body measurement of fifty one samples [6].

2.5 Feature Extraction

The brain is a complicated structure, consequently to quantify the complexity of the tal-
ent alerts and to discover the abnormalities in all the EEGs’ signals, 4 entropy-based
metrics have been calculated. Spectral evaluation has been performed the use of SpecEn
to quantify slowing in frequency following VD and S_MCI. Therefore, to estimate the
SpecEn, the PSD was once normalized to a scale from zero to 1 to get normalized PSD
(PSD_n), afterwards, SpecEn computed making use of the Shannon’s entropy to the
PSD_n for frequency vary (0.5 to 64Hz) and it is computed as in [8–10].

FuzEn is used to estimate the similarity for EEG indicators [11, 12]. FuzEn values
would rely on the values of the enter parameters these are the size of the time collection N ,
m used to determine the length of the sequences, used to decide the size of the sequences,
r and n determine thewidth and gradient of the fuzzy exponential function [12].TsEn used
to be first deliveredwith the aid ofHavrda andCharvát and examined in depthwith the aid
of Daróczy [13, 14]. This entropy measure differs from the popular Boltzman–Gibbs–
Shannon entropymeasure, theBoltzman–Gibbs–Shannonmeasurewas once generalized
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to a crewofmeasures that are no longer always extensive. Instead, they can be subadditive
or superadditive [15]. TsEnwith parameter q = 1 have been used. A generalisedmeasure
of TsEn can be estimated as in [15].

The thought of impe is based totally on the measure of the relative frequencies
of distinct motifs. impe additionally affords an alternate way of measuring similar-
ity amongst patterns with appreciate to different sorts of complexity measurements with
embedded dimension d = 3 and time delay l = 1. impe additionally offers an alter-
nate way of measuring similarity amongst patterns with appreciate to different sorts of
entropy measurements, impe is calculated as in [16].

All the stated entropies have been calculated for 15360 pattern points, and have
been divided into 6 homewindows of 10 2d size (2560 samples), then they have been used
to extract facets from the 19 EEG channels.

3 Statistical Analysis

The denoised 19 channels from the EEG dataset of the 15 HC, 15 S_MCI patients, and
5 VD sufferers have been preliminarily grouped into 5 recording areas that correspond
to the scalp location of the cerebral cortex. These areas are the frontal vicinity the usage
of (Fp1, Fp2, F3, F4, F7, F8, and Fz) channels, the temporal (T3 to T6) channels,
the parietal (P3, P4, and Pz) channels, the occipital (O1 and O2) channels, and the
central (C3, C4, and Cz) channels. Normality take a look at used to be then assessed the
usage of the Kolmogorov–Smirnov test. Therefore, multivariate analyses of variance
(MANOVA) used to be carried out as a statistical device by using the use of SPSS 25.
MANOVAwas used to determinewhether the gender has affected inVD, S_MCI patients
vs. HC over the brain regions. Four entropy-based features including SpecEn, FuzEn,
TsEn and impe were set as dependent variables, whereas the gender (i.e. females and
males), the group factor (i.e., HC, S_MCI, and VD) and the brain regions (i.e. frontal,
temporal, parietal and occipital) were set as the independent variables.

4 Results and Discussion

The Savitzky-Golay (SG) filter was once adopted for smoothing and filtering the ac-
quired EEG dataset. Figure 2 indicates the filtered sign and the authentic EEG sign on
the equal graph, demonstrating that the effects of SG filter exhibit that the fil-
tered sign has a smaller noise issue than the unique signal.

In this study, the gender differences for dementia patients have been investigated
using SpecEn, FuzEn, TsEn and impe features. The two-way MANOVA has been con-
ducted to report the interactions of gender and VD, S_MCI vs HC among the brain
regions.
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Fig. 2. F7 before and after using the SG as a denoising filter.

From Table 1 it can be observed that the HC and S_MCI and VD patients had a dif-
ferent pattern of brain complexity. In details, HC had higher entropy values in all brain
regions compared to S_MCI and VD patients and that can be reported as (SpecEnHC
> SpecEnS_MCI > SpecEnVD) using SpecEn, (FuzEnHC > FuzEnS_MCI > FuzEnVD)
for FuzEn, (TsEnHC > TsEnS_MCI > TsEnVD) using TsEn and (impeHC > impeS_MCI >

impeVD) for impe. Interestingly, theHC females hadhigher complexity than theHCmales
in all brain regions whereas after getting cognitive impairment the complexity values for
S_MCI andVDmales in frontal, temporal, parietal, central and occipital brain regions are
still complex and higher complexity values compare to S_MCI and VD females and that
can mostly observed through TsEn and impe features.

Table 1. The impact of dementia varies by gender for the examined five scalp regions of the brain
using SpecEn, FuzEn, TsEn and impe.

Features Subjects Female Male

Frontal Temporal Parietal Central Occipital Frontal Temporal Parietal Central Occipital

SpecEn HC 0.579 0.599 0.603 0.61 0.615 0.534 0.568 0.575 0.587 0.59

S_MCI 0.566 0.592 0.596 0.608 0.593 0.527 0.55 0.563 0.577 0.574

VD 0.527 0.547 0.551 0.576 0.548 0.525 0.545 0.547 0.566 0.542

FuzEn HC 0.21 0.239 0.222 0.217 0.269 0.183 0.227 0.205 0.244 0.253

S_MCI 0.175 0.195 0.18 0.199 0.217 0.177 0.209 0.194 0.203 0.232

VD 0.172 0.192 0.172 0.174 0.204 0.176 0.19 0.184 0.186 0.205

TsEn HC 3.555 3.538 3.574 3.556 3.55 3.492 3.499 3.522 3.508 3.481

S_MCI 3.324 3.346 3.392 3.399 3.364 3.33 3.36 3.358 3.415 3.376

VD 3.106 3.052 3.086 3.217 2.96 3.351 3.356 3.36 3.387 3.335

impe HC 2.453 2.453 2.453 2.453 2.453 2.384 2.384 2.384 2.384 2.384

S_MCI 2.354 2.354 2.354 2.354 2.354 2.36 2.36 2.36 2.36 2.36

VD 2.131 2.131 2.131 2.131 2.131 2.333 2.333 2.333 2.333 2.333
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5 Conclusion

In this study, gender differences of VD and S_MCI compared to HC over brain regions
(i.e. frontal, temporal, parietal and occipital)were investigated. TheSGfilterwas adopted
for smoothing and filtering the acquiredEEGdataset. The SpecEn,FuzEn,TsEn and impe
were extracted from every EEG channel for different brain regions. MANOVA has been
conducted to assess the gender differences over the brain regions for S_MCI and VD
patients compared with HC subjects. Results show there were significant interactions of
gender with dementia stages among the brain regions. Therefore, SpecEn reflected the
slowing in the EEG signals of VD and S_MCI patients whereas FuzEn, TsEn and impe
results in reducing the complexity in VD and S_MCI patients. As the EEG has been
widely used as a potential tool in clinical practice due to its low cost and portability, it
could become a reference that help to customize a specific therapeutic program to address
the changes associated with S_MCI and VD. This study suggests that the entropy-based
markers of EEG background activity in VD and S_MCI patients might be helpful in
providing gender identifications indexes for VD detection. It can be concluded that
the HC had higher entropy values in all brain regions compared to S_MCI and VD
patients. Moreover, the HC females had higher complexity than the HCmales in all brain
regions whereas after getting cognitive impairment the complexity values for S_MCI
and VDmales in all brain regions become higher than the complexity values in females.
This study had several limitations, like the sample size was small and in the future, an
additional analysis with a large database should be performed.
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Abstract. Intensive Care Insulin-Nutrition-Glucose (ICING) model is used in
Stochastic TARgeted (STAR) protocol to personalize glucose control in critically-
ill patients. One of the important ICING parameters included in this physiological
mathematical model is endogenous glucose production (EGP) which is defined as
a constant value. EGP howevermay vary in individual patients and vary differently
in critically-ill diabetic patients. This paper studies this aspect specifically to iden-
tify if certain EGP values will improve the estimation of insulin sensitivity (SI)
through the reduction of unlikely SI estimation; SI = 0, blood glucose fit errors
and simulated STAR glycaemic control performance. Analysis on 151 patients
from two Malaysian hospitals, divided into 54 diabetic and 97 non-diabetic were
done using 5 EGP values (1.16, 1.50, 2.00, 2.50, and 3.00) mmol/min to see the
effect of EGP variations on both type of patients. The results indicate that the
frequency of SI = 0 was improved with reduction, from 25.3% to 0.01% in dia-
betic and 13.4% to 0.008% in non-diabetic patients when EGP is raised from
1.16 mmol/min to 3.00 mmol/min. BG fit errors varied but with small variation
and lower than 1%. The highest performance results of % blood glucose time
in target range 6.0–10.0 mmol/L was obtained for EGP at 2.50 mmol/min, at
70.8% (diabetic) and EGP= 2.00 mmol/min, with 72.2% (non-diabetic). Overall
results showed that choice of EGP values can have an impact on SI estimation
and glycaemic control performance. Furthermore, certain EGP values have been
identified to be beneficial to distinguish based on diabetic status.

Keywords: Diabetes · Glucose-insulin model · Endogenous glucose
production · Glycaemic control · Insulin sensitivity

1 Introduction

Critically-ill diabetic and non-diabetic patients are commonly associated to stress hyper-
glycaemia [1]. These patients may have sepsis, hypertension, multiple organ failures and
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worse higher rate of mortality [2, 3]. Hyperglycaemia occurs when insulin is no longer
being produced or when it suppresses endogenous glucose production (EGP) due to high
insulin resistance syndrome [4]. EGP plays an important role to sustain glycaemic level
in diabetic and non-diabetic patients, where liver is the central production [5]. Over pro-
duction of glucose by endogenous mechanism is the primary cause for type 2 diabetes
[6].

ICING[7] is a clinically validated physiologicalmodel that enables insulin sensitivity
(SI) estimation. The ‘metabolic parameter’ is identified hourly through integral fitting
method [8] for a more personalized care as each individual in the ICU have different SI
[9]. This model integrates EGP as one of its parameter and was built and validated based
on New Zealand patients [7]. In a pilot trial for Malaysian Intensive Care Unit (ICU)
patients [10], the patient’s estimated SIs were generally lower than New Zealand’s and
Hungary’s. Two unpublished studies showed that they also have larger sum of unlikely SI
estimation, cases of SI= 0 or SI taking negative values. As the ICINGmodel is designed
using patients from a different demographic and with prevalence of diabetic status upon
ICU admission, it is interesting to see if EGP estimation is one of the contributing factors
to that difference in Malaysian critically-ill’s SI estimation.

Stochastic TARgeted (STAR) [11, 12] protocol incorporates physiological ICING
model [7, 13] as part of its glycaemic control. STAR is the latest transition control from
conventional insulin therapy into an automated personalized care treatment [9]. The
ICING model used in this control assumed a constant EGP value of 1.16 mmol/min
based on steady state and unsuppressed by the insulin and glucose basal EGP [7].

Anane et al. [14] assessed several EGP values ranging between 1.5 to 3.5 mmol/min
with step size 0.25 to improve ICING model SI estimation, through BG fitting errors
quantification. The estimation method used by [14] suggested to be used only when
there is negative SI values. Using 4 of the proposed EGP values with the lowest BG
fit error and through quantification percentage of total number (nb.) for SI = 0 value,
this study will assess if the variations of EGP will improve the SI = 0 estimation in
both diabetic and non-diabetic critically-ill patients. Virtual simulations of Stochastic
TARgeted (STAR) control were also performed to confirm if changes in SI will improve
patient’s performance and safety in Malaysian cohort.

2 Method

Retrospective data were separated into 54 diabetic (DM) and 97 non-diabetic (NDM)
patients with similar distribution of age and length of stay, fromHospital Universiti Sains
Malaysia (HUSM) andUniversityMalayaMedicalCentre (UMMC).Both hospitals used
sliding scale glycaemic control. With 5 EGP values (1.16, 1.5, 2.0, 2.5, 3.0) data were
used to run;

i) BG fitting and estimation of SI
ii) STAR virtual simulation

Subjects demographic were categorized in Table 1 by total number of patients, age, total
number of gender (%), length of ICU stays (days), and patient’s diagnosis; hypertension
(HPT), sepsis, kidney problems and others.
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Table 1. Subjects Demographics.

Parameter Median [IQR] when available P-value similarity test

Type of patient Diabetic Non-diabetic

Number of Patients 54 (35.8%) 97 (64.2%) –

Age (years) 62 [57–66] 61 [50–69] 0.6632 > 0.05

% of Gender (F:M) 23 (42.5%):
31(57.5%)

34 (35%):63 (65%) –

Length of Stay (days) 1.5 [3–6] 4 [2–7] 0.1088 > 0.05

Diagnosis

- HPT 11 22 –

- Sepsis 14 18 –

- Kidney Problems 4 9 –

- Others 25 48 –

2.1 ICING Model

Intensive Care Insulin Nutrition Glucose (ICING) model is used to capture the highly
dynamic metabolic parameter, SI. It is modeled using 7 equation as [7]. SI is identified
hourly using integral fitting identification fitting method [15].

2.2 Insulin Sensitivity and BG Fitting Error Assessment

BG fit error is defined by the total percentage of absolute difference between measured
and fitted BG. The equation for BG fit error is illustrated below,

%BGfit,error = |BGmodel − BGmeasured |
BGmeasured

× 100% (8)

SI = 0 is physiologically irrelevant. SI is considered improved if the number of
simulated SI = 0 using is reduced. ANOVA test was used to identify the significance
of SI values distribution between the two EGP 1.16 mmol/min and 3.00 mmol/min of
each cohort. P-value less than 0.05 is considered significant. Cumulative distribution
frequency (CDF) of SI for both diabetic and non-diabetic cohorts was also executed to
compare the pattern results.

2.3 Virtual Trial Analysis

STAR protocol [12] was used in a virtual trial to simulate glycemic control performance
using ICING with modified EGPs. BG target range, insulin and nutrition administration
were set based on Malaysian ICU protocol guidelines [16]. Targeted BG range was 6.0–
10.0 mmol/L and range of insulin infusion was within 0.0–8.0 U/hr, with increment of
0.5 U–2.0 U. The nutrition input for patient’s virtual trial was within 20–25 kcal/kg/day.
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From virtual trial, median of BG and% time in BG target range (6.0–10.0 mmol/L) were
assessed. Patient’s safety metric was assessed by number of mild hypoglycaemia (BG<

4.4 mmol/L) and number of severe hypoglycaemia (BG< 2.2 mmol/L).

3 Results

3.1 Insulin Sensitivity and BG Fitting Error Assessment

Table 2 shows the percentage count of SI = 0 with 5 EGP values; 1.16, 1.50, 2.00, 2.50
and 3.00 mmol/min. Comparing EGP equal to 1.16 mmol/min and the highest proposed
EGP of 3.00 mmol/min, the SI estimation improved significantly by reducing SI =
0 value from 25.3% to 0.01% (p-value < 0.05) for diabetic and 13.4% to 0.008% (p-
value < 0.05) for non-diabetic patients. Status-wise comparison, diabetic patients have
more SI= 0 compared to non-diabetic patients using all EGPs, but with 1.16 mmol/min
the difference was the largest with 11.9%.

The table also shows the errors decreased from 0.79% to 0.40%, 0.47% to 0.62%
and increase again to 0.79% when the elevated EGP values were set from 1.16 to 1.50,
2.00, 2.50 and 3.00 mmol/L respectively.

Table 2. Percentage of SI = 0 with EGP variations and the BG fit error results.

Patient’s SI Diabetic (Red) Non-Diabetic (Blue) Graphs 
EGP 1.16 mmol/min  1468/5782=25.3% 1641/12177=13.4% 
EGP 1.50 mmol/min 316/5782=5.4% 371/12177=3.04% 
EGP 2.00 mmol/min 41/5782=0.7% 43/12177=0.3% 
EGP 2.50 mmol/min 5/5782=0.08% 13/12177=0.1% 
EGP 3.00 mmol/min 1/5782=0.01% 1/12177=0.008% 

ANOVA test <0.05 <0.05
BG Fit errors Diabetic Non-Diabetic 
EGP 1.16 mmol/min 0.79 [0.19-6.25] 0.62 [0.15 – 3.02] 
EGP 1.50 mmol/min 0.40 [0.36 -1.74] 0.37 [0.13- 1.12] 
EGP 2.00 mmol/min 0.47 [0.19-0.99] 0.48 [0.19 -1.13] 
EGP 2.50 mmol/min 0.62 [0.26-1.25] 0.64 [0.26-1.43] 
EGP 3.00 mmol/min 0.79 [0.32-1.56] 0.82 [0.32-1.75]
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Figures 1 shows the CDF of SI for (a) diabetic and (b) non-diabetic patients. The
figures illustrate that SI with EGP = 1.16 mmol/min reaches the maximum faster than
the rest of EGPs.

Figure 2 shows an example of a female diabetic patient’s profile with 43 h of gly-
caemic control. The first and second panel show the clinical BG measurements, the
model fitted BG and estimated SI according to different EGP values. Since this patient
has diabetes, the initial BG reading of this patient was very high at 27.7 mmol/L, but it
slowly decreased into stable zone within prescribed target range. The elevated EGP con-
tributed in reducing the BG fit errors within the first 6 h, between 19–25 h and between
30–40 h. The SI = 0 are uniformly elevated with larger EGP values.
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(a)                                                             (b) 

Fig. 1. SI CDF for (a) Diabetic (b) Non-diabetic patients.

Fig. 2. Example of diabetic critically-ill patient’s profiles.

3.2 Virtual Trial Analysis

Table 3 shows the performance in terms of median % BG time in band (TIB) 6.0–
10.0 mmol/L range for diabetic and non-diabetic patients. The diabetic cohort median
% BG in 6.0–10.0 mmol/L increased from 66.8% (EGP= 1.16) to 72.2% (EGP= 2.50)
while, the non-diabetic cohort’s increased from 70.7% (EGP = 1.16) to 72.8% (EGP =
2.00) and 72.2% (EGP= 2.50). The BG values reduced from 9.28 (EGP= 1.16) to 9.20
(EGP= 2.50) mmol/L and 7.95 (EGP= 1.16) to 7.81 (EGP= 2.50) mmol/L in diabetic
and non-diabetic patients.
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Patient safety for BG < 4.4 mmol/L shows number of cases reduced from 37 (EGP
= 1.16) to 9 (EGP = 2.50) in diabetic and 38 (EGP = 1.16) to 20 (EGP = 3.00) in
non-diabetic patients. Severe hypoglycaemic cases only occur on non-diabetic patients.
The number were reduced from 6 (EGP = 1.16) to 3 and 4 using higher EGP values.

Table 3. Virtual trial performance and safety results.

EGP values BG (mmol/L) %BG TIB 6.0–10.0 mmol/L Nb. of BG < 4.4 mmol/L Nb. of BG < 2.2 mmol/L

DM NDM DM NDM DM NDM DM NDM

EGP 1.16 9.28 7.95 66.8 70.7 37 38 0 6

EGP 1.50 9.30 7.86 66.1 71.8 10 30 0 4

EGP 2.00 9.23 7.82 65.2 72.8 14 25 0 4

EGP 2.50 9.20 7.81 70.8 72.2 9 23 0 3

EGP 3.00 9.20 7.81 63.7 71.7 12 20 0 4

4 Discussion

The variation of EGP as shown in Fig. 1 illustrates the linear increase of SI with each
EGP values. Based on that, we can assume the estimation of SI for both diabetic and non-
diabetic patients will continue to increase with higher EGP. However, higher EGP is not
clinically relevant for ICU patients [17] thus EGP value is limited to 3.00 mmol/min in
our study. In terms of the unlikely SI estimation, the number of SI = 0 reduced expo-
nentially with increased values of EGP, and the maximum reduction is reached on EGP
3.00mmol/min. TheBGfit error has a ‘V’ trend.Minimumerrorwas identified onEGP=
1.50 mmol/min, and the values keep rising onward. The differences between each EGP
error is insignificant. Elevating EGP is beneficial to decrease SI = 0, but it needs to be
compromised at least with BG fitting error. A further look at the STAR glycaemic con-
trol performance using this estimation showed that highest performance in target range
is attributed to EGP= 2.50 mmol/min for diabetics but EGP= 2.00 mmol/min for non-
diabetics. The number of cases formild hypoglycaemia decreasedwith higher EGPvalue
of 2.50mmol/min and 3.00mmol/min in diabetics and non-diabetics.While the variation
of performance from non-diabetics is relatively the same. For EGP= 2.00mmol/min and
2.50mmol/min the performance is better in non-diabetic and diabetics. This question the
existence of SI range that can improve Malaysian patient performance.

TheSI non likely estimation recorded reduction from25.3% (EGP=1.16mmol/min)
to 0.01% (EGP= 3.00 mmol/min) and 13.4% (EGP= 1.16 mmol/min) to 0.008% (EGP
= 3.00 mmol/min) in diabetic and non-diabetic patients. The difference is much more
obvious in diabetics. Secondly, at EGP equals to 1.50 mmol/min, median BG fit errors
between diabetics and non-diabetics recorded the largest gap from previous EGP value,
1.16 mmol/min with 0.39% and 0.25%. Again, the difference is more accentuated to the
diabetics, but in both cases, the differences are larger at the beginning and start to slow
down after. These results suggest to differentiate choice of EGP upon diabetic status only
when working with the low 1.16 to 2.5 range. For cases with higher EGP, we can assume
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both cohorts can share the same constant for control and treatment recommendations. In
any case, further studies need to be conducted to proof that the suggestion is solely based
on diabetic status and not the available patient’s data.

Based on this study, several orientations of improvement have been identified. First,
simulation and discussion were done based on estimated SI using ICING model. The
study was not supported by real SI that can be estimated using clinical techniques like
homeostatic model assessment (HOMA) or glucose clamp technique. Second, based on
the performance results, it is interesting to do a study on SI range that can improve
Malaysian patient glycemic control performance. A feedback control within that range
can give a better indication on the best choice of EGP. In any case, in depth study with
more data needs to be done to validate any suggestion.

5 Conclusion

From this study, the EGP values between 1.50 and 2.50 mmol/min improved SI esti-
mation and fitting error results in Malaysian diabetic and non-diabetic patients. Based
on both cohorts’ results, EGP values of 2.50 mmol/min strongly demonstrated the best
compromised between reduction of SI = 0, BG fit error and % in target band of 6.0–
10.0 mmol/L. The 1.50–2.50 mmol/min range of values can be proposed to be used as
EGP constant in STAR Malaysia implementation to improve the automated treatment
recommendation, thus ensuring a better performance and safety.
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Abstract. Transabdominal ultrasound scan is one of the appropriate methods to
measure the size of prostate gland. Enlarged prostate is a precursor to prostate can-
cer and hence, it is more of a concern when enlarged prostate occurs in youngmen.
This study has been conducted to determine the actual size of prostate gland among
asymptomaticmale students inMalaysia and compare the volumeof prostate gland
among different age groups. A cross-sectional descriptive study was conducted
among 101 male students aged between 18 to 26 years old in a private institution
in Nilai, Negeri Sembilan, Malaysia. The respondents were randomly recruited
using convenience sampling method. A validated self-administered questionnaire
covering socio-demographic data was used. Respondents need to undergo a trans-
abdominal ultrasound scanning by an expert in the measurement of prostate vol-
ume. Majority of the respondents were aged between 18 to 20 years old (55%) and
were Malays (88%). A total of 92% of the respondents did not have any family
history related to prostate cancer. The average size of prostate glands was found to
be normal in size with 21.1 (±3.9) cc. Prostate dimension for students aged 18–20
years old was significantly smaller compared to respondent aged 24–26 years old
(p = 0.01). It is concluded that, the asymptomatic male students in this study has
normal size of prostate gland.

Keywords: Prostate gland · Prostatic volume · Ultrasound scanning

1 Introduction

The prostate gland is a conical fibromuscular, single accessory structure of the male
reproductive system. It envelops the urethra in the pelvic cavity. The prostate is situated
just above the pelvic floor, inferior to the urinary bladder, posterior to the pubic sym-
physis, and anterior to the rectum. The prostate comprises as 30–40 individual complex
glands, which develop from the urethral epithelium into the neighboring wall of the
urethra [1]. The transverse measurement of prostatic base is about 4 cm. The gland mea-
sures around 2 cm antero-posteriorly and 3 cm in its vertical diameters. The estimated
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weight of prostate gland is about 8 g in younger adults, but almost constantly enlarges
with the progression of benign prostatic hyperplasia (BPH): it generally weighs 40 g,
but occasionally as high as 150 g or even higher, after the first five decades of life [2].

The zonal anatomy of the prostate is clinically significant because most carcinomas
occur in the peripheral zone, whereas BPH affects the transitional zone, which may
develop to make the bulk of the prostate. BPH begins as micronodules in the transitional
zone which grow and consolidate to form macro-nodules around the inferior margin of
the pre-prostatic urethra, just above the verumontanum. The central zone encircling the
ejaculatory ducts is hardly affected by any illness [1].

In men between the age of 21 and 30 years, the normal prostate reaches 20 ± 6 g,
and its weight remains virtually consistent with increasing age unless BPH develops.
The prevalence of pathological BPH is only 8% at the fourth decade; however, 50% of
the male population has pathological BPH when they are 51 to 60 years old [3].

The size of prostate gland can be measured through the transabdominal approach
with excellent images and reasonable accuracy, as it is atraumatic and well tolerated by
the patient. It does not require special additional equipment, hence making it a procedure
that can be performed in all ultrasound laboratories. It is considered to be fast and easy,
and the prostate is visualized in two planes providing the three dimensions necessary
for accurate measurement [4, 5].

Literatures has reported the dimension of normal prostate gland; nonetheless, limited
studies done had focused on measuring normal prostate gland in asymptomatic young
males. Hence, this study has been conducted to determine the actual size of prostate
gland among asymptomatic male students in Malaysia. Besides, it is to compare size of
prostate gland among asymptomatic male students between age groups.

2 Methodology

This cross sectional study conducted at a private University, Malaysia for one year from
July 2017 to July 2018. This study was approved by Institutional ReviewBoard with eth-
ical registered number (KPJUC/RMC/BPH/EC/2017/122). A total of 101 asymptomatic
male students recruited aged between 18 to 26 years old. The students with history of
prostate surgery or congenital anomalies of prostate gland were excluded from the study.

2.1 Data Collection Tools

Two type of data collection sheets; (1) a self-administered form of questions on socio-
demographic characteristics such as age, race and family history of prostatic diseases,
and (2) prostate gland dimension measurement form for transabdominal ultrasonogra-
phy procedure which includes the anteroposterior (length), cephalocaudal (height) and
transverse (width) measurements of prostate gland were used. Prostatic transabdominal
ultrasound was done using ultrasound machine (Esoate, MyLabTMOne Model) with a
convex abdominal transducer (5–13 MHz). The ultrasound scan was performed by an
expert with a minimum of five years experience in the field of medical ultrasonography.
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2.2 Data Collection Process

The respondents were briefed about the whole procedure and they were consented prior
to it. The socio-demographic form should be answered by each respondent before they
underwent transabdominal ultrasound scan. Respondent was asked to drink at least
500 ml of water and wait until the urinary bladder was adequately filled; approxi-
mately about 30 min. The full bladder serves as an acoustic window to better visualize
the prostate gland. Three measurements of prostate gland were done and recorded in the
measurement form, which includes anteroposterior (length), cephalocaudal (height) and
transverse (width) measurements of prostate. The mean of each measurement was used
for further analysis. The ultrasound scan images were stored in the archive for further
reference.

2.3 Statistical Analysis

The data collected were analyzed using the statistical package for social science (SPSS)
version 22.0 and Microsoft Excel version 16.0 (Microsoft Office 365). The prostate
gland volume was calculated by using the ellipsoid formula (1), and One Way ANOVA
test was used to compare the prostate volume between age groups.

Prostate Volume =W x H x L x
π

6
(1)

W = Width (Transverse measurement)
H = Height (Cephalocaudal measurement)
L = Length (Anteroposterior measurement)

3 Results

Total of 101 questionnaire was fully completed. Table 1 shows the demographic data
contains the age, race and family history of prostate diseases of respondents. Table 2
shows the mean prostatic dimensions of respondents.

Table 1. Socio-Demographic Characteristics of Respondent.

Demographic
data

Criteria N (%)

Age group 18–20 years old 56 (55.5)

21–23 years old 28 (27.7)

24–26 years old 17 (16.8)

Race Malay 89 (88.1)

Chinese 2 (2.0)

Indian 6 (5.9)

Others 4 (4.0)

Family History Yes 8 (7.9)

No 93 (92.1)
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Table 2. Mean Measurements of the Prostate Dimensions and Volume.

Age Group
(years)

Height
(cm)
Mean (SD)

Width
(cm)
Mean (SD)

Length
(cm)
Mean (SD)

Prostate Volume
(cc)
Mean (SD)

Total Volume of
Prostate
(cc)
Mean (SD)

18–20 2.64 (0.27) 3.66 (0.38) 4.02 (0.41) 20.42 (3.14) 21.07 (3.86)

21–23 2.65 (0.28) 3.68 (0.31) 4.07 (0.43) 20.88 (4.29)

24–26 2.74 (0.34) 3.86 (0.34) 4.21 (0.43) 23.52 (4.49)

One-way ANOVA was done to compare the mean of prostate volume among the
three age groups. The respondents of 24 to 26 years age group have the greatest volume
of prostate gland (mean: 23.52; SD: 4.49) and the respondents of 18 to 20 years age
group have the least volume of prostate gland (mean: 20.41; SD: 3.14). The post-hoc
tests shows that prostate volume between age group 18 to 20 and 24 to 26 years old
was significantly different (p < 0.01). The result proves that the prostate volume would
increase with age and prostate dimension for respondents aged 18–20 years old was
significantly smaller compared to respondents aged 24–26 years old (p < 0.01).

4 Discussion

According to Edwards (2008), the normal size of the prostate gland was 20 to 30 cc
[6]. The prevalence of symptomatic benign prostate enlargement (BPE) inMalaysia was
39.3%. This prevalence increased 8% per decade from 41.7% for men aged 50 to 59 to
65.4% for men aged 70 or more [7]. The StarMalaysia (2017), reported that inMalaysia,
BPE only occurs after the age of 40, where the exact cause has not been identified, but it
is believed to be due to the imbalance of sex hormones. Strong evidence that decreasing
levels of androgens, as happens in older age, alters genes which control apoptosis, which
is programmed cell death. This leads to an overgrowth of cells in the prostate [8]. In
our study, the entire population was less than 30 years old and the study reveals that the
average size of the prostate gland is 21 cc, which is well placed below the normal limit
of this age groups.

The prostate dimension of students aged 18–20 years old was significantly smaller
compared to respondents aged 24–26 years old. This is supported by Gray’s anatomy
(2014), which explained that the prostate gland begins a developmental stage between
the ages of roughly 14 and 18 years and enlarges more than doubles in volume. The
follicular development is the main reason for the growth, partially from terminal-buds
on ducts, and slightly from alteration of the ductal branches [2].

During the third decade the glandular epithelium grows by irregular multiplication of
the epithelial infoldings into the lumen of the follicles. After the third decade, the size of
the prostate remains nearly unchanged until 45–50 years. After 45–50 years the prostate
tends to develop BPH: an age-related condition. If when a man lives long enough then
BPH is inevitable but it is not always symptomatic.
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The significant increase of human prostatic growth with age has been reported by
many journals. Our study also found that there was a significant increase in the volume
of prostate gland with the age. Moreover, a study conducted by Hoo et al. (2012), also
reported that the normal volume of prostate gland range about 0.25 cc at birth to 10 cc
sized at puberty [9]. After puberty, the prostate volume will continuously grow as the
age increase for most of the male’s life. Findings from Zhang et al. (2013), shows that
the increase in prostate volume was measurable in each 10-year age group and doubled
from 5.5 ml in 40–49 years to 11.1 ml in 70–80 years [10]. Furthermore, males aged
between 50 and 57 had the highest volume of the prostate gland (28.89 cc), while the
lowest prostatic volume was among the age 30 years old and below (19.97 cc) [11].

5 Conclusion

It is concluded that the asymptomatic male students in this study has normal size of
prostate gland. Students aged 18–20 years old has smaller prostate dimension compared
to students aged 24–26 years old.
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Abstract. Although digital technology increases cancer detection rate, the quality
of mammographic images still relies on how the breast is being positioned during
the procedure. This study determined the association between type of positioning
errors and false negative mammogram found in digital mammography. Meth-
ods: Image quality of 17 false negative (FN) digital mammographic cases was
independently evaluated by one radiologist using the PGMI criteria. The type of
positioning errors made in each mammogram was identified. Chi-square test was
used to analyse the association between the type of positioning errorsmade and FN
mammogram. Results: Image quality was significantly different for all mammo-
graphic views in digital mammograms, χ2 = 29.168, p < 0.0001. Majority of
mammograms hadmoderate quality image (41.9%), followed byGgrade (25.8%),
I grade (17.7%) and P grade (14.5%). A significant association was seen between
the positioning error with insufficient pectoral muscles projected and mammo-
graphic views, χ2 = 17.956, p < 0.05. However, no significant association
was demonstrated for other positioning errors (p > 0.05). Errors such as not well
demonstrated inframammary fold was the most common positioning errors found
in mediolateral oblique view. Contrarily, insufficient projection of pectoral mus-
cles alone was themost common positioning error made in craniocaudal viewwith
94.1% and 92.9% for left and right side respectively. Conclusion: Image quality
of false negative mammogram is appreciably impacted by breast positioning error.
Improper positioning could lead to inaccurate and less precision interpretation by
radiologists. Thus, improper positioning affecting most of missed breast cancer in
screening mammography. A high mammographic technique is crucial for cancer
to be early and successfully detected.

Keywords: Mammography · PGMI · Positioning error · False negative

1 Introduction

Early detection of breast cancer has been proven to make a significant difference in
quality of life, disease progression and mortality rates [1, 2]. With availability of digital
technology in medical imaging, an increment in cancer detection rate has been proven
when using digital mammography particularly in breast with high mammographic den-
sity [3, 4]. The use of post processing tools may allow greater capability to differentiate
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normal tissue from cancer by highlighting suspicious regions of interest from dense
fibroglandular background [5, 6]. It is possible, therefore, that with digital technology
the concern over lesions being obscured with dense fibroglandular tissue may no longer
be justified.

Despite the advances of digital technology in mammography, a high-quality mam-
mography is still imperative for a reliable detection and accurate characterization of
subtle lesions in the breast [7]. The quality of the mammographic images depends criti-
cally on the positioning of the breast, compression, optimum exposure, sharpness, noise,
and contrast [8]. The positioning technique in mammography poses a few challenges
due to the varying age, sizes, and body habitus of the patient [9]. In fact, positioning the
breast during mammography procedure merely operator dependent.

Previous study has demonstrated that malpositioned breast contributed the largest
portion of missed cancer in technical aspects [1]. Hence, breast positioning plays an
essential role in maintaining the quality of mammogram and reducing the false negative
mammography diagnosis particularly in this digital era. However, very limited studies
have been carried out to evaluate the association between the positioning errors and
false negative mammography particularly in this digital era. Therefore, identifying the
quality images and common type of positioning errors of missed cancer warrant further
investigations. In this study, the association between the type of positioning errors and
false negative diagnosis was also investigated.

2 Materials and Methods

Ethics approval was granted by Institutional Research Board (NN-2018-080). Mam-
mography reports of the patients were reviewed in the Radiology Information System
(RIS) and the mammograms were retrieved through OsiriX DICOM viewer system.

2.1 Case Selection

A total of 17 false negative (FN) mammographic cases were retrospectively identified
from the clinical database for this study. Each FN case was then grouped according to
four standards mammographic views; including left craniocaudal (LCC), left medio-
lateral oblique (LMO), right craniocaudal (RCC), right mediolateral oblique (RMLO).
All mammographic cases were taken using full-field detector digital mammography
Lorad Selenia by Hologic. A false negative (FN) case is defined when cancer is detected
in the mammogram which was initially a negative or benign mammography (Breast
Imaging Reporting and Data System (BIRADS) 1–2) within two-year follow-up mam-
mography. Cases with unilateral and bilateral mammographic views (CC andMLO) and
histopathologically-proven positive cases were included in this study. Patient with breast
implant, absence of CC or MLO views in any side of breast without mastectomy or no
histopathological results were also excluded from this study. All BIRADS category for
each FN cases were also identified.
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2.2 PGMI Classification

The image quality of FN case was independently evaluated using PGMI system by one
consultant radiologist with more than 10 years’ experience in reporting radiography.
Each positive case was classified as perfect (P grade), good (G grade), moderate (M
grade) or inadequate (I grade) respectively. The presence of specific positioning errors
in mammogram was also identified for each case. Other mammography image quality
criteria such as compression, exposure, sharpness, correct image processing and artefacts
were not evaluated in this study.

2.3 Statistical Analysis

The proportion of image quality (P, G, M, I) between different mammographic views
were analysed. The association between type of positioning errors and the false nega-
tive mammogram was computed using Chi-square test. In addition, the proportion of
BIRADS category between different PGMI image quality was also computed using Chi-
square test. All the statistical analyses were done using Statistical Package for the Social
Sciences (SPSS, version 25) and statistical significance was determined at a p-value <

0.05.

3 Results

From 17 FN cases, 17 mammograms of left breast and 14 mammograms of right breast
were available for review and were categorized into four PGMI image quality classifi-
cations (Table 1). Analysis using Fisher’s Exact Test showed that the proportion of FN
cases graded for image quality is significantly different for all mammographic views,
χ2 = 29.168, p < 0.0001. Majority of FN mammograms had moderate image qual-
ity (41.9%), followed by G (25.8%), I (17.7%) and P (14.5%). For left breast, LCC and
LMLO mammograms were mostly graded in M with 47.1% and 58.8% respectively.
This was followed by G (47.1%) and I grade (11.8%) for LCC and, P (23.5%) and I
grade (17.6%) for LMLO. None of the mammograms were identified with any position-
ing error in LCC or G grade in LMLO. For the right breast, most of the FN cases had
image quality of G (64.3%), followed by M (14.3%), I (14.3%) and P grade (7.1%) in
RCC view. For RMLO view, 42.9% of the mammograms had M grade and 28.6% for
each I and P grade but no mammogram with G grade was identified.

Insufficient projection of the pectoral muscles was the most common positioning
error in CC view for both left (94.1%) and right (92.9%) sides. Insufficient inclusion
of breast tissues on the image followed as the second most attribute positioning error
found in the CC view with 11.8% in LCC and 14.3% in RCC. The least common
positioning error made in CC view was nipple not in profile and it was only found in
left breast (5.9%). For MLO view, inframammary fold not well demonstrated was the
most likely type of positioning error seen in both LMLO (70.6%) and RMLO (64.3%).
This was followed by insufficient projection of pectoral muscles (52.9%) and insufficient
projection of breast tissues (17.6%) in LMLO. However, the percentage of positioning
error with insufficient projection of breast tissues was higher than insufficient projection
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Table 1. Proportion of false negative mammograms graded for PGMI image quality between
different mammographic views.

Mammographic
view of FN

PGMI image quality, n (%) Total, n
(%)

χ2 P value

P G M I

LCC 0 (0.0) 7 (41.2) 8 (47.1) 2 (11.8) 17 (100)

LMLO 4 (23.5) 0 (0.0) 10
(58.8)

3 (17.6) 17 (100)

RCC 1 (7.1) 9 (64.3) 2 (14.3) 2 (14.3) 14 (100) 29.168 < 0.001*

RMLO 4 (28.6) 0 (0.0) 6 (42.9) 4 (28.6) 14 (100)

Total 9 (14.5%) 16
(25.8)

26
(41.9)

11
(17.7)

62 (100)

¥FN = False negative, LCC = Left craniocaudal, LMLO = Left mediolateral oblique, RCC =
Right craniocaudal, RMLO = Right mediolateral oblique
*statistically significant difference at p < 0.05, Fisher’s Exact Test

Table 2. Association of positioning errors and false negative mammograms in both craniocaudal
and mediolateral oblique views of right and left breast.

Type of
positioning
error

Mammographic view of FN cases, n (%) Total
mammographic
images, n (%)

χ2 P value

LCC LMLO RCC RMLO

Pectoral muscles insufficiently projected, n (%)

Insufficient 16
(94.1)

9 (52.9) 13
(92.9)

5 (35.7) 43 (69.4) 17.956 <0.05*

Sufficient 1 (5.9) 8 (47.1) 1 (7.1) 9 (64.3) 19 (30.6)

Nipple in profile

No 1 (5.9) 0 (0.0) 0 (0.0) 1 (7.1) 2 (3.2) 2.214 0.847

Yes 16
(94.1)

17
(100.0)

17
(100.0)

13 (92.9) 60 (96.8)

Insufficient breast tissue projected, n (%)

Insufficient 2
(11.8)

3 (17.6) 2 (14.3) 6 (42.9) 13 (21.0) 4.652 0.214

Sufficient 15
(88.2)

14
(82.4)

12
(85.7)

8 (57.1) 49 (79.0)

Inframammary fold not well demonstrated, n (%)

No – 12
(70.6)

– 9 (64.3) 21 (67.7) 0.999

Yes – 5 (29.4) – 5 (29.4) 10 (32.3)

*statistically significant difference at p < 0.05, Fisher’s Exact Test
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of pectoral muscles in RMLO (42.9% vs 35.7%). Improper positioning of nipple was
the least common error made in MLO view with 7.1% found in right side only. Analysis
of Fisher’s exact test (Table 2) indicated a significant association between the type
of positioning error with insufficient pectoral muscles projected and mammographic
views, χ2 = 17.956, p < 0.05. However, no significant association was demonstrated
for other positioning errors (p > 0.05). BIRADS category was not associated with the
different types of PGMI image quality χ2 = 13.561, p = 0.197, Fisher’s Exact Test
(Table 3). M grade mammograms consisted of 100.0% BIRADS 3, 43.3% BIRADS 4,
38.9% BIRADS 4c and 50% BIRADS 5. While 15% I grade was more likely to have
higher BIRADS category (4–5). All FN mammograms did not have positioning error
type of presence of skinfold in the image.

Table 3. Association of BIRADS category between different PGMI image quality.

PGMI image
quality
classification

BIRADS category, n (%) Total, n
(%)

χ2 P value

3 4a 4c 4 5

Perfect 0 (0.0) 2 (50.0) 3 (16.3) 4
(13.3)

0 (0.0) 9 (15.0) 13.561 0.197

Good 0 (0.0) 2 (50.0) 7 (38.9) 6
(20.0)

1 (25.0) 16
(26.7)

Moderate 4 (100.0) 0 (0.0) 7 (38.9) 13
(43.3)

2 (50.0) 26
(43.3)

Inadequate 0 (0.0) 0 (0.0) 1 (5.6) 7
(23.3)

1 (25.0) 9 (15.0)

BIRADS = Breast Imaging-Reporting and Data System

4 Discussion

A significant association between the image quality and mammographic views demon-
strated in this study explains that poor image quality of mammogram can be linked to
undetected breast cancer. Overall clinical image quality of missed cancer cases in this
study has poor positioning technique with more than 50%were graded as M and I grade.
The image quality of mammogram also failed to achieve the acceptable quality standard
in accordance to the quality assurance of Ministry of Health in Malaysia [10], whereby
mammograms with P, G,M grades only constituted to 90% in this study (< 97% require-
ment). It is recommended that P and G grade should constitute to more than 50% and
images with I grade should be less than 3%, however, our results showed undesirable
results with 35% and 8% respectively.

Although M grade mammogram is often considered acceptable for diagnostic pur-
poses, it is still known as poor positioned mammogram with one or more errors. Due
to these positioning errors, some portion of breast tissue may not be completely imaged
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on the mammogram and evaluated by the radiologist or breast reader. Thus, cancer in
that particular portion of the breast is more likely to be missed. The sensitivity of mam-
mography will therefore decrease significantly. Indeed, the sensitivity of mammography
dropped from 84.4% among cases with good positioning to 66.3% among cases with
poor positioning [11], Furthermore, poor image quality have been found responsible for
delayed detection in 22% of screening-detected cancers and 35% of interval breast can-
cers [12], Delayed cancer detection will result in diagnosis of cancer at a more advanced
stage and reduce chances of survival among patients. We found that all the missed breast
cancer in this study had a high BIRADS category (3, 4, 4a, 4c and 5) with more than
55% attributed to poor image quality (M and I grade). The chance of being diagnosed
with breast cancer increases with the rise in BIRADS category. With some of character-
istics of mammographic lesion features being challenging to detect [13], a poor clinical
image quality therefore will increase the likelihood of the breast cancer being missed
and delay the early treatment delivered. As for a very poorly positioned mammogram (I
grade), a repeat mammography is required, resulting in increased radiation exposure to
the patient.

An ideal CC view should demonstrate maximum amount of medial and lateral breast
tissue with retromammary space and some portion of pectoral muscle. Posterior medial
breast tissues and pectoral muscles are important to be included in CC view given
that undetected cancers are more frequently located at these regions in women at high
risk [14]. Unfortunately, insufficient projection of pectoral muscles and inclusion of
posterior breast tissues are the most common positioning error found in CC as compared
to MLO view in this study. Positioning of the pectoral muscle during mammography
were deemed the most challenging part in mammography technique with a significant
association demonstrated in this study (P < 0.05). Importantly, the pectoral muscles
were only visualised on 30%–40% of cases in CC view when the breast was properly
positioned [15]. Visualisation of pectoral muscles on CC view will assure the inclusion
of posterior part of breast tissue.

A high quality MLO mammogram should have sufficient visualisation of pectoral
muscles, well demonstrated IMF, nipple in profile and no skin fold or artefacts seen [16,
17]. This mammographic view best visualizes the posterior and upper-quadrants of the
breast. However, among all missed cancer cases from MLO view in this study, majority
were graded as M grade and reflected a number of positioning errors including not well
demonstrated IMF, insufficient projection of pectoralmuscles and breast tissues. A previ-
ous study also found that 5.6%of themissed cancerwas caused by the poor positioning of
mammography especially if pectoralmuscles and IMFwere insufficiently projected [18].
Inability to visualize these particular breast areamay increase the likelihoodofmissing an
invasive breast cancer and reduce the sensitivity ofmammography [18, 19].Although, the
true incidence of breast cancer found in the IMA is not well known [20], the presence of
IMF is still a very important indication that the postero-inferior part of breast tissues has
been sufficiently imaged. Anatomical presentation and the ability of the radiographer to
manoeuvre the breast prior and during themammography procedure is known to attribute
to the extent the IMF is included on the image [21], ultimately influencing the final grade
awarded.
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Failure in demonstrating the IMF in MLO view showed a significant association
with missed cancer in the current study. Previous studies have stated that there is a
constant relationship between the IMF and the inferior origin of the pectoralis major
muscles that coincides with the embryologic development of the chest wall [22, 23].
Hence, when the chest wall muscles contract and not in a relaxed state; IMF and the
pectoralis major muscles are linked and will be attracted towards the chest wall, making
the breast positioning ever more difficult. Often, when positioning for MLO projection,
the radiographers are not only positioning the breast but also required to adjust the
patient’s body and the placement of image receptor to ensure whole MLO image criteria
can be visualised.

Regardless how advance the technology is, a good clinical skill still plays an impera-
tive role in maximizing the number of breast cancer being detected in mammography. A
skilful radiographer canminimize the errorsmade and likelihood of cancer beingmissed.
The importance of training, via continued education should be emphasized among the
radiographers and technologists. Furthermore, a systematic assessment of image quality
in screeningmammography program at the centres should be employed in daily practice.

It is acknowledged that an important limitation of this study is that the image quality
evaluation using PGMI classifications system was done by one radiologist which may
introduce bias in the study. In addition, the PGMI classification system has a subjective
factor despite recommendations, criteria and guidelines. This limitation can be overcome
in the future study by having the scoring system for each PGMI criteria and increase
the subcategories of the criteria with more than one evaluator. Future research which
involves a bigger sample size and reduce the significant effect of commonmistakesmade
in a specific centre on the statistical analysis.

5 Conclusion

Overall clinical image quality of missed cancer cases in this study has poor positioning
technique with more than 50% were graded as M and I grade. A significant association
was demonstrated between the image quality and mammographic views. The common
positioning errors found inCCviewwas insufficient visualization of posteromedial tissue
and incorrect IMA not well demonstrated contributed to the most attribute positioning
error in MLO view. Hence, the findings suggested that mammographic procedures are
highly operator dependent to produce high diagnostic quality images. Poor clinical image
quality could affect the image interpretation and delay the diagnosis of breast cancer.
Thus, the effectiveness of breast cancer screening program fails to meet it purpose. A
dedicated training can be tailored for radiographers that likely to make those positioning
errors. Through this training, the radiographers’ performance may improve as well as
the mammography quality services.

References

1. Rasha, M.K., Naglaa, M.A.R., Hassan, M.A.: Missed Breast Carcinoma; Why and How to
Avoid? J. Egyptian Nat. Cancer Inst. 19(3), 178–194 (2007)



Common Mammographic Positioning Error in Digital Era 149

2. Aidalina, M., Syed, M.A.: The uptake of Mammogram screening in Malaysia and its
associated factors: a systematic review. Med. J. Malaysia 73(4), 202–211 (2018)

3. Heddson, B., et al.: Digital versus screen-film mammography: a retrospective comparison in
a population-based screening program. Eur. J. Radiol. 64(3), 419–425 (2007)

4. Chelliah, K.K., Voon, N.S.M.F., Ahamad, H.: Breast density: does it vary among the main
ethnic groups in Malaysia? Open J. Med. Imaging 3(4), 105–109 (2013)

5. Kanaga, K.C., Yap, H.H., Laila, S.E., Sulaiman, T., Zaharah, M., Shantini, A.A.: A critical
comparison of three full field digital mammography systems using figure of merit. Med. J.
Malaysia 65(2), 119–122 (2010)

6. Chelliah, K.K., Wee, C.A., Elias, L.S., Aziz, S.: Image quality of two full field digital mam-
mography using a female breast phantom. J. Sains Kesihatan Malaysia (Malaysian Journal
of Health Sciences) 7(1), 65–72 (2009)

7. Yaffe, M.J. et al.: Technical aspects of image quality in Mammography. J. ICRU 9(2), 33–51
(No 2 Report 82)

8. Manju, B.P., et al.: Breast Positioning during Mammography: Mistakes to be Avoided. Breast
Cancer Basic Clin. Res. 8, 119–124 (2014)

9. Olive, P., Positioning chanllenges in Mammography. Radiol. Tech. 85(4), 417–439M (2014)
10. Malaysia, Quality Assurance Guidelines in Radiology Service. Act 304, 2017
11. Taplin, S.H., et al.: Screening mammography: clinical image quality and the risk of interval

breast cancer. Am. J. Roentgenol. 178, 797–803 (2002)
12. Ashley, I.H., Kelly, L.O., Jason, B.G.: Mammography positioning standards in the digital era:

is the status quo acceptable? Am. J. Roentgenol. 209, 1–7 (2017)
13. Norsuddin, N.M., et al.: An investigation into the mammographic appearances of missed

breast cancers when recall rates are reduced. British J. Radiol. 90(1076), 20170048 (2017)
14. Min, S.B., Woo, K.M., Jung, M.C.: Breast cancer detected with screening US: reasons for

nondetection at Mammography. Radiology 270(2), 369–377 (2014)
15. Robyn, L.: Digital Mammography: clinical image evaluation. Breast Imaging, An Issue of

Radiologic Clinics of North America (2010)
16. England, P.H.: NHS Breast Screening Programme Guidance for breast screening Mammog-

raphers (2017) Third edition
17. Peitgen, H.O.: Digital Mammography: IWDM 2002 6th International Workshop on Digital

Mammography, Springer, Berlin (2002)
18. Muttarak, M., Pojchamarnwiputh, S., Chaiwun, B.: Breast carcinomas: why are they missed?

Singapore Med. J. 47, 851–857 (2006)
19. Kamal, R.M., et al.: Missed breast carcinoma; why and how to avoid? J. Egypt Natl. Cancer

Inst. 19, 178–194 (2007)
20. Behranwala, K.A., Gui, P.H.: Breast cancer in the inframammary fold: is preserving the

inframammary fold during mastectomy justified. Breast J. 11, 340–342 (2002)
21. Bassett, L.W., et al.: Mammographic positioning: evaluation from the view box. Breast

Imaging 188(3), 803–806 (1993)
22. Netscher, D.T., Peterson, R.: Normal and abnormal development of the extremities and trunk.

Clin. Plast. Surg. 17(1), 13–21 (1990)
23. Nanigian, B.R., Granger, B.: Inframammary crease: positional relationship to the pectoralis

major muscle origin. Aesthetic Surgery J. 27(5), 509–512 (2007)



A Dot-Probe Paradigm for Attention Bias
Detection in Young Adults

Mei-Yi Wong1, Chen Kang Lee2, Paul E. Croarkin3, and Poh Foong Lee1(B)

1 Lee Kong Chian Faculty of Engineering and Science, Universiti Tunku Abdul Rahman,
Kuala Lumpur, Malaysia
leepf@utar.edu.my

2 Department of Information Systems, Faculty of Information and Communication Technology,
Universiti Tunku Abdul Rahman, Kampar Perak, Malaysia

3 Department of Psychiatry and Psychology, Mayo Clinic, Rochester, MN, USA

Abstract. Depression is a common, but serious medical illness. Several influen-
tial cognitive theories propose that the maintenance of depressive symptoms is
associated with negative cognitive biases. This study aims to evaluate the effec-
tiveness of using a dot-probe task to detect negative attention bias in young adults
and to study the effectiveness in using emoji images versus real face images in
a dot-probe task. A total of 50 young adults (aged 18 to 29) were recruited and
completed a visual dot-probe task under two conditions, once with face-type stim-
uli and then with emoji-type stimuli. Participants exhibiting depressive symptoms
showed a greater attention bias towards faces with sad expressions compared to
non-depressed participants. However, no evidence was found for differences in
attention biases towards happy expressions, as well as toward emoji images rep-
resenting happy and sad expressions. The average reaction time was faster for
emoji-type trials compared to face-type trials. Results support the use of happy
and sad expressions in a dot-probe task to detect attention bias related to depres-
sive symptoms in young adults. Despite finding a lack of differences in general
attention bias towards emoji-type images, further analysis is required to make a
reliable verdict on the efficacy of using emoji images in a dot probe task.

Keywords: Dot-probe task · Depression · Young adults · Attention bias

1 Introduction

Depression is a prevalent and serious disorder with impairing symptoms such as fatigue,
sleep disturbances, anger management issues, feelings of hopelessness and guilt, and
thoughts of death and suicide [1]. Cognitive theories of depression have postulated that
the development, maintenance and recurrence of depressive episodes are linked with
negative cognitive biases [2–5]. Depression has been associated with the tendency to
attend to negative words over positive or neutral words [6] as well as negative faces
over positive or neutral faces [7, 8]. Depressed subjects have also been shown to have
a reduced positive bias, which is present in non-depressed individuals [9]. Accordingly,
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if attention bias is associated with the etiology of depressive symptoms, measuring the
attention bias would aid in the detection of the disorder.

A dot-probe paradigm is the classic task used to measure attention bias, although
modified versions exist for training purposes or to accommodate eye-tracking measure-
ments. In a dot-probe task, a positive and negative stimulus appear on a computer screen
simultaneously in two separate spatial locations. The stimuli are then vanished, and a
dot probe appears in one of the locations where the stimuli was previously displayed.
The subject’s response time is recorded and a faster response to the probe when it
appears in the previous location of a threatening stimulus is interpreted as a vigilance for
threat, indicating attentional bias [10]. Current research on cognitive bias is focused on
examining the role of attention bias in depression and developing effective experimental
procedures for treatment. The development of more effective paradigms in the measure-
ment of attention bias will contribute towards a useful clinical tool for depression, with
added benefits of reduced cost.

This study aims to evaluate the dot-probe paradigm as a method of identifying symp-
toms of depression through detection of negative attention bias. Pictures of faces and
emoji are used as the stimuli in the task. Dot-probe tasks used in past studies on atten-
tion bias in depression mainly utilize face pairs or word pairs. Recently, a diverse range
of non-disorder specific images have been found to have an effect on cognitive biases
related to emotional disorders [11]. Thus, this study will also investigate the effect of
using emoji image pairs in a dot-probe task compared to the standard face image pairs.

2 Methods

2.1 Participants

A total of 50 participants were recruited for the study from university undergraduate and
postgraduate students, aged between 18 to 29 years (mean= 21.80, SD= 2.44). Selective
and convenience sampling methods were used to recruit participants mainly through
social media network or by word of mouth. There were 28 participants in the depressive
group and 22 participants in the control group. The exclusion criteria for the study were
individuals with history of substance abuse, are currently on psychotropicmedications or
psychological therapy, or suffering symptomsof schizophrenia or neurological disorders.

2.2 Measures and Instruments

Questionnaires
Participants’ depressive scores were assessed using the Depression and Anxiety Stress
Scales (DASS-21). TheDASS-21 is a shorter, 21-item version of theDASS andmeasures
the magnitude of depression, anxiety and stress states [12]. The reliability (Cronbach’s
alpha) score for the DASS-21 Depression scale has been shown to be good, at 0.88 [13,
14]. Participants also completed the mood and anxiety modules from the Patient Health
Questionnaire (PHQ-9 and GAD-7) (Spitzer, Williams and Kroenke) and the Oxford
Happiness questionnaire [16]. The PHQ-9 scores 9 depression-related criteria from the
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Patient Health Questionnaire, the GAD-7 scores 7 common anxiety symptoms and the
Oxford Happiness questionnaire is a 29-item scale for assessing personal happiness.

Dot-probe Task
The dot-probe task in this experiment employed two types of stimuli, images of facial
expressions and images of emoji. The faces stimuli consist of 16 sets of images selected
from the NimStim Face Stimulus Set [17]. The chosen images were of closed-mouth
expressions of 16 actors (9 female, 7 male) portraying Happy, Neutral and Sad expres-
sions. The emoji images were created by JoyPixels and used under license [18]. Five
emojis containing either the words “smiling” or “grinning” in their descriptions were
chosen to depict happy emotions, while five emojis containing either the words “frown-
ing”, “disappointed” or “crying” in their descriptionswere chosen to depict sad emotions.
A neutral emoji was used to depict the neutral expression. All images were presented in
greyscale.

All face image pairs consist of an emotional expression (either happy or sad) paired
with the neutral expression of the same actor. Happy expressions are never paired with
sad expressions. Therefore, the 32 face image pairs are presented about twice in every
block for a total of 60 trials. The emoji image pairs also comprise of an emotional
expression paired with the neutral expression. The 10 emoji image pairs are presented
6 times per block for a total of 60 trials. The order in which the image pairs appear in
each block is fully randomized for every trial block.

2.3 Procedure

Participantswere briefed on the study andgiven instructions for the task, afterwhichwrit-
ten informed consent was obtained from them. Before starting with the dot-probe task,
demographic information was collected from the participants. After that, participants
completed the DASS-21, PHQ-9, GAD-7 and Oxford Happiness Questionnaire.

At the beginning of the dot-probe task, 12 practice trials were provided to enable the
participants to familiarize themselves with the task. The actual experimental dot probe
task consisted of 240 experimental trials divided into four blocks, each block separated
by short breaks. Face pairs were presented as stimuli during the first two blocks of trials
while emoji pairs were presented during the second two blocks of trials. Each trial began
with a blank screen for 500 ms, after which a fixation dot was presented in the centre of
the computer screen for 500ms. A pair of faceswere presented in a top-bottom alignment
for 1000 ms. Once the face pair disappeared, a probe appeared with equal probability
either in the top position or the bottom position. The probe had an equal probability of
being the letter “Q” or the letter “O”. The participant was required to press the “Q” key
on the keyboard if a “Q” probe had appeared or press the “O” key if an “O” had appeared.
The probe remained on the screen until the participant pressed one of the corresponding
keys or timeout of the trial at occurred 3000 ms.

The response time and accuracy of the participant in each trial was recorded. The
emotional expression had an equal probability of appearing either in the top position
or the bottom position. The task was conducted on each participant individually on a
computer in a laboratory testing room. The experiment sessions lasted between 50 min
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to 1 h each. Participants were provided details on the purpose of the study at the end of
the sessions.

2.4 Data Analysis

Bias Index Calculation
The dot probe task was implemented using OpenSesame [19]. During the task, the
program recorded the reaction times for each trial. The reaction times were used to
calculate an attention bias score using the following equation [6]:

Bias score = 1

2
[(UT ∗ LP + LT ∗ UP) − (UT ∗ UP + LT ∗ LP)] (1)

where the term UT * LP corresponds to the reaction time of the subject when the probe
is in the lower position (LP) and the threat, which is an emotional face in the case
of this study, is in the upper position (UT). Therefore, (UT * LP + LT * UP) gives
the reaction times for the incongruent trials where the probe appears in the opposite
location from the emotional face, while (UT * UP + LT * LP) gives the reaction times
for the congruent trials where the probe appears in the location of the emotion face. By
subtracting the congruent trial reaction times from the incongruent trial reaction times,
themean speeding of response to threat can be calculated [20]. The bias score reflects the
Threat Position x Probe Position interaction, with positive values indicating an attention
bias towards threat (vigilance) and negative values indication a bias away from threat
(avoidance).

In calculating the attentionbias scores, only data from thedot-bottom trialswere used.
It was previously found that analyzing dot-bottom trials alone increased the reliability
of the bias index even though the number of trials considered were halved [21]. The
eye gaze of participants may be naturally drawn to the top half of the screen, possibly
contributing to a bias which is unrelated to the disorder.

Statistics
Analysis of the data was carried out using the statistical package SPSS for Windows
version 21 [22]. Shapiro-Wilk tests were used to verify the deviation from normal dis-
tribution for each bias index. T-Tests for independent samples were used to compare the
depressive and non-depressive participants with respect to their attention bias indexes.

3 Results

3.1 Data Screening

All error trials were excluded from analyses. The number of errors made by participants
ranged from 0 to 17 (M = 5.04, SD = 4.11). Errors occurred on 2.10% of all trials.
Analyses were performed on the remaining data.
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3.2 Demographics

Of the total sample of 50 participants, 23 were female and 27 were male. To check
if there was a difference in proportion of females and males who were depressive or
non-depressive, a 2 × 2 Chi-square test was conducted. The test revealed no significant
association between gender of the participant and their condition, X2 (1, N = 50) =
0.41, p = .52. Therefore, any potential effects associated with gender should have been
adjusted across both groups.

3.3 Attention Bias Indexes

Table 1 shows the mean reaction times and attention bias indexes of all participants for
both types of stimuli. Shapiro-Wilk tests show that the attention bias indexes with face
images as the stimuli follow a normal distribution, while the attention bias indexes for
the dot probe task with emoji images deviate from a normal distribution.

Table 1. Bias indexes for non-depressive and depressive subjects.

Stimulus type Bias index Non-depressive subjects Depressive subjects

Mean SD Mean SD

Face trials Happy 13.21 42.29 0.34 47.15

Sad – 3.76 44.31 12.26 41.86

Emoji trials Happy 2.63 61.91 – 4.29 56.92

Sad – 18.97 75.37 – 4.16 37.27

For the dot-probe task using face images as the stimuli, independent t-tests were
performed on the bias indexes between the depressed and non-depressed groups. The
t-test indicated that the negative bias scores for the non-depressed group (–7.48) was
statistically significantly lower compared to the depressedgroup (16.76), t(46)=−2.186,
p = .034. On the other hand, results showed that there was no statistically significant
difference in positive bias scores between the two groups.

Table 2. Reaction times for depressive and non-depressive subjects.

Stimulus type Bias index All subjects Non-depressive
subjects

Depressive
subjects

Mean SD Mean SD Mean SD

Face trials Happy 621.41 127.59 620.57 133.67 622.07 125.09

Sad 602.02 110.34 601.85 119.22 602.15 105.07

Emoji trials Happy 611.71 116.65 611.21 124.75 612.11 112.21

Sad 621.41 127.59 620.57 133.67 622.07 125.09
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Since the values of the bias indexes for the dot-probe task using emoji images do not
follow a normal distribution, the Mann-Whitney U test was used here. The results show
that there was no statistically significant difference in negative or positive bias scores
between the depressed and non-depressed groups.

3.4 Reaction Times

Table 2 shows the reaction times for all participants, by trial type. A Wilcoxon Signed
Ranks test was used to examine if there were any differences in reaction times of
participants under the face-type trials and the emoji-type trials conditions.

4 Discussion

The aims of this study were evaluate the effectiveness of using a dot-probe task to
detect negative attention bias in young adults and to investigate the effect of using emoji
images in a dot-probe task compared to standard face images. This study found that
the presence of depressive symptoms affects the detection of sad facial expressions in
images of human faces. This is in line with previous studies on depression and bias
towards sad expressions [7, 23, 24]. Conversely, there was lack of difference found in
attention biases towards happy expressions, in contrast to previous studies which have
found evidence of a reduced or absent positive bias in depressed individuals [11, 25].
Given the relatively long presentation duration of the stimuli images in this study, the
reaction times recorded included the effects of attention disengagement, as participants
would have had enough time to make saccades between the two images displayed. It
is possible that a difference in vigilance towards positive faces exists between the two
groups, hence the congruent and incongruent indexes should be considered in further
analyses.

The results did not show a general attention bias effect for sad or happy expressions
in images of emoji. In addition to considering the effects of attention vigilance versus
attention disengagement as detailed above, emoji images are comparatively different
from images of facial expressions which may cause emojis to be less disorder-specific.
It was found that the average reaction time of participants for emoji-type trials was faster
than for the face-type trials. This may be an indication that participants had less trouble
disengaging their attention from the images.

There are several limitations in the present study that should be noted.A large number
of trials were used, which might have induced fatigue in the participants. In order to
reduce this effect, the study design included several breaks in between the blocks of trials.
Although blocking of trials is a commonmethod used in dot-probe studies [26, 27], there
is evidence that that the results may be affected, in terms of semantic relatedness [28].
Furthermore, the trial blocks were presented in such a way that participants completed
the dot-probe task with face images as stimuli before completing the task with emoji
images as stimuli. There may be a temporal aspect to attention bias which affected the
performance of participants across the dot-probe task. Lastly, our samplewas nonclinical,
therefore the severity of depressive symptoms may not correspond to that of a clinical
sample.
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Future analyses of the data should take into account vigilance/avoidance effects and
separate them from disengagement effects. Additionally, in the trial block order could
be randomized for each participant in future studies to address the possible effects of
fatigue on the performance of participants on the emoji dot-probe task.

5 Conclusion

In conclusion, the present study provides further evidence that individuals exhibiting
depressive symptoms show an attention bias towards negatively-valenced emotional
faces. The results support the use of happy and sad facial expressions in the dot-probe
task for detecting negative attention bias in young adults.Although a difference in general
attention bias was not found towards emoji-type images, more analyses is required to
further investigate the vigilance and disengagement components of attention under this
condition.
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Abstract. Diabetes is one of common diseases nowadays that associated with
inability of human body to control level of glucose in the body. The danger of the
diabetes can beminimized by continuouslymonitor the glucose level of the patient.
There are severalmethods tomeasure the glucose level in the blood either invasive,
minimally invasive or non-invasive method. In this paper, we conducted an exper-
iment using non-invasive near infrared approach to investigate the relationship
between the level of the glucose and the corresponding sensing parameters. We
used infrared LED as emitter and receiver. They are positioned opposite to each
other with the sample in between. The LED transmitter driving current was varied
from 40 mA up to 80 mA. There were 14 different level of glucose concentration
were used as samples. We performed analysis on the collected received signals at
the receiver when glucose level and LED driving current were varied. The results
revealed that there is a linear relationship between the current applied to the LED
and the received signal also known as sensing voltage. Different values of current
applied to the transmitting infrared LED gave different levels of accuracy of glu-
cose prediction. The optimal driving current was found at 60 mA, which provides
the best accuracy as compared to 40mA and 80mA. In other words, 60mA current
has highest correlation factor and lowest error percentage.

Keywords: Infrared LED · Blood glucose measurement · Optimal infrared
driving current

1 Introduction

Diabetes is one of the common and crucial disease caused by the deficiency of the insulin
level in theblood.Diabetesmight lead toother health issues suchasheart attack, heart fail-
ure, and kidney failure. Statistics shows that there are 285 million cases of diabetes, and
according toWorldHealth Organization (WHO), the number will increase to 366million
by2030.Therefore, it is important tokeepmonitoringtheglucoselevel in thebloodinorder
topredictanydramaticchangesof theglucose–hyperglycemiaorhypoxia–and toprevent
it before it happens.There are threemainways tomeasure theglucose concentration in the
blood; invasive, minimally invasive and non-invasivemethods.

Invasive method is the most common approach in the hospitals nowadays. Invasive
measurement involves pricking a finger to get a drop of blood, and then transfer it to
the blood test strip [1]. This method is painful and the wound recovery process for the
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diabetic people does not happen fast which may cause an infection [2, 3]. Also, the
test strip is disposable which may increase the cost. Minimally invasive approaches is
another way that cause less pain in comparison to the invasive method. Many methods
have been suggested for the minimal invasive such as iontophoresis, microdialysis and
biosensor implementation [3–7].

Non-invasive method is the most convenient way because it is painless and it does
not required test strips [8]. Recently, more non-invasive ways were introduced such as
Near Infrared (NIR), Mid Infrared Spectroscope (Mid-IR) [9], and Raman spectroscope
[10]. NIR is a light concept which depends on emitting a beam of light that has certain
wavelength, typically in the range of 750–2500 nm [11]. The body absorbs and scatter
the light due to the interaction with the chemical composition of the tissue. The NIR
detect the measurement within depth range of 1–100 mm deep [12].

The reduction of the light intensity as it travels through the tissue is explained by the
light transparent theory. According to the equation, I = Io ee−µeffd , where I is reflected
light, Io is incident light, µeff is the effective light reduction, and d is the optical path
length [13]. Then, the light will be reflected from the tissue and received by a photodiode
that converts light to voltage. The difference in glucose concentration is described by
the variation of the voltage obtained by the photodiode. In other words, the glucose will
block the light that passed through the tissue based on glucose concentration [14]. A
previous study compared the NIR method with Raman spectroscopy and concluded that
NIR is more appropriate and can generate accurate measurements. The lack of accuracy
of Raman spectroscopymethod was attributed to the accumulation of noise that interfere
during the measurement [15, 16].

According to [17], he carried an experiment by passing a light through one side of
the finger and the reflected light from the other side of the finger was considered to
describe the amount of light in the blood glucose.

In a previous study [18], a comparison between two different wavelength ranges
(750–2500 nm and 1000–2500 nm) was performed. The study concluded that 750–2500
is the infrared band, and any wavelength under 1000 nm gives inaccurate result [19].
Another study suggested a wavelength between 1100 nm and 2450 nm [20].

Experiments were conducted to measure the glucose concentration as voltage func-
tion and a linear relation between the sensing voltage and the glucose concentration
was reported [21–24]. However, the influence of the current driving to the LED on the
performance of the glucometer is not being fully investigated. Therefore, in this paper,
we investigated the relationship between the current value and the accuracy of blood
glucose measurement by using the NIR method. The voltage was fixed and the current
was changed to 40mA, 60mA and 80mA. Themain objective of this was to find the best
fitting current value that gives more accurate prediction of the glucose concentration.

2 Materials and Methodology

Two NIR LEDs were used in the experiment: emitter and receiver. The emitter is an
infrared LED (LED1550E) that has a wavelength range of 1400–1650 nm. The receiver
is a photodiode (FGA10) that has a wavelength range of 900–1700 nm and it is capable
of converting light to voltage. The two LEDs were positioned directly opposite to each
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other. The emitter was connected to the power supply. The voltage was fixed at1.5 V,
and three different current values were applied: 40 mA, 60 mA and 80 mA. According
to the data sheet of the LED1550E, the maximum current for the LED is 100 mA.

Glucose concentrations were prepared using the dilution serial [serial]. 14 solutions
were prepared: [40,60,80,100,120,140,160,180,200,220,240,260,280,300] mg/dL and
the solutions were contained in a test tube. First measurement was collected when the
current is 40 mA, then 60 and the last measurement was at 80 mA. The temperature of
the sample was fixed to room temperature. The voltage reading was captured using a
Multimeter that connected to the photodiode.

Data analysis toolswere used such as linear regression,mean square error, correlation
error percentage to study the relationship between the current value and the accuracy or
the prediction of the glucose concentration.

3 Result and Discussion

Table 1 indicates a linear relationship between the glucose concentration and the output
voltage; the sensing voltage increases indirect proportion with the glucose level – this is
supported by previous research studied [21–24]. Also, the constant raise of the voltage
when we increase the current is explained by the Ohm’s.

Table 1. Shows the output voltage with different driving current

Mg/dl Current 40 mA Current 60 mA Current 80 mA

40 137.3 147.7 153.1

60 137.6 147.9 153.5

80 139 148.4 152.8

100 141.6 149 153

120 142.8 149.4 154

140 142.4 149.6 154.1

160 143.3 149.8 154.2

180 144.4 150 154.3

200 145.2 151.3 154.7

220 145.4 151.4 155

240 145.2 151.9 155.2

260 145.1 152.3 155.3

280 144.8 152.8 155.7

300 145.7 153.4 156.7

Table 2 shows the correlation, mean square error, linear equation and the error per-
centage of each experiment. According to the Fig. 4, we can notice thatMSE, correlation,
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and raises at 40mAand then reach the peak at 60mAand drop back again at 80mA. Since
correlation andMSE indicates a better relationship when they are bigger, so 60mA gives
the most significant linear relationship. According to the datasheet of the LED1550E,
the maximum current that is applicable for the LED is 100 mA. According to [25], the
higher the current value applied to the light emitting diode the less efficiency of the
LED decreases. Moreover, looking at Table 2, 60 mA has a very small percentage error
compared to 80 mA and 40 mA. Looking at the overall analysis, we can conclude that
driving current at 60 mA provides the best fitting and optimal compared to 40 mA and
80 mA (Figs. 1, 2 and 3).

Table 2. shows the correlation, MSE, erorr percentage and the linear equation of each sample

40 mA 60 mA 80 mA

Correlation factor 92% 99% 96%

Linear equation Y = 25.3 x –3439.1 Y = 45.103 x –6611.2 Y = 83.193x –12686

Means square error 86% 98% 93%

Error percentage – 2.6% – 0.04% 3.3%

y = 25.272x - 3439.1 
R² = 0.86
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Fig. 1. Shows the linear relationship between the blood glcucose level and the output voltage
with driving current of 40 mA
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y = 45.103x - 6611.2 
R² = 0.9848
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Fig. 2. Shows the linear relationship between the blood glcucose level and the output voltage
with driving current of 60 mA
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R² = 0.92

0
50

100
150
200
250
300
350
400

152 153 154 155 156 157

m
g/

dL

volatge mV 

80 mA

Fig. 3. Shows the linear relationship between the blood glcucose level and the output voltage
with driving current of 80 mA
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Fig. 4. Shows the relationship between the current values with Correlation and MSE

4 Conclusion

Constant monitoring of the blood glucose is important to avoid the complications of
the diabetes. Plenty ways to do that such as the invasive and non-invasive. So far, the
noninvasive is the best approach. In this experiment, we conducted a study in the non-
invasive approaches using the NIR, we applied different current values to the emitter
to study the significant of the current values to the blood glucose prediction. We found
out that the higher accuracy of the blood glucose concentration can be obtained by
applying 60 mA current to the emitter. Future work can be carried to investigate the
relationship between the glucose temperature – or patient temperature – and the glucose
measurement.
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